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Abstract

Polymer spin coating is a popular technique in adhering a thin film to a
substrate as it can quickly produce a uniform film. The properties of a thin
film can generally be controlled but the spin coating of a polymer blend solu-
tion induces phase separation, which causes morphological variations. Radial
features have been noted many times but to date, a model that quantifies
the film thinning away from the film centre does not exist. This could be
problematic when using spin coating to make larger films.

This thesis explores the film formation of poly(methyl methacrylate) and
polystyrene blends cast from a toluene based solution as a function of time
and radius using in situ light scattering experiments. The specularly re-
flected laser light is indicative of the film thickness and the off-specularly
reflected light can be used to determine phase separation length scale. This
experimental method is known as optospinometry.

Specular data sets from numerous film radii were compared with a spin coat-
ing model that assumes no radial dependence, in order to test the validity
of its assumptions. The off-specular results were compared with optical mi-
croscopy data in order to quantify the phase separation in the blended films.

The results of the experiments indicate that radial variations in film thick-
ness and structure are not always negligible and should be considered when
deriving spin coating models. Numerous different effects such as a temper-
ature gradient, varying solution flow, three-dimensional Ekman spirals and
the Marangoni effect affect the film in a radial manner. The morphology of
high concentration solution films (6% and 8%) clearly changes with radius
yet this is not seen in lower concentration solution films (2% and 4%), that
exhibit a non-uniform non-monotonic evaporation rate at different radii.

This thesis also explores the interfaces between polymer trilayers after anneal-
ing. The boundaries between layered polymer structures have an interfacial
width which exhibits a volume fraction gradient. Experimental interfacial
widths are larger than theoretically predicted and capillary waves are theo-
rised to contribute to this discrepancy. The disruption caused by capillary
waves was investigated in polymer trilayers where the central layer was com-
paratively very thin. Fully disrupted central layers were observed after long
annealing times, supporting the theory of capillary waves effect on the inter-
facial width.
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1 Introduction

Polymers are extremely versatile materials that have a wide variety of ap-
plications from solar cells [1] to bioengineering for medicine [2] due to their
ability to be used in the production of organic electronics. Widely used in-
organic electronics have expensive composite materials, such as crystalline
silicon, and require time consuming and complicated methods of production.
In contrast, organic electronics have relatively inexpensive component ma-
terials and easier methods of production, both of which reduces their cost.
Organic electronics have a lower environmental impact than inorganic elec-
tronics, which is another important factor to consider. The additional prop-
erties of organic electronics, such as their lower mass and flexibility, makes
potential future applications an exciting prospect.

Whilst organic electronics have numerous advantages, there are considerable
problems. Not only do organic solar cells degrade when in contact with
light, they are much less efficient than inorganic solar cells, which have an
efficiency of around 33% that is minimally impacted when the process is
scaled up to an industrial level [3]. In comparison, organic solar cells have
an efficiency of approximately 16% [4] when in a laboratory environment.
If organic solar cells are to be more widely used, their efficiency must be
increased or shortcomings in efficiency must be balanced by their inexpense.

The fundamental properties of organic electronics can be studied by produc-
ing thin polymer films. Such films are simple homopolymer coatings that
have a thickness between 0.1 - 2000nm cast on to a substrate such as glass
or silicon.

A simple and inexpensive method with a high level of control over the final
film properties are all desirable features of any coating process. Coating
involves the polymer of choice to be dissolved in a solvent, forming a polymer
solution. If more than one polymer is used, the solution is referred to as a
polymer blend solution. The solution can be deposited onto the substrate of
choice in numerous ways, which is not limited to the methods indicated by
figures 1.1 - 1.4. The concentration of a solution controls the thickness of the
film in a relationship dependent on the coating method itself. Thicker films
are a result of casting from a higher polymer concentration solution.

In drop coating, the polymer solution is adhered to the substrate directly by
equipment as simple as a syringe. The volatile solvent then evaporates and
the polymer remains in the form of a thin film. The method can be seen in
a diagram in figure 1.1. Drop casting is inexpensive and quick but the final
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film thickness is difficult to control.

Figure 1.1: Drop coating. (L) The solution is added to the substrate, which is
static, using a pipette. (C) The evaporation of the solvent causes the solution to
thin. (R) Eventually only the polymer in the solution remains, leaving behind a
polymer thin film.

Spray coating utilises a nozzle which sprays the substrate with solution as
shown in figure 1.2. The film thickness is varied by using different nozzles
and coating times; a larger nozzle used for a longer time will lead to a thicker
film. This method can be expensive due to a variety of nozzles necessary for
different film thicknesses but the films produced are typically very uniform
at large thicknesses [5]. Spray coating is an excellent method by which to
make high quality films with a large area, to the extent that this method of
coating is primarily used in the photovoltaics industry.

Figure 1.2: Spray coating. (L) The solution is added to the substrate, which is
static, using a nozzle to spray the solution. (C) The evaporation of the solvent
causes the solution to thin. (R) Eventually only the polymer in the solution
remains, leaving behind a polymer thin film.

Dip coating involves a substrate which is immersed in the polymer solution.
The substrate is then removed, the solvent evaporates and a dually coated
surface remains, as is shown by figure 1.3. The thickness of the resultant
film is controlled by the speed at which the substrate is removed from the
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solution. The process can be slow and potentially wasteful due to the excess
solution required for immersion but the films produced have a good thickness
uniformity.

Figure 1.3: Dip coating. (L) The substrate is completely immersed into the solu-
tion. (C) The substrate is slowly removed from immersion. As this happens, the
solvent in the solution adhered to the substrate begins to evaporate. (R) Even-
tually only the polymer in the solution remains, leaving behind a polymer thin
film.

In spin coating, the substrate is adhered to a platform by means of a vacuum
as shown in figure 1.4. The platform and substrate are then spun at an
angular velocity ω for a time t. These two variables are the spin parameters
and when varied they alter the thickness of the film; a larger ω and t will
result in a thinner film.

The solution is added to the substrate either before or during the spin. As
the mass of the substrate and solution after the pipette deposition is con-
centrated in the centre of the film, an inertial force is induced which causes
the solution to fully coat the substrate. This effect is often referred to in
the literature as the centrifugal force, the pseudo-force which is often used to
describe the effect of a lack of inertia on a spinning mass. This is the inertial
dominant period of thinning, which can last between a few milliseconds or
couple of seconds. After this initial stage occurs, the thinning caused by the
solvent in the solution evaporating becomes more significant. This stage is
the evaporation dominant period of thinning, which upon completion, leaves
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Figure 1.4: Spin coating. (L) The solution is added to the substrate, which is
static, using a pipette. It is also possible to deposit the solution onto the substrate
when it is already spinning. (C) The platform begins to spin at an angular velocity,
ω for a time t. As this occurs, the inertial forces and solvent evaporation cause
the film to thin. (R) Eventually only the polymer in the solution remains, leaving
behind a polymer thin film.

behind the polymer thin film. The thickness of a film produced by spin
coating depends on multiple factors. A solution with a high polymer con-
centration will be more viscous and therefore result in a thicker film. As
mentioned previously, the thickness of the film can be controlled with spin
parameters; time t and angular velocity ω.

Table 1 compares three methods of coating. The advantages and limitations
of each method determine their suitability to different applications. Spin
coating is limited to flat surface coating, whereas spray coating and dip
coating can cover complex surfaces and step heights. Films produced by spin
coating are typically uniform in thickness but they are prone to imperfections
at large radii.

As a result of these factors, spray coating is a preferred industrial method
to produce large polymer films however it not suitable for viscous polymer
solutions and it is more expensive. Spin coating can coat viscous solutions
and is relatively inexpensive, but its radial limitation is significant. If radial
non-uniformities in a spin coating can be predicted and mitigated, this could
lead to reduced industrial costs in the production of large thin films.

Spin coated films cast with more than one polymer are also subject to phase
separation, which is difficult to model on a spin coated thin film [7,8]. How-

11



Name Thickness Cost Thickness Misc.
Uniformity

Spray 2nm- expensive mixed Conformal step coverage,
20µm suitable for large films but

requires a solution with a
low viscosity. Film
uniformity increases with
thickness.

Dip 20nm- inexpensive poor A continuous process but
50µm films are susceptible to

voids.
Spin 10nm- inexpensive good Good thickness control

5µm and reproducibility but
limitations in film quality
with increased area due to
striations.

Table 1: Comparing coating methods. Adapted from Solution Processing of Inor-
ganic Materials, D. B. Mitzi, 2009, page 50 [6].

ever numerous research groups have observed how varying experimental con-
ditions have an effect on the final film [9].

Radial striations are film imperfections that originate from random, thermal
fluctuations in the initial phase of spin coating and become more prominent
with increasing time and radius, as can be seen in figure 1.5. They can also
be seen in photoresist films [10] and silica gel films [11]. A higher ambi-
ent temperature has been a clear cause of these film imperfections [12–15].
Such non-uniformities have been found to be removed completely when the
ambient temperature is reduced; PS-PMMA blend films of 3.5% polymer
concentration were found to have negligible imperfections when cast at 15◦C
or below [16].

The solvent used to make a spin coating solution has an effect on the resultant
thin film due to differing evaporation rates. Solvents with high volatilities
such as tetrohydrofuran (THF) and methyl ethyl ketone (MEK) have been
shown to have more radial striations than thin films cast with toluene, which
has a lower evaporation rate. If striations are undesired, a less volatile solvent
is recommended [17].
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Figure 1.5: Optical microscope images at various radii of a striated film at a) the
film centre, b) a small distance away from the centre of the film and c) the edge
of the film. The radial striations are noticeable in b and more so c thus indicating
greater prominence with radius. From P. D. Fowler et al, 2016 [16].

Numerous research groups have derived models to determine final film thick-
ness and thinning rate of a spin coating. One of the first models to gain
the thickness of a spin coated film was that of Emslie, Bonner and Peck
(EBP) [18]. In this model, no solvent was considered and so no evaporation
parameter was included: the film was assumed to be dry. The substrate was
considered infinite in radius and parallel to the film surface in order to dis-
regard edge effects or gravitational effects on film formation. EBP assumed
that during a spin coating, the viscous forces balanced the centripetal forces.
As a result, the parameters that affected the thinning rate of the film were
derived to be either intrinsic to the film itself, such as solution density, vis-
cosity and thickness, or related to the spin parameters, angular velocity and
time. Equation 1.1 gives the thinning rate dh/dt obtained by the EBP model
in terms of solution density ρ, solution viscosity η and film thickness h, as
well as the spin parameters angular velocity ω and time t.

dh

dt
= −2ρω2h3

3η
(1.1)

A model for the thinning rate of wet films was developed by Meyerhofer
[19]. This model includes two terms to represent two regions in spin coating
where different physics dominate. In the initial few milliseconds of spin
coating the model is similar to that of Emslie, Bonner and Peck and inertial
forces dominate the thinning of the film. At this stage, the thinning rate is
dominated by the viscous flow of the solution and the solvent evaporative
effects are negligible. When the viscous flow reduces, the thinning due to
the evaporation of the solvent begins to be the most significant contributor

13



to film thinning. For simplicity, Meyerhofer assumed that the evaporation
rate was constant and that solvent does not evaporate until the viscous flow
ends. The thinning rate of the Meyerhofer model is therefore given by

dh

dt
= −2ρω2h3

3η
− E, (1.2)

in which solution density is ρ, its viscosity is η, the angular velocity is ω and
the evaporation rate of the system is E. No overlap between the inertial forces
and solvent evaporation is considered in this model. Experiments show that
this is not the case and an intermediate transition stage of spin coating, where
viscous flow and evaporation rate both significantly contribute to thinning,
does occur.

The Reisfield, Bankoff and Davis (RBD) [20] model considers thorough fluid
mechanics of spin coating solutions, governed by a set of differential equa-
tions known as the Navier-Stokes equations. The assumptions made were
that the solution was Newtonian in nature and flow was axisymmetric. To
simplify the derivation, Reisfeld, Bankoff and Davis worked with dimension-
less parameters but after the full derivation and restoring the dimensions,
the thinning rate is given by

∂h

∂t
= −

(
E +

2ω2ρh3

3η
+

5Eω2ρ2h4

12η2
− 68ω4ρ3h7

315η3

)
, (1.3)

in which solution density is ρ, its viscosity is η, the angular velocity is ω and
the evaporation rate of the system is E. Evaporation rate is typically given
in units of kg.m−2.s−1 but as the Meyerhofer and RBD models only consider
the film thinning in one dimension, the evaporation rate is given in thickness
per unit time [19,21].

Each of the models discussed make numerous assumptions in order to sim-
plify the derivation but the validity of each assumption is disputable. The
Emslie, Bonner and Peck model only concerns dry films which is incorrect
as films are cast from volatile solutions. The Meyerhofer model assumes no
solvent evaporation at the start of spin coating which is inaccurate for spin
coatings done at ambient temperature. Additionally, the assumptions made
by Meyerhofer lead to a model that does not produce either analytical or
numerical solutions [22]. Despite the Reisfeld, Bankoff and Davis model be-
ing more thorough by considering fluid mechanics, assumptions are made for
the sake of simplifying the derivation: complicated contributing effects are
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deemed negligible with little justification; dimensions are wholly ignored in
order to focus on very specific cases; despite a sharp increase in viscosity as
solvent evaporates, the solution is always assumed to have Newtonian flow.

The product of these assumptions are three spin coating models that give
approximations for both thinning rate and final thickness at the centre of a
film but as discussed, spin coated films can vary greatly with radius. All three
models ignore radial effects and therefore can be improved by considering a
region of film away from the centre.

Previous research had been done at the University of Sheffield which considers
these three models. A spin coater called the optospinometer was adapted in
order to perform in situ light scattering experiments. Laser light is incident
to the surface of the film being cast and this light is either refracted or
reflected. The refracted light gives information about the thickness of the film
as the emergent light intensity oscillates between constructive and destructive
interference. Some reflected light is off-specular due to the rough surface of
the heterogeneous film. This light can be collected and used to infer a phase
separation length scale of the film.

Between January 2005 and July 2014, the effect the evaporation rate of a
PS/PMMA/toluene ternary solution had on phase separation in the spinning
films was the main focus of optospinometry experiments. The evaporation
rate can be controlled using a chamber to control the vapour pressure sur-
rounding the system. Films were cast using PS, PMMA and toluene at a
variety of vapour pressures by flooding the chamber with toluene vapour.
The films cast in higher vapour pressures indicated these films had a slower
evaporation rate [21]. When imaged using optical microscopy, regardless of
evaporation rate, the films showed differences between the centre of the film
and the edge, as shown in figure 1.6. This work utilised the Meyerhofer model
in order to find the solvent evaporation rate.

These results lead to experiments that explored the effect evaporation rate
has on the thinning of a PS/PMMA/toluene film. Results were compared to
predictions by both the Meyerhofer and RBD models and the latter was found
to be the more accurate of the two [23]. These optospinometry experiments
focussed on the centre of the film and used theoretical models that ignore
radial dependence.
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Figure 1.6: Optical microscope images of various films. The film imaged for both
figures a) and b) had an evaporation rate of 3.15µm.s−1 but a) is at the centre
of the film and b) is at the edge. The film imaged for both figures c) and d) had
an evaporation rate of 1.03µm.s−1 but c) is at the centre of the film and d) is
at the edge. The film imaged for both figures e) and f) had an evaporation rate
of 0.42µm.s−1 but e) is at the centre of the film and f) is at the edge. From P.
Mokarian-Tabari et al, 2010 [21].
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1.1 Motivations and Aims

The consideration of the industrial applications, spin coating models and
experimental results discussed henceforth lead to a hypothesis. Inertial forces
are considerable contributors to film thinning and the linear velocity v of
a point on a film increases with radius r in the relationship v = 2πr/t.
The primary hypothesis is that a polymer film dries more quickly at regions
further away from the film centre and as such, film formation cannot be
assumed constant with radius.

The motivation of the work presented in this thesis is to improve theoretical
models of spin coating in order to account for predicted radial dependency.
If the physics of the spin coating process is fully understood, unwanted radial
effects can be mitigated and spin coating can be used to make large organic
films. In contrast, if complex structures are desired in a final film, as is often
the case for organic electronics, the phase separation of blended films can be
manipulated to form these structures without added expense.

The wider implications of this research is improving the methods in which
industries produce large, high quality, inexpensive polymer films that can
be used as organic solar cells. Solar cells with a low environmental impact
are imperative considering the global supply of oil, gas, coal and uranium is
estimated to be depleted within the next century [24], in addition to how the
consumption of non-renewable energy is irreversibly damaging the planet [25].
This also has importance from a financial perspective, as the photovoltaics
industry reported a growth rate of 24% between 2010 and 2017 [26].

The aims of this research is to test the validity of the RBD model for large ra-
dius films by comparing its predictions with experimental data from various
radii across a polymer film. The thickness as a function of time for the centre
of the film in addition to 4mm, 8mm and 12mm from the film centre would
be compared to the model. If radial distinctions were present, the possible
causes of such a relationship would be proposed by examining the literature
and the assumptions made by Reisfeld, Bankoff and Davis. The experimental
results could then be used to derive a model for spin coating that depends
on radius. Blended PS/PMMA films and homopolymer PS or PMMA films
were cast using toluene as a solvent. Whilst PS and PMMA are not usually
used in organic electronics, both polymers have been the subject of many
experiments in materials science and so any unexpected effects observed in
the experiments presented in this thesis would have plethora of results for
comparison, in contrast with polymers such as PCDTBT or PEDOT:PSS
which are less widely studied. Further to this, both PS and PMMA do not

17



crystallise, which would add difficulty in analysing any in situ spin coat-
ing data. Both polymers have similar interaction parameters with toluene
(χPS/toluene = 0.44 and χPMMA/toluene = 0.41) but have distinct refractive in-
dices (nPS = 1.5894 and nPMMA = 1.4893) which is useful in light scattering
experiments.

Additionally the interactions between immiscible polymers were explored in a
side project done in collaboration with the Free University of Brussels. Multi-
layered structures are an important aspect of organic electronics although
the interfaces between layers are not yet fully understood. The layers do not
have discrete interfaces and the boundaries are susceptible to an intrinsic
broadening effect called the interfacial width. Experimental measurements
of the interfacial width are typically larger than that predicted by theoretical
models. The additional broadening of the interface is attributed to thermally
induced capillary waves, which have the potential to fully disrupt a thin layer.

Understanding the effect of the capillary waves has important implications in
the organic electronics industry. The efficiency of organic solar cells is depen-
dent on their discrete layers and so minimising the effect of capillary waves
is beneficial. Organic electronics such as semi-conductors often require in-
tricate micro-scale or nano-scale structures, which are often time-consuming
and expensive to produce. If the disruption of a polymer layer due to capillary
effects can be harnessed, it can be manipulated to cause desired structures
to self-assemble.

With this in mind, a secondary aim of was to detect a fully disrupted layer
in a multi-layered polymer structure. Trilayers consisting of PS and deuter-
ated PMMA (d-PMMA) were made by spin coating and film floating. The
thickness of the central d-PMMA layer was varied between 6nm and 17nm
thick. The foundation and surface PS layers were much thicker in compar-
ison, with estimated thicknesses of 200nm. The trilayers were subject to
neutron scattering after various annealing times in order to measure the in-
terfacial widths of the internal boundaries. The neutron beam experiments
were done at OFFSPEC, ISIS, Rutherford Appleton Laboratory (RAL) in
Didcot, UK and at the Institut Laue-Langevin (ILL) in Grenoble, France.

Chapter 2 will thoroughly explain the necessary theory to undertake this
research. The spin coating models and their assumptions shall be discussed
in order of publication; EBP, Meyerhofer and RBD. A brief summary of
relevant polymer physics shall then be detailed, including polymers and their
interactions with solvents, the Flory-Huggins theory, ternary polymer blends
and how the viscosity of solutions are calculated. How the polymer physics
translates to the morphology of thin films shall then be considered.
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Chapter 3 will detail the experimental techniques used. More detail will
be given about the primary piece of equipment, the optospinometer: a spin
coater with a 633nm laser incident to the surface at an angle of 45◦. Once
incident to the polymer film and the reflective substrate, the emergent light is
either reflected or refracted. The light is then used to infer information about
thin film formation during spin coating. How this data output is processed
shall be included here. The optospinometer has been used to examine the
centre of the film in previous experiments but the focus of this work has
been radial differences in the properties of the films. The optospinometer
has been adapted in order for this to be done and this shall be addressed. In
addition to this, Chapter 3 will contain the properties of the chemicals used
in the project, the programs and code used in analysis and the specifications
of secondary equipment, such as the optical microscope and ellipsometer.

Chapter 4 discusses the initialisation of the RBD model, including defining its
variables and reintroducing its dimensions, which were necessarily removed
in the derivation. The results from targeting the laser at the centre of the
film compared to data obtained at the various radii are presented. These
thicknesses as a function of time for the centre, 4mm, 8mm and 12mm are
compared against the RBD model, which does not assume a radial depen-
dence. The validity of the RBD model is tested and discussed.

Chapter 5 presents results regarding the morphology of the produced films
using data obtained from off-specular light scattering, optical microscopy
and atomic force microscopy. Any differences in the radial variations in film
properties are subject to discussion, in addition to probable causes.

Chapter 6 details the theory, experimental methods and final results from
the experiment exploring the interfaces between polymer trilayers.

Chapter 7 summarises the conclusions of this thesis and Chapter 8 is an
advisory section on the continuation of spin coating experiments exploring
the radial effect of immiscible polymer blends.
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2 Theory

This chapter shall contain the necessary theory required to complement the
experimental work. Section 2.1 shall be on the primary models of interest
to spin coating. Firstly the model developed by Emslie, Bonner and Peck
(EBP) is derived. EBP modelled a dry film, as it has no evaporation term.
The Meyerhofer model is then derived, which considers the evaporation of
the solvent as a contributor to thinning. The Reisfeld, Bankoff and Davis
(RBD) model introduces complicated fluid mechanics and as such models a
wet film in much more detail than the model developed by Meyerhofer. The
RBD model does not account for any radial dependence in thickness and
assumes complete film uniformity with changing radius. Whether or not this
is an accurate assumption will be subject to discussion.

Section 2.2 is a summary of the physics necessary to understand the polymer
interactions in a solution used in spin coating. The physics of monomers
bonding to form polymers shall be discussed. Polymers are large and com-
plex structures so statistical physics such as the freely jointed chain model
are necessary to consider their parameters such as their size and interactions.
A solution consisting of a polymer solute is subject to polymer-solvent inter-
actions and an understanding of this is necessary. The consequential phase
separation of a immiscible blend is quantified using the Flory-Huggins theory
and the physics of ternary polymer blends. In a ternary system, interactions
are increased as the two separate polymers both interact with the solvent and
each other. Viscosity governs polymer solution physics and so the viscosity
of a blend requires a detailed derivation. Newtonian and non-Newtonian
solutions shall be considered.

Section 2.3 considers how the polymer physics is affected by interfaces, edge
effects and being cast into a thin film. Polymers act differently depending
on their position in a structure. The polymer chains at the centre of large
structure are in the bulk and are not subject to interface effects. At the
boundary of a polymer blend such as one cast in a thin film, interesting effects
can occur which are caused by the interface. Surface tension is a primary
influence here and causes many structures seen in thin films. Surface tension
induces the Marangoni effect, which is accountable for many morphological
features. The models considered in section 2.1 assume that films do not
vary in morphology or thickness with changing radius. There are numerous
examples of radial variance in films, which are then discussed.
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2.1 Spin coating models

Numerous models [7, 8, 18–20, 22, 27–49] have been developed over the years
in order to quantify the effects of various spin coating variables. The three
of primary interest to the work undertaken here are derived in this section.
Emslie, Bonner and Peck modelled the thinning of dry spin coated films.
Meyerhofer modelled wet films by introducing an evaporation term. Reisfeld,
Bankoff and Davis considered detailed fluid dynamics that affect the thinning
of a spin coated film.

2.1.1 The Emslie, Bonner & Peck Model

This model [18] was developed in order to test how film thickness and unifor-
mity were affected by differing initial distributions of the material involved
in the spin coating. It found that regardless of whether the initial profile was
Gaussian or evenly distributed, the final film would have a uniform thickness.

Figure 2.1: A diagram showing the dimensions of the EBP model and the direction
of the inertial and viscous forces.

The model assumes that:

1. The rotating plane is infinite, so edge effects are not considered.

2. The rotating plane is horizontal, so gravitational forces do not influence
the motion of the solution.

3. The solution is radially symmetrical so there is no variation in gravi-
tational potential.

4. The solution is so thin that shear resistance is negligible in the θ direc-
tion and z direction, but not the r direction.
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5. The solution is a Newtonian and the fluid is incompressible.

6. Coriolis forces are negligible.

7. The film is dry and no evaporation occurs.

Consider the spinning substrate in polar coordinates (r, θ, z) where the centre
and bottom of the film is described by (0, 0, 0) as seen in figure 2.1. A number
of vectors are needed for the derivation; angular velocity −→ω , radial −→r and
velocity of the flow of the liquid film −→u which are described in equations 2.1,
2.2 and 2.3 respectively.

−→ω = (0, 0, ω) (2.1)

−→r = (r, 0, 0) (2.2)

−→u = (ur, uθ, uz) (2.3)

The thinning of the film can be expressed by the balance of two radial forces,
given by

−
−→
fI =

−→
fV. (2.4)

−→
fI is the centripetal force, which contributes to film thinning.

−→
fV is the

viscous force which resists the film thinning. Both
−→
fI and

−→
fV are forces per

unit volume and only act in the radial direction. The centripetal force is
represented less generally by

−→
fI = ρ−→ω × (−→ω ×−→r ) =

(
ρrω2, 0, 0

)
, (2.5)

where density of the solution is given by ρ. The viscous force is represented
by

−→
fV = η52 −→u (2.6)

where the Laplacian of the velocity vector is given by 52−→u and η is the
viscosity of the solution. In cylindrical coordinates, the Laplacian of the
velocity vector is equal to
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52−→u =

(
∆ur −

ur
r2
− 2

r2

∂ur
∂r

)
−→r +

(
∆uθ −

uθ
r2
− 2

r2

∂uθ
∂θ

)
−→
θ + (∆uz)

−→z ,

(2.7)

in which ∆ur, ∆uθ and ∆uz are the Laplacians of the radial, azimuthal and
vertical components of the velocity vector. Emslie, Bonner and Peck simplify
the Laplacian by assuming the film is thin enough that shear forces only act in
the r direction. As a result of this assumption, θ and z terms are eliminated.
The radial component ∆ur is given by

∆ur =
1

r

∂

∂r

(
r
∂ur
∂r

)
+

1

r2

∂2ur
∂θ2

+
∂2ur
∂z2

, (2.8)

meaning that

52−→u =
1

r

∂

∂r

(
r
∂ur
∂r

)
+

1

r2

∂2ur
∂θ2

+
∂2ur
∂z2

− ur
r2
− 2

r2

∂ur
∂r

(2.9)

Equation 2.4 shows that the viscous forces balance the centripetal force,
resulting in no net radial force. Newton’s first law dictates that as there is
no net force, the speed of the flow must be constant and so ∂u

∂r
is always equal

to zero.

As the film is axial symmetric and there is no acceleration in the film, ∂u
∂θ

is
also equal to zero. From these two assumptions, equation 2.8 simplifies to

∆ur =
∂2ur
∂z2

− ur
r2
. (2.10)

Recalling equation 2.6, the viscous force is therefore equal to

−→
fV = η

(
∂2ur
∂z2

− ur
r2

)
. (2.11)

This equation for the viscous forces must then be equated to the inertial
forces as the two opposite forces contribute to the thickness as a function
of time: the inertial forces cause thinning and the viscosity of the solution
hinders thinning. These forces involve the radial velocity of the solution ur.
This case can be represented by
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∂2ur

∂z2
= −ρω

2r

η
+
ur
r2
, (2.12)

in which η is the viscosity of the solution, ρ is the density of the solution, ω
is the angular velocity and r is the radius. The term ur

r2
decays rapidly whilst

ρω2r
η

increases and so ur
r2

can be treated as negligible, producing

∂2ur

∂z2
= −ρω

2r

η
. (2.13)

Equation 2.13 is integrated once to get equation 2.14 where c is the constant
of integration.

∂ur

∂z
= −ρω

2rz

η
+ c (2.14)

The constant can be calculated by applying the boundary condition of ∂ur/∂z =
0 when z = h as at the surface of the film, there is no shear stress. This
integration gives the value of the constant c as

c =
ρω2rh

η
. (2.15)

Combining equations 2.14 and 2.15 results in the first integration of 2.13,
which is given by

∂ur

∂z
=
ρω2rh

η
− ρω2rz

η
. (2.16)

This is then integrated with respect to z between z = 0 and z = h, for the
bottom of the film and the top of the film respectively, to give equation 2.17.
The constant of integration is found from the no-slip condition; at z = 0, the
velocity of the film does not differ to the velocity of the substrate.

ur =
1

η

(
ρω2rhz − ρω2rz2

2

)
(2.17)

The radial flow must also be considered so this is integrated with respect to
z to obtain equation 2.18 which defines qf , the radial flow per unit length of
circumference.
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qf =

∫ h

0

urdz

=

[
ρω2rhz2

2η
− ρω2rz3

6η

]h
0

=
6ρω2rh3

12η
− 2ρω2rh3

12η

=
4ρω2rh3

12η

=
ρω2rh3

3η

(2.18)

To find an equation for the thinning rate, it is necessary to define the change
in thickness with time. A partial differential equation for thickness, h, with
respect to time, t is equated to zero, ∂h/∂t = 0, in order to use the continuity
equation,

r
∂h

∂t
= −∂(rqf)

∂r
. (2.19)

Combining equation 2.19 with the integral from equation 2.18 results in

∂h

∂t
= −ρω

2

3η

1

r

∂

∂r

(
r2h3

)
. (2.20)

For simplicity the constant κ can be defined as κ = ρω2

3η
which simplifies to

∂h

∂t
= −κ1

r

∂

∂r

(
r2h3

)
. (2.21)

The expansion of equation 2.21 is

−2κh3 =
∂h

∂t
+ 3κrh2∂h

∂r
. (2.22)

Equation 2.22 has the general form of

dh

dt
=
∂h

∂t
+
∂h

∂r

dr

dt
. (2.23)

25



From equations 2.22 and 2.23, two differential identities can be obtained,
given by

dh

dt
= −2κh3, (2.24)

and

dr

dt
= 3κrh2. (2.25)

Equation 2.24 integrates to

h =
h0√

1 + 4κh0
2t
, (2.26)

in which h is the thickness variable of the film, κ = ρω2

3η
, t is the time and h0

is the initial thickness of the film at t = 0. Figure 2.2 shows the position of
h0 with respect to the polar coordinate system. Equation 2.26 rearranges to
equation 2.27 which gives the thickness as a function of time, as is desired.

To summarise, the time-dependent thickness according to the EBP model is
given by

h (t) = h0

(
1 +

4h0
2tρω2

3η

)− 1
2

, (2.27)

and the thinning rate is given by

dh

dt
= −2ρω2h3

3η
. (2.28)

This model only regards dry films. Often films cannot be assumed to be dry
as they contain a solvent which evaporates during the spin coating. This
evaporation also contributes to the film thinning and as a result density,
ρ, and viscosity, η, cannot be assumed constant. A model that considers
evaporation is required.
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Figure 2.2: A diagram showing h0 with respect to the polar coordinate system.

2.1.2 The Meyerhofer Model

The model assumes that:

1. The rotating plane is infinite, so edge effects are not considered.

2. The rotating plane is horizontal, so gravitational forces do not influence
the motion of the solution.

3. The solution is radially symmetrical so there is no variation in gravi-
tational potential.

4. The solution is so thin that shear resistance is negligible in the θ direc-
tion and z direction, but not the r direction.

5. The solution is a Newtonian liquid.

6. Coriolis forces are negligible.

The Meyerhofer model [19] considers the spin coating of a wet film. The
model firstly regards how the concentration of the solution varies with time.
The solution consists of a solid solute and liquid solvent which are assumed
to have the same density and to be mixed uniformly within the solution in
equal parts. As with equation 2.28 in the Emslie, Bonner and Peck model,
Meyerhofer does not consider film thickness h to be dependent on radius r.

Meyerhofer developed a model that was similar to the EBP model given in
equation 2.28 but included an additional term to describe the thinning due
to evaporation rate,
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∂h

∂t
= −2ρω2h3

3η
− E (2.29)

in which E is the evaporation rate and thus quantifies the film thinning due
to evaporative effects. Using equation 2.13 from the Emslie, Bonner Peck
model which represents force balance, Meyerhofer was able to solve equation
2.29 using the continuity equation, given by

∂h

∂t
= −1

r

∂ (rq)

∂r
− E, (2.30)

where r is the radius, E is the evaporation rate and the total radial flow per
unit of circumference is defined by q, which is given by

q =
ω2rh3ρ

3η
. (2.31)

Meyerhofer states that to produce a solid film, solvent must evaporate and
this is assumed to be constant with radius. As a result, the film concentration
rises independently of r. The film thickness h decreases uniformly as it is
independent of r. The film is assumed to be thin enough to assume the
change in c with z is negligible.

The concentration of the solution is defined by

c (t) =
X

X + Y
. (2.32)

The concentration varies with time as the solvent evaporates. The volume
of the solute is indicated by X and the volume of the solvent is indicated
by Y . Both X and Y are given in volume per unit area which leads to the
thickness h being represented by

h = X + Y. (2.33)

As the solvent evaporates, the solution composition changes, becoming in-
creasingly dense and viscous which leads to amendments to density and vis-
cosity. The rate of change of both X and Y due to outflow of material from
inertial forces and due to solvent evaporation are given by differential equa-
tions, dX

dt
and dY

dt
which can be calculated for dX

dt
by rearranging equations

2.32 and 2.33 for X,
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X = h(t)c(t), (2.34)

then applying the product rule in differentiating,

dX

dt
=
dh

dt
c+

dc

dt
h, (2.35)

dX

dt
=

(
−1

r

∂(rq)

∂r
− E

)
c+

dc

dt
h, (2.36)

and the evaporation rate is equated to dc
dt
h and so

dX

dt
=

(
−2h3ω2ρ

3η
− E

)
c+ E, (2.37)

which results in

dX

dt
= −2h3ω2ρc

3η
− Ec+ E, (2.38)

and

dX

dt
= −2h3ω2ρc

3η
+ E (1− c) . (2.39)

Similarly, dY
dt

can be found by firstly rearranging equations 2.32 and 2.33 for
Y ,

Y = h(t)− h(t)c(t), (2.40)

then differentiating by applying the product rule,

dY

dt
=
dh

dt
−
(
dh

dt
c+

dc

dt
h

)
. (2.41)

Recalling that

dX

dt
=
dh

dt
c+

dc

dt
h, (2.42)
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dX
dt

and the value of dh
dt

can be substituted in, giving

dY

dt
=

(
−2h3ω2ρ

3η
− E

)
−
(
−2h3ω2ρc

3η
+ E (1− c)

)
(2.43)

which simplifies to

dY

dt
= −2h3ω2ρ(1− c)

3η
+ Ec. (2.44)

The equations for dX
dt

and dY
dt

are integrated numerically, using h0 and con-
centration as initialising parameters, until Y = 0. This is shown in figure 2.3,
where it can be seen that at a relative thickness of 0.3, X/X0 and Y/Y0 di-
verge. This is because inertial effects become a less significant contributor to
thinning and the solvent evaporation begins to dominate, eventually reach-
ing 0. Meyerhofer numerically found hf as a function of ω and this is shown
in figure 2.4. This figure shows that at high angular velocities ω > 4000
rpm there is no dependence on the value of h0. It is at that this point that
X0 = c0h0 > 2hf .

Figure 2.3: The numerical integration of equations 2.39 and 2.44. The parameters
input were h0 = 30µm, c0 = 0.1, E = 1 × 10−7m.s−1, ω = 4500rpm and the
kinematic viscosity ν = η/ρ was modelled as ν =

(
1× 10−6 + c4

)
m2.s−1. From

D. Meyerhofer, 1978 [19].
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Figure 2.4: The parameters are the same as those in figure 2.3 unless otherwise
stated. From D. Meyerhofer, 1978 [19].

As equations 2.39 and 2.44 cannot be solved analytically, the results in figures
2.3 and 2.4 are used to find an approximate value for hf when the initial
concentration of the solute X0 > 2hf .

At this point, Meyerhofer simplifies the calculation by assuming that evap-
oration is negligible at the start of spin coating and that inertial forces are
negligible at the end of spin coating. These two regimes are separated by the
critical time, tc which occurs when

E = (1− c0)
2ω2ρ0hc

3

3η0

, (2.45)

in which c0 is the concentration, ρ0 the density, and η the viscosity of the
initial solution. Recalling that X = c × h and that after the critical time,
inertial thinning is negligible to evaporative thinning, Meyerhofer concludes
that the final film thickness is

hf = Xf = c0hc = c0

[
3Eη0

2 (1− c0)ω2ρ0

]1/3

. (2.46)
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Meyerhofer concludes that this is a sound solution, but this is not the case.
Whilst the model gives a good foundation for the understanding of the two
spin coating regimes, inertial and evaporation dominant thinning, they do
overlap. Further work on the Meyerhofer model showed that it was incor-
rectly formulated [22] and no numerical solutions were adequate.

To summarise, the Meyerhofer model is given by

dh

dt
= −2ρω2h3

3η
− E. (2.47)

2.1.3 The Reisfeld, Bankoff & Davis Model

Most of the assumptions in the Emslie, Bonner and Peck model and the
Meyerhofer model do not hold true for the Reisfeld, Bankoff and Davis model.
The assumptions are as follows:

1. The rotating plane is not assumed to be infinite and edge effects are
considered as a result.

2. Gravity is a contributing factor to certain effects that may be deemed
negligible in specific cases.

3. The solution is radially symmetrical so there is no variation in gravi-
tational potential.

4. Shear resistance affects all three directions; r, z and θ.

5. The solution is a Newtonian liquid.

6. Coriolis forces are not negligible.

The derivation [20] is based on a set of differential equations that describe
the motion of a fluid: the Navier-Stokes equations, the continuity equation
and the boundary conditions. Cylindrical coordinates (r, θ, z) are used.

The vectors necessary for this derivation are the fluid velocity vector,

−→u = (ur, uθ, uz) , (2.48)

the angular velocity vector,

−→ω = (0, 0, ω) , (2.49)
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and the radial vector,

−→r = (r, 0, 0) . (2.50)

The unit normal vector is defined as

−→n =

(
−∂h
∂r
, 0, 1

) 1√
1 +

(
∂h
∂r

)2

 . (2.51)

The unit tangent vectors
−→
tr and

−→
tθ are defined as

−→
tr =

(
1, 0,

∂h

∂r

) 1√
1 +

(
∂h
∂r

)2

 (2.52)

and

−→
tθ = (0, 1, 0) . (2.53)

An incompressible Newtonian fluid has a Navier-Stokes equation in the form

ρ

[
∂−→u
∂t

+−→u .∇−→u
]

= −∇P + ρ−→g +
−→
f +∇.T (2.54)

in which P is the pressure, ρ is the density, −→g is the gravitational acceleration

vector, T is the viscous stress tensor and
−→
f represents the non-viscous forces

exerted on the fluid.

Equation 2.54 has radial r, azimuthal θ and vertical z components. The
radial component is

ρ

[
∂ur
∂t

+ ur
∂ur
∂r
− u2

θ

r
+ uz

∂ur
∂z

]
= −∂P

∂r
+ ρgr + fr

+ η

[
1

r

∂

∂r

(
r
∂ur
∂r

)
− ur
r2

+
∂2ur
∂z2

]
.

(2.55)

The azimuthal component is
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ρ

[
∂uθ
∂t

+ ur
∂uθ
∂r

+
uruθ
r

+ uz
∂uθ
∂z

]
= ρgθ + fθ

+ η

[
1

r

∂

∂r

(
r
∂uθ
∂r

)
− uθ
r2

+
∂2uθ
∂z2

]
.

(2.56)

The vertical component is

ρ

[
∂uz
∂t

+ ur
∂uz
∂r

+ uz
∂uz
∂z

]
= −∂P

∂z
+ ρgz + fz

+ η

[
1

r

∂

∂r

(
r
∂uz
∂r

)
+
∂2uz
∂z2

]
.

(2.57)

The force
−→
f must be identified. The RBD model accounts for two forces

here, the centripetal force
−→
fce and the Coriolis force

−→
fco, which are expressed

by

−→
fce = ρ−→ω × (−→ω ×−→r ) =

(
ρrω2, 0, 0

)
(2.58)

and

−→
fco = ρ2−→ω ×−→u = (−2ρωuθ,−2ρωur, 0) . (2.59)

Equations 2.58 and 2.59 are then substituted into equations 2.55 - 2.57 to give
the radial, azimuth and vertical components of the Navier-Stokes equations.
The radial component of the Navier-Stokes equation is

ρ

[
∂ur
∂t

+ ur
∂ur
∂r
− u2

θ

r
+ uz

∂ur
∂z

]
= −∂P

∂r
+ 2ρωuθ + ρrω2

+ η

[
1

r

∂

∂r

(
r
∂ur
∂r

)
− ur
r2

+
∂2ur
∂z2

]
,

(2.60)

in which the gravitational term ρgr is removed and the term that considers

the force
−→
f is given in terms of the Coriolis and centripetal force.

34



The azimuthal component of the Navier-Stokes equation is

ρ

[
∂uθ
∂t

+ ur
∂uθ
∂r

+
uruθ
r

+ uz
∂uθ
∂z

]
= −2ρωur

+ η

[
1

r

∂

∂r

(
r
∂uθ
∂r

)
− uθ
r2

+
∂2uθ
∂z2

]
,

(2.61)

in which the gravitational term ρgθ has also been removed but the force
−→
f

is only given in terms of the Coriolis force, as the centripetal force has no
component in this dimension.

The vertical component of the Navier-Stokes equation is

ρ

[
∂uz
∂t

+ ur
∂uz
∂r

+ uz
∂uz
∂z

]
= −2ρωur

+ η

[
1

r

∂

∂r

(
r
∂uz
∂r

)
+
∂2uz
∂z2

]
.

(2.62)

The gravitational vector does affect the vertical dimension, recalling −→g =
(0, 0, g) but the centripetal and Coriolis forces have no vertical component,

so
−→
f becomes zero.

The continuity equation is given by

1

r

∂

∂r
(rur) +

∂uz
∂z

= 0. (2.63)

Boundary conditions are then considered to solve these equations in order
to describe the thinning of the film. The two boundaries are at the bottom
of the film, at the substrate surface, and at the top of the film, where the
air begins. These boundaries, and the cylindrical coordinates, are shown in
figure 2.5.

The system adheres to the no-slip condition, in which the substrate is im-
penetrable by the film and the film spins at the same speed as the substrate.
This means that the velocity components ur(0) = 0, uθ(0) = 0 and uz(0) = 0.

At the surface of the film, the boundary conditions are more complicated.
Firstly, the ’kinematic boundary condition’ is considered, which relates the
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Figure 2.5: A diagram showing the boundaries considered in the RBD model. The
centre of the coordinate system (0, 0, 0) is included for clarity, as is the thickness
at the centre of the film (0, 0, h).

motion between the film and the air to the fluid velocities at this surface.
RBD state that this can be expressed as

(−→u −−→uin).−→n = J, (2.64)

in which −→uin is the velocity at the interface, −→n is the normal vector, defined
in equation 2.51 and J is the mass transfer. Substituting the values of all
vectors results in an alternative form of J given by

J =

(
−∂h
∂t
− ur

∂h

∂r
+ uz

)(
1 +

(
∂h

∂r

)2
)− 1

2

. (2.65)

The ’dynamic boundary condition’ describes the forces exerted on the inter-
face, and is composed of three differential equations that quantify the stress
at the interface. The normal stress at the free surface equates to the mean

curvature ∇−̇→n yielding the first defining differential equation

−→n .T.−→n = σ∇.−→n , (2.66)

in which σ is the surface tension. The viscous stress tensor T for the flow of
an axisymmetric incompressible Newtonian liquid is

T =

−P + 2η ∂ur
∂r

η ∂uθ
∂r

η
(
∂ur
∂z

+ ∂uz
∂r

)
η ∂uθ
∂r

−P η ∂uθ
∂z

η
(
∂ur
∂z

+ ∂uz
∂r

)
η ∂uθ
∂z

−P + 2η ∂uz
∂z

 . (2.67)
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The two other defining differential equations are simply

−→n .T.−→tr = 0 (2.68)

and

−→n .T.−→tθ = 0, (2.69)

as there are no shear forces at the film surface.

Analytically solving the Navier-Stokes equations can then be done in two
steps. Firstly lubrication theory is applied, which describes the flow of a fluid
where one dimension is much smaller than the other two. In this case, z is
much smaller than both r and θ. To apply lubrication theory for this case, the
dimensions must be removed from all variables, the continuity equation, the
radial, azimuthal and vertical Navier-Stokes components and the boundary
conditions.

Secondly, perturbation theory is applied to predict the flow with increasing
time. The perturbation considers t = 0, the start of the spin coating when
the film is static, as the original case which is simpler to solve.

The full derivation that removes the dimensions and utilises both lubrication
and perturbation theory is considered fully in the literature [20].

In the full RBD derivation, equations 2.70-2.74 are defined which are useful
in redimensionalising the thinning rate obtained. Equations 2.70-2.74 only
consider the initial conditions of the solution and as such the terms such as
viscosity and thickness are denoted by a 0 subscript. They can be adapted
to time-dependent cases by using the equivalent time-dependent values.

The scale factor ε is the ratio of the initial thickness of the film h0 to the
total radius of the film itself R, given by

ε =
h0

R
. (2.70)

The kinematic viscosity ν0 of the solution is a necessary quantity when con-
sidering moving fluids. It depends on the intrinsic viscosity of the solution
η0 and its density ρ, shown by

ν0 =
η0

ρ
. (2.71)
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There is a velocity scale in the radial direction which is represented by U0.
The frequency of the spin coating ω, the initial film thickness h0, the total film
radius R and the dynamic viscosity ν0 all contribute to this in the relationship
defined by

U0 =
ω2h2

0R

ν0

. (2.72)

The solution acts as a liquid and therefore has a dimensionless Reynold’s
number Re defined by

Re =
U0h0

η0

, (2.73)

which quantifies the degree of flow. It is given by equation 2.73 in terms of
radial velocity scale U0, the initial thickness of the film h0 and the viscosity
η0.

Rearranging equations 2.70 - 2.73 can give the Reynold’s number in known
terms,

Re =
ωRh3

0ρ
2

ν2
. (2.74)

The full derivation of RBD results in equation 2.75, where r is evaluated.
The thickness is given by h∗ which is the dimensionless thickness at time
t given by h (t) /h0 in which h0 is the initial thickness. The dimensionless
evaporation rate is e.

0 =
∂h∗

∂t∗
+

2e

3
+
r2h∗3

3r
+

5εRerh∗4e

36
+

2εRer2h∗6

15

∂h∗

∂r
− 34εRerh∗7

315

− εReh∗3

3F 2

∂h∗

∂r
+
εh∗3T

3

∂h∗

∂r

(2.75)

The final two terms in equation 2.75 refer to the Froude effect and the Weber
effect respectively. The Froude effect describes how gravity effects the flow
of the fluid and is quantified by the Froude number, which is given by

F =
−→u√−→g d, (2.76)
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in which −→g is the flow velocity vector of the fluid, −→g is the gravitational
field and d is the characteristic length of the flow field. The Weber effect
quantifies the ratio of surface tension to inertial forces and is typically used
when considering highly curved surfaces in fluid mechanics, such as droplets
and bubbles. The effect is quantified by the Weber number, which is given
by

T =
ρu2d

σ
(2.77)

in which ρ is the fluid density, u is its velocity, d is the characteristic length of
the flow field and σ is the surface tension. RBD determine both the Froude
and Weber effects as being negligible, yet admitted that their significance
may become clear when considering films cast on rough substrates or with
larger radii.

0 =
∂h∗

∂t∗
+

2e

3
+
r2h∗3

3r
+

5εRerh∗4e

36
+

2εRer2h∗6

15

∂h∗

∂r
− 34εRerh∗7

315
. (2.78)

Crucially to the work undertaken in this thesis, at this point Reisfeld, Bankoff
and Davis assume that the film does not change with radius and all values
of r = 1 and ∂h∗/∂r = 0 which results in equation 2.79.

0 =
∂h∗

∂t∗
+

2e

3
+
h∗3

3r
+

5εReh∗4e

36
− 34εReh∗7

315
(2.79)

The thinning rate can therefore be expressed as

∂h∗

∂t
= −2e

3
− h∗3

3
− 5εReh∗4e

36
+

34εReh∗7

315
, (2.80)

in which e is the dimensionless evaporation rate, ε is the scale factor and
Re is the Reynold’s number. Equation 2.80 is the dimensionless version of
the RBD model, which must be modified in order to be used to analyse
experimental results.
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2.2 Polymer Physics

This subsection shall focus on the the structure of a polymer as a chain of
bonded monomers and how this structure can impact their behaviour.

In a typical polymer blended film-formation process, two polymers are dis-
solved in a common solvent and as the film is cast, the solvent evaporates
leaving a thin polymer film. Polymers are rarely miscible [50–52] so such a
solution will often phase separate. Self-assembly consists of disordered sys-
tems arranging into structures that are energetically favourable in order to
reduce the free energy [53–57]. In spin coating these effects are often seen as
film imperfections. However system conditions can be manipulated in order
to produce a structure that proves useful [55, 56] which can reduce costs in
industrial processes that require nanometre-scale structures.

Figure 2.6: The chemical structures of styrene (L) and poly(styrene), PS (R).
Styrene contains a double bond which is broken when the monomer units covalently
bond to one another to form PS.

2.2.1 Polymer Bonds

Polymers form via the covalent bonding of subsequent monomer units. In
the case of homopolymers, these monomers are identical. In figure 2.6, the
double bond between the two carbon atoms in the styrene molecule breaks
and a bond is formed between another styrene molecule. The degree of
polymerisation is given by N and the system is described as a dimer, as
N = 2. Similarly when three styrene monomers bond in the same process,
the degree of polymerisation N = 3 and a trimer is formed. As the degree of
polymerisation increases to N ≥ 7, the macromolecule is typically considered
as an oligomer. Many more monomer units are bonded together in this way
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Figure 2.7: This diagram shows how the structure differs between linear polymers
(L), branched polymers (M) and crosslinked polymers (R). Branched polymers and
crosslinked polymers have more complicated structures than linear chains.

Figure 2.8: Monomers A and B can be arranged in a variety of configurations.
The top is a homopolymer composed of A monomers. The second example is an
alternating copolymer consisting of A and B monomers. The third polymer is a
diblock copolymer as polymer blocks of A and B monomers are bonded together.
The final example is a branched copolymer or a graft copolymer and B polymers
have bonded to a linear polymer chain of A monomers.

to form polystyrene. It is not uncommon to have N ≥ 104 as a polymer often
consists of thousands of monomer units.

Double bonds are more rigid but single bonds have a torsional degree of
freedom. As a result of this, polymer chains are often flexible and able to
contort in a variety of shapes.

It is possible for the base chain to also be branched. The end of such a branch
can bond to a different chain or another point on the same chain. Such a
polymer is described as crosslinked. The differences in the architecture of
these polymer chains can be seen in figure 2.7. The extra bonds on branched
and crosslinked polymers makes it more complex to consider mathematically
and as only linear chains are used in these experiments, only these shall be
discussed henceforth.
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Copolymers contain more than one type of monomer. Monomers A and B
can be bonded in a polymer with various structures such as those shown in
figure 2.8. The first example in this figure is a simple polymer consisting of
monomer A. The second example is a copolymer. A and B do not necessarily
alternate in such a copolymer and can be randomly assorted. The third
example in figure 2.8 is a diblock copolymer. The two types of monomers
are connected to one another and monomer block A and B are joined by a
bond. Such a polymer is not limited to only two blocks; triblock copolymers
exist if three different monomer blocks are present, such as A, B and C.

Upon considering branching and copolymer architecture, it is clear that a
wide array of polymer structures are possible. This thesis will focus on the
blending of two distinct, linear homopolymers; PS and PMMA.

2.2.2 The Freely Jointed Chain

As linear homopolymers are molecular chains consisting of repeating monomer
units, the polymer can be characterised mathematically by considering each
monomer unit to be an individual segment in a larger polymer chain. The
freely-jointed chain model is where each monomer connects to its neighbour
in a random direction as it has a free bond angle. This is an ideal case as in
reality, repulsive forces between the monomers cause limitations to the seg-
ment orientation. The freely-rotating chain is a similar model that considers
a fixed bond angle.

Figure 2.9: The two-dimensional freely jointed chain. The initial monomer is
situated at the centre of the grid. The monomers added in sequence have a 25%
chance of being added to the chain in each of the four possible directions.

The freely jointed chain can be considered in one, two or three dimensions.
For the general case, a polymer is built consisting of N monomers of indi-
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vidual size a. Figure 2.9 is a diagram of a polymer constructed by a two-
dimensional random walk and confined to a square lattice. The polymer in
this example has ten segments, N = 10. Each consecutive monomer has an
equal possibility of being added to the preceding monomer in any direction,
25%. The contour length of the polymer chain is found simply from the sum
of the individual monomer sizes, given by

R =
N∑
i=1

ai. (2.81)

The polymer is coiled somewhat so it could have an effectual size smaller
than its length. The end-to-end vector could be used to quantify the chain
dimensions. Figure 2.9 shows a two-dimensional chain confined to a square
lattice. The end-to-end vector is given by

~R =
N∑
i=1

~ri. (2.82)

If this process is repeated for numerous polymer chains of the same type, the
mean value of end-to-end vector is calculated to be 0, due to the isotropic
nature of the polymers. A Gaussian probability curve can be obtained for
the end-to-end distances when x polymers are considered, as seen in figure
2.10. Even when more polymer chains are considered, the highest probability
of end-to-end distance for a polymer is still 0.

Numerous polymers such as that in figure 2.9 can be used to find the mean-
squared end-to-end distance, which is the simplest non-zero average related
to the end-to-end vector and is given by

〈R〉2 =
N∑
i=1

N∑
j=1

〈−→ri · −→rj 〉. (2.83)

If all monomers are the same size,

~ri · ~rf = a2 cos θij (2.84)

where θ is the angle between the monomers. The isotropic nature of the
polymers leads to
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Figure 2.10: The probability distribution for the end-to-end distances of a one-
dimensional random walk. The spread changes with increasing x but the most
probable value is always 0.

〈R2〉 = Na2 (2.85)

and thus the mean-squared end-to-end distance is given by

√
〈R2〉 =

√
Na. (2.86)

The segment size of the polymer chain is not always equal to the monomer
size, a. The monomers can act as one segment and the length of such a
segment is defined as the Kuhn length, b. The radius of gyration RG is
another property of a polymer which relates to its size but considers the
centre of mass of the polymer. It is given by

〈R2
G〉 =

〈R2〉
6

=
Nb2

6
. (2.87)

2.2.3 Flory-Huggins Theory

The calculations for this section concerning the Flory-Huggins Theory are
based on the following assumptions:

1. A lattice has no vacant points.

2. Each point is only occupied by one monomer.
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3. The monomers have the same volume.

4. There is no repulsion between the monomers to cause extra volume.

5. Each monomer is taken to be equal in size to a single lattice point.

6. There is no concentration fluctuation near the critical point.

7. The polymer is incompressible.

The Gibbs free energy can be used to determine whether a system will phase
separate or not. The Gibbs free energy is given by

G = U + pV − TS, (2.88)

in which U is the internal energy of the system, T is temperature and S is
entropy. If the system is at a constant pressure and volume, the free energy
can be expressed in terms of the Helmholtz free energy,

F = U − TS. (2.89)

The terms of this equation must be found in order to understand the phase
separation in a mixture. Temperature is characteristic of the system but
internal energy and entropy require derivations from first principles. Entropy
S can be found using equation 2.90, a variant of the Boltzmann equation.

S = −kB

∑
i

Pi lnPi (2.90)

Here kB is the Boltzmann constant. Each position on the lattice is repre-
sented by i and thus this is summed. Each position on the lattice can be
occupied by either molecule A or molecule B so P represents this probability.
Figure 2.11 shows an ideal, two-dimensional case of how an oligomer consist-
ing of 6 monomers would arrange itself on a square lattice when dissolved in
a solvent .

The entropy of the mixture depends on the volume fraction of the two chem-
icals in the blend, A and B. Volume fraction is represented by the sym-
bol φ and is initially given subscripts to distinguish the two. By definition
φA + φB = 1 and thus φA = 1 − φB. The subscripts can be removed at this
point and φA = φ and φB = 1− φ. Entropy is given by
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Figure 2.11: A solution of polymer solute and small-molecule solvent on a lattice
diagram. The connected dark circles are polymer chains and the light circles are
solvent molecules.

Smix = −kB (φ lnφ+ (1− φ) ln (1− φ)) . (2.91)

Energy U can be found by assuming:

1. The molecules have zn nearest neighbours which can either be A or B.

2. The interaction energy ε varies with the molecules involved.

(a) εAA is between two A molecules

(b) εBB is between two B molecules

(c) εAB is between an A molecule and a B molecule.

An unmixed system has internal energy given by

Uunmix =
zn
2

(φAεAA + φBεBB) . (2.92)

Equation 2.93 gives the mean field energy in the mixed state for each site on
the lattice.
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Figure 2.12: A molecule of B is transferred into the bulk of A whilst a molecule of
A is transferred into the bulk of B.

Umix =
zn
2

(
φ2

AεAA + φ2
BεBB + 2φAφBεAB

)
(2.93)

Subtracting equation 2.92 from equation 2.93 gives the energy of mixing,

∆Umix =
zn
2

[(
φ2

A − φA

)
εAA +

(
φ2

B − φB

)
εBB + 2φAφBεAB

]
. (2.94)

The dimensionless interaction parameter χ is defined by removing molecules
of A and B from their respective bulk liquids and transferring them both to
the opposite bulk, as can be seen in figure 2.12.

Consider bulk A, with the B molecule. The interaction energy εAB per pair
arises between unalike molecules, to which B and the zn nearest neighbours
contribute. So as not to account twice, this is halved. There are two bulks,
so the value is doubled. The contributive interaction energy for both the A
and B bulk liquids is therefore

ε+ =
2znεAB

2
. (2.95)

Using the same logic, the alike nearest neighbours have a reductive effect on
this interaction energy and

εA− =
znεAA

2
, (2.96)
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and

εB− =
znεBB

2
. (2.97)

Consolidating these interaction energies and dividing by kBT to create a
reduced dimensionless energy, the interaction parameter is defined as

χ =
zn

2kBT
(2εAB − εAA − εBB) . (2.98)

χ can be found experimentally [58, 59] and has been found to be inversely
proportional to temperature and also depends on concentration [60–66] unless
the solvent is a good solvent, where χ is independent of concentration [67,68].
The degree at which χ depends on concentration has been previously been
quantified [63,64].

Substituting equation 2.98 into equation 2.94, the internal energy of mixing
is defined by equation 2.99.

Umix = χφAφBkBT (2.99)

Equations 2.91 and 2.99 can then be substituted in to F = U − TS to give
2.100; the free energy of mixing.

Fmix

kBT
= φA lnφA + φB lnφB + χφAφB (2.100)

As this equation considers monomeric solutions, it must be modified to be
used for polymer solutions. The polymers are given a degree of polymerisa-
tion N . This polymerisation induces polymer interactions within the solu-
tion, which modifies the final term in equation 2.100, giving

Fpoly

kBT
= φAlnφA + φBlnφB +NχφAφB. (2.101)

χ is independent of degree of polymerisation. The free energy per monomer
unit of the polymer rather than the polymer as a whole is given by

Fsite

kBT
=
φA

N
lnφA +

φB

N
lnφB + χφAφB. (2.102)

48



Figure 2.13: The free energy of mixing / kBT per site as a function of volume
fraction φA for solutions of varying interaction parameter χ.

The free energy of mixing can be plotted as a function of volume fraction
such as that in figure 2.13. Multiple plots show how a varying interaction
parameter χ can affect the mixture. The plots can be used to determine
whether a solution will de-mix or not. Consider a mixture with volume V0

consisting of A and B where A has a volume fraction of φ0. If this mixture
separates into two components V1 and V2 which have volume fractions of A
φ1 and φ2 respectively, due to conservation of volume,

φ0V0 = φ1V1 + φ2V2 (2.103)

must hold true. Dividing such a sum by the total volume of the mixture V0

results in

φ0 = α1φ1 + α2φ2, (2.104)

where α1 = V1/V0 and α2 = V2/V0 and thus α1 + α2 = 1 must be true as
volumes V1 and V2 must have summed to the original volume V0.

The total energy of the phase separated system is therefore
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Figure 2.14: The free energy of a solution. The solution consists of A and B
which have equal volume fractions, φ0. The solution can phase separate into two
mixtures, where A has a volume fraction φ1 and where B has volume fraction φ2.
F0 < Fsep so it is energetically favourable for the system to not separate.

Fsep = α1Fmix (φ1) + α2Fmix (φ2) . (2.105)

Equation 2.104 can be used to give the free energy of separation in a different
form, such as

Fsep =
φ0 − φ2

φ1 − φ2

Fmix (φ1) +
φ1 − φ2

φ1 − φ2

Fmix (φ2) . (2.106)

The free energy of separation can be demonstrated more easily with an an-
notated phase diagram. The figure 2.14 shows a standard phase separation
plot with the relevant volume fractions and energies labelled. The energy
of separation is found by drawing a line between the two separated volume
fractions. F0 reduces the free energy more than Fsep so it is not energetically
favourable for the solution to de-mix. The solution is stable.

As the interaction parameter increases to χ = 2 the region where the minima
are located becomes extended due to the appearance of an inflection point.
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Figure 2.15: Similarly to figure 2.14 the solution can phase separate into two
mixtures, where A has a volume fraction φ1 and where A has volume fraction φ2.
F0 > Fsep so it is energetically favourable for the system to phase separate.

As the interaction parameter increases again to χ = 2.5 the inflection has
given rise to two separate minima, as is more clearly in figure 2.15.

Using a similar method to that in figure 2.14 for a phase diagram with two
minima, it is clear to see from figure 2.15 that in a system where a phase
diagram inflection occurs, it is energetically favourable to de-mix in order to
reduce the free energy. As a result, the solution will phase separate into two
coexisting compositions.

If the free energy follows a similar shape to that in figure 2.15, a phenomenon
known as metastability is possible. By differentiating the free energy as a
function of volume fraction, the demixing of the system can be understood.

Figure 2.16 shows a plot with two minima and one maximum. These points
are located when the gradient of the free energy function is 0. This can be
expressed mathematically by equation 2.107.

dF

dφ
= F ′ (φ) = 0 (2.107)

The second derivative of the free energy function is indicative of whether a
maximum or minimum is present as at these points, dF/dφ = 0. A maximum
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Figure 2.16: A free energy plot showing the derivatives of the free energy function.
Minima and maxima occur when dF/dφ = 0. The regions of metastability are
labelled.

is present when d2F/dφ2 < 0 and a minimum is present when d2F/dφ2 > 0.

If the system is globally immiscible but d2F
dφ2

> 0 then it is metastable. At
these points, the curvature of the free energy function changes from positive
to negative. The condition is expressed mathematically in equation 2.108.

d2F

dφ2
= F ′′ (φ) = 0 (2.108)

At true minima, the mixture is stable and small energy fluctuations do not
typically cause the mixture to phase separate. However when the volume
fraction is close to a point where d2F/dφ2 < 0, small energy fluctuations can
cause the mixture to phase separate to the limit of local stability.

The third derivative of the free energy function can be used to find the critical
point, which meets the condition in equation 2.109.

d3F

dφ3
= F ′′′ (φ) = 0 (2.109)

The temperature at which this condition is true is at the critical temperature
Tc. This point is also where the spinodal line and the coexistance curve meet,
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as can be seen in figure 2.17. This example is a lower critical solution temper-
ature (LCST) system, in which below Tc, the mixture is miscible. Conversely
an upper critical solution temperature (UCST) system is a miscible mixture
above Tc.

Figure 2.17: The spinodal and the coexistence curve meet at the critical point.
The regions of stability, metastability and instability can be seen accordingly.

When the interaction parameter χ < 2, a small molecule mixture is stable for
all volume fractions. As the interaction parameter increases beyond 2, when
the volume fractions are approximately equal, the mixture becomes unstable.
For a mixture where there are large differences between the volume fractions
of the chemicals in the mixture, stability remains and intermediate volume
fractions cause solutions with metastability to occur.

Depending on its stability, a mixture can segregate into stable structures in
order to reduce free energy. Metastable mixtures have the potential to un-
dergo this phase separation by a mechanism called nucleation and growth.
An unstable mixture appears uniform at first but will eventually phase sep-
arate by either nucleation and growth or spinodal decomposition.

Spinodal decomposition occurs when the system is thermodynamically un-
stable and any small fluctuations in composition are amplified: it is driven by
the diffusion of material in regions of low concentration to regions of higher
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concentration in order to phase separate. This uphill diffusion is counter-
intuitive as the composition remains non-uniform.

Nucleation and growth occurs when random fluctuations in energy result in
a nucleation site, which is a local increase in free energy. As energy fluctua-
tions continue, the demixed state can aggregate in size, which continues until
the net formation of the demixed state. There are two methods in which nu-
cleation can occur. Homogeneous nucleation occurs in a bulk mixture. The
energy required to cause the nucleation of a spherical particle of size r is
defined by equation 2.110 in which σ is the surface tension. ∆Fv is the free
energy per unit volume that causes the overall lowering of the free energy of
the system as a whole.

∆F (r) =
4πr3

3
∆Fv + 4πr2σ (2.110)

The terms in equation 2.110 represent the volume free energy and the inter-
facial energy respectively; the first term depends on the volume of a sphere
4
3
πr3 and the second term depends on the surface area of a sphere 4πr2.

As r increases, these terms are affected differently as shown in figure 2.18.
The energy reaches the maximum value when r reaches a critical size r∗.
When r < r∗, the free energy of the system would increase if more growth
were to occur however when r < r∗, the free energy of the system decreases
with more growth. This is an energy barrier for the metastable system to
begin nucleation. The energy required to reach the critical size r∗ is given by

∆F ∗ =
16πσ3

3∆F 2
v

. (2.111)

The positive energy contribution of the surface energy causes the energy bar-
rier and so a change in surface area can greatly affect nucleation and growth.
Heterogeneous nucleation occurs when the nucleus is at an interface. Due to
the interface, the nucleus has a droplet shape dictated by its wetting ability,
as can be seen in figure 2.19. The nucleus in heterogeneous nucleation will
have a surface area smaller than that of a sphere. This reduced surface area
causes a lower energy barrier for nucleation and growth to occur. As a result,
heterogeneous nucleation is more common than homogeneous nucleation.

The mutual diffusion Dmu of the mixture governs whether it phase separates
by spinodal decomposition or nucleation and growth. It is defined by
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Figure 2.18: The function in equation 2.110 is plotted along with the separate
terms.

Figure 2.19: The surface area of the nucleus decreases as the contact angle de-
creases. This causes a smaller energy barrier for nucleation.
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Dmu = D0 (1− φ)
d2F

dφ2
, (2.112)

where the diffusion coefficient D0 is always positive, the volume fraction φ
is always less than 1 so the sign of d2F/dφ2 controls the sign of Dmu. There
are two possible consequences:

1. If d2F/dφ2 is negative, Dmu is negative and material diffuses from low
concentration areas to high concentration areas in uphill diffusion. In
this case, lower concentration areas have a higher chemical potential.
Spinodal decomposition occurs.

2. If d2F/dφ2 is positive, Dmu is positive material diffuses from high con-
centration areas to low concentration areas as higher concentration ar-
eas have a higher chemical potential. Nucleation and growth occurs.

Figure 2.20: In spinodal decomposition, the negative value of Dmu causes sponta-
neous phase separation with a length scale. In nucleation and growth, the positive
value of Dmu causes domains to grow with constant concentration.

Fick’s first law dictates steady state diffusion and is given in equation 2.113.
The flux of diffusion is given by J and measures the amount of material
flowing through a given region per unit time. Again the diffusion coefficient
D0 is always positive.

56



J = −D0
dφ

dx
(2.113)

In standard diffusion, such as the process of nucleation, dφ
dx

is negative and so
the diffusion flux J is positive and Fick’s law is obeyed. In uphill diffusion
such as that in spinodal decomposition, as dφ

dx
is positive Fick’s law is not

obeyed as the diffusion flux J is negative.

If the six conditions for Flory-Huggins Theory are not met, the lattice is inho-
mogeneous and concentration fluctuations can affect the phase boundaries.
The free energy of mixing per site is then given by equation 2.114, where
∆Fmix is the Flory-Huggins energy of mixing and Ξ is the square gradient
term, which is representative of the energy cost for having a variance in the
lattice composition. This term is not exclusive to the Flory-Huggins theory
and arises due to a change in composition, as is shown in equation 2.139.

∆F =

∫
∆Fmix (φ) + Ξ (φ) (∇φ)2 dV (2.114)

2.2.4 Polymers and Solvents

If a polymer is dissolved in a solvent, one of three things will happen to the
polymer chain depending on the value of the interaction parameter χ of the
system. If χ > 0.5, the monomers in the polymer are more attracted to one
another than the surrounding solvent and as a result, the polymer chain will
collapse. Such a solvent would be described as poor.

If the system has the precise interaction parameter of χ = 0.5, the polymer
chain does not respond to the solvent and behaves as if it were surrounded by
identical polymers. Such a solvent is an athermal solvent, or a theta solvent.

A system with an interaction parameter of χ < 0.5 indicates a good solvent;
the polymer chain will swell and potentially uncurl due to its preferential
interaction with the solvent than itself.

How polymers behave when dissolved in solvent can be examined using a
variety of methods including NMR spectroscopy [69], rheometry [70], gas
liquid chromatography [68], scanning electron microscopy [51] and dynamic
light scattering [70]. Toluene has been found to interact to different degrees
with PS and PMMA, which is of note for the consequential experiments. PS
is more reactive in toluene and dissolves more readily than PMMA [71]. The
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solvent used also affects the film thickness; PMMA films cast from a toluene
solution were four times thinner than PMMA films cast from a solution of
MEK [72]. By mixing the solvents in a solution, final film morphology can
be varied [73]. Casting polymers as bilayers also affects the final morphology
of the film [74].

2.2.5 Ternary Polymer Solutions

Figure 2.21: Spinodal decomposition of a spin coated film of PS and PMMA
represented by the dark and light areas respectively. The scale size of the cells
differs due to the varying spin speeds causing different film thicknesses a) 140nm
b) 105nm c) 95nm d) 80nm. From S. Walheim et al, 1997 [17].

The demixing from of a solution composed of toluene, PS and PMMA can be
seen in figure 2.21. The separation is dictated by solubility of the individual
polymers in the solvent, how each polymer interacts with the substrate and
how the polymers interact with one another. Toluene is a better solvent for
PS than it is for PMMA, as is THF. For both solvents, PS dissolves much
more easily, giving rise to segregated phase separation in the form of PS
troughs, as shown in figure 2.22a. However if MEK is used instead of toluene
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or THF, the PS solidifies much more quickly than the PMMA does, leading
to PS islands, shown in figure 2.22b.

Figure 2.22: The structure of the film varies depending on the solvent used. PS
is dark and PMMA is light. a) PS forms troughs when toluene or THF is used in
the solution. b) PS forms islands when the polymers are dissolved in MEK.

Spin coating a film from a ternary blend of immiscible polymers often results
in lateral domains. The shape of the lateral structures is determined by the
polymer solubilities and substrate preferences. If the polymer with the lower
surface tension is most soluble, the lateral structures have sharp edges. If the
polymer with the larger surface tension is most soluble, the lateral structures
have rounded edges instead [17].

The phase behaviour of ternary mixtures can be shown on a ternary plot
such as that in figure 2.23. Each point of the triangle represents a mixture
that is 100% composed of the respective chemical as volume fractions must
sum to 1. A binodal can be plotted on the ternary graph indicating the
volume fractions that correspond to a miscible or de-mixing solution. Figure
2.23 shows a binodal line separating the volume fractions that would cause a
miscible solution and those that would phase separate. If insufficient solvent
is used, the high concentration of polymers is more likely to induce phase
separation [71].

When the solvent is represented by S and the polymers in the ternary blend
are represented by A and B, the relationship between the interaction param-
eters χSA, χSB and χAB can be found in the following equation [75].

χAB−χSA−χSB =

 S
rA

ln φA
φ
′
A

+ S
rB

ln φB
φ
′
B

− 2χSA

(
φA − φ

′
A

)
− 2χSB

(
φB − φ

′
B

)
φ
′
B − φB + φA − φ

′
A


(2.115)

The volume fractions in the upper and lower phase states are represented by
φi and φ

′
i respectively, ri is the number of segments in the chain of polymer
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Figure 2.23: A ternary phase diagram for a blend with two polymers dissolved in
solvent. The respective volume fractions in the region that are shaded will result
in phase separation as there is not enough solvent for the polymers to be fully
dissolved.

i. The interaction parameters can be found from techniques such as light
scattering [76] and gel permeation chromatography [77].

Difficulty arises when the volume fractions are not the only contributing
factor on phase behaviour and de-mixing; pressure and temperature must
also be considered if they are varied in the experiment. It is not possible
to vary both of these parameters and the chemical volume fractions and
consequentially represent the resultant data on a ternary diagram due to
such a plot requiring four dimensions. By varying only one of these additional
parameters, the diagram is complicated further, as shown in figure 2.24.

The manipulation of ternary blends can be used to give a variety of desired
effects in a final film. The polymer with the strongest interaction with the
substrate can form a nanometre thick layer at the base of the film, which
is done by exploiting the wetting behaviour of an individual polymer in a
ternary blend. This has been seen with PS, PMMA and toluene blends
[17, 78]. As toluene is a better solvent for PS than PMMA, when the two
polymers phase separate, the PS rich phase is more toluene saturated and so
the PMMA solidifies first onto the substrate.

The effects of ternary blends should not go unnoticed when considering the
results of the experiments in Chapters 4 and 5. In a ternary blend compos-
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Figure 2.24: The ternary phase diagram for a mixture ABC. The interaction be-
tween A and B is much stronger than AC and BC, as indicated by minimum
value. The lines are different colours to more clearly illustrate the saddle shape
of the phase diagram. Adapted from a figure by G. R. Brannock and D. R. Paul,
1990 [50].
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ing of over 90% solvent, there will be far fewer polymer-polymer interactions
polymer-solvent interactions and thus these can be neglected. In this solu-
tion, the polymers are also highly miscible due to their relatively low con-
centration. The polymer-polymer interactions become extremely important
when the solvent evaporates, increasing the solution polymer concentration.

2.2.6 Viscosity

A solution is governed by the properties of the chemicals within it. The
molecular weights, density and volume fraction of the solute and solvent in
the blend all have an effect on the solution. External factors such as vapour
pressure and temperature also control the final morphology.

Organic solvents are typically less dense than water and any solute added can
significantly increase the viscosity of the system, even if the solute accounts
for only a small percentage of solution.

When used to describe a fluid, the term viscosity typically refers to the
dynamic viscosity which is also known as the absolute viscosity. This viscosity
is defined by the shear strain γ on the fluid in question, which is defined by

γ =
du

dy
, (2.116)

where the displacement in the x direction is u. The strain rate γ̇ then con-
siders the time dimension and is defined by

γ̇ =
d

dt

du

dy
=
dvx
dy

, (2.117)

in which the velocity in the x direction is given by vx. The viscosity η and
shear rate γ̇ can be related when considering the shear stress τ , which is the
force per unit area causing the strain.

Numerous viscosities are used to quantify the behaviour of solutions. The
relative viscosity ηr is the ratio of the solution viscosity η to the pure solvent
viscosity ηsolv and is given by

ηr =
η

ηsolv

. (2.118)
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The specific viscosity ηsp is also used to relate the solution viscosity to the
viscosity of the pure solvent. The relationship is defined as

ηsp =
η − ηsolv

ηsolv

= ηr − 1. (2.119)

The intrinsic viscosity is a measure of the degree of which the solute affects
the solution viscosity. It is defined in equation 2.120, in which φ is the volume
fraction. This relationship holds true for low concentrations.

[η] = lim
φ→0

ηsp

φ
= lim

φ→0

η − ηsolv

ηsolvφ
(2.120)

The kinematic viscosity ν relates the viscosity of the fluid, whether it be a
solution η or a solvent ηsolv, to the density of the fluid ρ, and is defined as

ν =
η

ρ
. (2.121)

In a polymer solution, the chain size and distance between the chains directly
affect the viscosity [79]. Large polymer chains increase the viscosity much
more so than small polymer chains. [80, 81]. As the distance between the
polymer chains decreases with increasing polymer concentration, viscosity
and polymer concentration are positively correlated [7, 70,82].

Einstein proved that, for a dilute solution in which the solute can be treated
as hard spheres and the sphere size as is considered negligible to the inter
sphere distance s so that s >> as, the viscosity of the mixture is defined by

ηmix ≈ η

(
1 +

5

2
φ

)
, (2.122)

where η is the viscosity of the liquid without the hard spheres and φ is the
volume fraction of the hard spheres. This relationship has been proved true
in recent years [83] but its application for polymer chains, which cannot
necessarily be modelled as hard spheres, is debated.

The intrinsic viscosity can be found from the molecular weight in the Mark-
Houwink equation,

[η] = KMα
w . (2.123)
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By experimentally finding [η] as a function of known molecular weight Mw of
polymer, the Mark-Houwink parameters K and α can be determined using a
model. K is measured in litres per gram (l.g−1) and α is dimensionless. Both
parameters change with temperature, solvent and molecular weight itself but
the more of these experiments that are done, the more true values of K and
α can be found.

A variety of values for both K and α have been found experimentally [84–
93]. Table 2 shows a particular set of results, in which the Mark-Houwink
parameters were found for PMMA when dissolved in toluene [86, 89]. The
first row of table 2 [86] concerns a slightly higher molecular weight at a lower
temperature and the values of K and α are slightly larger than that in the
lower row [89]. Whether these differences are due to the higher temperature
or differing molecular weight cannot be determined from these results alone.

T (◦C) Mw K α
25 4.1× 105 − 3.2× 106 7.1 0.73
30 1.9× 105 − 2.6× 106 7.0 0.71

Table 2: The values of K and α for different temperatures and molecular weights.
The first row is from S. N. Chinai et al, 1955 [86] and the second row is from E.
Cohn-Ginsberg et al, 1962 [89].

Using these values, the effect of a solute on viscosity can be determined as [η]
is found. As the viscosity of a solvent such as toluene at a given temperature
has been experimentally determined, η0 is known and so equations 2.119 and
2.120 can be arranged to give the viscosity of a solution as

η = ηsolv (φKMα
w + 1) . (2.124)

As the concentration of the solution increases, the distance between the poly-
mer chains decreases and eventually the solution becomes viscous enough that
the polymer chains in the solute begin to overlap. This occurs at the overlap
concentration c∗ which may be given by

c∗ =
3Mw

4πR3
GNA

. (2.125)

NA is Avogadro’s number and RG is the radius of gyration of the polymer
chain. When the concentration of the solution is lower than c∗, the solution
is semi-dilute. The polymers are somewhat free to move, but the density is
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high enough that some of the polymer chains penetrate the excluded volume
of the other chains.

In this region the specific viscosity defined in equation 2.119 needs a correc-
tive term which is obtained from a Taylor expansion. The specific viscosity
is then given in equation 2.126 [82,94].

ηsp = [η]φ+ kH[η]2φ2 (2.126)

The Huggins coefficient is kH and is an indicator of the solvent strength.
Strong solvents typically have a value of 0.3 and theta solvents have a value
of between 0.5 and 1.

Rheological behaviour, including Mark-Houwink parameters and the rela-
tionship between c−Mw−ηsp, was studied for solutions consisting of toluene
and high molecular mass PMMA [95]. This followed from experiments es-
tablishing the Mw − η relationship [96] and less directly the temperature
dependence [97]. For such large molecular weights, equation 2.126 should
include an addition term [98], shown in equation 2.127.

ηsp = [η]φ+ kH[η]2φ2 + bn[η]nφn (2.127)

The value of bn is a constant and n is the power law index, both of which
can be found from fitting the model.

Equation 2.124 is true for Newtonian fluids, which have viscosities that are
linearly dependent on shear rate. Non-Newtonian fluids are more compli-
cated as viscosity is no longer linearly dependent on the shear rate. The
Newtonian fluid assumption is no longer valid as the viscosity of a mixture
greatly increases or as external forces become more effective.

Specifically, spin coating consists of inertial forces and solvent evaporation.
The inertial forces attribute to a great deal of shear rate and the evaporation
of the solvent will cause the solution viscosity to increase for the duration of
the spin. Clearly in this case non-Newtonian fluid dynamics will eventually
not be negligible but highly diluted fluids do not exhibit non-Newtonian
behaviour.

The Ostwald law relates viscosity to shear rate for the general non-Newtonian
case. The introduction of a power indicates that viscosity and shear rate have
the potential to be no longer linearly related.
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η = K0γ̇
Π−1 (2.128)

K0 is a constant, γ̇ is the shear rate and n is the power law index, which
indicates the degree to which the shear rate deviates from a linear relationship
with η. The flow is Newtonian when n = 1. When n > 1, shear thickening
occurs, which is when the viscosity increases with an increasing shear rate.
On the contrary, when n < 1, shear thinning occurs, defined as the viscosity
increasing with an increasing shear rate.

The Carreau model [99] calculates the viscosity of a fluid using equation
2.129. At low shear rates, it predicts Newtonian behaviour. At high shear
rates it predicts non-Newtonian behaviour.

η = η∞ + (η00 − η∞)
[
1 + (Λγ̇)2]n−1

2 (2.129)

As the viscosity η depends on the shear rate, the viscosities at an infinite
shear rate η∞ and at a zero shear rate η00 must be known as establishing
parameters. The relaxation time of the system is Λ, the power index is n
and the shear rate is γ̇. As the shear rate increases, the viscosity decreases [7].

Solution viscosity is thought to be the governing parameter in determining
the final thickness hf of a film [81] so discrepancies between spin coating data
and spin coating models for Newtonian fluids could be attributed to this.

The Carreau model can be adapted in order to be applicable to spin coating
[100] and the final film thickness as a function of non-Newtonian viscosity is
given by equation 2.130.

hf ≈ c0

[
ν0D0Ω−2ι

(
γ̇c

R

)ι−1
] 1
ι+3

(2.130)

The subscript 0 represents the value of that respective parameter at a time
t = 0. The concentration of the solution is c, the kinematic viscosity is ν, the
diffusion coefficient is D. The rotation rate is Ω and ι is an inverse power law
index. R is the total radius of the disk and γ̇c is the critical shear rate. The
diffusion coefficient in a dilute polymer solution can also be used to quantify
the structure of the polymer molecule [101].

Whether a fluid is Newtonian or not can greatly influence the films that can
be cast from it during spin coating. Regardless of the initial radial thickness
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profile of the solution deposited, a Newtonian fluid will flow to the extent
that these irregularities will not be present in the final film [102]. This is
not the case in a non-Newtonian fluid, where spin coating will only further
propagate earlier induced striations.

For n > 1 the film exhibits a uniform thickness for large radii but there
is a central dip in thickness [102]. The opposite is true for n < 1 and
the central region of the film is uniform but at high radii the thickness is
deformed [102]. These modelled results were compared with those predicted
by the EBP model [18] which does not consider non-Newtonian effects. The
discrepancies in these models are evidently caused by the involvement or lack
thereof of non-Newtonian effects.

The effect of the initial thickness profile on a film cast from a non-Newtonian
fluid has also been modelled to get the final film thickness profile using the
Ostwald law and the Carreau model from equations 2.128 and 2.129 [22, 32,
103].

The results that non-uniformities in the initial thickness profiles of films cast
from Newtonian fluids yielded uniform films were corroborated. For the non-
Newtonian fluids with n < 1, the data obtained from the Ostwald law and
the Carreau model differed from each other. The Carreau model yielded
generally flat films that at times were thicker in the centre. Modelling the
Ostwald law resulted in films that were noticeably much thicker in the centre
of the film, either displaying a Gaussian curve or for n = 0.95 and n = 0.60
even an exponentially thick centre [22,32].

Modelling the rheological behaviour of a solution during spin coating is chal-
lenging due to the large shear forces involved. Considering a non-volatile
solution in the model simplifies the process but also makes the model unre-
alistic [28].

Thin films in general are affected by the viscosity in numerous ways. High
viscosity solutions can cause a less fluid skin-type structure on the film surface
[44]. Solutions can also segregate internally into regions of differing viscosity
[104] which has the potential to affect the final film morphology. This effect
could be attributable to PMMA solutions having a lower density than an
equivalent PS solution [105].

Viscosities of both Newtonian and non-Newtonian solutions consisting of PS
and PMMA have been the topic of experiments to assess their dependence
on the molecular weight, temperature, shear stresses and how effective the
solvent is for the polymer. As the shear stress increases, the dependence of the
viscosity on the polymer molecular weight is weaker. For solutions containing
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PS specifically, it was found that poor solvents yield higher viscosities and
good solvents yield lower viscosities [106].

2.3 Film Morphology

The forces discussed in the models in section 2.1 can be coupled with the
discussion of polymer physics from section 2.2 to contextualise the film im-
perfections often seen in spin coated films. Various features have been ob-
served [107–110] and most are often the product of radial convection and
phase separation. Depending on the final use of the film, these effects can
be useful or a hindrance. It is also possible to control a film morphology
using lab techniques [111] however this section shall discuss the causes of
non-uniformities and methods used to minimize or induce their effects.

2.3.1 Surface Tension

Figure 2.25: A molecule in the bulk bonds to its surrounding neighbours. The
molecules at the interface bond tightly to the other surface molecules as there are
no adjacent molecules above.

Surface tension is an effect due to the interface of a fluid. Cohesive forces act
between a molecule and its neighbouring atoms within the bulk, as shown in
figure 2.25. Molecules at the interface bond more strongly to their neighbours
due to having no neighbouring molecules beyond the interface; this induces
a tension.

Surface tension σ can be quantified by the following equation as the force
per unit length

σ =
F

L
, (2.131)
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where F is the force and L is the length of the interface.

The energy in a surface boundary can be found from the energy it takes to
increase the surface area. This is shown mathematically in equation 2.132
where W is the work done to increase the surface area by ∆A.

σ =
W

∆A
(2.132)

The effect of surface tension can frequently be seen in the behaviour of liquids.
Surface tension governs the shape of the meniscus of a liquid in a vial. If the
liquid has a low surface tension, there are strong adhesive forces between the
molecules of fluid and container. The effect on the meniscus in this case is
producing a concave shape, such as that in figure 2.26a. If the surface tension
is high, the cohesive van der Waals forces between the fluid molecules cause
the liquid to touch the container minimally, giving rise to a convex meniscus
shape, shown in 2.26b.

Figure 2.26: The surface tension effects on a meniscus of liquid can cause either a
a) concave or b) convex contact with the container.

In figure 2.26 the surface tension is quantified numerically by the value of the
contact angle θ. Liquids have a high wetting ability exhibit adhesive forces to
dissimilar molecules and have a low surface tension when θ < 90◦. However
when θ > 90◦, the wetting ability is lower, and strong cohesive forces between
the liquid molecules are exhibited giving rise to a higher surface tension.

Whilst surface tension can characterise the wetting ability of a liquid, it can
also be intrinsic to the hydrophobic or hydrophilic nature of a surface. Figure
2.27 shows a tensiometer image of a water droplet incident to the surface of
a 300nm PS film. The small indent either side of the droplet where it is in
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contact with the film is caused by the surface tension of the water and the
hydrophobic properties of the film. This contact angle has a value of 0◦ when
complete wetting occurs.

Figure 2.27: A 300nm PS thin film with a water droplet incident to the surface.

Young’s equation considers the surface tensions of the solid substrate, liquid
droplet and surrounding vapour in order to define the contact angle θ as
2.133 [112]

cos θ =
σSV − σSL

σLV

, (2.133)

where S, L and V represent the solid, liquid and vapour respectively and
σXY is the surface tension between those interfaces. Equation 2.133 can be
adapted to equation 2.134 to consider the wetting ability of an immiscible
solution in terms of surface energy. The surface energy is the energy of the
surface bonds.

cos θ =
ζB − ζAB

ζA

(2.134)

ζA and ζB represent the surface energy of the separate phases of A and B
and ζAB is the interfacial energy. When perfect wetting occurs, the solution
is flat on the surface and the contact angle is θ = 0◦.

As a result, if θ > 0◦ the inequality of equation 2.135 holds true and only
partial wetting occurs.
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ζB − ζA < ζAB (2.135)

At the wetting temperature Tw, there is a transition from partial wetting to
complete wetting. As the critical point is reached, ζAB decreases to 0 faster
than ζB − ζA causing this transition.

2.3.2 The Marangoni Effect

The Marangoni effect was first detailed in 1855 by James Thomson [113]
in the form of ‘tears of wine’ where the water and alcohol in an alcoholic
beverage are seen to separate when spread thinly on the edge of a glass due
to their different surface tensions.

Carlo Marangoni studied the effect intensively [114]. The effect was later
observed by Henri Bénard, who heated a liquid from the bottom which gave
rise to hexagonal shaped cells, such as those in figure 2.28 [115]. He attributed
the Marangoni effect to convection, but this was rejected after Lord Rayleigh
[116] considered it to be a result of buoyancy. In 1956 the origin of the
effect was revisited and found to be due to varying surface tensions in a
mixture [117].

The Marangoni effect is often considered to be the cause of certain de-mixing
morphological features [118–127]. The effect occurs within a blend of two
chemicals with different surface tensions. If A has a higher surface tension
than B, the interface between the two share will be acted on more strongly
by A. This causes flow in the blend which gives rise to the morphological
features. How strongly the Marangoni effect affects the solution is determined
by the dimensionless Marangoni number, which is defined as

Ma =

(
∂σ

∂T

)
h∆T

ηαT

. (2.136)

The change in surface tension with temperature is ∂σ/∂T , h is the thickness
of the solution or film and ∇T is the temperature gradient in the solution
from the substrate to the top of the solution. Viscosity of the solution is
given by η and αT is the thermal diffusivity.

When Ma > 80 the conditions for the Marangoni effect are met and convec-
tion due to surface tension gradients will occur [117]. As Ma increases, the
demixing effects increase and more morphological structures are formed. The
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Figure 2.28: An illustration of a Marangoni cell. Adapted from a figure by H.
Uchiyama et al, 2012 [56].

Marangoni number can also be expressed in terms of composition gradient
which shows how concentration affects mixing rather than temperature as
shown in equation 2.137 [128].

Ma =

(
∂σ

∂C

)
h2∇C
ηD

(2.137)

The terms are similar to those in equation 2.136 except the differential term
has been replaced by ∂σ/∂C, which is the change in surface tension with
concentration as the concentration will change as the solvent evaporates.
∇C is the concentration gradient at the surface of the film. The thermal
diffusivity αT is replaced by D the diffusion rate of the chemical causing the
change in concentration, which is the solvent.

As the Marangoni effect is due to surface tension, the concentration and
temperature of a film can vary greatly from the surface of the film to its
bottom. This steep gradient drives convection [12, 129]. The penetration
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depth of the gradient can be quantified by d and is included in the equations
for Ma in the relationship

Ma =

(
∂σ

∂T

)
h2∆T

ηαTd
. (2.138)

Some degree of control over the Marangoni effect and the resultant morpho-
logical features has been shown to be possible. The effect can be reduced by
using co-solvents in the polymer solution [130] or by performing the coating
at temperatures lower than 15◦C [16]. As indicated by equations 2.136 and
2.138, the Marangoni number is highly dependent on temperature [131].

Alternatively, if highly structured and patterned films are desired, this can
be obtained by using values in equations 2.136-2.138 that result in a higher
Marangoni number [55,56]. These results were all obtained from spin coating
but the effect is not exclusive to these films: the Marangoni effect has been
observed in dip coated films [132].

2.3.3 Surface Segregation

A system will typically behave differently at its surface compared to within
the bulk. This typically affects a multi-component system composed of A
and B to separate. There are numerous structures that can be formed from
a blend, and some examples are illustrated in figure 2.29.

Figure 2.29: Blended single film that has not begun to phase separate. When a
blend forms a bilayer, the blend separates and the polymer with the lower surface
energy separates to the film surface. A laterally segregated film can occur when a
bilayer structure is unstable and breaks down.

A blended single film has not undergone phase separation. A bilayer film has
two states due to the film phase separating. A bilayer can only occur when
the solution has completely wet the substrate [133]. Lateral segregation may
occur when a phase separated bilayer is unstable and breaks down.
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The substrate of a polymer blend film affects spinodal decomposition to a
noticeable extent. Both polymer-polymer and substrate-polymer interactions
have an influence on the phase separation [134]. If A has a lower surface
energy than B, A is absorbed to the surface to lower the free energy of the
system [135], which is given by

∆G

kBT
= fs(φ) +

∫ ∞
0

∆Gmix − φ∆µ∞ +
a2

24φ(1− φ)

[
dφ

dz

]2

dz. (2.139)

The effect of the substrate on the demixing can also be seen in spin coated
films [17,133]. Substrate-polymer interaction becomes more influential as the
film thickness decreases [134].

The energy benefit of having A segregate to the surface is given by fs(φ),
the Flory-Huggins free energy is ∆Gmix and ∆µ∞ is the chemical potential
of the bulk system. The final term is the energy cost due to the composition
gradient, where a is the scale length of A. The surface excess is defined as
the excess amount of polymer segregated at the surface, Z∗ defined below in
equation 2.140.

Z∗ =

∫
(φ (z)− φ∞) dz (2.140)

For a LCST system such as that in figure 2.17, as the temperature is increased
to Tc, the interaction parameter and the surface excess increases [135]. A
blend of PS and d-PS were spin coated and annealed. Only after anneal-
ing, thickness profiles showed that d-PS was preferentially segregated at the
surface of the film. This effect was due to the difference in surface energy
caused by the deuteration. This is experimental evidence of the surface seg-
regation [135]. The nuanced process of surface phase separation is evident
from the numerous experimental observations and theoretical models.

The process of surface phase separation can be quantified by equation 2.141,
the Cahn-Hilliard equation [136].

∂c

∂t
= D∇2µ (2.141)

D is the diffusion coefficient and µ is the chemical potential. When solved
with boundary conditions, the polymers are seen to exhibit the separation
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seen in the d-PS/PS and d-PEP/PEP experiments, where the polymer with
the lower surface energy segregates to the top of the film [137].

The effect of a solvent on surface segregation was discussed in section 2.2.5.
PS and PMMA films cast using toluene, THF and MEK solvents all laterally
segregated [17]. In films cast using toluene or THF, the solvent evaporated
slower in PS regions than PMMA regions. This caused differences in film
thickness: the PS phase was much thinner than the PMMA phase. The
opposite was seen in films cast using MEK and the PS regions were much
thicker. This effect was due to PS being more soluble than PMMA in toluene
or THF. In MEK, PMMA was more soluble. The solvent used affects the
individual surface energies of the polymers [17]. Similarly if a lower solvent
concentration is used, phase separation is more pronounced [138].

In polymer blends of PS-PI and PS-PMMA, these PS ’islands’ were also seen
when using low PS volume fraction φPS. As φPS was increased, eventually
a critical PS volume fraction caused the islands to form a continuous layer,
resulting in a PS-PI or PS-PMMA bilayer. As φPS was increased further,
islands of either PI or PMMA began to form [139]. This can be seen in
figure 2.30.

Figure 2.30: a) PS (red) islands in a PI or PMMA (yellow) majority structure. b)
The volume fraction of PS has increased to the critical value, causing a bilayer. c)
PI or PMMA islands in a PS majority structure.

The solvent evaporation rate E can affect the final morphology of the film. A
faster evaporation rate is more likely to cause film imperfections [16, 21]. E
can be controlled when spin coating films by the atmosphere and temperature
in which the film is cast. If solvent vapour is used to flood the air surrounding
the film, E is greatly reduced [21]. Increasing the temperature causes a higher
E which can cause film imperfections [16]. By increasing the vapour pressure
of the film during spin coating, a system that would typically undergo lateral
phase separation did not and instead a bilayer was formed [21].

The surface of a polymer blend essentially breaks the symmetry of the bulk,
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inducing a boundary condition on spinodal decomposition. As a result the
pattern of phase separation can gradually propagate into the bulk of the
polymer blend film [140].

A model of phase separation must combine dewetting and phase separation
theory. Dewetting of liquid-liquid [141] and polymer-polymer [142] interfaces
have both been explored. When the conjunction of dewetting and phase sepa-
ration theory was first done, the model was restricted and only concentration
fluctuations that were parallel to the substrate caused phase separation [143].
Whether dewetting and phase separation are modelled in consequence or si-
multaneously affects the theoretical film structure. A percolation path is
seen on films modelled by considering dewetting then phase separation. If
dewetting and phase separation are modelled as happening simultaneously
in a film, this percolation is not seen [144].

Transient wetting layers occur when a polymer blend separates into two
distinct layers with a horizontal interface. The transient wetting layer is
metastable and therefore can collapse before spin coating is completed, caus-
ing lateral segregation [145]. If spin coating is completed before the transient
wetting layer collapses, a bilayer film is formed. These two structures are
shown in figure 2.31 [146].

The transient wetting layer is caused by a change in surface tension when sol-
vent in the solution evaporates during the spin coating process. The instabil-
ities cause the polymers to separate and in doing so, a concentration gradient
is formed. The solution is more concentrated in certain places which causes
a surface tension gradient which in turn induces the Maragoni effect [146].

The Marangoni instabilities were modelled for a thin film and confirmed
theoretically the bilayer structure of the transient wetting layer. It was the-
oretically proven that the effect was due to a solvent concentration gradient
induced by the solvent evaporating from the film surface [147]. Wetting
layers also have the potential to cause crystalline structures in perovskite
films [148].

The structure of a polymer blend was also determined theoretically using
asymmetric boundary conditions, which represented the different effects on
the film at the surface and at the substrate. This model was subjected
to concentration changes and various structures were generated, including
bilayers and lateral segregation [149].

This model was adapted to account for temperature changes instead of con-
centration changes. The structures generated in this case were again bilayers
and lateral segregation but monolayers were also observed [150].
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Figure 2.31: The transient wetting layer (top) and the laterally segregated film
(bottom) that occurs when the transient wetting layer does collapse before the end
of spin coating. From S. Y. Heriot and R. A. L. Jones, 2005 [146].
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2.3.4 Radial Effects

The models detailed in section 2.1 do not consider radial effects. Many
other models also ignore radial effects [31, 32, 151]. This is not necessarily
an accurate assumption. Numerous radial effects have been seen in the film
structure.

Bornside et al. [152] developed a model to find the the final film thickness of a
spin coated film. Three regions of flow were mathematically determined [152]
and are illustrated in figure 2.32. The radial regions themselves vary with
the solution in question, but can be found from equations 2.142 and 2.143 in
which 1× 105 and 3× 105 are the Reynolds numbers and determine the flow
of the solution.

Figure 2.32: The flow of the solution differs in each of the three regions of film.
Adapted from a figure by D. E. Bornside et al, 1993 [152].

r1 =

√
1× 105ν

ω
(2.142)

r2 =

√
3× 105ν

ω
(2.143)
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For regions of the film where r < r1, the flow is steady state, laminar and ax-
isymmetric as predicted by von Karman [153]. Between r1 < r < r2, the Cori-
olis effect becomes a significant influence on the flow of the film and causes
the once laminar flow to become disrupted in the form of Ekman spirals.
These vortices are three-dimensional and a form of convectional flow which
affect the film morphology [29, 107–109, 154, 155] by causing non-uniform
drying if the solution has a Reynolds number between 2000-2500 [155]. The
convection increases the evaporation rate by replenishing the surface of the
film with solvent. Similarly to how hurricanes are large convectional flows
spiralling due to the rotation of the Earth, Ekman vortices are convectional
flows that occur during spin coating. At larger radii when r > r2, the flow is
turbulent and the mass transfer coefficient does increases with radius almost
linearly: k has been observed to increase with r0.9 [27]. As the edge of the
film is approached, material can be lost from the spin coating.

How a film differs with radius is also evident by its thickness profile. The
starting thickness of a film has very little effect on the final film thickness [38]
as any radial variation present before spin coating has begun is thought to
be removed during the process by turbulent forces [18,32].

A film with non-uniform thickness would be a result of the shear rate changing
with radius. If a film were to be thinner at larger radii, a smaller shear rate
would be necessary [41]. These effects can be seen when considering the spin
coating of non-Newtonian solutions [32,156]. As more solvent in the solution
evaporates, non-Newtonian effects become more significant which could give
rise to these radial-dependent shear rates which vary the final film thickness
profile.

The most noticeable morphological radial effect on spin coated films are
radial striations. The striations are primarily visible in two distinct forms.
When coupled with phase separation, they can appear as cells that become
deformed and stretched with increasing radius, shown in figure 2.33.

Radial striations can also be detected from local variations in thickness [14]
in a film with an otherwise uniform thickness, as can be seen in figure 2.34.
This can be seen using microscopes but in many cases, striations can be seen
with the naked eye.

Figures 2.33 and 2.34 show how the striations are affected radially by the spin
speed of the spin coating but the direct cause of the structures are somewhat
unclear. They may be attributable to small fluctuations in temperature or
solute concentration within a solution at the start of spin coating. The
fluctuations are believed to propagate into radial striations in the final film
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Figure 2.33: Optical microscope images at various radii of a striated film at a) the
film centre, b) a small distance away from the centre of the film and c) the edge
of the film. The radial striations are noticeable in b and more so c thus indicating
greater prominence with radius. From P. D. Fowler et al, 2016 [16].

[15] as in figure 2.33.

Figure 2.34: Optical microscope images of striated films spun at a) 2000rpm b)
3000rpm and c) 4000rpm. The striation spacing clearly decreases with increasing
angular velocity indicating a relationship. From D. E. Haas et al, 2001 [14].

Striations and non-uniformities in thickness have been detected in spin coated
sol-gel films [157] so the phenomena are due to spin coating and is not unique
to polymer thin films.

Thermal fluctuations in the film cause certain regions to have more energy
and so the solvent can evaporate more readily. This results in a non-uniform
evaporation rate which causes convection within the solution [128]. The con-
vection can also induce more separation of chemicals which causes a surface
tension gradient between the polymers and the solvent.

The radial striations have been found to be eliminated from resultant films
completely when the spin coating is performed at a lower than ambient tem-
perature. Typically 15◦C is sufficient to produce uniform films [16]. It had
been suggested that the striations could be a surface tension effect caused by
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the square substrates [158], but striations have been observed on films cast
on circular substrates [157].

Periodic features similar to radial striations have been seen in polymer films
that are caused by applying pulses to the films [159, 160]. Such features are
called laser induced periodic surface structures or LIPSS and their size can
be controlled by varying the pulse frequency.
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3 Methods

This chapter shall detail the experimental methods used in the project and
how data obtained are analysed, primarily from the optospinometer. In
addition to this, the specifications for the materials used to produce the
samples are given in this section.

3.1 Optospinometer

Using experimental equipment to obtain in situ data is well documented
[161–164]. The primary piece of experimental equipment used in this the-
sis is the optospinometer. The instrument consists of a spin coater with a
633nm He-Ne laser incident on the spin coater platform at fixed angle of 45◦.
Emergent laser light is captured by a camera. The spin coater platform is
connected to a vacuum pump to keep the substrate in position.

Figure 3.1: A diagram of the optospinometer.

For all experiments conducted, the centre of the substrate is always posi-
tioned at the centre of the platform and the film centre (0,0,0) is intersected
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by the axis of rotation. A diagram and photograph of the optospinometer
are shown in figures 3.1 and 3.2.

Figure 3.2: A photograph of the optospinometer.

The emergent light from an experimental run is recorded as both specular,
numerical reflectivity and off-specular image capture.

The optospinometer can be adapted for a variety of spin coating experiments.
As mentioned previously, it can be used to control the vapour pressure of a
spin coating environment and consequentially the solvent evaporation rate
by using a removable chamber. The height of the spin coater platform can
be altered, moving the position of the laser to different radii of the film. The
camera is large enough that data are not lost when this is done.

The solutions were added to the substrate before the spin was started. A
minimum of two repeats were performed for all spin coatings to ensure the
data obtained were reliable. If one of the three datasets looked drastically
different to the others, a fourth would be done to check it was anomalous.

3.1.1 Specular Data

The final thickness of a film can be determined in numerous ways such as
ellipsometry and atomic force microscopy. An in situ thickness is more
difficult to determine as either of these experiments would not be possible
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during a spin coating. The optospinometer yields information that would
otherwise be extremely difficult to find from a regular spin coater.

The laser light is incident to the film and is refracted into the film and
reflected off the film surface simultaneously. This is shown in figure 3.3.
Whether the refracted light interferes constructively or destructively with
the reflected light depends on the thickness of the film. The optospinometer
records reflectivity as a function of time, resulting in a plot such as that in
figure 3.4, which is called an optospinogram. The reflectivity oscillates due
to constructive and destructive interference caused by the film thinning.

Figure 3.3: The refraction of light between two media.

The optical path difference Γ corresponds to the phase shift experienced by
the two coherent sources. It is defined as

Γ = n (AB +BC)− AD, (3.1)

where AB, BC and AD are distances defined in figure 3.3 and n is the
refractive index of the media causing the phase shift, which in this case is
the film, of thickness h. The distance AD is

AD = 2nh tanψn sinψ. (3.2)
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The distances AB and BC are both

AB = BC =
h

cosψ
(3.3)

so optical path difference Γ can be given as

Γ = n

(
h

cosψ
+

h

cosψ

)
− 2nh tanψ sinψ. (3.4)

Simplified,

Γ = 2nh cosψ. (3.5)

At each peak of an optospinogram, the interference is constructive and the
optical path difference Γ is an integer multiple of the laser wavelength, λ.
Mathematically, this is given by

Γ = 2nh cosψ = mλ. (3.6)

The difference in thickness between two constructive, consecutive peaks m
and m+ 1 is given by ∆h which is defined as

∆h = hm+1 − hm =
λ (m+ 1)

2n cosψ
− λm

2n cosψ
(3.7)

and

∆h =
λ

2n cosψ
+

λm

2n cosψ
− λm

2n cosψ
. (3.8)

This change in thickness between two successive peaks can then be extrapo-
lated back to get the thinning as a function of time using

h(t) = hf + (m− 1)∆h, (3.9)

in which h(t) is the thickness of the film at a given time t and hf is the
final thickness of the film, determined by a method such as ellipsometry. As
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Figure 3.4: An optospinogram showing reflectivity as a function of time.

mentioned previously m is the peak number and m = 1 when the film is at
its final thickness.

As the solvent evaporates, the refractive index of the film n and the internal
angle ψ change. These must be modelled as changing with time. Snell’s law
is given by

nair sin β = n sinψ (3.10)

which rearranged for ψ is

ψ (t) = sin−1

(
nair sin β

n (t)

)
. (3.11)

The time-dependent refractive index can be derived by firstly considering
the initial refractive index, which can be calculated from the known volume
fractions and refractive indices of A, B and S and the equation

ni = nAφAi + nBφBi + nSφS, (3.12)
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where nA, nB and nS are the refractive indices of polymer A, polymer B and
solvent S respectively. φAi and φBi are the initial volume fractions of the
polymers in the solution and φS is the volume fraction of the solvent within
the solution. As the solvent evaporates during the spin coating the value of
φS decreases and so the values of φAi and φBi increase until there is negligible
solvent left in the film when coating has finished. At this point, the refractive
index of the film is given by

nf = nAφAf + nBφBf . (3.13)

For example in a solution that begins as 2% polymer concentration in a
solution of 98% solvent in equal parts polymer A and polymer B would give
the following values:

Volume Fraction Value
φAi 0.01
φBi 0.01
φS 0.98
φAf 0.50
φBf 0.50

By assuming that the refractive index of the polymer solution changes linearly
with time, equation 3.14 holds true.

n(t) = ni + gnt (3.14)

gn is the gradient of this line and is expressed by equation 3.15.

gn =
1

tf
[nf − ni] (3.15)

Combining equations 3.9, 3.11, 3.14 and 3.15 results equation 3.16 which can
be used to calculate thickness as a function of time.

h(t) = hf +
(m− 1)λ

2 cosψ (t)
(
ni + t

tf
[nf − ni]

) (3.16)

When the solvent has fully evaporated and the thinning has stopped, the
value of m = 1 which causes the right hand side term in equation 3.16

87



to reduce to 0 and the thickness is that given experimentally by hf , as is
expected.

This method relies solely on the peaks which are caused by the cycle of
constructive and destructive interference. The raw data taken by the op-
tospinometer is actually subject to noise induced by the rotation of the spin
coater. This noise results in extra peaks of a higher frequency which obscure
the lower frequency peaks, especially at the first few seconds of spin coating,
as can be seen in figure 3.5.

Figure 3.5: The raw data of the optospinometer has a lot of noise, especially in
the first few seconds of spin coating (purple). After the FFT has been applied, the
resultant optospinogram (black) can be used in analysis.

In order to extract only the Bragg peaks, a filter must be applied to remove
the noise. A Fast Fourier Transform of the raw data optospinogram shows
the frequencies at which there is periodicity, visible in figure 3.6.

For the example in figure 3.6, a number of noticeable frequencies are visible.
The peak at approximately 16.6̇ Hz is caused by the spin coater itself rotating
at 1000rpm, or 16.6̇rps. This peak of noise will always occur at the frequency
of rotation.

By applying a low pass filter of 16 Hz to these raw data, all periodic noise
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effects caused by the spin coater can be eliminated. The true peaks can then
be detected clearly and used for equation 3.16. Any spin coatings done at
2000rpm require a low pass filter of 33 Hz to remove the noise at 33.3̇ Hz.

The angular acceleration of the optospinometer is approximately 560 rev/s2,
meaning the optospinometer reaches an angular velocity of 1000rpm in 0.03s
and 2000rpm in 0.06s. The experimental runs conducted at each angular
velocity did not exhibit a thinning peak during the acceleration period, so
its affect on the data is discounted.
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Figure 3.6: The FFT of an 1000rpm optospinogram (top) up to 50 Hz and (bottom)
up to 21 Hz. At 16.7 Hz there are peaks due to the rotation of the optospinometer.
This reverbs at 33.3 Hz and all higher frequencies that are multiples of 16.7.

3.1.2 Off-Specular Scattering

Off-specular light scattering is another non-invasive method of using light
to infer information about a thin film. The roughness of a surface affects
how the light is reflected and so images can be used to infer film structure,
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especially the phase separation nature of films discussed in section 2.3.

Specular reflection occurs when the angles of the incident and reflected beam
are equal, as is shown by figure 3.7a. This typically occurs when the reflective
surface is smooth. In contrast off-specular scattering occurs when the angles
of the incident and reflected beam are not equal, figure 3.7b. A rough surface
acts like numerous reflective surfaces at different angles to the normal and is
the cause of this. A higher roughness causes a larger off-specular reflection.

The resolution of laser off-specular scattering is limited by the area of the
laser dot. If this is large, finer phase separated domains and small roughnesses
will cause the specular and off-specular reflection to be indistinguishable. A
similar case can occur when multiple length scales are present in the film,
in which a laser with a low resolution will combine the results into one off-
specular feature. The maximum value of q that can be recorded by the
optospinometer is 0.4µm−1.

Figure 3.7: Left: The specular reflection due to light incident on a flat surface.
Right: The off-specular reflection due to light incident on a textured surface.

Length scale features due to phase separation will cause the laser light to
be reflected at a different angle to the specular reflection. The length scale
d causing this off-specular reflection can be converted into reciprocal space,
q-space using equation 3.17 [165]. As the structure changes with time, both
d and q are time-dependent.

q (t) =
2π

d
(3.17)

A camera images the film with a frame rate of 30 frames per second. For a
typical 10 second spin, this results in 300 grey-scale intensity images. The
image sequence is read in to a LabVIEW 8.5 script which performs the task
illustrated and explained in figure 3.8. When the phase separation of the film
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begins to exhibit a length scale within the film structure, this is indicated by
the presence of a ring in the off-specular data.

An off-specular plot in which no ring develops is shown in figure 3.9a and an
off-specular plot which does eventually display a ring is given in figure 3.9b.
Time is plotted against q-space q(t), which is given in µ.s−1. The LabVIEW
programme gives three plots of the off specular in different dimensions: radial,
horizontal and vertical. An off-specular feature could be seen in any of these
three plots.

3.1.3 Position Calculations

The radius at which the laser is targeted can be calculated using the reflec-
tivity data of a spin. A silicon wafer is marked with a strip of adhesive tape
of constant width, as shown in figure 3.10. This wafer is referred to as the
test wafer and is not reused with a polymer solution.

Figure 3.10: The silicon used as the test wafer is marked with opaque tape which
in turn is marked with the multiple radii of interest.

As the platform spins, the off-centre laser traces a circumference around the
centre of the test wafer which is reflected at all regions excluding the region
obscured by the tape. The resultant reflectivity data is an oscillating function
not dissimilar to a top-hat function. For a 10 second run at 1000rpm, there
will be approximately 166 spins, two of which are shown below in figure 3.11.
This process is repeated after each radial adjustment of the laser.
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Figure 3.8: The a) raw data, b) unwrapped image and c) radially averaged images
look different for both t = 0 and t = T . The highest intensity is red and the lowest
intensity is blue. At t = 0, a) the raw data show that off-specular reflected laser
light is concentrated at the centre of the image. An initial indicator such as this is
typical for a film that has not begun to exhibit phase separation yet. For analysis,
the centre of this image is selected using LabVIEW and taken as the centre of
every image in the set. The image is cut from this point to the edge of the image.
b) The resultant unwrapped image gives θ as a function of q-space q and intensity.
c) This intensity is then radially averaged to produce a radially-averaged intensity
‘slice’ for a time t = 0. The process is repeated for each image obtained. At t = T
the film has begun to phase separate giving a feature length scale to the film.
Because of this phase separation, a) the raw data show a ring around the centre
of the image. Again in order to analyse this result, the image is cut from the edge
to the previously defined central point. b) The resultant unwrapped image gives θ
as a function of q-space q and intensity. c) This intensity is also radially averaged
to produce a radially-averaged intensity ‘slice’ for a time t = T . The presence of a
ring indicates that the film structure has a length scale which can be resolved by
the laser. Such a feature is seen in all subsequent images. There will now be as
many ‘slices’ as there are images in the sequence. These are consolidated to give
a result similar to the one given here.
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(a) (b)

Figure 3.9: An off-specular plot from a 10 second spin coating (a) at the centre a
film, at 1000rpm, using a 2% PS:PMMA solution of equal polymer ratio and (b)
8mm from the film centre, at 2000rpm, using a 8% PS:PMMA solution of equal
polymer ratio.

A code was written in Python to find the sharp increase or decrease in reflec-
tivity caused by the edges of the tape. When the change in intensity increased
by more than 0.1, the time was recorded. The difference between these times
was then sorted into two possible categories. The smaller time intervals were
when the tape was obscuring the laser, td. The larger time intervals were
when the reflectivity was at a maximum as nothing was obscuring the silicon
reflecting, tR. The total time for one rotation can therefore be expressed as
td + tR = ttotal.

As the laser passes across the silicon it makes a circular path with a circum-
ference of 2πR. The arc of this circumference obstructed by the masking tape
has a length approximately equal to the width of the tape. This assumption
leads to a systematic error in the data which is the same for each set of radial
data. From knowing the values of td and ttotal the radius can be determined
as

td
ttotal

=
dtape

2πr
, (3.18)

which rearranges to give r,

r =
dtape

2π
× ttotal

td
. (3.19)
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Figure 3.11: The resultant optospinogram for an observed spin of marked silicon.
When the laser is incident on the tape, the reflectivity decreases. Knowing the
diameter of the tape means such a plot can be used to determine the accurate
radius that the laser is incident to.

As there are numerous rotations, a mean value of r can be calculated. If
necessary this method can be altered in order to determine the accurate
rotation of the optospinometer.

3.2 Equipment

3.2.1 Optical Microscope

An optical microscope utilises visible light and an arrangement of lenses
in order to magnify a sample. The optical microscope used to image the
structure of the phase separated blended polymer films was a Nikon Eclipse
ME600 which was connected to a PixeLINK PL-A742 camera. A Reichert
calibration grid was used to calibrate the length scales of the images.
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3.2.2 Spectroscopic Ellipsometer

The spectroscopic ellipsometer used to measure the final thickness of the films
was a J. A. Woollam alpha-SE Ellipsometer. A diagram of the ellipsometer
is given in figure 3.12. Ellipsometry is an indirect method used to determine
film thickness or in some cases, refractive index.

Figure 3.12: A diagram of the spectroscopic ellipsometer.

Elliptically polarised light is considered to be an electrical wave, which can
be separated into two independent and orthogonal fields, each parallel or
perpendicular to the plane of incidence. The incoming light is denoted as
Ei and the outgoing light is Eo. Each has a parallel and perpendicular
component, which for the incoming light are Eia and Eie respectively and for
the outgoing light are similarly denoted as Eoa and Eoe.

The Fresnel reflection coefficients relate these two fields to one another in
terms of incident angle β and refracted angle ψ and are given by

ra =
Eoa
Eia

=
ñ1 cos β − ñ2 cosψ

ñ1 cos β + ñ2 cosψ
(3.20)

and

re =
Eoe
Eie

=
ñ1 cos β − ñ2 cosψ

ñ1 cosψ + ñ2 cos β
, (3.21)
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where ñ1 and ñ2 are the complex refractive indices for medium 1, air, and
medium 2, the film. They are also expressed as

ñ1 = n1 − iK1 (3.22)

and

ñ2 = n2 − iK2, (3.23)

where n1 and n1 are the real components of the complex refractive indices of
the media and K1 and K2 are the imaginary components.

In ellipsometry, polychromatic, unpolarised light is elliptically polarised with
known polarisation. As the light is reflected and refracted by the sample, the
optical properties of the film affect the outgoing light. This change is recorded
by an analyser, which characterises it in the complex reflectance ratio, given
by

δ =
ra
re

= tan(Ψ)ei4, (3.24)

where Ψ is the amplitude component and ∆ is the phase difference, which are
calculated and given as a function of wavelength for the polychromatic light.
A model is then used to determine the thickness from the experimental values
Ψ and ∆. To quantify the refractive index of the film at all wavelengths, a
dispersion equation was used. The Cauchy model was used, which is given
by

n = A+
B

λ2
+
C

λ4
, (3.25)

in which A, B and C are constants.

An example ellipsometry result is given in figure 3.13. The software that
accompanies the ellipsometer is CompleteEASE, which produces the best
film thickness fit, including the error in its measurement.
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Figure 3.13: An example result from the spectroscopic ellipsometer in which the
Cauchy model has been compared to the experimental results, Ψ and ∆. The
film has a polymer concentration of 4% with equal ratio PS:PMMA and was spin
coated at 1000rpm.

3.2.3 Atomic Force Microscope

Figure 3.14: A diagram of an atomic force microscope.

Atomic force microscopy is a method of scanning probe microscopy that
can be used to determine height variations in a sample. A cantilever tip
is in contact with the sample and scanned across a set length. The height
variations cause the cantilever to move. The peaks and troughs causing the
cantilever movement are recorded using a laser incident on its surface which
is reflected to a photodiode. A diagram is given in figure 3.14.

An AFM can also be used in tapping mode, where the cantilever tip is made
to oscillate at its resonant frequency. When the tip is in near contact with
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the sample, van der Waals forces are induced due to temporarily fluctuating
dipoles between the cantilever and the sample. The forces are then recorded.
Such a method is useful with phase separated polymer blends as each polymer
will result in a different force which can be compared against known values.

The AFM used for these results was the Asylum Research MFP-3D AFM lo-
cated in the Physics and Astronomy department at the University of Sheffield.

3.2.4 Surface Profiler

Figure 3.15: The edge of a 2% equal ratio PS:PMMA blend film cast at 1000rpm
with scalpel scratches present in order to find the thickness of the film as seen
from the surface profiling software. The film has been treated with nitrogen flow
in order to remove the waste polymer film but as can be seen from the black marks,
some remain.

The indirect thickness measurements obtained by ellipsometry were corrobo-
rated using a direct method. Surface profiling can be done using a scratched
film. A scalpel is used to remove some of the film but so as to not damage
the substrate. The tip of the surface profiler is then dragged across a set
length for a given time and measures the peaks and troughs of the film and
the scratch. A scratch will give a step in the data, and the height difference
in the step is taken as the thickness of the film.
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The surface profiler used for these experiments was a Bruker Dektak:XT, lo-
cated in the Physics and Astronomy department at the University of Sheffield.

An image from the surface profilometer is given in figure 3.15 which shows a
scratched film. An example of the output result is shown in figure 3.16.

The extremely high peaks in figure 3.16 are a result of dust on the film or
waste polymer from the scratching. Smaller peaks and troughs are indicative
of the roughness of the film but in measuring the thickness, these differences
are averaged out.

Figure 3.16: The surface profilometry result from the film in figure 3.15 at 12mm
distance from the centre of the film. The profiler covered 1mm in 60 seconds. The
red band is used to calculate the ‘zero point’ and when combined with the green
band, the thickness is obtained.

3.3 Films

3.3.1 Substrate

Silicon wafers 28mm2 in size were used as substrates for all spin coating
experiments. The silicon was cleaned by immersion in toluene and then
sonicated for a minimum of 1 hour and dried with a nitrogen flow. An O2

plasma cleaner was used on each substrate to complete the final stage of
cleaning.

The silicon wafers were made by Prolog Semicor LTD who report that, due
to the silicon reacting with oxygen in the atmosphere, have a native oxide
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layer SiO2 approximately 2nm thick. This was supported by ellipsometry to
determine the final film thicknesses, as modelled structures that included the
SiO2 had a better fit to the data. As the thickness of the films themselves
are typically between 100 - 1100 nm the SiO2 layer is considered to have a
negligible effect but to be meticulous, its presence is stated here.

3.3.2 Solution

PS and PMMA were chosen for these experiments due their interaction pa-
rameters with toluene being similar, so one pair of chemicals would not
dominate the interactions, but phase separating easily from each other as
χPS/PMMA = 0.04 [59]. The interaction parameters for the polymers and
toluene are χPS/toluene = 0.44 and χPMMA/toluene = 0.41 [71].

The masses of the polymers and toluene used to produce the solutions were
measured using a scale which was accurate to 1×10−9g. The solutions were
mixed using magnetic stir bars for 24 hours before they were used to ensure
the polymer was completely dissolved.

3.3.3 Toluene

The toluene used in these experiments was supplied by Sigma Aldrich and was
used as a solvent for all the solutions used in spin coating. It has a chemical
formula of C6H5CH3. It was 99.9% pure and has a molecular weight of 92.12
g.mol−1. When necessary in calculations, the refractive index of toluene is
ntoluene = 1.4969, the density is ρtoluene = 867kg.m−3 and its viscosity is
ηtoluene = 0.623mPa.s at 19.3◦C, as measured by rheometry.

Figure 3.17: The structure of toluene.
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3.3.4 Poly(styrene) PS

The PS used in these experiments was supplied by Kromatek. It has a
chemical formula of (C8H8)n. The PS used has a molecular weight of 184,000
g.mol−1. When necessary in calculations, the refractive index of PS is nPS =
1.5894 and the density is ρPS = 1040kg.m−3. For simplicity poly(styrene)
shall often be referred to as PS.

Figure 3.18: The structure of PS.

3.3.5 Poly(methyl methacrylate) PMMA

The PMMA used in these experiments was supplied by Kromatek. It has a
chemical formula of (C5O2H8)n. The PMMA used has a molecular weight
of 187,000 g.mol−1. When necessary in calculations, the refractive index of
PMMA is nPMMA = 1.4893 and the density is ρPMMA = 1180kg.m−3. For
simplicity poly(methyl methacrylate) shall often be referred to as PMMA.

Figure 3.19: The structure of PMMA.
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3.3.6 Deposition

Each spin coating was produced using the same deposition technique. Pure
toluene is spin coated onto each film until it is dry to rid the surface of
impurities. Enough solution to cover the substrate surface was deposited
before the spinning started. The initial static stage in spin coating has been
shown to not affect the thinning rate [21]. The films were not annealed after
spin coating, which leaves trace solvent in the film that is accounted for by
modelling.
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4 Results I: Modelling

This chapter discusses the initialisation of the parameters in the Reisfeld,
Bankoff and Davis model and the consequential results from using it to pre-
dict the time-dependent film thickness. The models are compared with ex-
perimental data obtained at radii of 0mm, 4mm, 8mm and 12mm from the
centre of the film. As the RBD model does not have radial dependence, it
was expected that the model would fit for the data taken at the centre of
the film and any radial variations would be indicated by a diversion from the
0mm data or the model itself.

4.1 Radial Measurement

It was firstly necessary to determine that the optospinometer was capable
of obtaining data when the laser was directed away from the centre of the
film. Initial tests indicated that the camera capturing the off-specular light
has a large enough aperture to not be affected by the change in position of
the off-specularly reflected laser light.

The process detailed in section 3.1.3 in order to measure the radius at which
the laser was incident was first conducted. Such a method was also be used in
order to find the accurate spin speed of the optospinometer and to calibrate
it.

The silicon test wafer approximately 28mm in diameter had a strip of masking
tape attached to it. The tape had a width d = 5mm at all the various radii
and was marked at the centre of the film and at 4mm, 8mm and 12mm.
These values were measured with a ruler to gain approximate values when
the wafers were placed at the centre of the spin coater.

The platform was then positioned so that the laser was on the 8mm mark.
The test wafer was spun at 1000rpm for 10 seconds. This yielded an op-
tospinogram with a roughly top hat function, from which an excerpt is given
in figure 3.11. The minimum reflectivity ≈ 0.05 and the maximum reflectivity
≈ 0.5.

A code was then used to provide an accurate value for each radius of interest.
The code can also be adapted to find an accurate angular velocity ω of the
optospinometer. The target ω used for the initial test was 1000rpm, which
is 16.667 revolutions per second. The time taken for one revolution should
therefore be 0.060 seconds. The code gave the mean value for one rotation
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as being 0.058 seconds. The more accurate ω for this test is therefore 17.233
revolutions per second or 1034rpm.

This was repeated for multiple spins with ω targeted to 1000rpm and all gave
ω as being 1034rpm. Similarly when repeated multiple times for a target ω
of 2000rpm, the angular velocity was found to be 2017rpm. This should be
noted for any further works that depend on accurate angular velocities.

4.2 Polymer Solutions

A total of twelve solutions were made for the experiments, which were con-
ducted in two stages. The solutions made for the first stage of experiments
were:

• 2% equal blend

• 2% PS majority, PS:PMMA 3:1

• 2% PMMA majority, PS:PMMA 1:3

• 4% equal blend

• 4% PS majority, PS:PMMA 3:1

• 4% PMMA majority, PS:PMMA 1:3

The solutions made for the second stage of experiments were:

• 6% equal blend

• 6% PS homopolymer

• 6% PMMA homopolymer

• 8% equal blend

• 8% PS homopolymer

• 8% PMMA homopolymer

The first six solutions cast were of lower concentration, 2% and 4% polymer
concentration by mass. These solutions were spun at either 1000rpm or
2000rpm for a total of 10 seconds at the four radii of interest: 0mm, 4mm,
8mm and 12mm. A total of 48 films were made for this initial analysis.

Once these experiments were completed, concentration was determined to
be the variable of most interest and so polymer solutions of 6% and 8%
concentration were then cast to further investigate the equal ratio blend
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behaviour seen in the 2% and 4% films. Rather than use polymer blends
in the ratio of PS:PMMA 1:3 and 3:1, homopolymer PS and PMMA films
would be cast in order to be used as controls.

Figure 4.1: Edge morphology of an 6% PMMA film cast at 1000rpm.

These higher concentration solutions were also spun at either 1000rpm or
2000rpm. These spin coatings were conducted for 15 seconds as the 6% and
8% films took longer than 10 seconds to dry. Only data for 0mm, 4mm
and 8mm could be obtained by the optospinometer because the 12mm data
were seemingly subject to edge effects. The increased concentration of the
solutions used caused interference to occur in the in situ data obtained with
the laser. The ripples causing this effect can be seen in figure 4.1. 36 high
concentration films were made in total.

For all experiments, solution was added to the substrate before the op-
tospinometer had begun spinning. The atmospheric temperature and pres-
sure were kept constant and ambient throughout.
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4.3 Initialising the Model

∂h∗

∂t∗
= −2e

3
− h∗3

3
− 5εReh∗4e

36
+

34εReh∗7

315
(4.1)

The Reisfeld, Bankoff & Davis model given in equation 4.1 is given in terms
of dimensionless thickness h∗ and dimensionless time t∗ and cannot be used
until the dimensions have been restored.

The derivation used to obtain the model used dimensionless parameters such
as length scale ε, Reynold’s number Re and dimensionless thickness h∗ in
order to simplify the derivation and these terms must all be replaced.

The length scale of the system ε is given by equation 4.2 in which h0 is the
initial film thickness and R is the total radius of the system.

ε =
h0

R
(4.2)

The Reynold’s number Re is given by equation 4.3 in which U0 is the radial
velocity scale, ρ is the density of the solution and η is its viscosity.

Re =
U0h0ρ

η
(4.3)

The dimensionless evaporation rate e is given by equation 4.4 in which E is
the true evaporation rate.

e =
3E

2εU0

(4.4)

The dimensionless time t∗ is given in equation 4.5, in which t is the true time
and T0 is the time unit defined in equation 4.6, in which L is length of the
system considered and the maximum value is the total radius L = R.

t∗ =
t

T0

(4.5)

T0 =
L

U0

(4.6)
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The dimensionless thickness h∗ is defined simply by equation 4.7 in terms of
true thickness h and initial thickness h0.

h∗ =
h

h0

(4.7)

Equations 4.3, 4.4 and 4.6 depend on the radial velocity scale U0 which is
given in equation 4.8 in which ω represents the spin speed.

U0 =
h2

0ω
2Rρ

η
(4.8)

To simplify substituting the equations 4.2 - 4.8 into the RBD model, equation
4.1 is rearranged to

∂h∗

∂t∗
= −2

3

(
e+ h∗3 + εRe

[
5e

12
h∗4 − 34

105
h∗7
])

. (4.9)

Substituting all the dimensioned variables into equation 4.9 gives

∂h

∂t
= −

(
E +

2ω2ρh3

3η
+

5Eω2ρ2h4

12η2
− 68ω4ρ3h7

315η3

)
, (4.10)

in which ∂h/∂t is the thinning rate, E is the evaporation rate, ρ is the solution
density, ω is the revolutions per second of the spin and h is the thickness.
In order to obtain the thickness as a function of time or the thinning rate of
the spin coating process, the unknown values must be quantified.

4.3.1 Evaporation Rate

The evaporation rate must be determined experimentally. The Meyerhofer
model has been used by other research groups [166, 167] in order to find E
by rearranging it to give 4.12 so that it follows the form of a straight line
plot, equation 4.11.

y = m× x+ c (4.11)

dh

dt
=
ρω2

3η
× 2h3 + E (4.12)
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E is the y intercept on a plot of equation 4.12, as shown in figure 4.2. It is
clear from figure 4.2 that this is not a straight line and thus this method is
flawed, especially as there is not a clear value for the y intercept.

Figure 4.2: A plot of thinning rate against 2h3 for a spin coating of 2% equal ratio
blend of PS:PMMA cast at 1000rpm.

Many factors affect the evaporation rate of a given solvent. Ambient tem-
perature and vapour pressure are extremely influential but when these are
kept constant, a notable variable in spin coating is the angular velocity ω.
A larger ω causes the forces that contribute to turbulence to increase which
then assists in evaporation by replenishing the surface with the solvent. Ef-
fectively, the solvent does not have to travel through the bulk to evaporate.
In addition to this, the kinetic energy associated with the turbulence is trans-
ferred to the solvent molecules, giving them more energy and thus increases
evaporation. This relationship is given mathematically by [166,167]

E = C
√
ω, (4.13)

where the angular velocity is given by ω and C is a constant intrinsic to the
solvent which considers the vapour pressure, boundary thickness, diffusion
rate and viscosity of air. Finding a value of C experimentally and using
equation 4.13 to obtain the evaporation rate requires many parameters to
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(a) 1000rpm (b) 2000rpm

Figure 4.3: The relative thickness as a function of time for toluene only spins.

be controlled. This is often not possible and so determining the evaporation
rate using the straight line fit method has been used by groups [166, 167] in
lieu of quantifying C.

Figure 4.2 gives an approximate value for the evaporation rate for an 1000rpm
spin coating. If E = 1.5µm.s−1 when ω = 1000rpm, using equation 4.13, the
constant C can be found for any spin speed [166, 167]. This method yields
E = 1.5µm.s−1 when ω = 1000rpm and E = 2.1µm.s−1 when ω = 2000rpm.

An alternative method is also possible. Pure toluene was spin coated numer-
ous times at 1000rpm and 2000rpm. The relative thicknesses as a function
of time are given in figure 4.3.

Both figures display a transition regime inflection, when inertial force thin-
ning begins to become less significant. The evaporative dominant thinning
in both figures is closer to a straight line than that of figure 4.2. After
the thickness plot has fully undergone an inflection, it is assumed that only
solvent evaporation contributes to the thinning and so this gradient is the
evaporation rate. The gradient of a line is defined as

g =
∆y

∆x
(4.14)

where ∆y is the change in the y values and ∆x is the change in the x values.
At both spin speeds the toluene evaporated fully during the spin coating
but a final thickness is necessary to generate figures 4.3a and 4.3b, hf was
set as 1×10−15nm for all repeats. In this instance, change in thickness is
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important rather than the thickness itself and so fixing the numerical value
is not problematic.

The evaporation rate is calculated for all repeats and the standard error can
also be found. Gaining the evaporation rate in this way is repeatable and
more accurate and so the evaporation rates initially used for the RBD model
were

E = 1.87± 0.02µm.s−1 when ω = 1000rpm

and

E = 2.71± 0.13µm.s−1 when ω = 2000rpm.

As the evaporation rate was determined, an interesting feature was observed
during a pure toluene spin coating. The spin coatings must take place in a
dark room in order to detect the laser light. When test spins were conducted
in full light, an intense radial colour change was observed, shown in figures
4.4 and 4.5 which are a collection of chronological images from a recording.
The ‘toluene flash’ was also seen in solution spin coatings conducted in light
and the effect has been seen by others [168,169].

The time at which this flash occurred changed for different angular veloci-
ties and solutions. As in situ laser experiments and recording optical images,
such as those given in figure 4.4, are mutually exclusive, accurate times could
not be obtained. The initial assumption is that the flash occurs during the
regime change [168]; inertial force dominant thinning to evaporation domi-
nant thinning.

4.3.2 Density

As the solvent evaporates during spin coating, the density of the solution
changes as a result of the change in volume fraction of the polymer. A
relationship for the time-dependent variations in the density must be found
in order to use the RBD model. This can be done by considering a mixture
consisting of two different types of molecules A and B which have densities
ρA and ρB respectively. The mixture consists of A and B in measures that
can be expressed with volume fractions, φA and φB. As a result, the density
of the mixture is defined by [170]

ρ = φAρA + φBρB. (4.15)
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(a) (b)

(c) (d)

Figure 4.4: Four images taken in succession of the ‘toluene flash’. The effect can
particularly be seen on the edge of film in figures (c) and (d), indicating its radial
behaviour.
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Figure 4.5: The radial flash exhibited in figure 4.4 has been highlighted.

113



In the solutions used in these experiments, the gradual evaporation of toluene
causes a change in the volume fraction of the solvent. The volume fraction of
the polymers rises as a result. This in turn causes a change in density which
must be considered as toluene has a lower density than the polymers. This
time-dependent relationship is given in equation 4.16.

ρ(t) = ρpolyφ(t) + ρsolv (1− φ(t)) (4.16)

Here ρ(t) is the density of the solution as a function of time and ρsolv is the
toluene density, ρsolv = 867kg.m−3. The density of the polymers is given by
ρpoly and changes depending on the blend ratio. For equal blend solutions,
ρpoly = 1110kg.m−3. For the PS majority solutions ρpoly = 1075kg.m−3 and
for the PMMA majority solutions ρpoly = 1145kg.m−3. The volume fraction
of the polymers is given by φ(t).

The volume fraction of the polymer φ(t) does not increase linearly with time.
This must be estimated in the best possible method, which is done by relating
the final film thickness hf to the thickness as a function of time h(t) in the
relationship

φ(t) =
hf

h(t)
. (4.17)

Hence the equation for solution density as a function of time is given by

ρ(t) = ρpoly

(
hf

h(t)

)
+ ρsolv

(
1− hf

h(t)

)
. (4.18)

The density of a solution depends on its temperature and pressure. All
experiments and measurements were done at atmospheric pressure and the
temperature was kept constant so this is not necessary to take into account.

4.3.3 Viscosity

As with density, the viscosity of the solution will also change with time
due to the evaporation of the solvent. Initially the solution has a viscosity
approximately equal to pure toluene, due to the low volume fraction of the
polymers. As the solution evaporates, the volume fraction of the polymers
increases and the solution becomes more viscous until the film is formed. A
time-dependent value for viscosity is required.
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The contribution of a solute to the viscosity of a solution can be found using
the intrinsic viscosity, which is defined by

[η] = KMw
α, (4.19)

where K and α are the Mark-Houwink parameters, which are constants that
determine the interactions of the molecules and Mw is the molecular weight of
the solute. In some cases, the values of K and α have been found experimen-
tally [93] but no data exist for the specific conditions of the solutions used.
The intrinsic viscosity of a solution changes with solvent [171], the polymer
molecular weight and the temperature, resulting in a different K and α for
each solution. Measuring the Mark-Houwink parameters is convoluted and
so another method is desired.

The viscosity η of a dilute solution is given by

η = ηsolv (1 + ηsp) , (4.20)

in which the viscosity of the pure solvent is ηsolv and the specific viscosity is
ηsp [82]. The specific viscosity is related to the polymer volume fraction by

ηsp

φ
= [η] + kH [η]2 φ, (4.21)

where kH is the Huggins constant [82]. Substituting equation 4.21 into equa-
tion 4.20 results in the solution viscosity as a function of volume fraction and
intrinsic viscosity,

η = ηsolv

(
1 + [η]φ+ kH [η]2 φ2

)
. (4.22)

If the solution is suitably dilute φ→ 0, the final term is small enough to be
ignored. Equation 4.22 then becomes [95],

η = ηsolv (1 + [η]φ) . (4.23)

The intrinsic viscosity caused by the polymers is still unknown and it must
be calculated. The solution viscosities are experimentally determined and as
φ is known, equation 4.23 can be rearranged to find [η].

115



Solution η (mPa.s)
2% equal blend 1.60 ± 0.01
2% PS majority 1.75 ± 0.01

2% PMMA majority 1.42 ± 0.01
4% equal blend 3.12 ± 0.01
4% PS majority 3.53 ± 0.01

4% PMMA majority 2.95 ± 0.01
6% equal blend 5.36 ± 0.01

6% PS homopolymer 8.58 ± 0.01
6% PMMA homopolymer 4.61 ± 0.01

8% equal blend 11.07 ± 0.01
8% PS homopolymer 12.93 ± 0.01

8% PMMA homopolymer 8.43 ± 0.01

Table 3: The measured viscosities for the solutions at 19◦C.

The initial viscosities of the solutions were measured using a rheometer. The
values obtained at 19.3◦C are given in table 3. The values obtained from
the rheometer were corroborated by measuring the viscosity of pure water,
which was found to be 1.000 mPa.s at 19.3◦C, as is expected. The viscosity of
toluene is known from literature, but was also measured using the rheometer
and found to be 0.623 mPa.s at 19.3◦C.

Equation 4.23 is valid for dilute solutions but as the toluene evaporates, the
films become too viscous for this assumption to be always appropriate. The
time-dependent viscosity for non-dilute films is given by [22]

η(t) = ηtol

[
h0

h(t)

]α
, (4.24)

where the viscosity of the toluene is ηtol, h0 is the initial thickness of the
film, h (t) is the thickness of the film as a function of time, obtained by the
optospinometer and α is a fitting parameter. This time-dependent viscosity
has been used previously when in using the RBD model [46].

4.3.4 Thickness of Final Film

The final film thicknesses were found using ellipsometry. For blended films,
the inhomogeneity in the film can lead to variations in thickness at different
points due to phase separation. The beam of the ellipsometer used is has a
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semi-major axis of 2mm and a semi-minor axis of 1mm. In order to corrobo-
rate the thicknesses obtained by the indirect method of ellipsometry, a direct
thickness measurement was also taken for the equal ratio blended films using
surface profilometry. The results are presented in figure 4.6 and can be seen
for the films cast at 1000rpm and 2000rpm in tables 4 and 5 respectively.

Figure 4.6: Comparing the thickness measurements of the ellipsometer and surface
profiler for the equal ratio PS:PMMA blend films. The values for the error bars
have been multiplied by 10 for clarity and the concentrations have been adjusted
±0.2% so that the data points for the ellipsometer and surface profiler do not
overlap.

The results show that the error in the surface profilometry measurements is
much larger than that of the ellipsometer. The ellipsometer beam measures
thickness over a relatively large two-dimensional area whereas the measure-
ment obtained by Dektak is reliant on a one-dimensional scan. Due to this,
the surface profiler is subject to local fluctuations in thickness that would be
averaged out by the ellipsometry measurement.
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Film Ellipsometer Thickness (nm) Surface Profiler Thickness (nm)
2% blend 149±1 134±1
4% blend 347±1 332±1
6% blend 645±1 660±8
8% blend 990±3 970±10

Table 4: Comparing the thickness measurements of the ellipsometer and surface
profiler for the equal ratio PS:PMMA blend films cast at 1000rpm.

Film Ellipsometer Thickness (nm) Dektak Thickness (nm)
2% blend 106±1 92±3
4% blend 247±1 233±3
6% blend 436±1 438±7
8% blend 774±1 720±11

Table 5: Comparing the thickness measurements of the ellipsometer and surface
profiler for the equal ratio PS:PMMA blend films cast at 2000rpm

4.4 Results

4.4.1 Radial Distinctions

The thickness as a function of time for the films all displayed two ‘regimes’,
as described by the two terms in the Meyerhofer model. Figures 4.7 and 4.9
display typical examples of thickness results from equal ratio blended films.

For the lower concentration solutions, the four data sets often converged at
the critical time, tc. This time indicates a regime change; the inertial forces
become less important and the evaporation of the solvent begins to govern
the thinning of the film. After this point, the evaporation of the toluene
dominates the thinning of the film and the plots for each radii diverge with
different gradients. The thinning ends when the film has dried and reached
h0. This radial diversion after tc indicated that evaporation rate changes
with radii even though it is generally considered to be constant with radius.
This had an effect on the radial thinning of the low concentration films.

All films cast from 2% and 4% solutions showed a regular, radial drying order,
regardless of angular velocity or the solution polymer ratio. The order can
be seen in the example plots given, figure 4.7, which show the thickness as a
function of time for the 4% equal ratio blended films at both 1000rpm and
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2000rpm. This radial drying order could also be seen when the experiment
was repeated, as is shown by figure 4.8.

(a) 1000rpm (b) 2000rpm

Figure 4.7: The thickness as a function of time for the 4% equal ratio polymer
blend, cast at (a) 1000rpm and (b) 2000rpm.

(a) 1000rpm (b) 2000rpm

Figure 4.8: The thickness as a function of time shown in figure 4.7, cast at (a)
1000rpm and (b) 2000rpm. A second, repeated data set is represented by the
dashed lines and is in good agreement with the first experimental run.

The radial drying order, from fastest to slowest, was 4mm, 8mm, 12mm
and 0mm. The effect is more noticeable in the films cast at 2000rpm than
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1000rpm. As this diversion occurs when the solvent evaporation rate domi-
nates the thinning, these results suggest that the solvent evaporation rate is
varying with radius.

The thickness as a function of time plots for the 6% and 8% films however,
did not show a drying order as the plots in figure 4.9 shows. This was the
case for all higher concentration films regardless of spin parameters or so-
lution composition, suggesting the radial drying order observed in the low
concentration films is concentration dependent. Higher concentration solu-
tions by definition have less solvent content and so would be less susceptible
to an evaporation rate dependent phenomenon.

(a) 1000rpm (b) 2000rpm

Figure 4.9: The thickness as a function of time for the (a) 6% and (b) 8% equal
ratio PS:PMMA polymer blend, cast at 1000rpm.

If the evaporation rate changes with radius, it is necessary to consider the
factors that contribute to the value of E. As mentioned previously in equa-
tion 4.13, an evaporation rate depends on a constant C which is encompasses
many factors. A system with a high vapour pressure will have a slow evapo-
ration rate as the high concentration of solvent in the air hinders evaporation.
This was kept constant throughout all film casting and previous experimen-
tation with vapour pressure was not explored.

For a given volume, a larger surface area causes the evaporation rate to be
faster due to more of the solvent being adjacent to air. A high temperature
causes the solvent to have a greater amount of thermal energy and by ex-
tension, more kinetic energy. In contrast, strong inter-molecular forces can
hinder evaporation. This also occurs if the air has a high viscosity. The
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boundary thickness also contributes to the evaporation rate but shall be as-
sumed to be negligible when considering a thin film.

The most significant contributor when considering the evaporation of a mov-
ing liquid is the flow rate. The literature most often only considers the flow
rate of the air into which the solvent is evaporating, having a similar effect to
vapour pressure: air unsaturated with solvent requires less energy for evapo-
ration as in effect, the vapour pressure is lower. A high flow rate replenishes
unsaturated air more quickly, which increases the evaporation rate. It is
proposed here that the flow rate within the solution should not be ignored.

Convection is the means by which a liquid disperses energy so similarly, iner-
tial forces within the film could act to replenish the film surface with solvent
thus increasing the evaporation rate. As the radius of the film increases, dif-
ferent inertial forces are affecting the film. The idea of different forces acting
upon different regions of the film with a radius dependency is not wholly
novel.

The work of Bornside et al [152] explores the how photoresist films vary
with radius as non-uniformities in film thickness can cause imperfections
that propagate into the final film structure after photolithography. Bornside
et al theorised from their data that as the radius changes, different physics
governs the evaporation and mass transfer of the film. The boundaries for
these physical regions are two radii r1 and r2 which are defined by equations
4.25 and 4.26, which are specific for their photoresist solution as at these radii,
the Reynold’s numbers are 1× 105 and 3× 105 respectively. To calculate r1

and r2, the kinematic viscosity ν of the solution at the start of the spin
coating is used.

r1 =

√
1× 105ν

ω
(4.25)

r2 =

√
3× 105ν

ω
(4.26)

From the centre of the film to r1, the flow of the solution is laminar, ax-
isymmetric and steady state. In a ring, between r1 and r2, the flow becomes
more disrupted as three-dimensional flow in the form of Ekman spirals occur.
From r2 to the edge of the film, the flow is turbulent and material is lost from
the edge of the film.
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The physics governing the film between radii r1 and r2 has a large effect
on the thinning of this region. The Ekman vortices are a form of three-
dimensional flow and so solution can flow upwards, hence replenishing the
film surface with solvent and increasing evaporation rate. Furthermore any
three-dimensional flow that carries the solution away from the centre will
also contribute to thinning. The central region of the film is unaffected by
the three-dimensional flow. A diagram detailing the different flow regimes
proposed by Bornside et al can be seen in figure 4.10.

Figure 4.10: (a) The flow of the solution is laminar, axisymmetric and steady
state. (b) The thinning is more rapid due to three-dimensional flow in the form
of Ekman spirals causes the evaporative interface is replenished with solvent. (c)
The flow is turbulent.

Using equations 4.25 and 4.26 to calculate r1 and rr for the films presented
in this work results in values much larger than the substrate itself. This
is because the Reynold’s numbers used by Bornside et al are intrinsic to
the photoresist films used in their experiments and are too large for these
PS/PMMA films. Other research groups have found a more general case
where films exhibit Ekman spirals when the solution has a Reynold’s num-
ber between 2000 and 2500 [155] which are in accordance with the Reynold’s
numbers of solutions used in previous optospinometry experiments [46]. Us-
ing a new form of equations 4.25 and 4.26, the radius at which Ekman spirals
begin to affect the film is given by
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re =

√
2000ν

ω
. (4.27)

Recalling that ν = η/ρ and using equation 4.27, the 4% films cast at 1000rpm
have a calculated value of re ≈ 1.8cm, which is too large for these films, which
would require a value of 0 > re > 4mm for this theory to be wholly correct.
Conversely, equating equation 4.27 to a result that would be favourable such
as 2mm and using the values Re = 2000 and ω = 1000rpm, the kinematic
viscosity is ν = 3.3 × 10−8m2.s−1. This is much smaller than possible for
a spin coating system [20]. Evidently, the physics proposed by Bornside et
al is an incomplete picture but the results of others can offer explanation
and these calculations do not support Ekman spirals as a sole cause of the
non-monotonic drying order.

Radial boundaries have been discussed by other research groups when consid-
ering the flow of a spin coating. Munekata et al determined the temperature
distribution across films during their spin coating using an infra-red cam-
era and found that certain points of the film were susceptible to a radial
temperature gradient, especially when cast at higher angular velocities [172].
These infra-red experiments support the theory that a radial region of as-
sisted drying is present. The radii affected by this depended on the flow rate
of the solution and for a film cast at 3000rpm the region affected was between
0.55R and 0.75R of the film radii, where R is the total radius of the film.
Furthermore Munekata et al found that the edge of the film had a higher
temperature, and thus more evaporation, than the centre of the film. This
would explain why the 12mm region dries before the 0mm data for all 2% and
4% films. Turbulent flow has been shown to induce a heat transfer between
air and water [173] which could be causing this temperature gradient. This
temperature gradient could also be inducing the Marangoni effect, recalling
the Marangoni number Ma is defined by

Ma =

(
∂σ

∂T

)
h2∆T

ηαTd
, (4.28)

according to Birnie et al [128], in which h is the film thickness, η is the
film viscosity and d is the penetration depth of the surface tension gradi-
ent. Most importantly, there are three temperature-dependent terms that
contribute to the Marangoni number: ∂σ

∂T
, the change in surface tension with

temperature; ∆T , the temperature gradient at the film surface; and αT, the
thermal diffusivity.
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The temperature gradient proposed by Munekata et all could be causing re to
be closer to the axis of rotation than predicted by equation 4.27. Considering
that re increases with solution viscosity and none of the 6% and 8% films
showed a non-monotonic drying order, it is proposed that for these solutions,
the calculated re is larger than the film radius even after accounting for the
temperature gradient effect proposed by Munekata.

While full Ekman spirals would be observed at re > 18mm, some semblance
of three-dimensional flow could be affecting the film at smaller radii and
the regions proposed by Bornside are not fully discrete. Regardless, when
considered with the findings from the Bornside and Munekata groups, these
results suggest that when lower concentration solutions are cast, at r ≥
4mm, the films are susceptible to the effects of flow convection and increased
temperature. Both groups attributed the radial differences to a non-constant
flow rate, which has been assumed constant with radius previously [38,174].

Munekata et al did not present an equation from which the radius at which
the temperature gradient becomes significant to thinning for use with other
cases, nor did they include results for 1000rpm or 2000rpm spin coatings.
Despite this, the conclusions from Munekata et al can be extended to predict
that a film cast at 3000rpm would have an accelerated evaporation between
7.7mm - 10.5mm from the film centre, as the total film radius was 14mm.
The optospinometer has been primarily used for substrates 1cm2 in size and
larger wafers do not adhere securely to the spin coating platform at angular
velocities larger than 2200rpm and so this result could not be verified.

As figure 4.9 shows, the 6% and 8% polymer concentration blend films did
not exhibit radial divergence or dying order however, when the final thick-
ness of the thickest film was found using ellipsometry, a radial variation in
thickness was found. The 8% polymer blend film cast at 1000rpm decreased
in thickness by 58±5.5nm from the centre of the film to 8mm away; this is a
5.7% decrease in thickness that was not seen in the thinner films and can be
seen in figure can be seen in figure 4.11. This thickness variation can be seen
by eye; a photograph of the film is shown in figure 4.12. Newtonian films
have been shown to produce final films with uniform thickness regardless of
the initial profile but this is not the case for non-Newtonian films [22]. This
result shows that non-Newtonian effects must become significant for the 8%
concentration film. A temperature gradient in the film [172] will result in vis-
cosity changing with radius as fluids are less viscous at higher temperatures
which could also be contributing to this affect.

Though high viscosity films are less susceptible to the temperature gradient,
they are more prone to non-uniformities in thickness due resistance in iner-
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tially induced thinning. The lower concentration films are more susceptible
to evaporative effects due to the increased amount of toluene in the solution.

Figure 4.11: The thickest film produced, 8% blend spin coated at 1000rpm, showed
a noticeable radial change in final thickness. The mean thickness of the film is
plotted in blue 〈h〉.

Figure 4.12: The thickest film produced, 8% blend spin coated at 1000rpm, showed
a noticeable radial change in final thickness.
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As the results discussed in this section cannot be explained by a single theory,
it is presented here a combination of effects in one of two ways could be
causing the non-monotonic drying order.

1. Whilst the values calculated for r1 and r2 are too large for whole Ekman
spirals to be present in the film, small currents replenishing the film surface
with toluene could still be present at smaller radii than 18mm. To use a
hurricane analogy once more, this would not be dissimilar to how strong
winds are felt outside of the cyclone itself. Equation 4.27 is the required
radius for a full spiral to be observed but convectional flow could still be
present in the film at radii r < re and this these regions of the film would be
in a catchment area for convectional flow affects. This is illustrated by figure
4.13.

2. Ekman spirals are present in the film but the radius at which they begin
to form is reduced due to the temperature gradient observed by Munekata et
al [172] inducing convectional flow and full vortices closer to the film centre
than predicted by others [152,155]. This is illustrated by figure 4.14.

Figure 4.13: A diagram illustrating how Ekman spirals can induce convectional
effect at radii smaller than re. The image to the left is of a film large enough to
have full Ekman spirals present. This diagram is not to scale; the Ekman spirals
and convectional currents are illustrative.

126



Figure 4.14: A diagram illustrating how the radius at which Ekman spirals begin
can be decreased due to the Munekata temperature gradient. The image to the
left is of a film large enough show how full Ekman spirals move closer to the film
centre due to the temperature gradient. This diagram is not to scale; the Ekman
spirals and temperature gradient are illustrative.

Regardless of which case occurs, convectional flow will reduce as the film
viscosity increases during the spin coating. The film is its most viscous when
evaporative dominant thinning has begun and so the inertial dominant stage
must establish this radial dependent evaporative effect. To determine which
case is occurring, films of a larger radius R > 18mm must be cast in future
experiments.

4.4.2 RBD model

The RBD model has varying success in modelling the thickness of the films
depending on the experimental parameters. For the low concentration spin
coatings at both 1000rpm and 2000rpm, the model is somewhat successful in
predicting the thickness as a function of time for the 0mm data sets. Funda-
mentally, the model cannot predict the film thickness as a function of time
for the radial data, which is indicated by the divergence of the 4mm, 8mm
and 12mm data seen in figures 4.7- 4.9. If small films are cast, ignoring radial
effects is a reasonable assumption due to r being less significant. However
when the spin coating of large films is considered, this can no longer be the
norm and more thorough models that consider radial effects are required.
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Figure 4.15a shows the model for the 2% equal ratio polymer blend cast
at 1000rpm alongside the corresponding data from the film centre. The
divergence between the model and the data at the later times indicates that
the evaporation rate experimentally found is too large. To explore this,
the RBD [e] model is also plotted, in which the RBD model also fitted the
evaporation rate E to the data. When this was done, the RBD calculation
of h(t) was accurate for the evaporative dominant thinning stage, but not at
early times as the initial thickness is underestimated.

When comparing the RBD and RBD [e] model for each data set, it was
observed that the films of higher concentration and spun at higher spin speeds
fit the RBD [e] model much better than the RBD model, as is shown by figure
4.15b which shows the 8% equal ratio polymer blend cast at 2000rpm. At
low concentrations and angular velocities, the opposite is true.

(a) 2%, 1000rpm (b) 8%, 2000rpm

Figure 4.15: The RBD model, the modified RBD model RBD [e] and the corre-
sponding data for equal ratio PS:PMMA polymer film (a) 2% concentration, cast
at 1000rpm and (b) 8% concentration, cast at 2000rpm.

These results indicate that discrepancies exist between the RBD model and
the true physics governing the thinning of the film. If the RBD [e] model is
considered to be the more accurate model, inertial forces are greatly under-
estimated. Haas et al [167] explored how rapid evaporation rates could cause
the surface of the film could form a skin that can hinder the evaporation rate.
The disagreement between model and results could be due to skin formation
at the surface of the film, hindering evaporation of toluene and the resultant
thinning.
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The derivation of the RBD model determines the Froude and Weber effects
negligible at the centre of the film [20] as can be seen from equations 2.75
and 2.78, but further examination of these effects considers this assumption
potentially invalid.

The Froude number depends on inertial forces, defined in equation 2.76,
and the Weber number is quantified by the interface between more than one
fluid, defined in equation 2.77. Inertial forces have been shown here to signif-
icantly affect the film thickness as a function of time, especially in the lower
concentration solutions. The Froude effect may not be negligible for this
reason. If the concentration gradient induced by a radially different evap-
oration rate causes the solution to behave as separate fluids due to surface
tension gradients, the Weber number could also become significant. Perhaps
ignoring these terms is inaccurate? Previous fittings of the RBD model have
also exhibited similar discrepancies [46]. Reisfeld, Bankoff and Davis did ac-
knowledge that the significance of the Froude and Weber effects may change
when larger radii were considered [37,175].

Figure 4.16 shows the RBD modelled thicknesses as a function of time for
the equal ratio polymer blend films. As would be expected, the RBD model
predicts that as solution concentration increases, h0 and tf are larger for both
angular velocities. A concentration dependence study of the RBD has not
been done so these results cannot be compared.

(a) 1000rpm (b) 2000rpm

Figure 4.16: The RBD models for the equal ratio PS:PMMA polymer films cast
at (a) 1000rpm and (b) 2000rpm.
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4.4.3 Viscosity

This section shall discuss the modelled viscosity of the solutions during the
spin coating and use results from the 4% polymer concentration equal ratio
PS:PMMA film cast at 1000rpm as an example. Previous work [23] has
shown that the final data point in optospinometry is susceptible to an invalid
assumption; the volume fraction of toluene is assumed to be 0 when the spin
coating is completed and this is often not the case. In order to mitigate this
problem, the volume fraction as a function of time is shown in figure 4.17a
but the final data point is excluded.

The volume fraction and relative viscosity seen in figure 4.17 show that for
inertially dominant thinning, there is little radial distinction as each curve is
superimposed at this stage. This is due to this period of spin coating fulfilling
the Huggins viscosity, equation 4.21, as the solution is suitably dilute.

When the evaporation rate dominates thinning, the curves begin to become
distinct from one another. As would be expected on seeing the thickness
plots in section 4.4, the difference in the plots is due to the radially different
evaporation rates and the radial drying order is observed.

(a) volume fraction (b) relative viscosity η
ηtol

Figure 4.17: The parameters for the 4% equal ratio PS:PMMA film cast at
1000rpm are (a) volume fraction and (b) relative viscosity.

The viscosities found for the initial solutions presented in table 3 are concur-
rent with the values obtained by others, around 3.6m Pa.s [46], but as the
spin coating process progresses, the solution becomes increasingly viscous and
non-Newtonian, more so than is quantified by the modelled viscosity used for
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the RBD model. As a result of this underestimation, the final viscosities are
modelled to be around 0.1 Pa.s which is many orders of magnitude too small:
UVO treatment has been used to measure the effective viscosity of PS films
with results varying between 106 and 107 Pa.s [176] for films 200nm thick.

Whilst equation 4.24 has been used to model spin coating viscosities in the
past [46], it is clearly a poor model to use if a more accurate equation is
possible. If the viscosity predicted for the RBD model is too small, the three
terms dependent on η all have a greater significance at later times. The
large powers of h for these terms do mitigate this effect somewhat, as at late
times when h <<< 1, the η dependent terms are still much smaller than
the dominant E term. Table 6 shows the magnitude differences between the
terms in equation 4.29 at late times when viscosity is modelled inaccurately
compared to effective viscosities of PS films.

∂h

∂t
= −

(
E +

2ω2ρh3

3η
+

5Eω2ρ2h4

12η2
− 68ω4ρ3h7

315η3

)
, (4.29)

Term Order (m.s−1) Order (m.s−1)
(η = 0.1 Pa.s) (η = 106 Pa.s)

−E 10−6 10−6

−2ω2ρh3

3η
10−12 10−20

−5Eω2ρ2h4

12η2
10−20 10−33

+68ω4ρ3h7

315η3
10−26 10−47

Table 6: The difference in magnitude of the terms in the RBD model for a polymer
film with polymer volume fraction φ = 0.6 when viscosity is underestimated (η =
0.1 Pa.s) compared to experimental results (η = 106 Pa.s).

Modelling viscosity in this way has been justified previously [23] by assuming
that viscosity predictions are only inaccurate when inertial forces no longer
dominate thinning and are therefore insignificant. Whilst acceptable in some
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regard as table 6 shows, this is clearly a disputable claim and future work
should model viscosity more accurately.

4.5 Summary

This chapter addresses the primary hypothesis of this thesis; that a poly-
mer film dries more quickly at regions further away from the film centre.
Whilst this has been proven for low concentration films, indicating a radially
differing evaporation rate, the relationship is non-monotonic and difficult to
quantify. More viscous films appear to be less susceptible to this drying order,
indicating it is established during the inertial dominant period of thinning.

The results presented thus far show that the film formation is not necessarily
uniform at all regions of the film. Due to this, h(t) spin coating models are
inadequate and a model of the form h(r, t) is necessary. This is a complicated
feat, but potentially lies in exploring the Froude and Weber effects that
were assumed negligible by Reisfeld, Bankoff and Davis. Most spin coating
models focus heavily on the viscosity of a solution as being the parameter
of most importance when predicting a film thinning. These results show
that evaporation rate has a great effect on radial variations in film thickness
and should be given due attention. Evaporation rate is dependent on many
variables that are not only difficult to control, but are all consolidated by C
in E = C

√
ω [128].

Problems also arise in fitting the RBD model for high concentration films or
faster spins, as either the evaporation rate or the inertial forces are underes-
timated. Fitting a more appropriate evaporation rate does not help this, as
the inertial forces are still underestimated. The disagreement could be due
to skin formation at the surface of the film, hindering evaporation of toluene.

The next chapter discusses the film morphology, using off-specular reflection,
optical microscopy and AFM results to probe the phase separation of the
blended films. Important features to notice would be low concentration films
indicating accelerated drying away from the film centre or isotropic phase
separation features that could be used to replace top-down manufacturing of
organic electronics.
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5 Results II: Film Morphology

This chapter shall discuss the effect that spin coating has on the phase sep-
aration and general morphology of a film and whether a radial dependence
is detected. Striations are a known radial effect, despite the assumption of
many models that radius is not an important contributor to film formation.
By varying the spin coating conditions, such as the solution concentration,
angular velocity and polymer ratio in order to vary the film morphology,
various experimental techniques can be used to observe any emergent radial
relationships.

5.1 Off-Specular Images

The off-specular scattering data can give quantitative results for phase sep-
aration length scales observed in a polymer film. As discussed in section
3.1.2, the maximum value of q that can be recorded by the optospinometer
is 0.4µm−1, which corresponds to a length scale of approximately 16µm and
so only very large scale phase separation can be detected.

The off-specular results from the 2-6% films all looked similar to figure 5.1
and no distinct off-specular features were observed. Such a result suggests
that phase separation does not occur, that any length scales are smaller than
16µm or that the films are too uniform in thickness to induce resolvable
off-specular scattering. All films were imaged using optical microscopy to
determine the cause of these results and the images are presented in section
5.2.

However the 8% concentration blend cast at 2000rpm did show an off-specular
feature centred 0.1µm−1 at a radius of 8mm, as shown in figure 5.2. This
indicated that at this point of the film, there was a phase separated structure
with a length scale between 42-84µm with the most prominent length scale
being 63µm. The resolution of the optospinometer could not distinguish if
there were multiple length scales within this 42-84µm range.

The size of the structures detected in the 8% 2000rpm film is in agreement
with those observed in similar polymer films with the same concentration,
50µm [138]. From the off-specular data alone, the 2%-6% films showing
no phase separation with a length scale larger than 16µm is a somewhat
ambiguous result, as length scales larger than 5µm were not detected in 2%-
6% concentration films cast by others [138]. As the optospinometer resolution
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does not reach 5µm, this result shall be considered with optical microscopy
images.

(a) 0mm (b) 4mm

(c) 8mm (d) 12mm

Figure 5.1: Off-specular images for the equal ratio PS:PMMA 2% concentration
cast at 1000rpm.

The free energy during the spin coating can be calculated in order to find
the time tGmin at which the film reaches its minimum free energy, ∆Gmin. In
previous off-specular scattering profiles, the time at which ∆Gmin was reached
was defined as the transient bilayer becoming disrupted [21, 146, 162]. tGmin

is indicated on the off-specular plot in figure 5.2c by a dashed black line. The
effect that free energy and ∆Gmin has on the film formation has been studied
extensively.

The phase separation of a dry polymer film has previously been modelled to
form flat bilayer which disrupts during the spin coating until lateral phase
separation is reached [145]. This segregation is enhanced by concentration
fluctuations on the film surface that become apparent at a time ton. Experi-
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mentally, an in situ spin coating has been observed which indicated that the
onset of concentration fluctuations corresponded to instabilities observed in
the off-specular data [163]. The concentration fluctuations are first observed
at ton, which is marked on figure 5.2c by a dashed pink line. When ∆Gmin

is reached, the bilayer has fully disrupted, therefore the time between ton

and tGmin is when the bilayer breaks [23]. The off-specular feature visible in
figure 5.2c between ton and tGmin is in agreement with the off-specular results
of others [23].

(a) 0mm (b) 4mm

(c) 8mm (d) Off-specular image at 8mm

Figure 5.2: Off-specular images of the 8% polymer blend concentration cast at
2000rpm, where (c) has ton and tGmin indicated by the pink and black dashed
lines, respectively, and where (d) is the raw off-specular at 8mm from the centre
of the film.

In other optospinometry experiments [21] that varied the toluene evaporation
rate, an off-specular ring was not present in PS:PMMA 10% films spin coated
when E = 0.42µm.s−1 despite clearly showing phase separating structures in
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microscopy images. This was determined to be a result of the concentra-
tion gradient driving any Marangoni instabilities was most suppressed at low
evaporation rates. This resulted in a layered structure with a small rough-
ness which could not break the surface layer. When the evaporation rate was
increased to 3.15µm.s−1, a clear off-specular ring was observed [21] as can be
seen in figure 5.3a. This ring was present due to the isotropy of the film at
this point. At the edge of the film, this feature changes due to the domains
becoming elongated, as figure 5.3c shows. The results from the off-specular
8% film match are supported by this, as can be seen when comparing figure
5.2d with figure 5.3c.

Figure 5.3: As the radius increases, the phase separated domains in the film become
elongated. This is reflected in the off-specular data by the ring, observed at the
centre of the film, not being present in the data taken at the edge of the film. This
figure is from the thesis of Dr Parvaneh Mokarian-Tabari, 2009 [165].

When an off-specular feature is present, this is indicative that there are
structures in the plane of the film that have a particular spatial wavelength.
The causes of such structures are numerous but such rings have been seen
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when the Marangoni effect in the film is large enough to induce laterally
segregation due to the roughness of the film [146, 165]. It can therefore
be concluded that the 8% blended film cast at 2000rpm had enough film
instability to cause the roughness of the film to breach the surface.

In conclusion, the off-specular results show that by changing the concen-
tration of the spin coating solution, radial distinctions in phase separation
length scale can be induced. As the resolution of the optospinometer was not
able to measure the length scale of more than one film, analysis and com-
parison of the structure of the films is presented with the optical microscopy
images.

5.2 Optical Microscopy

As the phase separation in many of the blended films was too small to be
detected by off-specular light scattering experiments, this subsection aims to
explore the film morphology in more detail. Section 5.2.1 discusses the equal
ratio PS:PMMA polymer blend films and section 5.2.2 discusses the effect on
the films when the polymer ratio between the blend is altered.

5.2.1 Equal blends

The phase separation length scale x̄ was defined as the mean distance between
a phase separated region and the closest neighbours. Its calculation is given
in equation 5.1, with reference to figure 5.4. The separated structure size
ȳ was defined as the mean diameter of a phase separated structure. Its
calculation is given in equation 5.2, which also refers to figure 5.4. These two
parameters were defined in order to compare the film structure numerically.

x̄ =
1

n

n∑
i=1

xi (5.1)

ȳ =
1

n

n∑
i=1

yi (5.2)
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Figure 5.4: Defining the phase separation length scale and the phase separated
structure size.

By increasing the concentration of the solution used to cast the film, figure 5.5
shows that the phase separation length scale x̄ and structure size ȳ generally
increase with polymer concentration, but there is a decrease at 6% for the
films cast at both angular velocities.

(a) (b)

Figure 5.5: The (a) mean phase separation length scale and (b) mean phase sep-
arated structure size as a function of solution polymer concentration. 1000rpm,
purple. 2000rpm, green.

No clear radial results can be seen in the results presented in 5.6 and 5.7,
but there is also a lack of pattern in the length scales with increasing con-
centration.
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Film morphology has been shown to be concentration dependent [138] in
experiments that studied the lateral film segregation in PS/d-PMMA films
with solutions of various polymer concentrations. Low concentration solu-
tions formed a bi-layer and are typically featureless. When intermediate
concentration solutions were spin coated, a rippled bi-layered interface was
formed, due to an instability within the film. High concentrations would
cause the bi-layered interface to breech and laterally segregate [138].

Considering this, figure 5.5 suggest that the phase separation seen in the low
concentration films (2% and 4%) is small scale phase separation instead of
lateral segregation. As the concentration is increased to 6%, the instability
of the bilayer increases and small regions of PS and PMMA migrate to the
interface, reducing the overall interface at the surface. At 8%, the instability
has breeched the film surface and larger length scale phase separation is
observed due to lateral segregation.

(a) 1000rpm (b) 2000rpm

Figure 5.6: The mean phase separation length scale of the film as a function of
radius at (a) 1000rpm and (b) 2000rpm. 2% red, 4% orange, 6% green, 8% blue.

The radial results of figures 5.6 and 5.7 are marred by large errors and little
radial distinctions are observed. When observed on the optical microscope
images themselves, this radial effect is extremely clear in the images of the
6% and 8% blended films, figures 5.10, 5.14, 5.11 and 5.15.

Figure 5.8 shows the optical microscopy images for a 2% film cast at 1000rpm.
There is very little radial distinctions in this film, and the phase separated
structures have an average area of 11.2±0.7µm2 at both the centre of the
film and at the edge.
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(a) 1000rpm (b) 2000rpm

Figure 5.7: The mean phase separated structure size of the film as a function of
radius at (a) 1000rpm and (b) 2000rpm. 2% red, 4% orange, 6% green, 8% blue.

Figure 5.9 shows the optical microscopy images for a 4% film cast at 1000rpm.
As with the 2% film, few radial distinctions are evident in this film. The phase
separated structures have an average area of 5.2±0.9µm2 at the centre and
4.8±0.7µm2 at the film edge.

(a) 0mm (b) 12mm

Figure 5.8: 2% PS:PMMA polymer blend, 1000rpm.
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(a) 0mm (b) 12mm

Figure 5.9: 4% PS:PMMA polymer blend, 1000rpm.

The irregular drying order discussed in chapter 4 was more evident in low
(2% and 4%) concentration films and so the lack of radial variations in the
optical microscope images for these films is surprising. The length scales that
result in the areas obtained are smaller than the minimum 16µm that can
be detected by off-specular scattering.

Figure 5.10 shows the optical microscopy images for a 6% film cast at 1000rpm.
There is noticeable radial distinctions in this film as the centre of the film,
the phase separated structures all appear to be of similar area, 7.3±0.7µm2.
These structures are also observed at the film edge, in addition to much larger
phase separated regions which affect the mean structure area, which is 10±
1 µm2. The off-specular result is explained as this film has a length scale
smaller than the minimum of 16µm. This film has a significant differences
with increasing radius.

Figure 5.11 shows the optical microscopy images for an 8% film cast at
1000rpm. In this film, radial striations have clearly formed at the edge of
the film in the form of elongated phase separated domains. The film has two
distinct length scales due to two distinct structure sizes being present in the
film. The smaller of the two domain types has a mean area of 14±1µm2 at
the centre and 13±1µm2 at the edge, which shows little indication of a ra-
dial difference. At the edge of the film, the larger structures have a different
aspect ratio in addition to an increase in domain area: at the centre of the
film, the large domains have a mean area of 1300±100µm2 which increases
to 3400±200µm2 at the edge.
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(a) 0mm (b) 12mm

Figure 5.10: 6% PS:PMMA polymer blend, 1000rpm.

(a) 0mm (b) 12mm

Figure 5.11: 8% PS:PMMA polymer blend, 1000rpm.

The structures in the 8% film cast at 1000rpm are surprising as no length
scale was detected by the off-specular scattering. This film has a length scale
measured in Image-J of 57±3µm2 which makes it large enough to be detected
by the optospinometer based on structure size alone. It is therefore specu-
lated that the height difference between these structures is not large enough
to cause off-specular scattering that can be resolved by the optospinometer
laser.

Figure 5.12 shows the optical microscopy images for a 2% film cast at 2000rpm.
There is no obvious difference morphology with radius for this film but the
phase separated structure area is 6.7±0.3µm2 at the centre of the film and
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7.7±0.4µm2 at the edge. Similarly, no radial distinctions can be seen in the
4% film cast at 2000rpm, shown in figure 5.13. The structures have similar
areas: 12±1µm2 and 11±1µm2.

(a) 0mm (b) 12mm

Figure 5.12: 2% PS:PMMA polymer blend, 2000rpm.

(a) 0mm (b) 12mm

Figure 5.13: 4% PS:PMMA polymer blend, 2000rpm.

The 6% film cast at 2000rpm is shown in the optical microscopy images in
figure 5.14. There are significant differences in the morphology of the film
with increasing radius for this film and this is reflected in the mean structure
areas, which are 4.5±0.2µm2 and 12±2µm2 for the centre and edge of the
film, respectively.

The optical microscopy images for the 8% film cast at 2000rpm are given in
figure 5.15. The phase separated structures in this film have a much larger
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area than in any other film, as would be expected from the off-specular data.
At the centre of the film, the structures have a mean area of 11.9±0.4µm2.
This value increases to 80±10µm2 at a radius 8mm from the centre of the
film. The features at 8mm are elongated and this effect is more significant
with increasing radius towards the edge of the film. The off-specular results
indicated a phase separation length scale of approximately 63µm. When mea-
sured using Image-J, the mean phase separation was found to be 58±2µm,
which is in agreement with the off-specular data.

(a) 0mm (b) 12mm

Figure 5.14: 6% PS:PMMA polymer blend, 2000rpm.

(a) 0mm (b) 8mm

Figure 5.15: 8% PS:PMMA polymer blend, 2000rpm.

How the structure of the 8% blended PS/PMMA film cast at 2000rpm
changes with radius can be seen in figure 5.16. At the centre of the film,
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the structures are axisymmetric and isotropic. With increasing radius, the
phase separated features become larger and elongated in the radial dimen-
sion.

Figure 5.16: The morphology of the 8% equal blend film cast at 2000rpm changes
with distance from radius.

The elongation with increasing radius can quantified by assuming the struc-
tures are ellipses, and calculating their eccentricity using a mean length/2,
the semi-major axis b, and width/2, the semi-minor axis a, at each radius
using the equation

e =

√
1−

(
b

a

)2

, (5.3)

in which the eccentricity is e. The structure eccentricity as a function of
radius is given in figure 5.17. The phase separated structures get more elon-
gated with increasing radius and at 6mm and above, their eccentricity is
greater than 0.9. Whilst the elongation of phase separated structures has
not been numerically quantified in this way before, the increase in elongation
with radius is in agreement with microscopy images of radial striations [16].
From figures 5.17 and 5.16, it is clear that film formation is different with
increasing radii for a spin coated polymer blend. Similar results were found
for the eccentricity of the structures observed in the 8% film cast at 1000rpm
which increased from 0.22 to 0.97 from the film centre to and 12mm. As clear
radial dependent striations were not observed for the lower concentration
films, that exhibited the non-monotonic drying order discussed in section
4.4.1, the eccentricity radius could not be compared with optospinometer
data. Regardless, eccentricity could be taken to be a quantitative measure-
ment of the radial elongation effect on phase separated structures in future.

145



Figure 5.17: The eccentricity of the phase separated structures in the 8% film cast
at 2000rpm increases with radius.

Figure 5.18: The phase separation in the 8% equal blend film cast at 2000rpm at
8mm from the film centre. The centre of the film, and thus the axis of rotation is
located out of frame to the bottom of the image. The elongation of the structures
is in the direction of increasing film radius.
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Figure 5.19: Small-scale phase separation in the 2% blended film, spin coated at
1000rpm, imaged near the centre of the film

8mm from the centre of the 8% 2000rpm film, the off-specular results in-
dicated that length scales between 42-84µm were present. This optical mi-
croscopy images support the off-specular result, as can be seen in figure
5.18. Measuring the length of these features in Image-J gave a mean result
of 75±5µm, which is in agreement with the off-specular results. Mokarian-
Tabari et al measured phase separated structures at the edge of different
polymer films that were 50µm in size, which is the smaller than mean fea-
ture size from figures 5.15b and 5.18 but are within the range of sizes detected
in the off-specular results, 42-84µm.

An effect noticeable in all optical microscopy images is the small-scale phase
separation in separated domains, illustrated by figure 5.19. This indicates
that the regions of phase separation are not pure PS/PMMA. This is sup-
ported when the total area of the domains as a percentage of the image is
calculated, which vary greatly between approximately 30-70%. In an ideal
phase separated film, this value should equal the ratio between the polymers,
50%.

Previous experiments have shown that altering the concentration of a solu-
tion affects the phase separation [138]; low concentrations of a PS:d-PMMA
solution are prone to form a bilayer whereas high concentrations of the solu-
tion will result in laterally segregated films. Furthermore, altering the vapour
pressure of a spin coating environment can also control the phase separation
length scale [21]. With increasing angular velocity, the phase separation
length scale of PS:PMMA 1:4 was shown to decrease [163]. Similar effects
seem to be occurring in the films presented in this section films as both
concentration and angular velocity have affected the length scale of phase
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separation.

The structure of these films indicates that nucleation and growth is the mech-
anism by which these films are phase separating [177]. At large film radii, the
flow will be turbulent [7] which is accelerating the nucleation and growth for
films of a suitably high concentration. This is shown by the large segregated
structures, most notable in the 6% concentration film, figures 5.10 and 5.15.
The lower concentration films however, show little radial variation but signs
of small-scale phase separation [125], which is more prominent in films cast
at 1000rpm, shown in figure 5.19.

5.2.2 Unequal blends

Varying the ratio between PS and PMMA in the polymer blend has an effect
on the phase separation. Figure 5.20 shows the phase separation length scale
and separated structure size as a function of PS mass fraction. The length
scale for each concentration and spin speed was at a maximum for the equal
ratio blend. PS majority films had the smallest length scales and structure
sizes compared to the PS minority and equal ratio polymer blends.

(a) (b)

Figure 5.20: The (a) mean phase separation length scale x̄ and (b) mean phase
separated structure size ȳ as a function of PS content. 1000rpm purple, 2000rpm
green, light 2%, dark 4%.

Figures 5.21 and 5.22 show phase separation length scale and separated struc-
ture size as a function of radius when varying both polymer concentration
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of the solution and its PS content. Equal PS:PMMA ratio films generally
yielded the largest x̄ and ȳ values, except for separated structure size of films
cast at 2000rpm where ȳ peaked at 0.25 PS content.

(a) 1000rpm (b) 2000rpm

Figure 5.21: The mean phase separation length scale of the film as a function of
radius at (a) 1000rpm and (b) 2000rpm. 0.75 PS pink, 0.5 PS purple, 0.25 PS
blue, light 2%, dark 4%.

(a) 1000rpm (b) 2000rpm

Figure 5.22: The mean phase separated structure size of the film as a function of
radius at (a) 1000rpm and (b) 2000rpm. 0.75 PS pink, 0.5 PS purple, 0.25 PS
blue, light 2%, dark 4%.
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Despite the small difference in molecular weight of the polymers, the equal
ratio blend solution was found to be symmetric by calculating the critical
volume fraction to be φcrit = 0.49. This should have should be highly immis-
cible, resulting in a short length scale and it is surprising that this is not the
case.

Ternary blends of PS/PMMA/MEK and PS/PI/toluene have been studied in
order to determine how varying PS content affects the final film morphology
[139]. A film in which 0.4 of the polymer content was PS had larger values
of both x̄ and ȳ than a PS majority 0.61 blend, which supports the results
presented in figure 5.20.

The 0.5 PS solution has more time to phase separate in solvent as the cloud
point is reached at a higher solvent concentration than either unsymmetri-
cal solution. This allows the equal polymer ratio blend more opportunity
to coarsen, therefore the length scale observed does not correspond to the
spinodal phase separation length scale. Further coarsening processes occur
in the film and this is the length scale that is obtained.

(a) 2%, 0mm (b) 2%, 12mm (c) 4%, 0mm (d) 4%, 12mm

Figure 5.23: The optical microscope images of the 2% and 4% PS:PMMA 3:1
polymer blends cast at 1000rpm.

The different solubilities of the polymers in toluene has clearly affected the
unequal blended films. As toluene is a better solvent for PS than it is for
PMMA [17], the PS majority films have very small phase separated length
scales, structure sizes and structure areas, as is shown by figures 5.20, 5.21
and 5.22 in addition to the optical microscopy images themselves in figures
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5.23 and 5.24. The area of these separated features could not accurately be
determined by Image-J. The structures in the 0.75 PS films are much smaller
than those recorded with a PS content of 0.61 [139] which is to be expected.
As PS content increases, the length scale is observed to decrease.

(a) 2%, 0mm (b) 2%, 12mm (c) 4%, 0mm (d) 4%, 12mm

Figure 5.24: The optical microscope images of the 2% and 4% PS:PMMA 3:1
polymer blends cast at 2000rpm.

(a) 0mm (b) 12mm

Figure 5.25: 2% PS:PMMA 1:3 polymer blend, 1000rpm.

The PMMA majority films did have large enough phase separated structure
areas for measurements to be taken with Image-J. Figure 5.25 shows the
2% PMMA majority film cast at 1000rpm. At the centre of the film, the
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structures had a mean area of 2.0±0.1µm2 which decreased at the edge of
the film to 1.5±0.1µm2.

(a) 0mm (b) 12mm

Figure 5.26: 4% PS:PMMA 1:3 polymer blend, 1000rpm.

Figure 5.26 shows the 4% PMMA majority film cast at 1000rpm. The struc-
tures had a mean area of 1.8±0.1µm2 at the film centre, which increased at
the film edge to 2.4±0.2µm2. Radial variance is therefore confirmed for this
blend.

(a) 0mm (b) 12mm

Figure 5.27: 2% PS:PMMA 1:3 polymer blend, 2000rpm.
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(a) 0mm (b) 12mm

Figure 5.28: 4% PS:PMMA 1:3 polymer blend, 2000rpm.

Figure 5.27 shows the 2% PMMA majority film cast at 2000rpm. This film
had structures at the centre and edge of the film that had a mean area of
1.9±0.1µm2. The 4% PMMA majority film cast at 2000rpm is shown in
figure 5.28. This film had more elongated structures at the edge of the film
compared to the centre, which was represented in the difference in the mean
areas of the structures, which were 2.7±0.2µm2 and 5.1±0.4µm2 respectively.

This subsection shows that a difference in polymer ratio has a great effect
on the polymer film morphology due to the solubilities of the polymers but
this effect is minimally noticeable with increasing radius. The change in the
domain size of the blended films was again shown to be a strong function of
angular velocity, which is supported by PS mass-fraction experiments [139].
Future work could consider using unequal blends with higher polymer con-
centrations or different solvents. However, minimal radial distinctions were
found with changing the polymer ratio and as a result, the higher concen-
tration solutions made for the second set of experiments consisted of equal
ratio PS/PMMA blends and homopolymers.

5.3 Atomic Force Microscopy

The small scale structure of the films can be explored using atomic force
microscopy. AFM nanoindentation can be performed on different regions
that have occurred due to phase separation, thus determining with certainty
which of these features are PMMA and PS [178]. The height differences
between the regions can also be detected.
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(a) Height (b) Deflection

Figure 5.29: An AFM image showing the height structure of a 6% blended film
cast at 2000rpm. Figure 5.29a shows the height structure and figure 5.29b shows
he deflection structure.

(a) Height (b) Deflection

Figure 5.30: An AFM image showing the height structure of a 6% blended film
cast at 2000rpm.

Figure 5.29a shows the constant height plot of one of the 6% blended films
cast at 2000rpm. In this figure, the height difference can be seen to vary by
40nm and the raised structures themselves are approximately 20nm thicker
than the rest of the film. The corresponding deflection feedback image is
given in figure 5.29b. In order to obtain this image, a constant force is
applied to the film by the cantilever and the response of the sample can be
used with known values to determine the composition of the film.

The nanoindentation on the blended films indicated that the raised structures
have a slope gradient of −6.3 × 10−3V.nm−1 and the thinner regions of the
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film have a slope gradient of −5.6× 10−3V.nm−1. The higher slope indicates
that the material is stiffer, and considering the Young’s modulus of PMMA is
higher than that of PS at room temperature, it is concluded that the raised
structures are PMMA. These domains are quite clear due to the different
height difference which indicates that these films have breached the surface
of the film to form fully-segregated lateral domains [146]. Despite this, the
roughness and length scale of these domains must not be large enough to be
detectable in off-specular scattering.

Similar PMMA-rich state ‘islands’ have been observed on a PS-rich ‘sea’
state previously [17] where the composition and height of the structures were
found to be determined by both the solvent solubility of the polymers and
the substrate preference of each polymer. Toluene is a better solvent for
PS than PMMA, which has a higher surface tension than PS. As a result,
a PS:PMMA film undergoing phase separation has a PS-rich state which is
substrate preferential and a PMMA-rich state which is surface preferential
[17].

5.4 Summary

This chapter has discussed the morphological differences seen in a film by
varying the solution concentration, angular velocity and polymer ratio and
if there is any radial distinction by using optical microscopy, off-specular
reflection and atomic force microscope.

The only film with large enough phase separation length scales to be detected
by off-specular scattering was the PS/PMMA blend cast from an 8% solution
at 2000rpm. This phase separation length scale was radial dependent and
only observed 8mm from the film centre. The length scale was approximately
62µm, and this was supported by results from the optical microscopy images.

The difference in phase separation length scales was concentration dependent,
as would be expected [138]. The phase separation seen in the films cast from
low concentration solution is small scale as the film forms a relatively uniform
bilayer with preference for PMMA at the bottom and PS at the surface. At
4% solution concentration, Marangoni instabilities are believed to become
significant [138].

When concentration is increased to 6%, the instability of the bilayer increases
and small regions of PS and PMMA migrate to the interface. When the spin
coating solution is increased to 8%, the instability is able to breech the film
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surface and larger length scale phase separation is observed due to lateral
segregation.

Radial distinctions were not clearly observed in the majority of these films,
except those with a higher polymer concentration. Phase separated domain
areas increased with radii which is a significant radial effect, as is the increas-
ing eccentricity of structures observed in high concentration films.

The trigger for these features could be spiral vortices or three-dimensional
flow causing the solution to mix, allowing like polymers to aggregate more
readily. Bornside et al theorised [7] that when r > r2, the film is subject to
turbulence which in addition could encourage the phase separation. This is
also supported by observations of a radial dependent temperature gradient
[172] that could induce morphological features due to the Marangoni effect
[169].
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6 Results III: Immiscible Interfaces

This chapter details the theory, experimental methods and results from a
project on immiscible interfaces conducted with the Free University of Brus-
sels.

6.1 Introduction

Immiscibility of polymers is not limited to the phase separation of polymer
blend films. The interfaces between a layered polymer film, such as a bilayer
or a trilayer, can also exhibit unusual behaviour. Such a boundary is subject
to effects from both the enthalpy of mixing and polymer chain entropy. These
interfaces are not discrete and a volume fraction gradient exists across an
interfacial width. The Helfand-Tagami theory quantifies the volume fraction
gradient as a function of distance φA (z) across the interface as

φA (z) =
1

2

(
1 + tanh

z

w

)
, (6.1)

where z is the depth and w is the interfacial width, which is given by

w =
2a√
6χ

(6.2)

where a is the polymer segment size and χ is the interaction parameter
between the polymers in the separate layers. Equations 6.1 and 6.2 were
developed using mean field theory [179], but experimental results have proven
that this is incomplete [180–182]; the interfacial width of PS and PMMA
layers has been found to be 70% larger than those predicted by equation 6.2.

The discrepancy between the model and the experimental results has been
attributed to surface roughening and capillary waves caused by thermal fluc-
tuations in the structure [183]. These capillary waves travel along a phase
boundary and are due to surface tension effects.

Capillary waves at a boundary between the horizontal layers of a polymer bi-
layer or trilayer display a vertical component, as shown by figure 6.1, which
can be detected using neutron scattering experiments, which shall be dis-
cussed in section 6.2.
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Figure 6.1: A capillary wave between the polymer-polymer interface of a bilayered
film.

Figure 6.2: The neutron scattering results from a bilayer structure. The top layer
was d-PS and varied in thickness from a) 6nm to g) 480nm. The PMMA layer was
at least 400nm thick. From M. Sferrazza et al, 1997 [184].

Figure 6.2 displays the results from a neutron scattering experiment on nu-
merous d-PS/PMMA polymer bilayers. Each sample had a PMMA base
layer 400nm thick. The thickness of the d-PS surface layer was varied. The
thinnest d-PS layer was 6nm and can be seen in figure 6.2a. The thickest
d-PS layer was 480nm and can be seen in figure 6.2g.

The general trend of this relationship is that logarithmic reflectivity de-
creases with logarithmically increasing momentum transfer. Figure 6.2b-f
show oscillations in reflectivity which have a smaller wavelength with in-
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creasing thickness. The oscillations represent discrete layers in the sample
and their roughness is obtained from the rate at which the reflectivity de-
creases when compared to an ideal sample with no roughness.

The bilayers with a 6nm and 480nm d-PS top layer did not show the oscil-
lations in the reflectivity data. The 480nm d-PS layer is so thick that the
capillary waves between the bilayer have such a small wavelength that the
neutrons do not have a high enough resolution to detect it. The conclu-
sion from the results was that thinner films have a smaller capillary wave
contribution to interfacial width because for these films, capillary waves are
suppressed and so the roughness is closer to the Helfand-Tagami value [184].

The effect of the multi-layer roughening has been seen in other experiments
such as low molecular weight d-PS and PMMA layers [182] and high molec-
ular weight d-PS and PMMA in which the d-PS layer was thick (>100nm)
and thin (<20nm) [185]. Neutron refletometry indicated that capillary waves
were present in unannealed d-PS/PMMA polymer bilayers of similar molec-
ular weights but after annealing for an hour at 393K, the capillary waves
were no longer detected.

The capillary dispersive length adis quantifies the degree at which the capil-
lary waves affect the sample. It is given in equation 6.3 in terms of surface
tension σ, the thickness of the top, often deuterated, layer h and Υ is the
Hamaker constant [185].

adis =

√
4πσh4

Υ
(6.3)

By conflating the theoretical predictions with experimental results, the ef-
fect of capillary waves can be quantified. As previous work has shown they
can affect a variety of film thicknesses [184], the effects of capillary waves
should not be ignored. Casting multi-layered organic films is vital to the
photovoltaics industry and layer disruption can hinder their efficiency.

The aim of this project was to induce capillary waves across thin polymer
films in the centre of a trilayer. It was hypothesised that as the samples were
annealed for longer, eventually the capillary waves induced would cause the
central layer to be fully disrupted. From this disruption, the contribution of
capillary waves to the interfacial width could be calculated using a modified
model of equation 6.2,
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w =
2a√
6χ

(
1 + ln 2

[
1

χNA

+
1

χNB

])
, (6.4)

where w is the interfacial width between two polymers A and B, a is the
polymer segment size, χ is the interaction parameter between the polymers
A and B and N is the degree of polymerisation of polymers A and B [186].

The mean-squared deviation of the interface from its average value can be
used to quantify the interfacial width broadening caused by capillary waves.
It is defined as

〈σ2
c 〉 =

kBT

2πσ
ln

(
λmax

λmin

)
, (6.5)

where kB is Boltzmann’s constant, T is temperature, σ is the surface tension
between the polymers in each layer and λmax λmin are the maximum and
minimum values possible for the capillary waves.
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6.2 Neutron Reflectometry

When the neutrons make contact with the sample, they undergo a change
in momentum which is indicative of the sample structure [187, 188]. The
neutrons can be used in this manner because their de Broglie wavelength at
∼20 K is small enough (< 1nm) to be scattered by polymers in thin films.

Momentum transfer can be considered classically by first defining equation
6.6 in which ~p is used to define momentum.

~pAi + ~pBi = ~pAf + ~pBf (6.6)

The sum of the momentum of particles A and B before the collision is equal
to that of the sum of the momentum of particles A and B after the collision.
The momentum transfer ~pt can then be defined by rearranging equation 6.6 to
equation 6.7. A collision between a moving particle A and a free, stationary
particle B is given in figure 6.3. Conservation of momentum is obeyed.

~pt = ~pAi − ~pAf = ~pBf − ~pBi (6.7)

At this point, real space can be converted to momentum space by using the
reduced Plank constant ~ = h

2π
in equation 6.8, as momentum ~p and wave-

vector ~k are proportional to one another. This defines the unit of momentum
space, the wave vector ~k which is given by

~k =
~pt

~
, (6.8)

which has a magnitude

|~k| = 2π

λ
. (6.9)

The initial wave vector ~ki is incident to the sample at an angle of θi. The
neutrons are reflected off the sample with a final wave vector ~kf at an angle
θf . As the reflection is specular, θi = θf = θ. The momentum has changed
and so the wave vector has changed, ~ki 6= ~ki. This is seen in figure 6.4.
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Figure 6.3: An elastic collision between two particles A and B.

Figure 6.4: The neutron beam is incident to the sample at an angle θi. As it is a
specular reflection technique, θi = θi.

This momentum transfer between the two wave vectors is ~Qz, which is given
by

~Qz = ~kf − ~ki. (6.10)

This is more commonly in terms of its magnitude,

Qz =
4π

λ
sin θ, (6.11)
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in which ~ki and ~kf are the initial and final wave vectors respectively, θ is the
incident angle of the neutron beam and λ is the wavelength of the neutrons.
Qz has the units of inverse length. During neutron reflectometry at D17, the
wavelength of the neutrons in the beam is varied, resulting in different values
of Qz. The reflectivity of the neutron beam is a function of Qz this can be
plotted, such as the result above in figure 6.2.
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6.3 Method

PS/d-PMMA/PS polymer trilayers were subject to neutron scattering ex-
periments in order to explore the interface morphology discussed.

Figure 6.5: The trilayer structures.

Firstly, the PS base layer was spin coated onto silicon using a solution of
6% polymer concentration. The film was spun for 30 seconds at 3000rpm to
make films approximately 300nm in thickness. The central d-PMMA layer
was then coated onto glass from a polymer solution of concentration 2%.
These were spun for 30 seconds at 3000rpm and the films were less than
20nm in thickness. The central film was adhered to the base layer by film
floating. The final PS layer was then cast onto glass using the same conditions
and solution as the foundation layer. This layer was then film floated onto
bilayer atop the deuterated layer.

The silicon wafer typically reacts with the oxygen in the atmosphere to cause
a native layer of silicon dioxide to be present on its surface. This layer was
included in all models and has an approximate thickness of 2nm. Example
structures are shown in figure 6.5.

The resultant trilayers had approximate central layer thicknesses of 60Å,
120Å, 150Åand 170Å. Multiple trilayers with these central thicknesses were
made.

Beam time was granted at both D17 at the Institut Laue-Langevin (ILL) in
Grenoble and OFFSPEC at the Rutherford Appleton Laboratory (RAL) in
Didcot. Once at the site, each trilayer was annealed for 0, 5, 8, 10, 20, 60,
120, 300 and 480 minutes before being subject to neutron beam experiments.

Figure 6.6a shows the results from an unannealed PS-dPMMA-PS sample
with a central layer thickness of 12nm. Figure 6.6b shows the results from
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(a)

(b)

Figure 6.6: RQ4 as a function of scattering vector Qz for an (a) unannealed and
(b) annealed for 120 minutes PS-dPMMA-PS trilayer, central thickness of 12nm.
The model generated by IGOR Motofit is the black line. RQ4 is given in units of
Å−4 and is used rather than reflectivity as the error bars can be seen more clearly.
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the same film after annealing for 120 minutes. In these two figures, the y
axis is in terms of RQ4 in which R is the reflectance mentioned in figure 6.2
but a factor of Q4 is included because this makes the peaks more noticeable.

Once the data were acquired, IGOR Motofit was used to build a model of the
trilayer structures in order to determine the roughness of the central layer.
The model is built by using known quantities, including the SLD, to gain an
accurate thickness and roughness of each layer. The user interface is shown
in figures 6.7a and 6.7b for the data obtained in figures 6.6a and 6.6b.

6.3.1 Films

Circular silicon wafers 5cm in diameter were used as the foundation substrate
for the trilayers. These wafers were also made by Prolog Semicor LTD who
report that, due to the silicon reacting with oxygen in the atmosphere, have
a native oxide layer SiO2 approximately 2nm thick. This was supported by
the models produced in IGOR Motofit to determine the trilayer structures,
as models that included the SiO2 layer had a better fit to the data.

The central and surface layers of the trilayers were spin coated onto rectan-
gular glass slides with a width of 7.5cm and height of 5cm. These slides were
produced by Corning and supplied by Ted Pella, Inc.

The silicon wafers and glass slides were cleaned by immersion in toluene and
then sonicated for a minimum of 1 hour and dried with a nitrogen flow. An
O2 plasma cleaner was used to complete the final stage of cleaning.

The toluene used in these experiments was the same as that described in
Chapter 3, and supplied by Sigma Aldrich. The polymers used in these exper-
iments were all supplied by Polymer Standards Service (PSS). The molecular
weights are the following:

• PS: 560,000 g.mol−1

• d-PMMA: 35,000 g.mol−1

The central and top layers of the trilayer structures were applied by film-
floating. The deposition technique was the same as that described in Chapter
3 and the films were not annealed after spin coating.
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(a)

(b)

Figure 6.7: The model parameters input to and given by IGOR Motofit for a PS-
dPMMA-PS trilayer (a) unannealed and (b) annealed for 120 minutes, both with
a central thickness of 12nm. The values in (a) gave the plot in figure 6.6a and
those in (b) gave the plot in figure 6.6b. Layer thickness and roughness are all
given in Å.
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6.4 Discussion

The experimental results from neutron spectrometry were compared to mod-
els made in IGOR Motofit. The thicknesses and roughnesses fitted by the
model are shown in table 7 for the polymer layers and table 8 for substrate
and its native oxide layer. The tables refer to individual layer roughnesses,
which are defined by figure 6.8. Tables 7 and 8 refer to a singular rough-
ness for each layer, when the majority of layers have two roughnesses. The
boundary that each roughness measurement corresponds to is illustrated by
figure 6.8.

The results in tables 7 and 8 were produced from known SLD values which
are:

• PS 1.44 ×10−6Å−2

• d-PMMA 6.48 ×10−6Å−2

• SiO2 3.47 ×10−6Å−2

• silicon 2.08×10−6Å−2

Table 7: Polymer trilayer results.
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Table 8: SiO2 and silicon wafer results.

Figure 6.8: The roughness of each layer refers to the boundary of the layer closest
to the surface of the structure, as labelled here.

Mean values and associated errors were found for the central layer thicknesses
and roughnesses and these results are given in table 9 and presented in figure
6.9. When this data is collated, the increase in roughness with annealing
time is more clear.
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Expected Annealing time Mean central layer Mean central layer
thickness (Å) (minutes) thickness (Å) roughness (Å)

60 0 45.8±0.3 5.0±0.3
5 43.5±0.2 39.6±0.2

120 [1] 8 114±1 12.0±0.1
(Sample 2) 20 115±2 14.5±1.4

60 114±1 19.0±0.5
120 85±5 96±4

120 [2] 0 115±0.2 6.0±0.5
(Sample 3) 20 113±1 15.23±0.04

150 8 125±2 13±2
20 125±2 15±2
60 126±3 15±4
300 126±2 59.0±0.3

170 8 150±2 13±2
20 148±3 16±3
60 150±2 16±2
300 150.1±0.3 24.4±0.3
480 151±3 53±2

Table 9: The roughnesses of the films after their respective annealing times.
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Figure 6.9: The central layer roughness after annealing for a) all the PS/d-
PMMA/PS trilayers and for clarity b) the smallest annealing times.

171



These tables and plots show that the roughness of the d-PMMA layer in-
creases with annealing time and this is in agreement with previous results
[182, 184, 185]. The samples with a central layer thinner than 120Å were
annealed until the central layer was no longer detected by applied models,
indicating that the d-PMMA layer had ruptured. The samples with a cen-
tral layer of predicted thickness of 120Å or above required an annealing time
longer than possible with the allocated experiment time and so did not rup-
ture. This is in agreement with the work of others, in which d-PS samples
with different thicknesses were annealed for 8 hours or until the film rup-
tured [189]. The films that ruptured were all thinner than 110Å but d-PS
layers 150Å and 300Å thick did not rupture in less than 8 hours [189].

The final data sets taken for trilayers with ruptured d-PMMA layers showed
that the roughness of the d-PMMA layer was of similar value to the layer
thickness; the estimated 60Å thick d-PMMA layers actually had a mea-
sured thickness of 44±3Åand after rupturing its roughness was 39±1Å. The
roughness of d-PS layers with much lower molecular weights was found to
be 29±3Åand 30±3Åwhen ruptured [182]. These values do not agree with
those presented here but this can be attributed to the differences in molecular
weight.

The d-PMMA layers that did not rupture had a high roughness after be-
ing annealed for 5-8 hours. After the second 120Å trilayer (sample 3) and
150Å trilayer were annealed for 300 and 480 minutes respectively, no central
layer was detected by the neutron reflectivity indicating these layers had also
broken apart since their previous beam data were taken. The roughness at
each interface of the 170Å d-PMMA layer was approximately 35% of the
central layer thickness after 8 hours of annealing and the roughness at each
interface of the 150Å d-PMMA layer was approximately 47% of the central
layer thickness after 5 hours of annealing.

Equation 6.5 can be used to calculate the effect of capillary waves on the
interfacial width. The surface tension between the polymers is taken to be
σ = 1.5 × 10−3N.m−1 at T = 140◦C [190]. The values of λmin and λmin

are unknown for PS/d-PMMA but are estimated. Assuming the smallest
roughness measurement taken is λmin = 5Å and the largest thickness of the
PS layer is λmax = 2000Å. The contribution of capillary waves is therefore
predicted to be 19Å.

The neutron reflectometer can record the scattering length density (SLD)
of the sample, which quantifies the ability of the sample to scatter the neu-
trons. Figure 6.10 is a result from a PS-dPMMA-PS trilayer and it shows
how SLD can change with distance, which is the penetration depth into the
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trilayer. The silicon oxide layer can be seen in this data as a sharp peak
to 3.47×10−6Å−2 at approximately 3500Å before the SLD decreases to the
value for silicon, 2.08×10−6Å−2. As the annealing time for the film is in-
creased, the SLD of the central layer decreases and the boundaries become
less defined.

Figure 6.10: The measured SLD as a function of penetration depth into a PS-
dPMMA-PS trilayer with a central layer thickness of 120Å [2], sample 3.

The results in figure 6.10 can be used to directly measure the interfacial width
for the layers in each sample after every annealing time. This was done for
the all the films and the interfacial width as a function of annealing time is
given in figure 6.11.

In the example shown in figure 6.10, both of the data sets taken when the film
had been annealed for two hours have interfacial widths so broad that the
central film is no longer at its predicted SLD, as is indicated by their broad full
width at half maximum (FWHM). From the increased roughness, interfacial
width value and the knowledge that PS and PMMA are still immiscible, the
decrease in SLD is a result of the central layer roughening and disrupting to
the extent that the capillary waves induced by annealing eventually caused
the layer to disrupt and separate into discrete regions and the foundation
and surface polymer are able to interact and merge.
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Figure 6.11: The interfacial widths as a function of annealing time. The errors
are both positive and negative, but negative error bars are not included for clarity.
The purple line is the best fit of w for the data and similar relationships have been
seen by Sferrazza et al [182].

The aim of this project was to successfully detect a fully disrupted cen-
tral layer in a polymer trilayer. This has been successfully accomplished by
increasing the annealing time for a structure with a thin central layer, indi-
cating the dependence of this affect on thermally induced capillary waves.

As this was a collaborative project, it is stated here for clarity that the author
of this thesis made the following contributions:

• Made the PS/d-PMMA/PS trilayers.

• Annealed the samples at both sites.

• Loaded the samples into the neutron beam at both sites.

• Controlled the neutron reflectivity software at RAL.

• Fitted the models to the data using IGOR Motofit.

• Completed the interpretation of results presented in this thesis.
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7 Closing Remarks

The results presented in this thesis show that polymer film drying time is
susceptible to not only angular velocity, but is concentration and radial de-
pendent. At regions further away from the centre of a low concentration film,
there is a non-monotonic drying order. It has been shown quite clearly in
section 4.4.1 that film formation is cannot be assumed constant with radius,
especially for low concentration films.

The RBD model has been tested and has been proved to be insufficient in
describing the thinning rate across the radius of a polymer spin coating due to
this radially changing drying time. By fitting the model in section 4.4.2, and
coupled with the results in section 4.4.1, it is evident that the evaporation rate
of the solvent changes with radius. Solvent evaporation rate is not modelled
to vary with radius by any theoretical models to date, which is something to
consider. The film morphology data tenuously supports these conclusions.
Larger phase separated structures were observed at larger radii in most of
the phase separating films which look similar to Benard cells, which are a
result of convection.

This thesis proposes that a polymer spin coating undergoes the following
process:

The solution is deposited onto the stationary substrate and then the spin
is initiated. As has been corroborated numerous times, the inertial forces
cause the majority of thinning in the first few milliseconds. These inertial
forces affect the different regions of the film to a varying degree, establishing
radial regimes proposed by Bornside et al [7]. At the centre of the film, flow
is laminar and moves towards the ‘ring’ resulting in a thinner centre. At the
‘ring’, material is subject to temperature gradient [172] which induces three-
dimensional flow in the form of the Marangoni effect and Ekman spirals. This
three-dimensional flow increases the evaporation rate away from the centre
of the film. At the edge of the film, the convectional flow is at a maximum
and material is lost from the edge of the film. Films with a low viscosity are
more susceptible to these radial effects.

When these radial regimes have been established, the evaporation of the
solvent becomes significant and dominates the thinning. It is at this point
that the ‘toluene flash’ recorded by Birnie et al [168,169] can be observed. It
is after this point, evaporation rate cannot be assumed constant with radius.

The experimental results presented in chapter 6 show that by increasing an-
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nealing time, the interfacial widths in a multi-layered system are broadened
by thermally induced capillary waves, which have the potential to fully dis-
rupt a polymer layer. Such a disruption has been shown by multiple datasets
due to large interfacial widths causing a drastic change in SLD for a region
of trilayer where a layer was once detected. The annealing time required for
full disruption increases with layer thickness: 150Å layers did not rupture
even after 8 hours of annealing.
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8 Future Work

8.1 Instrument Science

It was possible to obtain good data with the optospinometer but with time,
failures were increasingly occurring. The end of this project is an ideal time
to consider ways of modernising and perhaps overhauling the equipment,
which is now approximately 15 years old.

It is my strong recommendation that before the optospinometer is used
again, a PhD candidate with a background in software engineering or in-
strument science works with National Instruments and the workshop here at
the University of Sheffield to update both the software and hardware. The
optospinometer has a great amount of potential for numerous applications
within the department and wider university community and this should be
taken advantage of.

8.2 Theoretical Polymer Physics

The RBD model does not fully account for the film formation at different
radii. Using fluid dynamics and modifying the techniques used by Reisfeld,
Bonner and Peck, the model could be extended to consider radial variation
and the imbalance between inertial and evaporative thinning. RBD ignore
this by removing ∂r

∂t
and dr

dt
terms. The results presented in this thesis show

that evaporation rate is not constant with radius and any future model should
take this into consideration. Furthermore, any future derivation should con-
sider the flow regimes discussed by Bornside et al, the temperature gradient
suggested by Munekata et al and the experimental results this thesis presents.

8.3 Experimental Polymer Physics

There are a number of avenues that can be explored experimentally after
the consideration of these results. Repeating the experiments with 6% and
8% concentration blends of PS:PMMA in ratios of 1:3 and 3:1 would be the
natural continuation of this work. How the relationships seen in the equal
ratio blends of concentrations 2%, 4%, 6% and 8% are affected by a shift
in the polymer ratio, and in regards to one another, gives the potential for
seeing different morphological patterns emerge. In the equal blended films
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at higher concentrations, certain conditions resulted in the phase separation
becoming noticeable in the off-specular images.

If the concentration of a polymer blend is increased, the phase separation
should be observable in resultant off-specular data. Polymer blend concen-
trations of 10%, 12% and 14% cast when the optospinometer is targeted at
numerous radii could give a deeper insight into how phase separation varies
with radius. The small differences seen at 6% and 8% could become more
noticeable when the concentration is increased.

The region of the film surrounding 4mm and 8mm proved the most interest-
ing. Targeting the laser at a greater number of radii of the film, such as in
increments of 2mm or 3mm, would give a more precise indication of what is
occurring at this region of the film. An extension of this radial investigation
would be using the full-sized silicon wafers that are circular and 10cm in
diameter and extending the radial investigation to as many radii as possible.
Is the ‘ring’ a noticeably affected part of the film due to this region being in
the radial half point to the edge? Increasing the radius further was not viable
during the experiments undertaken for this thesis due to the high fail rate of
the optospinometer but it is worth consideration. Measuring the eccentricity
of separated domains as a function of radius for higher concentrated films
would also be an interesting experimental result.
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9 Terms

Latin Symbols

a monomer size

adis capillary dispersive length

as sphere size

bn constant

c concentration

c∗ overlap concentration

d depth

dtape tape width

e dimensionless evaporation rate

f force

g gravitational constant

gn gradient

h film thickness

h0 initial film thickness

hc critical film thickness

hf final film thickness

h∗ dimensionless film thickness

∆h thickness difference

i lattice position

j mass transfer coefficient

k wave vector

kB Boltzmann’s constant

kH Huggins coefficient

m peak number
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n power index

nA refractive index of polymer A

nB refractive index of polymer B

nf final refractive index

ni initial refractive index

nPMMA refractive index of PMMA

nPS refractive index of PS

nS refractive index of solvent

ntoluene refractive index of toluene

ñ1 complex refractive index of medium 1

ñ2 complex refractive index of medium 2

p pressure

~p momentum

pi probability of lattice occupancy

q q-space

qf radial flow per unit length of circumference

~q momentum transfer in regular space

r radius, the r dimension

r∗ critical size

s inter sphere distance

t time

t0 initial time

tc critical time

td obscure time

tf spin coating time

ttotal time for one revolution

u velocity
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ur velocity in the r dimension

ux displacement in the x dimension

uz velocity in the z dimension

uθ velocity in the θ dimension

v excluded volume

vx velocity in x dimension

w mixture weight fractions

x the x dimension

y the y dimension

z the z dimension

zn number of nearest neighbours on lattice

A polymer A, surface area

B polymer B

C concentration

D diffusion rate

D0 diffusion coefficient

Dsolv solvent diffusivity in air

Dmu mutual diffusion

E evaporation rate

Ei incoming light wave

Eia incoming light wave, parallel component

Eie incoming light wave, perpendicular component

Eo outgoing light wave

Eoa outgoing light wave, parallel component

Eoe outgoing light wave, perpendicular component

F Helmholtz free energy

Fmix free energy of Mixing
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Fsep free energy of Separating

Fsite free energy per lattice site

∆F ∗ free energy needed to reach critical size r∗

∆Fv free energy per unit volume

G Gibbs free energy

∆Gmix Flory-Huggins free energy

H Bragg thickness

J diffusion flux

K Mark-Houwink parameter

K0 Ostwald law constant

K1 imaginary component of refractive index of medium 1

K2 imaginary component of refractive index of medium 2

L interface length

Ma Marangoni number

Mw molecular weight

N degree of polymerisation

NA Avogadro’s Number

O momentum

P probability

Q momentum transfer in momentum space

R total film radius

Rg radius of gyration

< R > end-to-end polymer distance

Re Reynolds Number

S entropy

Smix entropy of mixing

T temperature
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Tc critical temperature

Tg glass transition temperature

TW wetting temperature

T viscous stress tensor

∆T temperature difference

U internal energy

U0 radial velocity scale

Umix internal energy of mixing

V volume

W work done

X solute volume

Y solvent volume

Z∗ polymer segregation excess

Greek Symbols

α Mark-Houwink parameter

αT thermal diffusivity

α1 substitution V1/V0

α2 substitution V2/V0

β incident angle

γ strain

γ̇ strain rate

δ complex reflectance ratio

ε length scale

εAA interaction energy between A and A

εBB interaction energy between B and B

εAB interaction energy between A and B
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ζ surface energy

η dynamic viscosity

η0 initial dynamic viscosity

η00 dynamic viscosity with no shear

ηf final dynamic viscosity

ηr relative viscosity

ηsolv pure solvent viscosity

ηsp specific viscosity

ηtoluene viscosity of toluene

[η] intrinsic viscosity

θ angle, the θ dimension

ι inverse power law index

κ substitution for ρω2/3η

λ wavelength

µ chemical potential

∆µ∞ chemical potential of the bulk

ν kinematic viscosity

ν0 initial kinematic viscosity

π 3.14159265... etc

ρ density

ρPMMA density of PMMA

ρPS density of PS

ρtoluene density of toluene

σ surface tension

τ stress

φ volume fraction

φpen penultimate volume fraction
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χ interaction parameter

ψ internal angle of refraction

ω angular velocity

∆ Laplacian operator, ellipsometry phase difference

Θ angle

Λ system relaxation time

Ξ square gradient term

Σ sum

Υ Hamaker constant

Ψ ellipsometry amplitude component

Ω rotation rate

Chemicals

PB poly(butadiene)

PCDTBT poly[N-9’-heptadecanyl-2,7-carbazole-alt-5,5-(4’,7’-di-2-thienyl-2’,1’,3’-
benzothiadiazole)]

PEDOT:PSS poly(3,4-ethylenedioxythiophene) polystyrene sulfonate

PEMA poly(ethyl methacrylate)

PEP poly(ethyl propylene)

PI poly(isoprene)

PMMA poly(methyl methacrylate)

PS polystyrene

THF tetrahydrofuran

MEK methyl ethyl ketone

Vectors

−→
fI centripetal force vector
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−→
fV viscous force vector

−→g gravitational vector

−→n outward normal vector

−→r radial velocity vector

−→ri vector from 0 to initial monomer

−→rj vector from 0 to final monomer

−→
t tangent normal vector

−→u velocity vector

−→u fluid velocity vector

−→ω angular velocity vector
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