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Abstract 

Once the dust settled around 4G, 5G mobile networks become the buzz word in 

the world of communication systems. The recent surge of bandwidth-greedy 

applications and the proliferation of smart phones and other wireless connected 

devices has led to an enormous increase in mobile traffic. Therefore, 5G networks 

have to deal with a huge number of connected devices of different types and 

applications, including devices running life-critical applications, and facilitate access 

to mobile resources easily. Therefore given the increase in traffic and number of 

connected devices, intelligent and energy efficient architectures are needed to 

adequately and sustainably meet these requirements. In this thesis network function 

virtualisation is investigated as a promising paradigm that can contribute to energy 

consumption reduction in 5G networks. 

The work carried out in this thesis considers the energy efficiency mainly in 

terms of processing power consumption and network power consumption. 

Furthermore, it considers the energy consumption reduction that can be achieved by 

optimising the locations of virtual machines running the mobile 5G network 

functions. It also evaluates the consolidation and pooling of the mobile resources. A 

framework was introduced to virtualise the mobile core network functions and 

baseband processing functions. Mixed integer linear programming optimisation 

models and heuristics were developed minimise the total power consumption. The 

impact of virtualisation in the 5G front haul and back haul passive optical network 

was investigated by developing MILP models to optimise the location of virtual 
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machines. A further consideration is caching the contents close to the user and its 

impact on the total power consumption. The impact of a number of factor on the 

power consumption were investigated such as the total number of active users, the 

backhaul to the fronthaul traffic ratio, reduction/expansion in the traffic due to 

baseband processing, and the communication between virtual machines. Finally, the 

integration of network function virtualisation and content caching were introduced 

and their impact on improving the energy efficiency was investigated.  
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Introduction 

According to Cisco Visual Networking Index report in June 2017, mobile data 

traffic will witness seven pleats between 2016 and 2021 and will grow at a 

Compound Annual Growth Rate (CAGR) of 46% reaching 48.3 exabytes per month 

by 2021 [1]. This phenomenon is driven by a number of factors such as the 

enormous amount of connected devices and the development of data-greedy 

applications [2]. With such a tremendous amount of data traffic, a revolutionary 

mobile network architecture is needed. This network will represent the next 

generation of mobile network (5G) and it will be a mix of a multiple access 

technologies supported by a significant amount of new spectrum to provide different 

services to a massive number of different kind of users (i.e. IoT) with a high data 

rate at any time with less than 1 ms latency [3]. 5G networks are expected to be 

operational by 2020 where a huge number of devices and application will be using it 

[4]. 

Users, application, and devices of different kinds and purposes need to send and 

access data in both distributed and centralised servers and databases using public 

and/or private networks and clouds. To facilitate these requirements, 5G mobile 

networks have to be characterised by some traits such as intelligence, flexible traffic 

management, adaptive bandwidth and at the forefront of these traits is the energy 

efficiency. Information and Communication Technology (ICT) including services 

and devices were responsible for about 8% of the total world energy consumption 
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[5] and contribute about 2% of the global carbon emissions [6]. It is estimated that, 

if the current trends continue, the ICT energy consumption will reach about 14% of 

total worldwide consumption by 2020 [5]. 

Nowadays fossils fuel is the main energy resource in the world where it 

represented about 90% of the total available energy resources [7]. However, such 

kind of resources are not sustainable resources and they are very harmful to the 

environment and are a great contributor to the CO2 emissions [8]. Considering this 

fact together with the energy cost, it is necessary for researchers in both industrial 

and academic sectors to focus on an energy-efficient paradigm for 5G networks that 

contributes to the reduction of the ICT energy consumption. 

In the recent years, there have been significant endeavours around the world in 

both academic and industrial sectors intended to improve the energy-efficiency in 

ICT networks. This trend gave birth to a number of collective efforts, consortiums, 

and projects such as the EARTH project [9] and GreenTouch [10]. There have also 

been various efforts from researchers on reducing the power consumption in 5G 

networks. For instance, the authors in [11] focused in their work on the power 

consumption of base stations. They have provided a time-triggered sleep model for 

the future base stations in order to reduce the power consumption. The authors in 

[12] have investigated the base stations computation power and compared it to the 

transmission power. They concluded that the base station computation power will 

play an important role in the 5G energy-efficiency. The authors of [13] have 

developed an analytical model to address the planning and the dimensioning of 5G 

Cloud RAN (C-RAN) and compared it to the traditional RAN. They have showed 

that C-RAN can improve the 5G energy-efficiency. The research carried out in [14] 
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focused on offloading the network traffic to the mobile edge to improve the energy-

efficiency of 5G mobile networks. The authors have developed an offloading 

mechanism for mobile edge computing in 5G where both file transmission and task 

computing have been considered.  

Virtualisation has been proposed as an enabler for optimum use of network 

resources, scalability, and agility. In [15] the authors have stated that NFV is the 

most important recent advance in mobile networks where among its key benefits is 

the agile provisioning of mobile functions on demand. The fact that it is now 

possible to separate the functions form their underlying hardware and transfer them 

into software-based mobile functions as well as provide them on demand presents 

opportunities for optimising the physical resources and improve the network energy 

efficiency.  

In this thesis, network function virtualisation has been identified as a promising 

key technology paradigm that can contribute to the energy-efficiency improvement 

in 5G networks. Moreover, this thesis goes beyond the limits of investigating the 

deployment of only virtualisation in 5G, it also investigates the impact of integrating 

the virtualisation with content caching on the energy-efficiency of the future mobile 

networks. In addition, an optical-based novel architecture has been proposed and 

investigated in this thesis to carry out the infrastructural burden of the 5G network 

and support NFV and caching the contents. In literature, NFV was investigated 

either in mobile core networks [16-18] or in the radio access network [19-21] of the 

mobile network and mostly using pooling of resources such as the work done in [22, 

23]. In contrast, virtualisation in this thesis is not limited to a certain part in the 

mobile network, but it has been applied in both mobile core network and radio 
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access network. Moreover, it is not confined to pooling the network resources, but it 

actually concerns mobile functions-hardware decoupling and converting them into 

software-based functions. In contrast to works mentioned above, this thesis 

investigates the energy-efficiency under the impact of integrating the virtualisation 

with another technology, namely caching the contents. 

Mixed Integer Linear Programming models and real-time heuristics have been 

developed in this thesis with the goal of improving the energy-efficiency in 5G 

mobile networks and reducing the emission of CO2 into the environment. 

1.1  Research Objectives 

The main hypothesis in this thesis is that resource sharing via virtualisation can 

reduce the energy consumption of 5G networks and by integrating virtualisation 

with caching the contents, another level of energy-efficiency could be achieved. 

Therefore, the aim of this thesis is to investigate the energy-efficiency of Network 

Function Virtualisation (NFV) and caching the contents separately and jointly in 5G 

networks. In order to meet the overall goal, the following objectives were set: 

1. Propose an energy efficient framework for NFV in 5G networks with an optical-

based architecture to reduce the overall power consumption in 5G networks. In 

this framework, the mobile network functions are decoupled from their 

underlying hardware and converted into software-based functions. 

2. Investigate the energy-efficiency benefit of passive optical networks (PONs) as 

wired access networks in 5G network and explore their impact on the optimum 

virtual machine placement and the total power consumption. 
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3. Study the impact of baseband processing virtual machines optimised location on 

the backhaul traffic and the effect of the backhaul to fronthaul traffic ratio on the 

optimisation problem. 

4. Investigate the impact of the traffic between virtual machines on their optimised 

locations and resources consolidation as well as the energy-efficiency and the 

total power consumption. 

5. Study the relationship between the total number of active users in the network 

and the energy-efficiency under the proposed virtualisation framework and 

investigate the VM servers’ utilisation as well as their optimised locations in 

response to the total number of users. 

6. Investigate the capability of the proposed optical architecture for the deployment 

of other technologies such as content caching and study the impact of different 

caching techniques (fixed and variable cache size) on the energy-efficiency. 

7. Propose an integrated architecture for virtualisation and caching the content 

based on optical architectures and investigate the outcome of integrating the 

virtualisation with caching the contents. 

1.2  Original Contributions 

The following are the main contribution of this thesis: 

1. A novel network function virtualisation model for mobile functions was 

developed based on mixed integer linear programming in 5G networks with 

optical-based architecture. The proposed architecture consists mainly of two 

parts: IP over WDM network and passive optical network (PON) as a wired 

access network. 
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2. A new MILP model was developed to minimise the total power consumption by 

optimising the VMs locations and VM servers’ utilisation. The MILP model 

results are investigated under the impact of core network VMs (CNVM) inter-

traffic, the variation of total number of active users during different times of the 

day, and the ratio of backhaul to fronthaul traffic. 

3. An Energy-Efficient NFV heuristic model (EENFVnoITr) was developed as a 

real-time implementation of the proposed MILP model when the CNVMs inter-

traffic is not considered whilst an Energy-Efficient NFV with CNVMs inter-

traffic (EENFVwithITr) heuristic was developed when the CNVMs inter-traffic 

is considered. 

4. A new MILP model was developed to optimise the total power consumption of 

video on demand services by optimising the fixed and variable cache size 

locations at different nodes of the proposed optical-based architecture. In 

addition, the cache size is optimised in the case of variable cache size. The MILP 

model considers different number of active users during the day and it was 

validated by new heuristics: Energy Efficient Fixed Cache Size (EEFCZ) 

heuristic for the fixed cache size case and Energy-Efficient Variable Cache Size 

(EEVarCZ) heuristic for variable cache size case. 

5. Proposed a novel integrated framework architecture for virtualisation and 

caching in 5G networks to improve the energy-efficiency. A MILP model was 

developed to minimise the total power consumption by optimising the location 

and utilisation of VMs as well as the size and location of the cache nodes. The 

developed MILP mode was validated by an Energy-Efficient Virtualisation and 

Caching (EEVIRandCa) heuristic. 
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1.3  Related Publications 

This work resulted in the following conference and journal papers that have been 

published and submitted for publication: 

1. A. Al-Quzweeni, T. E. H. El-Gorashi, L. Nonde, and J. M. H. Elmirghani, 

"Energy efficient network function virtualization in 5G networks," presented 

at the 17th International Conference on Transparent Optical Networks 

(ICTON), 2015. 

2. A. Al-Quzweeni, A. Lawey, T. El-Gorashi, and J. M. H. Elmirghani, "A 

framework for energy efficient NFV in 5G networks," in Transparent Optical 

Networks (ICTON), 2016 18th International Conference on, 2016, pp. 1-4. 

3. A. Al-Quzweeni, A. Lawey, T. El-Gorashi, and J. M. H. Elmirghani, 

“Energy-efficient NFV in 5G network: the impact of backhaul traffic and 

VMs inter-traffic” to be submitted to IEEE Journal of Lightwave 

Technology. 

4. A. Al-Quzweeni, T. El-Gorashi, and J. M. H. Elmirghani, “Energy-efficient 

content caching in 5G networks” to be submitted to IEEE Journal of 

Lightwave Technology. 

5. A. Al-Quzweeni, T. El-Gorashi, and J. M. H. Elmirghani, “Energy-efficient 

integrated framework for NFV and content caching in 5G networks”, to be 

submitted to IEEE Transactions on Network and Service Management. 
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1.4  Thesis Organisation 

Following the introduction in this chapter (Chapter 1), this thesis is organised as 

follows: 

Chapter 2 reviews the next generation of mobile networks (5G), and explains the 

main requirements of 5G networks and the key technologies needed. Additionally, it 

reviews the history of optical networks and passive optical networks. 

Chapter 3 is a detailed review of virtualisation and NFV. In addition, it discusses 

the principles of virtualisation and the types of virtualisation and paves the way to 

the principles and the definition of NFV. It also sheds light on various energy 

efficient approaches that have been introduced in 5G networks. Additionally, the 

basics of optimisation problems and their formulation is also explained in this 

chapter. 

Chapter 4 introduces a novel framework and MILP model for energy efficient 

NFV in 5G networks. The model investigates the impact of deployment of PONs 

and the effect of different VM workloads. 

Chapter 5 extends to the work done in Chapter 3 by investigating the impact of 

the backhaul to the fronthaul traffic ratio and the influence of the inter-traffic 

between VMs of the mobile core functions. In addition, it investigates the effect of 

variation of the total number of users during the day on the energy-efficiency and 

the optimisation problem. The MILP model is validated by two heuristic models: An 

Energy-Efficient NFV without Inter-traffic (EENFVnoITr) heuristic for no CNVMs 

inter-traffic and an Energy-Efficient NFV with CNVMs inter-traffic 
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(EENFVwithITr) heuristic for the case where CNVMs inter-traffic is considered. In 

addition, different values of CNVMs inter-traffic are considered. 

Chapter 6 tackles the problem of high power consumption of video streaming 

services by proposing caching video contents in IP over WDM and PON (ONU and 

OLT) nodes. A full evaluation of the proposed MILP model is provided and 

discussed for both fixed and variable cache sizes. The MILP model results are 

validated by a new Energy Efficient Fixed Cache Size (EEFCZ) heuristic for the 

fixed cache size case and by a new Energy-Efficient Variable Cache Size 

(EEVarCZ) heuristic for the variable cache size case. 

Chapter 7 introduces a novel integrated architecture of both virtualisation and 

content caching in 5G networks. In addition, it introduces a MILP model to 

investigate the impact of integrating virtualisation and content caching on the 

energy-efficiency of 5G networks by jointly optimising the cache size, VM server 

utilisation, and the location of both VMs and cache nodes in the proposed network. 

The MILP model results are validated by an Energy-Efficient Virtualisation and 

Caching (EEVIRandCa) heuristic. 

Finally, thesis conclusions are drawn in Chapter 8 where the major contributions 

of this work are presented and future directions are discussed. 
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5G the Next Generation of Mobile Network and Optical Networks 

2.1  Introduction 

5G will be a paradigm shift that includes enormous number of connected devices, 

massive bandwidth, dense base stations and huge number of antennas. To support 

this, a number of key technologies are proposed. Some of these key technologies are 

explained in this chapter. This chapter reviews the next generation of mobile 

networks (5G) and explains the main requirements of 5G networks and the key 

technologies needed. In addition, this chapter presents the evolution of optical 

networks including passive optical networks (PON) as the optical networks play a 

very crucial role in the development of the Internet. 

2.2  Next Generation of Mobile Networks “5G” 

 According to Cisco forecast, there will be seven pleats of mobile data traffic 

between 2016 and 2021 [1]. This tremendous growth in mobile data traffic is driven 

by several determinants such as continuous growth in the number of wireless 

devices, development of data-hungry applications, social media, and video on 

demands.  

The existing cellular systems are not sturdy enough to support the upsurge in 

mobile data traffic [24] and this is considered to be a crucial driver towards a new 

generation of mobile wireless networks, which is 5G. Therefore, 5G, “the buzz word 

on everyone’s lips”, will emerge to meet the requirements that are beyond the 
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capability of the existing cellular network systems. These requirements have 

occupied the researchers’ interest in both the industrial and academic sectors, but the 

way in which the light is shed upon these requirements differs from one researcher 

to another. The authors of [25] and [26] presented some of the 5G requirements and 

the emerging technologies to ameliorate the 5G architecture. Although they focused 

in their papers on designing the architecture of 5G, they elaborated that the current 

technologies such as OFDMA could be used for at least half century and only the 

strategy of designing the 5G architecture needs to change drastically.  In contrast, 

the authors of [27] explained that OFDM might be excluded from 5G for some of its 

features and alternatively other technologies might be deployed such as: Filter band 

Multi-Carrier (FBMC), Universal Filter Multi-Carrier (UFMC), and Orthogonal 

Frequency Band Multi-Carrier (OFBMC). Agiwal et al listed eight main 

requirements for 5G in [28]. Some of these requirements may however be 

considered as  one concern, such as battery life and energy efficiency which were 

considered separately. They studied the 5G requirements with a Radio Access 

Network (RAN) focus. They have believed along with the authors of [29] and [30] 

that the requirements of 5G will be driven towards exploring the high frequencies in 

the band range 3 ~ 30 GHz. Accordingly, M. Alsharif and R. Nordin focused in [29] 

on three techniques which are mm-wave, massive MIMO, and small cells 

deployment. Although researchers differ in the way they present, categorise, and 

bracket the requirements of 5G networks, the following are considered as the main 

requirements of 5G networks: 

 Latency: 5G networks are characterised by 4 any(s); meaning that 5G will 

support a fully connected society where the information and data are shared 
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for anything and anyone, anywhere and anytime [31]. Therefore, there will 

be many life-critical devices and real-time application that require almost 

zero latency. Accordingly, 5G should consider extremely low latency on the 

line of 1 ms or less [31-34]. 

 Ubiquity: 5G networks will provide a ubiquitous experience for end users 

[15, 33, 35-37] since everything will be connected to the Internet even cows 

may have sensors [38] and may be connected to the Internet [39]. 

 High data-rate and data volume: 5G networks are expected to afford user 

high data-rate in the order of 100 times the current capacity [32, 40-42] 

which is around 10 Gbps [43-45] and data volume of 1000 times of today’s 

data volume [46, 47] which is approximately 10 Tb/s/km2 [32]. 

 Availability: In 5G era there will be more than 50 billion connected devices 

[48] many of these devices will serve life-critical and real-time applications 

which require a very high network availability. Accordingly, 5G networks 

are expected to provide a high level of availability in the order of 99.99% 

[49-51]. 

 Other key features of 5G networks includes 100% coverage [52-55], 10 

times lower power consumption than current systems [24, 56], up to 10 

years battery life of devices [57-62], and 10x – 100x number of connected 

devices [63-66]. 

Figure 2.1summarise the main requirements and key features of 5G networks.  
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Figure 2.1 5G networks requirements 

2.3  5G Key Technologies: 

The revolutionary requirements of the envisaged 5G networks have inspired the 

researchers around the world to look for new methodologies, architectures, and 

technologies [24] as well as amalgamate different technologies to cope with the 5G 

requirements [67]. The following are the main key technologies that have occupied 

the researchers’ attention: 
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 mMIMO: massive Multiple-Input Multiple-Output (mMIMO) (also known 

as Large-Scale Antenna System [68] , Large-Scale MIMO, hyper MIMO, 

full dimension MIMO, and Multi-User MIMO (MU-MIMO) [69]), refers to 

the simultaneous use of hundreds of antennas in a system [70]. In [71], the 

authors mentioned three main leverages of mMIMO on systems which are: 

1) it reduces the air interface latency, 2) system robustness improvement, 3) 

reduces the complexity of media access layer. Adding to this, the energy 

efficiency of the wireless system could be improved by the deployment of 

mMIMO, since the transmit power of a single antenna could be decreased by 

a factor proportional to the number of antennas as elaborated in [72]. The 

authors of [67] mentioned that mMIMO increases the system capacity and 

improves the energy efficiency simultaneously. They also illustrated that the 

deployment of mMIMO will face some challenges that have to be addressed 

such as the need for fast processing algorithms.  

 mmWaves: are waves that occupy the region of the electromagnetic 

spectrum between 1 and 10 millimetres which corresponds to the band of 

frequencies between 30 and 300 GHz [73, 74] as shown in Figure 2.2. 

Although mmWave communications have high propagation loss and 

blockage sensitivity, they will play a crucial role in 5G networks to support 

multi-gigabit service such as high definition TV (HDTV) and ultra-high 

definition videos (UHDV) [75]. In addition, the mmWave spectrum will be 

suitable for mobile broadband that will enable low-cost fibre replacement 

with mobile backhauls (wireless backhauls), highly dense small cells with 

low-interference, [76], indoor, and device to device (D2D) communications 
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[77]. The authors of [78] explained that by adequate implementation of 

mmWave communications all the limitations of mmWave communication 

could be turned into advantages for 5G networks. For instance, short-range 

communication is one of mmWave limitations but it meets the 5G networks 

requirements as the short-range communication allows frequency reuse 

without interference with other cells.   

 

 

Figure 2.2 mmWave in the electromagnetic spectrum 

 

 Network Densification: the dense deployment of many small cells is 

referred as “Network densification” [79] which is considered a promising 

technology to provide a high capacity to 5G networks [30] and deals with the 

explosively increasing number of devices [80] and the user traffic [81]. In 

term of energy-efficiency, network densification is considered an attractive 

technology as it reduces the distances between users and BTSs calling for a 

lower transmit power and a higher data rate [82]. 
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 Full-duplex communication: The current wireless systems are generally 

half-duplex. They can transmit or receive, but not both simultaneously [75]. 

In contrast to half-duplex, the full-duplex technique enables the 

communication systems to simultaneously transmit and receive signals at the 

same frequency band. Full-duplex enables cellular networks to duplicate and 

improve the flexibility of RF spectrum use [83, 84]. Full-duplex is 

considered one of the promising technologies that can be employed in 5G 

networks for two reasons [85]; first, most conventional approaches to 

increase the spectrum efficiency have been now exhausted such as 

modulation techniques and MIMO. Second, the dense deployment of small 

cells in 5G makes the self-interface cancelation problem more manageable 

than macro-cell networks as the small cells have less transmit power and 

path loss due to their short coverage. 

 Heterogeneous Network (HetNet): HetNet is a network which consists of a 

mixture of different cells with different sizes such as macro and small cells 

[86-88]. Different types of cells have different coverage as summarised in 

Table 2.1. Table 2.1 is constructed based on scattered data and parameters in 

[24, 86, 89, 90]. HetNet is one of the key technologies that will characterise 

the architecture of 5G networks. It has multi-tier architecture in which the 

base stations of each tier have different characteristics from the base stations 

of other tiers such as coverage area, access technology, and transmit power 

[33] as shown in Figure 2.3. According to [91], 5G networks will be based 

on dense HetNet architectures (densification) where anchor-booster 

architecture will be used in case the access to the ideal backhaul (low 
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latency, high data-rate) is not available. In anchor-booster architecture, the 

macrocell performs the mobility and control functions of the anchor base 

station whilst the small cells (micro, pico, femto) boost the data traffic. 

Although the authors in [67] mentioned that the dense HetNet suffers from 

inter-cell interference, they explained along with the authors of [92] that 

dense HetNet will enhance the network capacity and decrease the power 

consumption in 5G. They explained that the network operators need to 

deploy advanced power control and resource allocation to eliminate the inter-

cell interference, whilst the authors of [93] suggested partial spectrum reuse 

as an efficient technique to overcome the interference in the HetNet. 

Heterogeneous networks enable the network operators to exploit the 

unlicensed spectrum such as Wi-Fi and provide a strong point of integration 

between the licensed and unlicensed spectrum as two tier heterogeneous 

network.      

 

Figure 2.3 HetNet principle 

 



18 

 

Table 2.1 Cellular cell classification 

Cell Type 

Typical cell 

size 

Users 

Typical BS transmit 

power 

Macrocell 30 - 35 (km) Many 5 - 40 (W) 

Microcell 

200 (m) - 2 

(km) 

100 ≤ 2 (W) 

Picocell 4 - 200 (m) 

20 - 

40 

0.25 - 2 (W) 

Femtocell 10 - 20 (m) few ≤ 100 (mW) 

 

 Software-Defined Networking (SDN): SDN is a versatile technique that 

decouples the forwarding process (Data Plane) from the network control 

(Control Plane) in order to facilitate design, management, implementation, 

and operation of networks [94]. The Open Networking Foundation (ONF) 

definition of SDN is “In SDN architecture, the control and data planes are 

decoupled, network intelligence and state are logically centralized, and the 

underlying network infrastructure is abstracted from applications ”[95]. 

Figure 2.4 illustrates the SDN architecture [96]. The decoupling of the 

forwarding process from the network control is realised by a programmable 

interface between the SDN controller and the forwarding devices [97] such 

as the OpenFlow interface [98]. Therefore, the separation of data and control 

planes along with the programmable interface could bring many merits to the 

network operators such as improved performance, competitive innovation in 
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network architecture, and a great level of control and operation [94, 99]. In 

addition, SDN can greatly support multi-RAN by providing an improved 

integration of the access technologies, as well as a smooth handover across 

the access technologies for 5G networks [100]. The authors of [101] 

explained that the main advantage of the SDN in 5G lies in its ability to 

provide and create new services and capabilities such as Network Function 

Virtualisation (NFV).  

 

Figure 2.4 SDN architecture 

 

 Network Function Virtualisation (NFV): it is an Information Technology 

(IT) virtualisation technology that aims to alter the way by which the 

network operators architect their networks through consolidating many 
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network functions types onto standard servers [102]. NFV is considered one 

of the key technologies of 5G networks [15]. The definition, advantages, and 

applications of NFV in 5G will be discussed in detail in the next chapter.  

2.4  Optical Networks 

2.4.1  Evolution of Optical networks 

Optical networks have witnessed revolutionary developments since 1841 when 

Daniel Colladon did a crucial turn in optical history by illuminating water jets 

during his lecture on dynamics of fluid [103]. Colladon’s experiment had widely 

opened the doors for the light-guiding competition which continued for years. In the 

summer of 1880 it was announced in NATURE that Alexander Graham Bell had 

made a discovery which would rival the telephone and phonograph [104]. Graham 

Bell and his laboratory assistant, Sumner Tainter, used a sunlight’s beam to convey 

a telephone signal for a distance of 213 meters [105]. Such experiments and 

demonstrations paved the way to the development of optical fibre in 1960s [106, 

107]. 

The deployment of optical fibres in communication networks provides significant 

merits for their high bandwidth capabilities, low attenuation and low loss compared 

with the copper wires. The earlier generation of optical system can be viewed as a 

point-to-point transmission system. In this generation, a single fibre carries a single 

wavelength and all network intelligence functions like routing and switching are 

done in the electrical domain [108]. This requires providing electrical to optical 

(EO) and optical to electrical (OE) converters at each node. This generation had 

introduced the synchronous optical network (SONET) standard in 1988 [109] by the 
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International Telegraph and Telephone Consultative Committee CCITT (now ITU-

T) and its international version (SDH). SONET/SDH provided some key advantages 

over the older telecommunication systems such as simplified multiplexing and de-

multiplexing techniques and multi-vendor equipment interconnection [110].  

The potential bandwidth of a single mode fibre is around 50Tb/s [111]. This data 

rate is unlikely to be fully occupied by a single user. Partial bandwidth utilisation is 

costly and inefficient. Therefore, multiplexing techniques are used to allow optical 

carrier signals from different sources to travel on single optical fibres. Three main 

multiplexing techniques exist in optical networks: wavelength division multiplexing 

(WDM), optical time division multiplexing (TDM), and optical code division 

multiplexing (CDM) [112]. The most promising multiplexing technique is WDM, 

which had been introduced during the mid 1990s. WDM supports the routing 

function in multi wavelength-based networks by either electronic or all optical based 

switching mode. Optical networks with optical routing capabilities could be 

considered as the second generation of optical networks [108].  

When the demands exceed the capacity of an existing optical fibre, multiple 

wavelength signals can share a single optical fibre using WDM techniques. Figure 

2.5 depicts four channels point-to-point WDM system [111]. In this figure, four 

wavelengths sourced by four different sources are multiplexed in a single fibre link. 

The received signal is de-multiplexed at the receiver side and sent to different users. 
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Figure 2.5 Typical four point-to-point WDM system 

 

Many advantages can be provided by the use of WDM technology such as 

scalability, transparency, and fast dynamic provisioning of network connections 

[113]. In terms of network transparency, two kinds of WDM are identified: opaque 

and transparent [114]. The opaque network implies OE and EO conversion where 

the photonic signal is converted to electrical to be processed and converted back to 

the optical form. On the other side, transparent networks eliminate the need for OE 

and EO to process the data whilst the optical devices are used to rely switching and 

multiplexing functions. WDM can supports a combination of different higher layer 

technologies such as SONET/SDH, ATM and IP as well as different bit rates such as 

optical carriers OC-48 and OC-192 as illustrated in Figure 2.6. 
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Figure 2.6 WDM interface 

 

Generally, two WDM techniques are deployed in optical networks: Coarse 

Wavelength Division Multiplexing (CWDM), and Dense Wavelength Division 

Multiplexing DWDM. A small number of wavelengths (less than 10) can be 

multiplexed in a single fibre using CWDM techniques [114] whilst DWDM offers 

multiplexing of huge number of wavelengths (more than 300) in a single fibre [115]. 

The continuous efforts to avoid the electronics bottleneck and overcome the 

needs for OE-EO conversion had led to the introduction of all-optical networks 

(AONs). All-optical network refers to the transparent optical WDM network [116] 

which had opened the doors widely for the third generation of optical systems [117] 

characterised by optical switching techniques. 

2.5  Optical switching techniques 

Researchers’ passion to offer all optical networks and replace the electronic 

switches and routers by all optical elements have led to the introduction of a number 

of optical switching techniques which are summarised as follows: 

2.5.1  Optical circuit switching 

Electrical network elements such as switches and routers are incapable of 

processing the huge data transmitted in the optical domain. Therefore, this challenge 
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has led to the introduction of Optical Circuit Switching (OCS) [118]. Although OCS 

eliminates the need for O-E-O conversion, it has some drawbacks such as the two-

way lightpath reservation [116, 119].  

2.5.2  Optical packet switching 

With the increased use of the Internet and the need for large transmission 

capacity, service providers and network operators have to tackle the large 

consumption of energy and the lack of capacity of the electronic switching and 

routing networks [120, 121]. In contrast to OSC, Optical Packet Switching (OPS) 

was developed to exploit the transmission bandwidth efficiently and decrease the 

latency by providing a connectionless service. 

There are many challenges that stand against the implementation of pure OPS 

such as the absence of optical RAM and the difficulty of implementing optical 

Arithmetic Logic Unit (ALU). Therefore, to implement OPS, the switching process 

must ensure that the processing of the payload and data switching are carried out 

within the optical domain without the need for O-E-O whilst the packet header is 

electronically processed.  

2.5.3  Optical burst switching 

Optical burst switching (OBS) is a hybrid of both OCS and OPS techniques. It is 

a promising technique that combines the advantages of both OCS and OPS and 

eliminates their drawbacks [122, 123]. 

The basic transmission unit in OBS is the “burst” [124]. Bursts are assembled by 

aggregating packets at the source node (ingress) and sent to the destination nodes 

(egress) where they are disassembled to their original packets [125, 126]. There are 

many proposed algorithms for burst aggregation based on the time interval of the 
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aggregation process (time-based aggregation) and the burst size limits (burst-length 

based aggregation). Algorithms based on both factors exist and are referred to as 

burst-length/time based aggregation  [126, 127]. 

2.6  IP over WDM Network 

Packet-based communication is rapidly growing today with the dramatic increase 

in daily use of Internet applications. Various types of packet-based networks such IP 

over WDM networks are deployed to meet the needs for high bandwidth 

communication channels and data rates. The packet header of the complex multi-

layer IP network such as IP over ATM and IP over SDH occupies around 25% of the 

bandwidth [128]. The insufficient bandwidth utilisation of such networks resulted in 

the evolution of the IP over WDM network. 

IP over WDM network is composed of two layers: IP layer and optical layer 

[129, 130]. The IP layer is responsible for services whilst the optical layer is in 

charge of the high bandwidth provisioning. The IP layer consists of a number of 

core routers that aggregate the traffic from end routers. These routers are connected 

to the optical layer. The optical layer is the WDM network which consists of a group 

of optical switches connected to each other through fibre links. For each fibre link a 

pair of multiplexer / de-multiplexer is deployed for wavelength multiplexing/de-

multiplexing [129]. In addition, Erbium-Doped Fibre Amplifiers (EDFAs) are used 

to enable long distance transmission of optical signals. For each optical channel, a 

pair of transponders are provided for end to end lightpath data transmission [131].  

Mainly, there are two approaches for traffic forwarding in IP over WDM 

networks: Bypass and Non-Bypass. In the bypass approach the lightpath avoids 
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passing through the intermediate core routers of the IP over WDM network, unlike 

the non-bypass approach [132]. The IP over WDM network architecture is shown in 

Figure 2.7. 

 

 

Figure 2.7 IP over WDM architecture 

 

2.7  Passive Optical Networks 

Subscriber access network, usually referred to as Access Network (AN), is the 

part of the telecommunication network infrastructure that connects the subscribers to 

the service provider central offices (CO). It is well known as “the Last Mile” or 

“The First Mile” as called by the Ethernet community [133]. Because of the growing 

demand for higher bandwidth, the access network has been considered as a 

bottleneck in the telecommunication network infrastructure that is known as “the 

last mile problem” [134]. Access network providers are making significant 
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investment in fibre-to-the-home technology (FTTH) and broadband wireless access 

to tackle the last mile problem. Among these investments is the Passive Optical 

Network (PON) that is well-known for its cost-efficient capabilities to carry gigabit 

data rates [134].  

 

Figure 2.8 Basic PON architecture 

 

PON networks are attractive to access network providers because of the non-

active elements (passive) in the transmission line [135]. The general architecture of 

PON network is depicted in Figure 2.1 [136]. The PON network consists of three 

elements: the Optical Line Terminal (OLT), the Optical Network Unit (ONU) and 

the Optical Distribution Network (ODN) [137, 138]. OLTs are deployed at the CO 

whilst ONUs are deployed close to the subscribers. Depending on the multiplexing 

techniques, three types of PONs can be identified today [139]; these are: 
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2.7.1  Time Division Multiplexing PON (TDM-PON) 

At the early stages of the work on optical access networks, the Full Service 

Access Network (FSAN) consortium recommended time division multiplexing 

passive optical network TDM-PON in 1990 [140]. This recommendation was 

adopted in 1996 by International Telecommunication Union Standardisation (ITU-

T) as ITU-T G.983.1 and referred to as ATM PON (APON) [139] which is evolved 

to Broadband PON (BPON) [141]. APON and BPON provides data rates of 155 

Mbps for upstream traffic and 622 Mbps for downstream traffic [142]. The TDM-

PON is most popular nowadays among other types of PON because of its cost 

efficiency and feasibility [143]. In 2003, ITU-T ratified new standards for PON 

which were included in the G.984 series of ITU-T recommendation, called Gigabit 

PON (GPON) [144]. GPON supports a mix of ATM, TDM, and Ethernet services 

[144] using Gigabit PON Encapsulation Method (GEM). GPON provides 1.25 Gbps 

downstream data rate and 2.55 Gbps upstream data rate [145]. In 2004, IEEE 

803.2ah group standardised an Ethernet-friendly technology PON called Ethernet 

PON (EPON) [146] which provides 1.25 Gbps data rate in both down and upstream 

[144]. EPON grabbed enormous attention in eastern countries such as Japan, Korea, 

China, and Thailand [139]. In 2007 IEEE 802.3av increased the downstream of 

EPON to 10 Gbps to introduce 10G-EPON which supports two downstream data 

rates of 1 Gbps and 10 Gbps [140] whilst in 2009 10G-EPON improved to support 

asymmetric 10 Gbps for both down and upstream bandwidth as well as 1 Gbps 

upstream  [147]. ITU-T published in 2010 the first generation of 10 Gigabit-capable 

Passive Optical Network (XG-PON1) within the standard G987 to offer 10 Gbps 

downstream and 2.5 Gbps upstream data rates [148]. The standard G987 also refers 
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to a second phase in the development of XG-PON2 to offer symmetric 10 Gbps for 

both up and downstream bandwidths [149]. XG-PON1 and XG-PON are also 

referred to as the Next Generation of PON networks (NG-PON) whilst the letter X 

refers to the Latin number 10 [148]. 

2.7.2  Wavelength Division Multiplexing PON 

Although WDM-PON architecture has been proposed in the mid of 1990s, it has 

not been commercialised yet [150] for many reason among them the high 

installation and maintenance cost [151]. In WDM-PON architecture peer-to-peer 

(P2P) connectivity is achieved via dedicated wavelength channels between the OLT 

and the individual ONUs [147]. As WDM-PON supports multiple wavelength 

channels over single fibre, it provides an excellent scalability. There are a number of 

variations of WDM-PON such as Dense WDM-PON (DWDM-PON) and TDM-

WDM PON (TWDM-PON). WDM-PON is one of the PON architectures that have 

been suggested for the next generation PON (NG-PON) [152].  

2.7.3  OFDM-PON 

OFDM-based PON is considered as an effective paradigm in optical access 

network for its features that meet the NG-PON [153]. OFDM-PON is considered as 

a point to multi-point (P2MP) system with one wavelength for downstream and 

another for upstream [152]. It is one of the concepts that are suggested to realise the 

NG-PON paradigm [149]. 
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2.8  Summary 

This chapter provided a review of 5G networks. It has shed the light on the 

requirements of 5G networks and the key technologies that are suggested to cope 

with these requirements. In addition, this chapter has presented the optical network 

including IP over WDM networks and PON networks. 
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 : Background: 

Network Function Virtualisation, Energy Efficiency, and 

Optimisation Problem Formulation 

3.1  Introduction 

Network function virtualisation has been identified as a solution to the gradual 

ossification of the Internet architecture [154].NFV provides a high degree of 

flexibility, on demand resources allocation, and easy resource management by 

allowing multiple network function to coexist on a same hardware infrastructure. In 

addition, NFV improves the energy efficiency by consolidating more than one 

function on a single hardware [155]. For instance, different processors have different 

cycles and operations per second (CPS/OPS) with different power consumption. 

However, a mobile function that run on low (CPS/OPS) and high power 

consumption processor could be virtualised and run alongside with another virtual 

mobile function on high (CPS/OPS) and low power consumption processor. In 

addition, virtualising mobile core functions and hosting them close to the users will 

reduce the amount of traffic flows in the network toward mobile centre office which 

calls for less traffic induced power consumption. This chapter provides a review of 

virtualisation and network function virtualisation. Also, it makes an important 

review the efforts that have been made so far to improve the energy efficiency in 

5G. In addition, it introduces the approach that is used to formulate and solve the 

optimisation problem. 
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3.2  Virtualisation 

Virtualisation is a technique for hardware abstraction which hides the physical 

resources from other systems and users [156]. In most of the virtualisation 

techniques, the resources abstraction is realised by a software layer that lies between 

the hardware and the operating system which is called Virtual Machine Monitoring 

(VMM) or a hypervisor [157]. The VMM logically divides the hardware platform 

into one or more logical units called Virtual Machines (VMs) [158]. VMs were 

introduced by IBM in 1960s to provide interactive and concurrent access to 

mainframes [159]. The first official VM product was announced by IBM on August 

2, 1972 and it was called VM/370 [160]. 

 

Figure 3.1 Virtualisation principles 

 

 Figure 3.1 illustrates the principles of virtualisation, VMM, and VMs [161]. 

Virtualisation provides flexible resources provisioning by managing and viewing 
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these resources as a pool that provides the user with the exact amount of needed 

resources [162]. The following are among the main benefits of virtualisation:  

 Consolidation: Virtualisation aims to merge and bring workloads together 

on physical platforms to increase the hardware utilisation [163, 164].  

 Reliability and resilience: In virtualisation, each VM is isolated from 

others, which means any failure or breakdown in one VM does not influence 

other VMs. Therefore, virtualisation ensures system operation and function 

availability for users and operators [164, 165]. Failure could be categorised 

into: VM failure, host failure, and link failure [166]. In case of VM failure, 

another VM can migrate and replace the faulty VM whilst in host failure, the 

VM could be migrated to a healthy node. In link failure, either the VM is 

migrated to another node through different link or another VM could be 

triggered to take over the job. Therefore, virtualisation is considered to be a 

reliability and resilience enabler [167]. 

 Cost efficiency: With consolidation characteristics and combined workload, 

virtualisation can reduce the hardware cost [168] by a factor of 29% to 64% 

[165]. 

 Energy efficiency: Energy efficiency is one of the main concerns in both 

industry and academia. According to the authors of [169], the Information 

and Communications Technology (ICT) contributes around 2-4% of the total 

carbon footprint produced by human activities. Accordingly, a number of 

techniques have been suggested and adopted in the literature to confine the 

expected growth in power consumption and virtualisation among these 

techniques. Virtualisation and NFV contribute to the energy-efficiency 
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through two main ways: (1) function abstraction and virtualisation, and (2) 

VM consolidation in a single hardware. In function abstraction and 

virtualisation, a mobile function that runs on high power consumption and 

low number of cycles per second processor could be virtualised and run 

alongside with another virtual mobile function on low power consumption 

and high number of cycles per second processor. Consolidation is a 

technique that reduces the number of active physical machines by packing 

virtual machines into one physical machine. However, consolidation reduces 

the number of active physical machines which calls for less power 

consumption. 

According to [170] and [171], virtualisation can improve the energy 

efficiency of servers by packing more than one VM in one sever. In [172], 

the authors optimised virtual network embedding and the placement of VMs 

and contents in distributed clouds to minimise the energy consumption in IP 

over WDM networks. 

3.2.1  Types of Virtualisation: 

As alluded earlier, virtualisation is not a new concept, in fact it was traced back to 

the 1960s. Since that time, virtualisation has been adopted in many sectors and it 

gave birth to new technologies such as “Cloud Computing”. In computer science, 

virtualisation played a very important role where “memory virtualisation” in the 

1970s was the first adoption of the virtualisation concept in computers as the 

memory was the most expensive part of the computers at that time [173]. The 

virtualisation of computer memory inspired researchers to look forward to 



35 

 

virtualising other parts of the computer which resulted in different flavours of 

virtualisation. The following are among the main types of virtualisation: 

3.2.1.1  Storage virtualisation 

In storage virtualisation, multiple physical storage devices are pooled into a 

single virtual storage resource that is centrally managed. The resulting storage 

resources appear as one logical disk for users, machines, or operating systems [164, 

174] as shown in Figure 3.2. Storage virtualisation simplifies the storage 

administration, for instance, the administrators are able to compensate the amount of 

storage for each user online, which means there is no need for power cycle 

(OFF/ON) in order to manage the storage capacity like in conventional storage units 

[175]. 

 

Figure 3.2 Storage virtualisation 
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3.2.1.2  Network Input-Output (I/O) virtualisation  

This is a member of I/O virtualisation (IOV) family which aims to virtualise the 

Network Interface Card (NIC). Network I/O virtualisation plays a significant role in 

cost saving, performance improvement, and managements of servers [176]. With 

aggregation (bonding) capabilities provided by IOV, where one logical network 

interface can combine multiple physical interfaces [177]. Network bridging and 

bonding are strongly exploited by VMs for network IOV. VMs can have more than 

one virtual network interface card (VNIC) that communicate with outer network 

through bridging whilst bonding aggregates the physical NICs to provide an 

aggregate logic to the VMs as shown in Figure 3.3 [178].  

 

 

Figure 3.3 NIC, VNIC A) Bridging, B) Bridging and Bonding 
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3.2.1.3  Operating system virtualisation:  

In operating system virtualisation; or as it is known sometimes as “a container-

based virtualisation” [179], multiple isolated user-space instances (or containers) are 

permitted to run on the top of the host operating system and interact with 

applications through a set of libraries.  These libraries are provided by the containers 

to delude the applications that they are running on their dedicated machines [180].  

The design of operating system virtualisation is schematically depicted in Figure 3.4 

[181].  

 

 

Figure 3.4 OS virtualisation 

 

3.2.1.4  Application virtualisation 

The growing needs to improve the security and availability of IT services and to 

deliver applications in any-device anywhere results in introducing application 

virtualisation [182]. In application virtualisation, the applications are encapsulated 

into containers along with a set of system files associated with these application in 

order to provide isolation and portability to these applications across different 
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computers [183, 184]. The application virtualisation basic concept is illustrated in 

Figure 3.5 [185].  

 

 

Figure 3.5 Application Virtualisation concept 

 

3.2.2  Network Function Virtualisation 

In October 2012, an Industry Specification Group (ISG) within the European 

Telecommunication Standards Institute (ETSI) published a white paper at “SDN and 

OpenFlow World Congress” conference in Darmstadt-Germany titled “Network 

functions virtualisation: An introduction, benefits, enablers, challenges and call for 

action” [102]. Later in November 2012 ISG NFV was founded within ETSI to 

become the home of the industry specification group for NFV [186]. NFV aims to 

consolidate many network equipment types onto standard IT servers, network 

elements, and storage that could be located anywhere in the network [102]. Simply, 
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NFV converts the network function from hardware-based functions to software-

based function as shown in Figure 3.6. 

 

 

Figure 3.6 NFV concept 

 

Network function virtualisation has been identified as a promising technology to 

improve the network service in the existing networks. Since it allows multiple 

heterogeneous network architecture to share the physical resource, NFV provides 

service flexibility and increases the network service scalability [187]. NFV is still in 

its infancy compared with other techniques such as server virtualisation which has 

enabled notable computing functions efficiencies to the benefit of the service 

providers. Therefore, in few years NFV is expected to bring all the benefits of other 

virtualisation techniques to the world of networking. 
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Researchers in both academia and industry embraced NFV at unprecedented 

speed although it is still at its early stages. This resulted in enormous work that 

could be categorised into three groups: 

The first group of researchers were concerned with NFV reviews and surveys 

such as the work done in [155] where the authors compared NFV with other fields 

such as SDN and cloud computing and reviewed a number of research activities and 

suggested combining them.  

The second group of researchers were concerned with integrating NFV with other 

paradigms such as the authors of [188]. They illustrated that due to the highly 

specialised hardware, interfaces, and control of the optical devices, the classical 

optical networks are becoming inefficient regarding the scalability and resource 

utilisation. They explained the need for flexible and programmable optical devices 

that are introduced by the combination of NFV and SDN to tackle the scalability and 

resource utilisation problems in optical networks. On the other side, the authors of 

the [189] showed in their work that the optical/electrical/optical OEO conversion 

can be effectively minimised in optical data centres by the employment of NFV 

chaining. 

The last group of researchers were concerned with algorithms development for 

NFV such as NVF placement, migration and scheduling such as the authors of 

[190]. They developed a distributed orchestrator prototype in order to manage the 

virtual infrastructure in highly dynamic networks and services where the virtual 

nodes and links are added and removed according to the traffic and service requests.  
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Apart from these categories or the way the researchers introduced their ideas or 

tackled the problems; they all agreed that the deployment of NFV will bring many 

merits. In optical networks, the authors of [191] elaborated the implementation 

challenges of joint scheduling of computing and network resources in grid 

computing over optical network. They proposed a virtual optical network framework 

to tackle the joint scheduling challenges. In [192] the authors applied the concept of 

network virtualisation to the optical network of the data centres and they elaborated 

that the optical network virtualisation provides the data centres users with  high data 

rate, low latency, and on demand service provisioning. 

There are also opportunities for introducing NFV in 5G networks. The authors of 

[193] focused in their work on improving the Quality of Experience (QoE) of the 5G 

users. They proposed a video quality assessment method (VQA) as a virtualised 

network function to tackle the quality degradation caused by the small cells 

backhaul bottleneck. They used Long Term Evolution (LTE) infrastructure to 

evaluate the proposed virtualised VQA method. In [20] the authors proposed a 

hierarchal layered SDN architecture for 5G networks. In this architecture, the 

hardware functionalities of the baseband computation are provided as NFV and are 

pooled in a centralised architecture. In addition, the multiple remote radio head 

(RRH) in this architecture are connected to the baseband unit pool by a virtualised 

radio aggregation units (RAU). On the other side, the author of [194] proposed NFV 

for the mobile core of the future 5G networks. They explained that the mobile core 

network experiences scalability limitations as it is populated by hardware-based 

functions. Therefore, to cope with these limitations, the mobile core functions need 

to be freed from the hardware bands. To do so, NFV was suggested to mitigate the 
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dependency on the hardware. In [195] the authors suggested an integrated 

NFV/SDN orchestrator for dynamic backhaul deployment on a multi-layer optical 

network to support a number of mobile operators to flexibly manage and expand 

their network on a unified architecture. In their proposal, they virtualised the mobile 

core network and provided it as a virtual network function VNF to support a number 

of mobile network operators (MNO) with different services requirements. In 

addition, they virtualised the control plane of the SDN that controls the provisioning 

of backhaul network resources to the mobile operators. The authors in [196] 

explained that the current mobile networks suffer from lack of elasticity to deal with 

the highly dynamic traffic which might result in resources wastage. They proposed 

NFV as a credible enabler to tackle the elasticity problem in the mobile networks 

and they provided the mobility and management entity (MME) as a VNF. They 

carried out a scalability analysis to the virtualised MME to determine the minimal 

number of VMs required at the data centre to ensure the required system response 

time is satisfied.  

3.3  Energy efficiency 

As alluded earlier, 5G networks will serve an enormous number of devices 

providing them with ubiquitous connectivity, high data rate and low latency. By 

2020 there will be around 50 billion connected devices [48] including IoT devices. 

The vision is to have a connected society where everything is connected to the 

Internet even possibly cows and shoes [197]. In order to serve such a huge number 

of connected devices, the capacity provided by 5G networks is required to be 1000 

times higher than the capacity provided by the current networks [198].  To achieve 
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such an ambitious goal, a revolutionary architecture for the next generation of 

mobile networks is needed. However, bandwidth-hungry applications and massive 

number of connected devices call for increase in the power consumption in 5G 

networks. Therefore, energy efficiency is among the primary concerns in the design 

and operation of future 5G networks. 

There are many studies around the world that focus on improving the energy 

efficiency in 5G networks. These studies can be grouped into main four categories 

[80] listed as follows 

3.3.1  Energy harvesting related research 

The process of harvesting the energy from natural resources to operate the 

communication system is a promising approach to enable the mobile networks to be 

run on clean and renewable energy sources. The authors of [199] investigated green 

energy enabled mobile networks and they focused in their work on powering the 

mobile base stations on green power. They elaborated how to design green energy 

powered base stations and how to optimise their resource management. The authors 

of [200] developed an algorithm that integrates an intelligent renewable energy 

system with renewable energy-based ON/OFF mechanism for the network base 

stations in order to save energy consumption.  

3.3.2  Network planning and deployment 

Network planning and deployment aim to ensure that the future mobile network 

is able to cope with the implications of the huge number of connected devices where 

the energy efficiency is among these implications.  

Adding more cells to the mobile network in order to increase the network 

capacity (network densification) is one of the promising approaches in 5G to cope 
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with the large number of users. In the current mobile network, network densification 

is based on the deployment of small cells in the coverage of macro-base stations. 

However, as macro-base stations consume high power, the vision in 5G is to 

drastically increase the number of heterogeneous energy-efficient infrastructure 

nodes such as femto and picocells and eliminate the macro-base stations.  Network 

densification reduces the distances between the users and the small base stations 

(femto and pico base stations) which ultimately results in low transmission power 

consumption. The major challenge of network densification is interference.  This 

challenge was discussed and addressed in the work in [201] where the authors 

analyse the trade-off  between energy efficiency and interference. 

Other key technologies to boost the energy-efficiency in 5G mobile networks are 

traffic offloading techniques such as device-to-device (D2D) communication 

techniques and local caching techniques. The authors of [202] proposed an approach 

to improve the D2D communication through a resource allocation scheme to 

optimise the terminals battery life. The authors of [203] developed an auction based 

algorithm for D2D communication to improve the energy efficiency. In this 

algorithm, the devices act as bidders for channel resources whilst the cellular 

network acts as the auctioneer.    

3.3.3  Resources allocation 

The system radio resources allocation is considered a promising technique to 

increase the energy efficiency in mobile networks [82]. In [204] the authors 

proposed an energy-efficient resource allocation algorithm that optimises the power 

allocation and channel allocation separately for IoT in 5G networks. 
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3.3.4  Hardware solution 

Hardware-based energy efficient solutions include a broad category of 

approaches such as energy efficient design of power amplifiers and hardware 

virtualisation. Virtualisation in computing has showed the network operators and 

service providers how the abilities of hosting multiple VMs onto a single standard 

server can improve the energy efficiency. Importing the same concept to 

networking, instead of having only one network function in a single physical device, 

this device could have several virtual network function (VNF). Virtualisation is one 

of the enabling technologies in 5G networks that can improve the energy efficiency 

[205]. The authors in [206] proposed a workload consolidation framework using 

virtualised general purpose processors in the radio access cloud to minimise the 

power consumption in radio access networks.   

3.4  Mixed Integer Linear Programming (MILP) and Network 

Modelling Problem 

3.4.1  Mixed Integer Linear Programming (MILP) 

Linear Programming (LP) is a mathematical optimisation technique and a special 

case of mathematical programming [207]. It is one of three classes of constrained 

optimisation (linear, non-linear, and integer) where all its mathematical expressions 

(equations and inequalities) are linear [208] as its name implies. The standard form 

of linear programming model generally comprises four constituents: 

 The optimisation outcome typified by the objective function where the 

optimisation problem seeks to minimise or maximise it depending on 

whether the model outcome is a cost or a reward;  
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 Model variables where their values represent the feasible solution of the 

objective function when all the constraints are met and optimal solution 

if they are the best objective values [209]. When one of these variables is 

a non-integer, the optimisation technique is called Mixed Integer Linear 

Programming (MILP);  

 Set of linear mathematical expressions (equations and inequalities) 

known as constrains that draw the shape of feasible region of solution 

(polyhedron region); 

 Variables’ boundaries that control the upper and lower limits of each 

variable in the model.  

To put all these constituents together in a problem formulation, consider the 

following problem [210, 211] 

Objective function 

𝑧 = 𝑐𝑇 ∙ 𝑥 
(3.1) 

Subject to constraints 

𝐴 ∙ 𝑥 ≥ 𝑏 
(3.2) 

and non-negativity constraints 

𝑥 ≥ 0 
(3.3) 

where: 

z is the objective function 

𝑐𝑇is the transport vector of the cost / reward coefficients vector given by 
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𝑐 =

[
 
 
 
 
𝑐1

𝑐2
𝑐3

⋮
𝑐𝑛]

 
 
 
 

 
(3.4) 

x is the vector of decision variables given by 

𝑥 =

[
 
 
 
 
𝑥1

𝑥2
𝑥3

⋮
𝑥𝑛]

 
 
 
 

 
(3.5) 

A is the constraint matrix given by 

𝐴 = [

𝑎11 𝑎12 … 𝑎1𝑛

𝑎21

⋮
𝑎𝑚1

𝑎22 … 𝑎2𝑛

⋮   ⋮   ⋮
𝑎𝑚2 … 𝑎𝑚𝑛

] 
(3.6) 

b is the right-hand side vector which represents the minimal requirement to be 

satisfied and is given by 

𝑏 =

[
 
 
 
 
𝑏1

𝑏2

𝑏3

⋮
𝑏𝑛]

 
 
 
 

 
(3.7) 

Whilst there are many approaches to solve constrained optimisation problems, 

systematic approaches are used to solve linear programming problems due to 

convexity of these problems. The most known approach among these approaches is 

Branch-and-Bound (B&B) approach [212, 213]. B&B as a systematic approach is a 

methodological approach that repeatedly and intelligently searches the polyhedron 

region of all feasible solutions. The B&B approach repeatedly divides the 

polyhedron region into smaller subsets. The upper or lower bound is calculated each 

time within each subset and any subset that exceeds the cost / reward of a feasible 
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solution is excluded. Once there is a feasible solution whose cost /reward does not 

exceed the bound of any subset, then the partitioning process halts. It is worthy to 

mention that B&B is referred to by different names such as divide and conquer, 

implicit enumeration, or separation and evaluation. 

3.4.2  Network Modelling Problem  

In communication networks, there are many ways to formulate the network 

optimisation problem using linear programming. In this work, we use node-link 

formulation to design the models. In this formulation both demands and links are 

usually directed, and the total link flow is considered on each link. The total traffic 

flow leaving a node minus that entering a node is considered zero except at the 

source and destination nodes [214]. The nodes between each two end nodes of a 

considered demand are referred to as intermediate or transit nodes. For each 

intermediate node in the considered demand, the link flow enters the node from the 

incoming links and are sent out on the node outgoing link. In other words, the total 

link flow at the incoming links equals to the total flow at the outgoing links for each 

intermediate node of the considered demand and this is called flow conservation 

law. According to that, if the node is the source node of the considered demand, then 

the demand volume is equal to the total outgoing flow, whilst it equals to the total 

incoming flow if the node is a sink node.  
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a) Demand flow from node 1 to node 2 

 

 

b) Demand flow from node 1 to node 3 

 

 

c) Demand flow from node 2 to node 3 

 

Figure 3.7 Demand flows example in three nodes network 
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To illustrate the node-link formulation, consider a three node network shown in 

Figure 3.7 with three demand volumes: from node 1 to node 2 (𝜆12), from 1 to node 

3 (𝜆13) and from node 2 to node 3 (𝜆23). By applying flow conservation at node 1 

for demand volume 𝜆12 and using the convention that anything which goes into the 

node is negative and anything that leaves is positive, the following equation is 

obtained: 

−𝜆12 + 𝜆12,13 + 𝜆12,12 − 𝜆12,31 − 𝜆12,21 = 0 
(3.8) 

where: 

𝜆12,13 is the demand volume from node 1 to node 2 that flows through the link 

from node 1 to node 3; 

𝜆12,12 is the demand volume from node 1 to node 2 that flows through the link 

from node 1 to node 2; 

𝜆12,31 is the demand volume from node 1 to node 2 that flows through the link 

from node 3 to node 1; 

𝜆12,21 is the demand volume from node 1 to node 2 that flows through the link 

from node 2 to node 1; 

𝜆12 is the total demand volume from node 1 to node 2. 

The following equations are obtained by applying flow conservation at both node 

2, and 3 for the demand volume 𝜆12 

at node 2 

−𝜆12,12 − 𝜆12,32 + 𝜆12 + 𝜆12,21 + 𝜆12,23 = 0 
(3.9) 
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at node 3 

−𝜆12,13 − 𝜆12,23 + 𝜆12,32 + 𝜆12,31 = 0 
(3.10) 

For the demand volume 𝜆12, note that node 1 is the source node, node 3 is an 

intermediate node, whilst node 2 is the sink node. Therefore: 

𝜆12,21 = 𝜆12,31 = 𝜆12,23 = 0 
(3.11) 

and the previous flow conservation equations at nodes 1, 2, and 3 for the demand 

volume 𝜆12 could be rewritten as: 

𝜆12,12 +𝜆12,13

−𝜆12,13 +𝜆12,32

−𝜆12,12 −𝜆12,32

     
= 𝜆12

= 0
= −𝜆12

 
(3.12) 

By using the same methodology, the system equations could be written for the 

demand volumes 𝜆13 as 

𝜆13,12 +𝜆13,13

−𝜆13,12 +𝜆13,23

−𝜆13,13 −𝜆13,23

     
= 𝜆13

= 0
= −𝜆13

 
(3.13) 

and for the demand volume 𝜆23 

𝜆23,21 +𝜆23,23 =

−𝜆23,21 𝜆23,13 =

𝜆23,13 −𝜆23,23 =
     

𝜆23

0
−𝜆23

 
(3.14) 

Assume that each undirected link has two arcs, and the demand flows in one of 

these two arcs only. Hence, we can add extra constraints to the model by considering 

the capacity of each link as in Figure 3.8. If the capacity of the link from node 1 to 

node 2 is 𝑐, then the capacity constraint is expressed as: 
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𝜆12,12 + 𝜆13,12 ≤ 𝑐12 
(3.15) 

 

 

By writing the analogous inequalities for other links in the network and putting 

everything together, we will have the following system model: 

𝐹 = 𝜆12,12 + 𝜆12,13 + 𝜆12,32 + 𝜆13,12 + 𝜆13,13 + 𝜆13,23 + 

𝜆23,21 + 𝜆23,13 + 𝜆23,23 (3.16) 

where F is the model objective function to be minimised (here as it is the cost of 

routing traffic in the network) 

subject to  

𝜆12,12 +𝜆12,13 = 𝜆12

−𝜆12,13 +𝜆12,32 = 0

−𝜆12,12 −𝜆12,32 = −𝜆12

𝜆13,12 +𝜆13,13 = 𝜆13

−𝜆13,12 +𝜆13,23 = 0

−𝜆13,13 −𝜆13,23 = −𝜆13

𝜆23,21 +𝜆23,23 = 𝜆23

−𝜆23,21 +𝜆23,13 = 0

−𝜆23,13 +𝜆23,23 = −𝜆23

𝜆12,12 +𝜆13,12 ≤ 𝑐12

𝜆12,13 +𝜆13,13 ≤ 𝑐21

𝜆23,13 ≤ 𝑐13

𝜆13,23 +𝜆23,23 ≤ 𝑐23

𝜆13,23 ≤ 𝑐32

 
(3.17) 

and all 𝜆 are none negative 
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Figure 3.8 Link capacity example in three nodes network 

 

3.4.3  Optimisation Modelling Languages 

There exists a large number of programming languages that can be used to model 

and solve optimisation problems. There are several modelling language providers 

that have developed modelling and optimisation languages such as Advanced 

Interactive Multidimensional Modelling System (AIMMS) and Optimisation 

Programming Language (OPL). A List of modelling languages and their providers 

could be found in [215]. In this work, A Mathematical Programming Language 

(AMPL) is exploited to model the optimisation problems for generality of its syntax 

and the similarity of its statements to the modeller’s algebraic notation [216]. The 

AMPL programme user feeds their codes and data into the software and the software 

convert the codes into an intermediate file that can be read by a solver. A solver is a 

mathematical software which reads the intermediate file and applies an appropriate 

algorithm. There exist many options of solvers such as GNU Linear Programming 

Kit (GLPK) [217], Coin-or Branch and Cut (CBC) [218], and the widely used IBM 

CPLEX [219]. In this thesis CPLEX is used as the MILP optimisation problem 

solver. 
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3.5  Summary 

This chapter gave a review of virtualisation and Network Function Virtualisation 

(NFV). The concept of virtualisation and its types were introduced in this chapter. 

This chapter also has discussed the emergence of NFV and reviewed the work 

concerned with the deployment of NFV in 5G. A review of the current research 

efforts undertaken to enhance the energy efficiency in 5G has also been presented. 

Finally, an overview of the optimisation tools of linear programming and their use in 

network optimisation was presented in this chapter.   
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A Framework for Energy Efficient NFV in 5G Networks 

4.1  Introduction 

As alluded to earlier, network function virtualisation is an emerging IT 

technology that transfers the hardware-dedicated function to a software that can be 

run on virtualised computational environments. In other words, NFV separates the 

hardware based function from its underlying hardware and converts it to a software-

based function that can be run on emulated hardware. This definition implies that the 

available resources of physical machines can be shared by more than one virtual 

machine [102, 220]. 

Several critical benefits can be provided by the concept of NFV when this 

concept is brought under the roof of 5G [15] such as scalability, high level of 

flexibility, efficient utilisation of network resources, cost and power reduction [221, 

222], and on demand allocation of network resources [31]. A number of functions in 

the mobile network can be implemented by virtual machines and provided on 

demand. NFV can be deployed in both mobile core networks and radio access 

networks (RAN) [220]. Nevertheless, RAN has drawn the interest of the network 

operators and service providers, as it is the highest energy consuming part of the 

network [79]. Therefore, by consolidating as many RAN functions as possible in 

standard hardware using NFV, power consumption in the access network can be 

reduced. 

This chapter introduces a framework for designing an energy efficient 

architecture for 5G mobile network function virtualisation. In the proposed 
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architecture, the main functionalities of the mobile core network are virtualised and 

provisioned on demand. In addition, the function of baseband processing of the 

mobile base station “eNodeB” is virtualised and offloaded from the mobile radio 

side. The capabilities of gigabit passive optical networks have been leveraged as the 

radio access technology to connect the remote radio head to the new virtualised 

BBU. IP over WDM network is considered as a backbone networks. IP over WDM 

and PON nodes (ONU and OLT) are considered as the hosts of virtual machine 

where network function will be implemented. Mainly two scenarios are investigated: 

virtualisation in PON and virtualisation in PON and IP over WDM network. The 

main key is that virtualisation contributes to the energy-efficiency through two main 

ways: (1) function abstraction and virtualisation, and (2) VM packing in a single 

hardware. In function abstraction and virtualisation, a mobile function that runs on 

high power consumption and low number of cycles per second processor could be 

virtualised and run alongside with another virtual mobile function on low power 

consumption and high number of cycles per second processor. Consolidation or 

packing VMs is a technique that reduces the number of active physical machines by 

packing virtual machines into one physical machine. However, consolidation 

reduces the number of active physical machines which calls for less power 

consumption. Therefore, by selecting a proper location to host a VM the energy 

efficiency could be improved. 

4.2  NFV in 5G networks 

In the literature, a number of studies has investigated NFV deployment in mobile 

networks; however, only a few focused on saving energy. The authors of [15] and 
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[223] have shown that the deployment of NFV in 5G will resiliently support the 

functional demands and the implementation of new and more network services. The 

authors of [224] have shown that some of the 5G networks’ requirements and needs 

could be met by the integration of a software defined network (SDN) with NFV. To 

verify this, they have proposed an SDN and NFV integration-based architecture and 

deployed it on a testbed. Building upon the management point of view, the authors 

of [225] have argued that the deployment of NFV in 5G towards the edge cloud 

could bring many merits to both virtual and traditional operators as well as network 

users. 

According to the third generation partnership project (3GPP) the latest mobile 

core network is the evolved packed core (EPC) [226]. There are four main functions 

in the EPC [227, 228] illustrated in Figure 4.1: the packet data network gateway 

(PGW), the serving gateway (SGW), the mobility and management entity (MME), 

and the policy control and charging role function (PCRF). 

On the other hand, the evolved node base station (eNB), which represents the 

RAN of the current mobile system, consists of two entities: Base Band Unit (BBU) 

and Remote Radio Unit (RRU), as shown in Figure 4.1. 
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Figure 4.1 Evolved Packet System Architecture 

 

In this chapter, an optical-based framework is introduced for energy efficient 

NFV deployment in 5G networks. In this framework, the functions of the four 

entities of mobile core network are virtualised and provided as one virtual machine, 

which has been dubbed “core network virtual machine” (CNVM). For the radio 

access side, the BBU and RRU are split up and the function of BBU is virtualised 

and provisioned as a “BBU virtual machine” (BBUVM). Consequently, the wireless 

access network of the mobile system will encompass only the RRU units that remain 

after the RRU-BBU decoupling. RRU has been called “RRH” as in a number of 

studies after it has been separated from BBU, such as in [29, 229, 230]. The traffic 

from CNVM to RRH is compelled to pass through BBUVMs for baseband 

processing, as in Figure 4.2. Moreover, the capabilities of Passive Optical Network 

(PON) are leveraged as an energy-efficient access network to connect the IP over 
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WDM network to RRH nodes, and to typify the wired access network of our 

proposed system. In addition to this, the PON is linked to an IP over WDM network, 

which acts as the backbone of the proposed architecture. Figure 4.3 shows three 

locations that can accommodate virtual machines (VMs) of any type (BBUVMs or 

CNVMs), which are ONU, OLT, and the IP over WDM nodes. For simplicity, the 

nodes where the hosted servers are accommodated are referred to as “Hosting 

Nodes”.  
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Figure 4.2 The proposed architecture for NFV in 5G 
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Figure 4.3 The candidate location for hosting virtual machines in the proposed 

architecture 

The hosting nodes (ONU, OLT and IP over WDM nodes) might host one VM or 

more than one VM of the same or different types, bringing forth the creation of 

small clouds, or “Cloudlets”. Therefore, the proposed architecture will provide an 

agile allotment of services and processes through a flexible distribution of VMs over 

the optical network (PON and IP over WDM network), which is one of the main 

concerns of this work in minimising the total power consumption. Based on this 

architecture, an MILP formulation has been developed with the overall aim of 

minimising power consumption. 

4.3  MILP model for Energy Efficient NFV in 5G 

An MILP model for energy efficient virtualisation in 5G networks has been 

developed to minimise the total power consumption associated with the RRH 

requests and optimise the location of the virtual machines. Two different virtual 

machine types have been considered: mobile core network functions virtual 
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machines (CNVMs) and BBU functions virtual machines (BBUVMs). The power 

consumption of a virtual machine is modelled as a function of the normalised 

workload. In modelling the power consumption of the network, four power-

consuming parts have been considered: IP over WDM network, PON, RRH, and the 

processing clouds power consumption. 

The following indices, parameters, and variables are defined Table 4.1, Table 4.2 

and Table 4.3 respectively to represent the developed model: 

Table 4.1 MILP model indices 

Indices Comments 

𝑐 Index of a core network virtual machine CNVM 

𝑏 Index of a baseband unit virtual machine BBUVM 

𝑟 Index of a remote radio head node RRH 

ℎ, 𝑢, 𝑣 Indices of the nodes that may host any virtual machine.  

𝑥, 𝑦 Indices of any two nodes in the network  

𝑠, 𝑑 
Indices of source and destination nodes in the IP layer of the IP 

over WDM network 

𝑖, 𝑗 
Indices of any two nodes in the IP layer of the IP over WDM 

network 

𝑚, 𝑛 
Indices of any two nodes in the physical fibre link of the optical 

layer of the IP over WDM network 

 

Table 4.2 MILP model parameters 

Parameters Comments 

𝑇𝑁 Set of total nodes 

𝑅𝐻 Set of RRH nodes 

𝑂𝑁𝑈 Set of ONU nodes 

𝑂𝐿𝑇 Set of OLT nodes 

𝑁 Set of IP over WDM nodes 
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𝑁𝐵𝑥 Set of neighbours of 𝑥 

𝑁𝑁𝑚 
Set of neighbours of 𝑚 in the physical layer of the IP over WDM 

network 

𝐵𝐵𝑈𝑉𝑀 Set of BBU virtual machines 

𝐶𝑁𝑉𝑀 Set of mobile core network CN virtual machine 

𝐻 Set of hosting nodes (ONU ∪ OLT ∪ N) 

𝐿𝐵𝑏𝑟 Traffic from the BBUVM 𝑏 to the 𝑅𝑅𝐻 node 𝑟 

𝐿𝐶𝑐𝑏 Traffic from the CNVM 𝑐 to the BBUVM 𝑏 

𝛽 Large number 

𝐵𝐵𝑈𝑣𝑚𝑊𝐿𝑏 The normalised workload of the BBUVM 𝑏 

𝐶𝑁𝑣𝑚𝑊𝐿𝑐 The normalised workload of the CNVM 𝑐 

𝑂𝐿𝑐ℎ𝑃 OLT chassis power consumption 

𝑂𝐿𝑢𝑝𝑃 OLT uplink card power consumption 

𝑂𝐿𝑝𝑜𝑛𝑃 OLT PON card power consumption 

𝑂𝐿𝑠𝑤𝑃 OLT switching card power consumption 

𝑂𝐿𝑇𝑐𝑎𝑝 OLT switching capacity 

𝑂𝑁𝑇_𝑀𝑃𝐶ℎ 

OLT maximum power consumption calculated as 𝑂𝐿𝑇_𝑀𝑃𝐶ℎ =

(𝑂𝐿𝑐ℎ𝑃 + 2 ∙ 𝑂𝐿𝑢𝑝𝑃 + 16 ∙ 𝑂𝐿𝑝𝑜𝑛𝑃 + 2 ∙ 𝑂𝐿𝑠𝑤𝑃) 

This calculation is based on the OLT rack configuration [231] 

[Ref]. 

𝑂𝐿𝑇𝑒𝑝𝑏 
OLT energy per bit calculated as: 

 𝑂𝐿𝑇𝑒𝑝𝑏 = (𝑂𝐿𝑇_𝑀𝑃𝐶ℎ − 𝑂𝐿𝑐ℎ𝑃) 𝑂𝐿𝑇𝑐𝑎𝑝⁄  

𝑂𝑁𝑈_𝑀𝑃𝐶ℎ ONU maximum power consumption 

𝑂𝑁𝑇𝑐𝑎𝑝 ONU switching capacity (Gbps) 

𝑂𝑁𝑈𝑒𝑝𝑏 
ONU energy per bit calculated as 𝑂𝑁𝑈𝑒𝑝𝑏 =
𝑂𝑁𝑈_𝑀𝑃𝐶ℎ 𝑂𝑁𝑇𝑐𝑎𝑝⁄  

𝑟𝑟𝑢𝑃𝐶 RRH power consumption 

𝑆𝑚𝑎𝑥𝑃𝐶 Cloud VM server maximum power consumption 

𝑆𝑀𝑊𝐿 Cloud VM server maximum normalised workload 

𝑆𝑒𝑝𝑏 Cloud VM server energy per bit 

𝐶𝑠𝑤𝐶 Cloud LAN switch capacity 

𝐶𝑟𝐶 Cloud LAN router capacity 

𝐶𝑠𝑤𝑃𝐶 Cloud LAN switch power consumption 
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𝐶𝑟𝑃𝐶 Cloud LAN router power consumption 

𝑅𝑑 Cloud LAN redundancy factor 

𝐶𝑠𝑤𝐸𝑃𝐵 Cloud LAN switch energy per bit calculated as 𝐶𝑠𝑤𝑃𝐶 𝐶𝑠𝑤𝐶⁄  

𝐶𝑟𝐸𝑃𝐵 Cloud LAN router energy per bit calculated as 𝐶𝑟𝑃𝐶 𝐶𝑟𝐶⁄  

𝐵 Capacity of the wavelength channel (Gb/s) 

𝑊 The number of wavelengths per fibre 

𝑅𝑃𝑃𝐶 IP over WDM router port power consumption 

𝑃𝑇 Transponder power consumption 

𝑃𝑀𝐷 Power consumption of the MUX and DMUX 

𝑃𝐸 EDFA power consumption 

𝑆 Maximum span distance between EDFA 

𝐷𝑚𝑛 Distance between node pair (𝑚, 𝑛) in the IP/WDM network 

𝐴𝑚𝑛 

Number of EDFA between node pair (𝑚, 𝑛) in the IP/WDM 

network calculated as: 

𝐴𝑚𝑛 = ((𝐷𝑚𝑛 𝑆⁄ ) − 1) + 2      ∀𝑚, 𝑛 ∈ 𝑁 

 

 

Table 4.3 MILP model variables 

Variables Comments 

𝐿𝐵ℎ𝑏𝑟 Traffic from the BBUVM 𝑏 hosted in node ℎ to the RRH node 𝑟 

𝛾ℎ𝑏 Binary indicator, set to 1 if the BBUVM 𝑏 is hosed in node ℎ 

𝐿𝑅ℎ𝑟 Traffic from the BBUVM hosted in node ℎ to the RRH node 𝑟 

𝐿𝐶ℎ𝑐𝑏 
Traffic from the CNVM 𝑐 hosted in the hosting node ℎ to the 

BBUVM virtual machine 𝑏 

𝛾ℎ𝑐 Binary indicator, set to 1 if the CNVM 𝑐 is hosted in the node ℎ 

𝑖𝑛𝑡𝐼𝑁𝐷𝑢𝑏𝑣𝑐 

Binary indicator, it is set to 1 if the BBUVM 𝑏 is hosted in the 

node 𝑢 and the CNVM 𝑐 is hosted in the node 𝑣 

𝐷𝑈𝑀𝑢𝑏𝑣𝑐 The complement of 𝑖𝑛𝑡𝐼𝑁𝐷𝑢𝑏𝑣𝑐 

𝑖𝑛𝑡𝐿𝑠𝑑  Traffic from 𝑠 to 𝑑 in IP/WDM network due to BBUVMs 
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𝐿𝑅𝑥𝑦
ℎ𝑟 Traffic from node ℎ to node 𝑟 traversing the link (𝑥, 𝑦) 

𝑒𝑥𝑡𝐿𝑠𝑑 Traffic from 𝑠 to 𝑑 in IP/WDM network due to CNVMs 

𝐿𝑠𝑑 Total traffic from the node 𝑠 to the node 𝑑 in the IP/WDM network 

𝐿𝐷𝑢𝑣 
Traffic from the hosting node 𝑢 to the hosting node 𝑣 due to 

CNVMs 

𝐿𝐷𝑥𝑦
𝑢𝑣 

Traffic from the hosting node 𝑢 to the hosting node 𝑣 due to 

CNVMs 𝑑traversing the link (𝑥, 𝑦) 

𝛾ℎ𝑏𝑟 
Binary indicator, set to 1 if the BBUVM 𝑏 is hosted in hosting 

node ℎ to serve the RRH node 𝑟 

𝐵𝐵𝑈𝑃𝐶 Total power consumption of the BBUs 

𝑂𝐿𝑇𝑝𝑐 Total power consumption of OLTs 

𝑂𝑁𝑈𝑝𝑐 Total power consumption of ONUs 

𝐶𝐿𝐷𝑊𝐿𝑐 Total normalised workload of the cloud 𝑐 

𝐶𝐿𝐷𝑃𝐶𝑐 Power consumption of the cloud 𝑐 

𝐶𝑖𝑗 Number of wavelength channels in the virtual link (𝑖, 𝑗) 

𝑤𝑚𝑛
𝑖𝑗

 
Number of the wavelength channels between node pairs (𝑖, 𝑗) that 

traverse the physical link (𝑚, 𝑛) 

𝑓𝑚𝑛 Number of fibres on the physical link (𝑚, 𝑛) 

𝑤𝑚𝑛 Total number of wavelengths in the physical link (𝑚, 𝑛) 

𝐴𝐺𝑃𝑥 Number of aggregation ports of the router 𝑥 

𝐼𝑃𝑊𝐷𝑀_𝑃𝐶 IP/WDM network power consumption 

𝐷𝐿𝑖𝑗
𝑠𝑑  

Traffic from node 𝑠 to node 𝑑 in IP network that traverses the 

virtual link (𝑖, 𝑗) 

 

 

The total power consumption is composed of  

1) IP over WDM power consumption is composed of [131, 232]: 
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a) Aggregation ports power consumption calculated as the total 

number of aggregation ports multiplied by power consumption of 

a single port: 

∑(𝐴𝐺𝑃𝑠 ∙ 𝑅𝑃𝑃𝐶)

𝑠∈𝑁

 

b) High speed ports power consumption calculated as the 

multiplication of total number of high speed ports by the power 

consumption of a single port 

(𝑅𝑃𝑃𝐶 ∙ ∑ ∑ 𝑤𝑚𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

) 

 

c) Transponders power consumption calculated as the multiplication 

of total number of wavelength by the power consumption of a 

single transponder: 

(∑ ∑ 𝑤𝑚𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

∙ 𝑃𝑇) 

d) EDFAs power consumption calculated as the multiplication of the 

total number of EDFAs by the total number of fibres by the power 

consumption of a single EDFA 

(∑ ∑ 𝑃𝐸 ∙ 𝑓𝑚𝑛 ∙ 𝐴𝑚𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

) 

e) MUX/DMUX power consumption calculated as the total number 

of fibres multiplied by the power consumption of a single 

MUX/DMUX 
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(∑ ∑ 𝑃𝑀𝐷 ∙ 𝑓𝑚𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

) 

2) ONUs and RRHs nodes power consumption calculated as the total traffic 

of passing through ONUs multiplied by the ONU energy per transmitted 

bit added to the total power consumption of RRHs 

∑ (𝑟𝑟𝑢𝑃𝐶 + 𝑂𝑁𝑈𝑒𝑝𝑏

𝑥∈𝑂𝑁𝑈

∙ (∑ ∑ ∑ 𝐿𝑅𝑥𝑦
ℎ𝑟

𝑦∈ 𝑁𝐵𝑥𝑟 ∈𝑅𝐻ℎ ∈𝐻

+ ∑ ∑ ∑ 𝐿𝐷𝑥𝑦
𝑢𝑣

𝑦∈ 𝑁𝐵𝑥𝑣 ∈𝐻:𝑣≠𝑢𝑢 ∈𝐻

)) 

3) OLTs power consumption calculated as the total traffic of passing through 

OLTs multiplied by the OLT energy per transmitted bit 

∑ (𝑂𝐿𝑐ℎ𝑃 + 𝑂𝐿𝑇𝑒𝑝𝑏

𝑥∈𝑂𝐿𝑇

∙ (∑ ∑ ∑ 𝐿𝑅𝑥𝑦
ℎ𝑟

𝑦∈ 𝑁𝐵𝑥𝑟 ∈𝑅𝐻ℎ 𝐻

+ ∑ ∑ ∑ 𝐿𝐷𝑥𝑦
𝑢𝑣

𝑦∈ 𝑁𝐵𝑥𝑣 ∈𝐻:𝑣≠𝑢𝑢 ∈𝐻

)) 

4) Processing cloud power consumption consists of  

a) VM severs power consumption calculated as the total nodes 

workload multiplied by the energy per processing bit 

∑(𝐶𝐿𝐷𝑊𝐿ℎ ∙ 𝑆𝑚𝑎𝑥𝑃𝐶 𝑆𝑀𝑊𝐿⁄ )

ℎ∈𝐻
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b) Local networks power consumptions calculated as the total traffic 

passing through VM servers local network multiplied by the 

energy per bit of the network router and switches 

∑ ((𝑅𝑑 ∙ 𝐶𝑠𝑤𝐸𝑃𝐵 + 𝐶𝑟𝐸𝑃𝐵 + 𝑆𝑒𝑝𝑏) ∙ ( ∑ 𝐿𝑅ℎ𝑟

𝑟∈𝑅𝐻

+ ∑ 𝐿𝐷ℎ𝑣

𝑣∈𝑁:𝑣≠ℎ

))

ℎ∈𝐻

 

The model objective is to minimise the total power consumption as follows: 

Minimise  

[∑(𝐴𝐺𝑃𝑠 ∙ 𝑅𝑃𝑃𝐶)

𝑠∈𝑁

+ (𝑅𝑃𝑃𝐶 ∙ ∑ ∑ 𝑤𝑚𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

) + (∑ ∑ 𝑤𝑚𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

∙ 𝑃𝐸)

+ (∑ ∑ 𝑃𝐸 ∙ 𝑓𝑚𝑛 ∙ 𝐴𝑚𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

) + (∑ ∑ 𝑃𝑀𝐷 ∙ 𝑓𝑚𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

)] 

+[ ∑ (𝑟𝑟𝑢𝑃𝐶 + 𝑂𝑁𝑈𝑒𝑝𝑏

𝑥∈𝑂𝑁𝑈

∙ (∑ ∑ ∑ 𝐿𝑅𝑥𝑦
ℎ𝑟

𝑦∈ 𝑁𝐵𝑥𝑟 ∈𝑅𝐻ℎ ∈𝐻

+ ∑ ∑ ∑ 𝐿𝐷𝑥𝑦
𝑢𝑣

𝑦∈ 𝑁𝐵𝑥𝑣 ∈𝐻:𝑣≠𝑢𝑢 ∈𝐻

))] 

 

+[∑ (𝐶𝐿𝐷𝑊𝐿ℎ ∙ 𝑆𝑚𝑎𝑥𝑃𝐶 𝑆𝑀𝑊𝐿⁄ + (𝑅𝑑 ∙ 𝐶𝑠𝑤𝐸𝑃𝐵 + 𝐶𝑟𝐸𝑃𝐵 + 𝑆𝑒𝑝𝑏)

ℎ∈𝐻

∙ ( ∑ 𝐿𝑅ℎ𝑟

𝑟∈𝑅𝐻

+ ∑ 𝐿𝐷ℎ𝑣

𝑣∈𝑁:𝑣≠ℎ

))] 
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+[ ∑ (𝑂𝐿𝑐ℎ𝑃 + 𝑂𝐿𝑇𝑒𝑝𝑏

𝑥∈𝑂𝐿𝑇

∙ ( ∑ ∑ ∑ 𝐿𝑅𝑥𝑦
ℎ𝑟

𝑦∈ 𝑁𝐵𝑥𝑟 ∈𝑅𝐻ℎ ∈𝐵𝐵𝑈𝐿

+ ∑ ∑ ∑ 𝐿𝐷𝑥𝑦
𝑢𝑣

𝑦∈ 𝑁𝐵𝑥𝑣 ∈𝐻:𝑣≠𝑢𝑢 ∈𝐻

))] 

Subject to the following constraints: 

1) Traffic from the virtual machine 𝑏 in all the hosting node should meet the 

demand of the RRH node 𝑟 

∑ 𝐿𝐵ℎ𝑏𝑟

ℎ∈𝐻

= 𝐿𝐵𝑏𝑟 

∀𝑏 ∈ 𝐵𝐵𝑈𝑉𝑀, ∀𝑟 ∈ 𝑅𝐻 
(4.1) 

 

2) BBUVM location 

𝛽 ∙ ∑ 𝐿𝐵ℎ𝑏𝑟

𝑟∈𝑅𝐻

≥ 𝛾ℎ𝑏 

∀𝑏 ∈ 𝐵𝐵𝑈𝑉𝑀, ∀ℎ ∈ 𝐻 
(4.2) 

 

∑ 𝐿𝐵ℎ𝑏𝑟

𝑟∈𝑅𝐻

≤ 𝛽 ∙ 𝛾ℎ𝑏 

∀𝑏 ∈ 𝐵𝐵𝑈𝑉𝑀, ∀ℎ ∈ 𝐻 

(4.3) 

 

Constraint (4.1) represents the traffic from BBUVM b in all hosting nodes to the 

RRH node r. It also enables the distribution of BBUVM b over more than one 

hosting node (VM slicing).  Constraints (4.2) and (4.3) determine the location of 

BBUVM b. 

 

3) Traffic from the hosting node ℎ to the RRH node 𝑟 due to the hosting the 

BBUVM in node ℎ 
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∑ 𝐿𝐵ℎ𝑏𝑟

𝑏∈𝐵𝐵𝑈𝑉𝑀

= 𝐿𝑅ℎ𝑟 

∀𝑟 ∈ 𝑅𝐻, ∀ℎ ∈ 𝐻 
(4.4) 

 

4) Flow conservation due to serving BBUVM 

∑ 𝐿𝑅𝑥𝑦
ℎ𝑟

𝑦∈𝑁𝐵𝑥

− ∑ 𝐿𝑅𝑦𝑥
ℎ𝑟

𝑦∈𝑁𝐵𝑥

= {
𝐿𝑅ℎ𝑟 𝑖𝑓 𝑥 = ℎ
−𝐿𝑅ℎ𝑟 𝑖𝑓 𝑥 = 𝑟
0  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

∀ℎ ∈ 𝐻, ∀𝑟 ∈ 𝑅𝐻, ∀𝑥 ∈ 𝑇𝑁 

(4.5) 

 

Constraint (4.4) represents the total traffic from the hosting node h toward RRH 

node r, whilst its flow conservation is represented by constraint (4.5).  

 

5) Traffic from CNVM in all the nodes should satisfy BBUVM demand 

∑ 𝐿𝐶ℎ𝑐𝑏

ℎ∈𝐻

= 𝐿𝐶𝑐𝑏 

∀𝑐 ∈ 𝐶𝑁𝑉𝑀, ∀𝑏 ∈ 𝐵𝐵𝑈𝑉𝑀 

(4.6) 

 

6) CNVM location 

𝛽 ∙ ∑ 𝐿𝐶ℎ𝑐𝑏

𝑏∈𝐵𝐵𝑈𝑉𝑀

≥ 𝛾ℎ𝑐 

∀ℎ ∈ 𝐻, ∀𝑐 ∈ 𝐶𝑁𝑉𝑀 

(4.7) 

 

∑ 𝐿𝐶ℎ𝑐𝑏

𝑏∈𝐵𝐵𝑈𝑉𝑀

≤ 𝛽 ∙ 𝛾ℎ𝑐 

∀ℎ ∈ 𝐻, ∀𝑐 ∈ 𝐶𝑁𝑉𝑀 

(4.8) 

 

Constraint (4.6) represents the traffic from CNVM c in all hosting nodes to the 

BBUVM b. It also slices CNVM c over a number of hosting nodes. Constraints (4.7) 

and (4.8) determine the location of CNVM. 

 

7) Determine whether BBUVM and CNVM are at the same node or not 
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𝛾𝑢𝑏 + 𝛾𝑣𝑐 = 2 ∙ 𝑖𝑛𝑡𝐼𝑁𝐷𝑢𝑏𝑣𝑐 + 𝐷𝑈𝑀𝑢𝑏𝑣𝑐 

∀𝑢, 𝑣 ∈ 𝐻: 𝑢 ≠ 𝑣, ∀𝑏 ∈ 𝐵𝐵𝑈𝑉𝑀, ∀𝑐 ∈ 𝐶𝑁𝑉𝑀 (4.9) 

 

8) Traffic from node 𝑢 to node 𝑣 due to host CNVM in 𝑢 and BBUVM in 𝑣 

∑ ∑ 𝑖𝑛𝑡𝐼𝑁𝐷𝑢𝑏𝑣𝑐 ∙ 𝐿𝐶𝑐𝑏

𝑐∈𝐶𝑁𝑉𝑀𝑏∈𝐵𝐵𝑈𝑉𝑀

= 𝐿𝐷𝑢𝑣 

∀𝑢, 𝑣 ∈ 𝐻, : 𝑢 ≠ 𝑣 

(4.10) 

 

9) Flow conservation due to serving CNVM 

∑ 𝐿𝐷𝑥𝑦
𝑢𝑣

𝑦∈𝑁𝐵𝑥

− ∑ 𝐿𝐷𝑦𝑥
𝑢𝑣

𝑦∈𝑁𝐵𝑥

= {
𝐿𝐷𝑢𝑣  𝑖𝑓 𝑥 = 𝑢

−𝐿𝐷𝑢𝑣  𝑖𝑓 𝑥 = 𝑣
0  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

∀𝑢, 𝑣 ∈ 𝐻, ∀𝑥 ∈ 𝑇𝑁, 𝑢 ≠ 𝑣 

(4.11) 

 

Constraint (4.9) determines whether BBUVM b and CNVM c are hosted at the 

same place or not. It is equivalent to the logical ANDing of the two binary variables 

𝛾𝑢𝑏 and  𝛾𝑣𝑐; i.e 𝑖𝑛𝑡𝐼𝑁𝐷𝑢𝑏𝑣𝑐 = 𝛾𝑢𝑏 𝐴𝑁𝐷 𝛾𝑣𝑐 whilst 𝐷𝑈𝑀𝑢𝑏𝑣𝑐 is a dummy binary 

variable. Constraints (4.10) represents the total traffic between two hosting node u 

and v due to CNVMs and BBUVMs communication whilst its flow conservation is 

represented in constraint (4.11). 

10) Traffic in IP over WDM network due to BBUVM 

∑ ∑ 𝐿𝑅𝑥𝑦
ℎ𝑟

𝑟∈𝑅𝐻ℎ∈𝐻

= 𝑒𝑥𝑡𝐿𝑥𝑦 

∀𝑥 ∈ 𝑁, ∀𝑦 ∈ 𝑁𝐵𝑥 ∩ 𝑁 

(4.12) 

11) Traffic in IP over WDM network due to CNVM 

∑ ∑ 𝐿𝐷𝑥𝑦
𝑢𝑣

𝑣∈𝐻:𝑣≠𝑢𝑢∈𝐻

= 𝑖𝑛𝑡𝐿𝑥𝑦 

∀𝑥 ∈ 𝑁, ∀𝑦 ∈ 𝑁𝐵𝑥 ∩ 𝑁 

(4.13) 

12) Total traffic in IP over WDM network 

𝐿𝑠𝑑 = 𝑒𝑥𝑡𝐿𝑠𝑑 + 𝑖𝑛𝑡𝐿𝑠𝑑  

∀𝑠, 𝑑 ∈ 𝑁: 𝑠 ≠ 𝑑 
(4.14) 
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Constraint (4.12) represents the traffic from BBUVMs to RRH nodes that flows 

in the IP over WDM networks. Constraint (4.13) represents the traffic from CNVMs 

to BBUVMs that flows in the IP over WDM network whilst the total traffic flows in 

the IP over WDM network is represented by (4.14). 

13) Cloud location 

∑ 𝛾ℎ𝑐

𝑐∈𝐶𝑁𝑉𝑀

+ ∑ 𝛾ℎ𝑏

𝑏∈𝐵𝐵𝑈𝑉𝑀

≥ 𝐶𝐿𝐷ℎ 

∀ℎ ∈ 𝐻 

(4.15) 

 

∑ 𝛾ℎ𝑐

𝑐∈𝐶𝑁𝑉𝑀

+ ∑ 𝛾ℎ𝑏

𝑏∈𝐵𝐵𝑈𝑉𝑀

≤ 𝛽 ∙ 𝐶𝐿𝐷ℎ 

∀ℎ ∈ 𝐻 

(4.16) 

14) Cloud total normalised workload 

𝐶𝐿𝐷𝑊𝐿ℎ = ∑ 𝛾ℎ𝑐 ∙ 𝐶𝑁𝑉𝑀_𝑊𝐿𝑐

𝑐∈𝐶𝑁𝑉𝑀

+ ∑ 𝛾ℎ𝑏 ∙ 𝐵𝐵𝑈𝑉𝑀_𝑊𝐿𝑏

𝑏∈𝐵𝐵𝑈𝑉𝑀

 

∀ℎ ∈ 𝐻 

(4.17) 

 

Constraints (4.15) and (4.16) determine the location of the processing cloud 

formed by VMs whilst constraint (4.17) represents its total normalised workload. 

 

15) Flow conservation in IP layer of IP/WDM network 

∑ 𝐿𝑖𝑗
𝑠𝑑

𝑗∈𝑁:𝑖≠𝑗

− ∑ 𝐿𝑗𝑖
𝑠𝑑

𝑗∈𝑁:𝑖≠𝑗

= {
𝐿𝑠𝑑  𝑖𝑓 𝑥 = 𝑠

−𝐿𝑠𝑑 𝑖𝑓 𝑥 = 𝑑
0  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

∀𝑠, 𝑑 ∈ 𝑁: 𝑠 ≠ 𝑑 

(4.18) 

 

16) Number of wavelength channels  

∑ ∑ 𝐿𝑖𝑗
𝑠𝑑

𝑑∈𝑁:𝑠≠𝑑𝑠∈𝑁

≤ 𝐶𝑖𝑗 ∙ 𝐵 

∀𝑖, 𝑗 ∈ 𝑁: 𝑖 ≠ 𝑗 

(4.19) 
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17) Flow conservation in the physical layer 

∑ 𝑤𝑚𝑛
𝑖𝑗

𝑛∈𝑁𝑁𝑚

− ∑ 𝑤𝑛𝑚
𝑖𝑗

𝑛∈𝑁𝑁𝑚

= {

𝐶𝑖𝑗  𝑖𝑓 𝑚 = 𝑖

−𝐶𝑖𝑗 𝑖𝑓 𝑚 = 𝑗

0  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

∀𝑖, 𝑗, 𝑚 ∈ 𝑁: 𝑖 ≠ 𝑗 

(4.20) 

 

Constraint (4.18) represents the flow conservation in the IP over WDM network. 

Constraint (4.19) determines the number of wavelength channels. Constraint (4.20) 

represents the flow conservation in the physical (optical) layer of the IP over WDM 

network. 

18) Number of fibres 

∑ ∑ 𝑤𝑚𝑛
𝑖𝑗

𝑗∈𝑁:𝑖≠𝑗𝑖∈𝑁

≤ 𝑊 ∙ 𝑓𝑚𝑛 

∀𝑚 ∈ 𝑁, ∀𝑛 ∈ 𝑁𝑁𝑚 

(4.21) 

 

19) Total number of wavelengths 

∑ ∑ 𝑤𝑚𝑛
𝑖𝑗

𝑗∈𝑁:𝑖≠𝑗𝑖∈𝑁

= 𝑤𝑚𝑛 

∀𝑚 ∈ 𝑁, ∀𝑛 ∈ 𝑁𝑁𝑚 

(4.22) 

 

20) Number of aggregation ports 

𝐴𝐺𝑃𝑠 = ∑ 𝐿𝑠𝑑

𝑑∈𝑁:𝑑≠𝑠

𝐵⁄  

∀𝑠 ∈ 𝑁 

(4.23) 

 

Constraints (4.21) and (4.22) determine the number of fibres and wavelengths 

respectively between any two nodes in the WDM network, whilst constraint (4.23) 

determines the total number of aggregation ports in each IP over WDM router.  
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4.4  MILP model setup and results 

The MILP model considers the network topology illustrated in Figure 4.4. In this 

topology, two groups of 15 ONUs are considered (30 in total) where each ONU is 

connected to one RRH whilst each group of the ONUs is connected to one OLT. The 

two OLTs are connected to only one of 5 IP over WDM nodes (typically a 

connection is established to one of the nearest core nodes, here 5 core nodes were 

considered). 

This architecture represents the virtualisation infrastructure of the MILP model. 

The situation where each RRH requests one BBUVM, and each BBUVM in turn 

requests one CNVM was considered. The developed MILP model considers 14 

BBUVMs uniformly and randomly distributed (we also considered a larger and 

smaller number of BBUVMs and observed similar trends, but report here the case of 

14 BBUVMs) over the 30 RRH nodes. The same distribution method was used with 

the distribution of 14 CNVMs over the BBUVMs. The traffic requested by each 

RRH node is randomly and uniformly generated with a maximum of 2 Gbps. To 

capture a range of processing scenarios and account for factors such as variation in 

the BBU processor type or number of cycles per instruction, five scenarios were 

examined with different ranges of normalised workload (NWL) of BBUVMs and 

CNVMs as shown in Table 4.4 with the parameters listed in Table 4.5.  
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Figure 4.4 Network topology considered in the developed MILP model 

 

Table 4.4 Virtual machines workloads (%) of different scenarios 

Scenario BBUVM NWL (%) CNVM NWL (%) 

Scenario 1 0.25 – 2.5% 1 – 10% 

Scenario 2 0.5 – 5% 2 – 20% 

Scenario 3 0.75 – 7.5% 3 – 30% 

Scenario 4 1 – 10% 4 – 40% 

Scenario 5 1.25 – 12.5% 5 – 50% 

 

Table 4.5 MILP model input parameters 

ONU maximum power consumption (𝑂𝑁𝑈_𝑀𝑃𝐶ℎ) 15 (W) [233] 

OLT maximum power consumption (𝑂𝑁𝑇_𝑀𝑃𝐶ℎ) 1940 (W) [231] 

OLT idle power (𝑂𝐿𝑐ℎ𝑃) 60 (W) [231] 

OLT maximum capacity (𝑂𝐿𝑇𝑐𝑎𝑝) 
8600 (Gbps) 

[231] 

ONU maximum capacity (𝑂𝑁𝑇𝑐𝑎𝑝) 10 (Gbps) [233] 

RRH node power consumption (𝑟𝑟𝑢𝑃𝐶) 1140 (W) [234] 

Cloud VM server maximum power consumption 

(𝑆𝑚𝑎𝑥𝑃𝐶) 
300 (W) [235] 

Cloud VM server maximum normalised workload (𝑆𝑀𝑊𝐿) 100% 

Cloud VM server energy per bit (𝑆𝑒𝑝𝑏) 211.1 [235] 

Cloud LAN switch capacity (𝐶𝑠𝑤𝐶) 320 Gbps [235] 
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Cloud LAN router capacity (𝐶𝑟𝐶) 66 Gbps [235] 

Cloud LAN switch power consumption (𝐶𝑠𝑤𝑃𝐶) 3800 (W) [235] 

Cloud LAN router power consumption (𝐶𝑟𝑃𝐶) 5100 (W) [235] 

Cloud LAN redundancy factor (𝑅𝑑) 2 

Capacity IP over WDM wavelength channel (𝐵) 40 (Gbps) [236] 

Number of wavelength per fibre in IP over WDM (𝑊) 16 [232] 

Transponder power consumption (𝑃𝑇) 75 (W) [237] 

Router port power consumption (𝑅𝑃𝑃𝐶) 1000 (W) [232] 

Power consumption of the MUX and DMUX (𝑃𝑀𝐷) 16 (W) [232] 

EDFA power consumption (𝑃𝐸) 8 (W) [232] 

Maximum span distance between EDFAs (𝑆) 80 (km) [236] 

 

Figure 4.5 illustrates the total power consumption of the five scenarios. It is 

clearly seen that the power consumption increases as the virtual machine workloads 

increase from one scenario to another. The difference in power consumption is small 

between any two successive scenarios for two reasons: same number of VMs in each 

scenario and overlapped CNVMs workloads.  

 

Figure 4.5 Total power consumption under different VM workloads at different 

times of the day 
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The case where the virtualisation is restricted in only IP over WDM network was 

also considered for the above five scenarios but here only the scenario with the 

highest power consumption is reported as the others have the same behaviour. To 

restrict the virtualisation in IP over WDM network only, the following two 

constraints are added: 

∑ 𝛾ℎ𝑏

𝑏∈𝐵𝐵𝑈𝑉𝑀

≤ 0 

∀ℎ ∈ 𝑂𝐿𝑇 ∪ 𝑂𝑁𝑈 

(4.24) 

 

∑ 𝛾ℎ𝑐

𝑏∈𝐶𝑁𝑉𝑀

≤ 0 

∀ℎ ∈ 𝑂𝐿𝑇 ∪ 𝑂𝑁𝑈 

(4.25) 

 Figure 4.6 compares the power consumption of the virtualisation only in IP over 

WDM network with the power consumption of the virtualisation in IP over WDM 

and PON.   

Virtualisation in the IP over WDM and GPON networks approach shows an 

average saving in power consumption of 22% compared to the approach where 

virtualisation is restricted in the IP over WDM network. Virtualisation in the PON 

network adds a high level of flexibility due to virtual machine behaviour. The virtual 

machines can be migrated, replicated, or distributed according to the demand and the 

satisfaction of the optimisation goal, which is the minimisation of total power 

consumption. For a particular RRH, the demand does not need to travel along the 

network to be served or processed if the virtual machine is placed close to it in ONU 

or in OLT. As a result, the power consumption decreases due to the shorter route 

taken by the demand. In addition, if the BBUVM and its serving CNVM are placed 
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in the same node, the power consumption due to the internal traffic between them 

will be zero as they are processed at the same node. 

 

Figure 4.6 Power consumption comparison of virtualisation in IP over WDM only 

and IP over WDM with PON 

 

Virtualisation in PON extends the range of candidate locations to host VMs. This 

calls for a shorter traffic path and lower traffic induced power compared with 

virtualisation in IP over WDM network only. Figure 4.7 illustrates an example of 

VMs distribution in PON network where two BBUVMs are hosted in ONU nodes 

close to the users and each BBUVM is served by one CNVM. The total power 

consumption, in this example, equals to the sum of RRH (r1 and r2), ONUs (h1 and 

h2), and VMs processing power consumptions. Another case of virtualisation in 

PON is shown in Figure 4.8. In this example two BBUVMs are hosted at the same 

node that is node h3 (OLT). The power consumption of this case equals to sum of 

RRH (r1 and r2), ONUs (h1 and h2), VMs processing, and OLT (h3) power 

consumptions. Compared to the previous case, this case leverages the bin packing 

technique to accommodate VMs in the same node as much as the VM server can 
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host. Although bin packing techniques reduces the processing power consumption 

“VM servers”; it increases the traffic induced power. To back VMs in one node, a 

proper location is needed that is close to all targeted RRH nodes; so that VMs can 

serve them efficiently. Figure 4.9 illustrate another case of virtualisation which is 

virtualisation in IP over WDM network only. In this case all BBUVMs and CNVM 

are hosted in the closest IP over WDM node to the RRH nodes. The total power 

consumption is calculated as the sum of the power consumption of RRH (r1 and r2), 

ONUs (h1 and h2), OLT (h3), VMs processing, and the part of IP over WDM 

network that deliver the traffic to RRH nodes. This case has the most traffic induced 

power compared to the previous two cases illustrated in Figure 4.7 and Figure 4.8. 

However, by selecting the proper close location to RRH nodes to pack VMs; the 

power consumption could be optimised. 

 

Figure 4.7 Example of VMs distribution in PON 
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Figure 4.8 Example of VMs packing in PON 

 

 

Figure 4.9 Example of VMs packing in IP over WDM nodes 
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4.5  MILP model for Energy-Efficient NFV with the impact of 

BBUVM processing and CNVMs communication 

This section presents an extended version of the MILP model introduced in 

Section 4.3  to include a large range of virtual machine workloads in the presence of 

mobile core network virtual machines (CNVMs) communication. In addition, a wide 

range of traffic expansion /reduction factors that are caused by BBUVM processing 

have been considered and their impact on the power consumption has been 

investigated. Two approaches were considered: virtualisation in both IP over WDM 

and PON and virtualisation in the IP over WDM network only. The following 

indices, parameters, and variables are defined to represent the developed model: 

Table 4.6 MILP model indices 

Indices Comment 

𝑥, 𝑦 Indices of any two nodes in the proposed model 

𝑚, 𝑛 
Indices of any two nodes in the physical layer of the IP over 

WDM network 

𝑖, 𝑗 
Indices of any two nodes in the IP layer of the IP over WDM 

network. 

𝑟 Index of RRH node 

ℎ, 𝑢, 𝑝, 𝑞 Indices of the nodes where the VM could be hosted 

 

Table 4.7 MILP model parameters 

Parameters Comment 

𝑅 Set of RRH nodes 

𝑈 Set of ONU nodes 

𝐿 Set of OLT nodes 

𝑁 Set of IP over WDM nodes 

𝑇 Set of all nodes (RRH, ONU, OLT, and IP over WDM nodes) 
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𝑁𝑁𝑚 
Set of neighbours of node 𝑚 in the IP over WDM network, 

∀ 𝑚 ∈ 𝑁  

𝑇𝑁𝑥 Set of neighbours of node 𝑥, ∀ 𝑥 ∈ 𝑇 

𝐻 Set of hosting nodes (ONU, OLT, and IP over WDM nodes) 

𝜆𝑅𝑟 RRH node 𝑟 traffic demand (Gbps) 

∇𝑝,𝑞 
Intra-traffic between core network VMs (CNVM) at hosting nodes 

p, and q (Gbps) 

1/(1 − 𝛼)  
is the traffic expansion due to overheads and possibly digitisation 

of BBUVM to RRH traffic (unitless) 

Ω𝑈 ONU maximum power consumption (W) 

Ω𝐿 OLT maximum power consumption (W) 

Ω𝐿𝑑 OLT idle power (W) 

𝐶𝐿 OLT maximum capacity (Gbps) 

𝐶𝑈 ONU maximum capacity (Gbps) 

Ω𝑅𝑥 
Power consumption of the Remote Radio Head (RRH) connected 

to ONU node x (W) 

Ω𝑃𝑈 Power consumption of hosting VMs at ONU node 

Ω𝑃𝐿 Power consumption of hosting VMs at OLT node 

Ω𝑃𝑁 Power consumption of hosting VMs at IP over WDM node 

Ψ𝑀ℎ Maximum workload at hosting node h 

𝛽 Large number (unitless) 

𝜂 Very small number (unitless) 

𝐵 Capacity of the wavelength channel (Gbps) 

𝑤 Number of wavelengths per fiber 

Ω𝑇 Transponder power consumption (W) 

Ω𝑅𝑃 Router power consumption per port (W) 

Ω𝐺 Regenerator power consumption (W) 

Ω𝐸 EDFA power consumption (W) 

𝑁𝐺𝑚,𝑛 Number of regenerators in the optical link (𝑚, 𝑛) 

𝑆 Maximum span distance between EDFAs (km) 

𝐷𝑚,𝑛 
Distance between node pair (𝑚, 𝑛) in the IP over WDM network 

(km) 

𝐴𝑚,𝑛 
Number of EDFAs between node pair (𝑚, 𝑛) calculated as 𝐴𝑚,𝑛 =

((𝐷𝑚𝑛 𝑆⁄ ) − 1) + 2 
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Table 4.8 MILP model variables 

Variables Comment 

𝜆𝐵𝑝,ℎ Traffic from CNVMs in node 𝑝 to the BBUVMs in node ℎ (Gbps) 

𝜆𝑅ℎ,𝑟 Traffic from BBUVMs in node ℎ to the RRH node 𝑟 (Gbps) 

𝜎𝐵ℎ,𝑟 
Binary indicator, set to 1 if the node ℎ hosts BBUVMs to serve 

the RRH node 𝑟, 0 otherwise 

𝜎𝐵ℎ 
Binary indicator, set to 1 if the node ℎ hosts a BBUVM, 0 

otherwise 

𝜎𝐸𝑝,ℎ 
Binary indicator, set to 1 if the node ℎ hosts CNVMs to serve the 

BBUVMs at hosting node ℎ, 0 otherwise 

𝜎𝐸𝑝 
Binary indicator, set to 1 if the hosting node 𝑝 hosts CNVMs is, 0 

otherwise 

𝜓𝑝,𝑞 

Binary indicator, set to 1 if two different hosting nodes 𝑝 and 𝑞 

host CNVMs, 0 otherwise. It is equivalent to the ANDing of the 

two binary variables (𝜎𝐸𝑝, 𝜎𝐸𝑞). 

𝜆𝐸𝑝,𝑞 
Traffic between hosting nodes due to CNVMs communication 

(Gbps) 

𝜆𝑇𝑝,𝑞 
Total traffic from node 𝑝 to node 𝑞 caused by CNVM to CNVM 

traffic and CNVM to BBUVM traffic (Gbps) 

𝜆𝑅𝑥,𝑦
ℎ,𝑟

 
Traffic from hosting node ℎ to RRH node 𝑟 that traverses the link 

between the nodes (𝑥, 𝑦) in the network in Gb/s 

𝜆𝑇𝑥,𝑦
𝑝,𝑞

 
Total traffic from node 𝑝 to node 𝑞 that traverses the link between 

the nodes (𝑥, 𝑦) in the network (Gbps) 

Ψ𝐶ℎ Total workload at node h 

𝑊𝑖,𝑗 Number of wavelength channels in the virtual link (𝑖, 𝑗) 

𝑊𝑚,𝑛
𝑖,𝑗

 
Number of wavelength channels in the virtual link (𝑖, 𝑗) that 

traverse the physical link (𝑚, 𝑛) 

𝑓𝑚,𝑛 Number of fibres in the physical link (𝑚, 𝑛) 

𝑊𝑚,𝑛 Total number of wavelengths in the physical link (𝑚, 𝑛) 

Λ𝑚 Number of aggregation ports of the router at node 𝑚 

 

The total power consumption is composed of  
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1) The power consumption of RRHs and ONUs  

 

∑ [Ω𝑅𝑥 +
Ω𝑈

𝐶𝑈
.(∑ ∑ ∑ 𝜆𝑅𝑥,𝑦

ℎ,𝑟

𝑦∈𝑇𝑁𝑥𝑟∈𝑅ℎ∈𝐻𝑥∈𝑈

+ ∑ ∑ ∑ 𝜆𝑇𝑥,𝑦
𝑝,𝑞

𝑦∈𝑇𝑁𝑥∩𝐻𝑞∈𝐻:𝑝≠𝑞𝑝∈𝐻

)] 

2) The power consumption of the OLTs  

∑[Ω𝐿𝑑 +
Ω𝐿 − Ω𝐿𝑑

𝐶𝐿
. (∑ ∑ ∑ 𝜆𝑅𝑥,𝑦

ℎ,𝑟

𝑦∈𝑇𝑁𝑥𝑟∈𝑅ℎ∈𝐻𝑥∈𝐿

+ ∑ ∑ ∑ 𝜆𝑇𝑥,𝑦
𝑝,𝑞

𝑦∈𝑇𝑁𝑥∩𝐻𝑞∈𝐻:𝑝≠𝑞𝑝∈𝐻

)] 

 

3) The power consumption of IP over WDM network  

(Ω𝑅𝑃 ∙ ∑ Λ𝑚

𝑚∈𝑁

) + (Ω𝑅𝑃 ∙ ∑ ∑ 𝑊𝑚,𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

) 

+(Ω𝑇 ∙ ∑ ∑ 𝑊𝑚,𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

) + (Ω𝐸 ∙ ∑ ∑ 𝐴𝑚,𝑛 ∙ 𝑓𝑚,𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

) 

+(Ω𝐺 ∙ ∑ ∑ 𝑁𝐺𝑚,𝑛 ∙ 𝑊𝑚,𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

)  

4)  The total power consumption of VMs. 

∑(Ω𝑃𝑈 ∙ Ψ𝐶ℎ Ψ𝑀ℎ⁄ )

ℎ∈𝑈

+ ∑(Ω𝑃𝐿 ∙ Ψ𝐶ℎ Ψ𝑀ℎ⁄ )

ℎ∈𝐿

+ ∑(Ω𝑃𝑁 ∙ Ψ𝐶ℎ Ψ𝑀ℎ⁄ )

ℎ∈𝑁

 

The model objective is to minimise the total power consumption as follows: 

 

Minimise  
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∑ [Ω𝑅𝑥 +
Ω𝑈

𝐶𝑈
.(∑ ∑ ∑ 𝜆𝑅𝑥,𝑦

ℎ,𝑟

𝑦∈𝑇𝑁𝑥𝑟∈𝑅ℎ∈𝐻𝑥∈𝑈

+ ∑ ∑ ∑ 𝜆𝑇𝑥,𝑦
𝑝,𝑞

𝑦∈𝑇𝑁𝑥∩𝐻𝑞∈𝐻:𝑝≠𝑞𝑝∈𝐻

)]

+ ∑[Ω𝐿𝑑 +
Ω𝐿 − Ω𝐿𝑑

𝐶𝐿
. (∑ ∑ ∑ 𝜆𝑅𝑥,𝑦

ℎ,𝑟

𝑦∈𝑇𝑁𝑥𝑟∈𝑅ℎ∈𝐻𝑥∈𝐿

+ ∑ ∑ ∑ 𝜆𝑇𝑥,𝑦
𝑝,𝑞

𝑦∈𝑇𝑁𝑥∩𝐻𝑞∈𝐻:𝑝≠𝑞𝑝∈𝐻

)] + (Ω𝑅𝑃 ∙ ∑ Λ𝑚

𝑚∈𝑁

)

+ (Ω𝑅𝑃 ∙ ∑ ∑ 𝑊𝑚,𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

) 

+(Ω𝑇 ∙ ∑ ∑ 𝑊𝑚,𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

) + (Ω𝐸 ∙ ∑ ∑ 𝐴𝑚,𝑛 ∙ 𝑓𝑚,𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

) 

+(Ω𝐺 ∙ ∑ ∑ 𝑁𝐺𝑚,𝑛 ∙ 𝑊𝑚,𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

)

+ (∑(Ω𝑃𝑈 ∙ Ψ𝐶ℎ Ψ𝑀ℎ⁄ )

ℎ∈𝑈

+ ∑(Ω𝑃𝐿 ∙ Ψ𝐶ℎ Ψ𝑀ℎ⁄ )

ℎ∈𝐿

+ ∑(Ω𝑃𝑁 ∙ Ψ𝐶ℎ Ψ𝑀ℎ⁄ )

ℎ∈𝑁

) 

 

Subject to: 

1) Traffic to RRH nodes 

∑ 𝜆𝑅ℎ,𝑟

ℎ∈𝐻

= 𝜆𝑅𝑟 

∀𝑟 ∈ 𝑅. 

(4.26) 
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2) Location of BBUVMs 

𝛽 ∙ 𝜆𝑅ℎ,𝑟 ≥ 𝜎𝐵ℎ,𝑟  

 ∀𝑟 ∈ 𝑅, ∀ℎ ∈ 𝐻 
(4.27) 

 

𝜆𝑅ℎ,𝑟 ≤ 𝛽 ∙ 𝜎𝐵ℎ,𝑟 

∀𝑟 ∈ 𝑅, ∀ℎ ∈ 𝐻 
(4.28) 

 

𝛽 ∙ ∑ 𝜆𝑅ℎ,𝑟

∀𝑟∈𝑅

≥ 𝜎𝐵ℎ 

∀ℎ ∈ 𝐻 

(4.29) 

 

∑ 𝜆𝑅ℎ,𝑟

∀𝑟∈𝑅

≤ 𝛽 ∙ 𝜎𝐵ℎ 

∀ℎ ∈ 𝐻 

(4.30) 

 

Constraint (4.26) represents the traffic from BBUVMs in all hosting nodes to the 

RRH node r. Constraints (4.27) and (4.28) ensure that the RRH node 𝑟 is served by 

the BBUVM that is hosted at the node ℎ as illustrated in Figure 4.10. Constraints 

(4.29) and (4.30) determine the location of BBUVM; 𝛽 is a large enough number to 

ensure that 𝜎𝐵ℎ𝑟 and 𝜎𝐵ℎ are equal to 1 when ∑ 𝜆𝑅ℎ𝑟∀𝑟∈𝑅 > 0. In constraint (4.29) 

there are two possibilities for the value of (∑ 𝜆𝑅ℎ,𝑟∀𝑟∈𝑅 ) which are either zero (no 

traffic from h to r) or greater than zero (there is a traffic from h to r). When the 

value of ∑ 𝜆𝑅ℎ,𝑟∀𝑟∈𝑅  is zero, the left-hand side of the inequality (𝛽 ∙ ∑ 𝜆𝑅ℎ,𝑟∀𝑟∈𝑅 ) 
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should be zero and this sets the value of 𝜎𝐵ℎ  to zero. In the second case when the 

value of ∑ 𝜆𝑅ℎ,𝑟∀𝑟∈𝑅  is greater than zero, the left-hand side of the inequality (𝛽 ∙

∑ 𝜆𝑅ℎ,𝑟∀𝑟∈𝑅 ) will be much greater than 1 because of the large value 𝛽. Here the 

value of 𝜎𝐵ℎ may be set to 1 or zero. In the same way constraint (4.30) sets the 

value of 𝜎𝐵ℎ. Table 4.9 illustrates the operation of constraints (4.29) and (4.30).  

 

 

Figure 4.10 Locations of BBUVMs and the traffic toward RRH nodes 
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Table 4.9 BBUVM location constraints illustration 

Input Constraint Outcome 𝜎𝐵ℎ 

Value of 

𝜎𝐵ℎ that 

satisfies 

both 

constraints 

∑ 𝜆𝑅ℎ,𝑟

∀𝑟∈𝑅

> 0 

𝛽 ∙ ∑ 𝜆𝑅ℎ,𝑟

∀𝑟∈𝑅

≥ 𝜎𝐵ℎ 𝛽 ∙ ∑ 𝜆𝑅ℎ,𝑟

∀𝑟∈𝑅

≫ 1 0 or 1 

1 

∑ 𝜆𝑅ℎ,𝑟

∀𝑟∈𝑅

≤ 𝛽 ∙𝜎𝐵ℎ 𝛽 ∙𝜎𝐵ℎ ≫ 1 1 

∑ 𝜆𝑅ℎ,𝑟

∀𝑟∈𝑅

= 0 

𝛽 ∙ ∑ 𝜆𝑅ℎ,𝑟

∀𝑟∈𝑅

≥ 𝜎𝐵ℎ 𝛽 ∙ ∑ 𝜆𝑅ℎ,𝑟

∀𝑟∈𝑅

= 0 0 

0 

∑ 𝜆𝑅ℎ,𝑟

∀𝑟∈𝑅

≤ 𝛽 ∙𝜎𝐵ℎ 𝛽 ∙𝜎𝐵ℎ = 0 0 or 1 

 

3) Traffic from CNVMs to BBUVM 

(1 − 𝛼) ∙ ∑𝜆𝑅ℎ,𝑟

𝑟∈𝑅

= ∑ 𝜆𝐵𝑝,ℎ

𝑝∈𝐻

 

∀ℎ ∈ 𝐻 

(4.31) 

 

4) Core network virtual machine location 

𝜎𝐸𝑝 ≥ 𝜂 ∙ ∑ 𝜆𝐵𝑝,ℎ

ℎ∈𝐻

 

∀𝑝 ∈ 𝐻 

(4.32) 

𝜎𝐸𝑝 ≤ 1 + ∑ 𝜆𝐵𝑝ℎ

ℎ∈𝐻

− 𝜂 

∀𝑝 ∈ 𝐻 

(4.33) 
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5) CNVMs common location 

𝜓𝑝𝑞 ≤ 𝜎𝐸𝑝 

∀𝑝, 𝑞 ∈ 𝐻, 𝑝 ≠ 𝑞 
(4.34) 

 

𝜓𝑝,𝑞 ≤ 𝜎𝐸𝑞 

∀𝑝, 𝑞 ∈ 𝐻, 𝑝 ≠ 𝑞 
(4.35) 

 

𝜓𝑝,𝑞 ≥ 𝜎𝐸𝑝 + 𝜎𝐸𝑞 − 1 

∀𝑝, 𝑞 ∈ 𝐻, 𝑝 ≠ 𝑞 (4.36) 

6) Inter-traffic between CNVMs  

𝜆𝐸𝑝,𝑞 = ∇𝑝,𝑞 ∙ 𝜓𝑝,𝑞 

∀𝑝, 𝑞 ∈ 𝐻: 𝑝 ≠ 𝑞 (4.37) 

 

Constraint (4.31) represents the traffic from CNVMs to the BBUVM in node ℎ 

where 𝛼 is a unitless quantity; less than 1 and represents the reduction in the traffic 

caused by BBUVM processing. Constraints (4.32) and (4.33) determine the location 

of the CNVMs by setting the binary variable 𝜎𝐸𝑝 to 1 if there is a CNVM hosted at 

node 𝑝, where 𝜂 is very small number. Figure 4.11 illustrates the functions of 

constraints (4.32) and (4.33) whilst Table 4.10 illustrates their operation. Constraints 

(4.34), (4.35) and (4.36) ensure that the CNVMs communicate with each other if 

they are hosted at different nodes 𝑝 and 𝑞, and this is equivalent to the logical 

operation 𝜓𝑝,𝑞 = 𝜎𝐸𝑝 𝐴𝑁𝐷 𝜎𝐸𝑞. Figure 4.12 illustrates the function of constraints 
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(4.34), (4.35) and (4.36). Constraint (4.37) represents the traffic between CNVMs at 

hosting nodes p and q. 

 

Figure 4.11 Traffic from CNVMs to BBUVM and the location of CNVMs 

 

Table 4.10 operation of CNVM location constraints 

Input Constraints Outcome 𝜎𝐸𝑝 

The value of 

𝜎𝐸𝑝 that 

satisfies 

both 

constraints 

∑ 𝜆𝐵𝑝ℎ

ℎ∈𝐻

𝜎𝐸𝑝 ≥ 𝜂 ∙ ∑ 𝜆𝐵𝑝,ℎ

ℎ∈𝐻

 𝜂 ∙ ∑ 𝜆𝐵𝑝,ℎ

ℎ∈𝐻

≪ 1 1 1 
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> 0 𝜎𝐸𝑝 ≤ 1 + ∑ 𝜆𝐵𝑝ℎ

ℎ∈𝐻

− 𝜂 1 + ∑ 𝜆𝐵𝑝ℎ

ℎ∈𝐻

− 𝜂 > 1 0 or 1 

∑ 𝜆𝐵𝑝ℎ

ℎ∈𝐻

= 0 

𝜎𝐸𝑝 ≥ 𝜂 ∙ ∑ 𝜆𝐵𝑝,ℎ

ℎ∈𝐻

 𝜂 ∙ ∑ 𝜆𝐵𝑝,ℎ

ℎ∈𝐻

= 0 0 or 1 

0 

𝜎𝐸𝑝 ≤ 1 + ∑ 𝜆𝐵𝑝ℎ

ℎ∈𝐻

− 𝜂 1 + ∑ 𝜆𝐵𝑝ℎ

ℎ∈𝐻

− 𝜂 < 1 0 

 

 

Figure 4.12 CNVMs common location 

 

7) Flow conservation of the total traffic to the RRH nodes 

∑ 𝜆𝑅𝑥,𝑦
ℎ,𝑟

𝑦∈𝑇𝑁𝑥

− ∑ 𝜆𝑅𝑦,𝑥
ℎ,𝑟

𝑦∈𝑇𝑁𝑥

= {
𝜆𝑅ℎ,𝑟      

−𝜆𝑅ℎ,𝑟          

0         

𝑖𝑓 𝑥 = ℎ
𝑖𝑓 𝑥 = 𝑟

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

∀𝑟 ∈ 𝑅, ∀ℎ ∈ 𝐻, ∀𝑥 ∈ 𝑇 

(4.38) 
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8) Total traffic between any two hosting nodes 

𝜆𝑇𝑝,𝑞 = 𝜆𝐸𝑝,𝑞 + 𝜆𝐵𝑝,𝑞 

∀𝑝, 𝑞 ∈ 𝐻: 𝑝 ≠ 𝑞 
(4.39) 

 

9) Flow conservation of processing nodes communication traffic 

∑ 𝜆𝑇𝑥,𝑦
𝑝,𝑞

𝑦∈𝑇𝑁𝑥∩𝐻

− ∑ 𝜆𝑇𝑦,𝑥
𝑝,𝑞

𝑦∈𝑇𝑁𝑥∩𝐻

= {

𝜆𝑇𝑝,𝑞      

−𝜆𝑇𝑝,𝑞          

0         

𝑖𝑓 𝑥 = 𝑝
𝑖𝑓 𝑥 = 𝑞

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

∀𝑝, 𝑞, 𝑥 ∈ 𝐻: 𝑝 ≠ 𝑞 

(4.40) 

 

10) Cloud total workload 

Ψ𝐶ℎ = Ψ𝐵ℎ ∙ 𝜎𝐵ℎ + Ψ𝐸ℎ ∙ 𝜎𝐸ℎ  

∀ℎ ∈ 𝐻 
(4.41) 

Constraint (4.38) represents the flow conservation of the total traffic to the RRH 

nodes. Figure 4.13 illustrates the principle of flow conservation, and for clarification 

purposes, it is applied to constraint (4.38). Constraint (4.39) represents the total 

traffic between any two hosting nodes (𝑝, 𝑞) which is caused by virtual machines 

communication whilst its flow conservation is represented by constraint (4.40). 

Constraint (4.42) determines the total cloud workload at node h. 
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Figure 4.13 Principle of traffic flow conservation 

 

11) Total traffic between IP over WDM nodes 

𝜆𝑁𝑖,𝑗 = ∑ ∑ 𝜆𝑇𝑖,𝑗
𝑝,𝑞

𝑞∈𝐻,𝑞≠𝑝𝑝∈𝐻

+ ∑ ∑𝜆𝑅𝑖,𝑗
ℎ,𝑟

𝑟∈𝑅ℎ∈𝐻

 

∀𝑖, 𝑗 ∈ 𝑁: 𝑖 ≠ 𝑗 
(4.42) 

12) Flow conservation in the IP layer of the IP over WDM network 

∑ 𝜆𝑁𝑖,𝑗
𝑠,𝑑

𝑗∈𝑁

− ∑𝜆𝑁𝑗,𝑖
𝑠,𝑑

𝑗∈𝑁

= {

𝜆𝑁𝑖,𝑗

−𝜆𝑁𝑖,𝑗

0

    
𝑖𝑓 𝑖 = 𝑠
𝑖𝑓 𝑖 = 𝑑

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

∀𝑠, 𝑑, 𝑖, 𝑗 ∈ 𝑁, 𝑠 ≠ 𝑑 

(4.43) 

13) Virtual link capacity of the IP over WDM network 

∑ ∑ 𝜆𝑁𝑖,𝑗
𝑠,𝑑

𝑑∈𝑁:𝑠≠𝑑𝑠∈𝑁

= 𝑊𝑖𝑗 ∙ 𝐵 

∀𝑖, 𝑗 ∈ 𝑁, 𝑖 ≠ 𝑗 
(4.44) 
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14) Flow conservation in the optical layer of the IP over WDM network 

∑ 𝑊𝑚,𝑛
𝑖,𝑗

𝑛∈𝑁𝑁𝑚

− ∑ 𝑊𝑛,𝑚
𝑖,𝑗

𝑛∈𝑁𝑁𝑚

= {

𝑊𝑖,𝑗

−𝑊𝑖,𝑗

0

    
𝑖𝑓 𝑛 = 𝑖
𝑖𝑓 𝑛 = 𝑗

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

∀𝑖, 𝑗, 𝑚 ∈ 𝑁, 𝑖 ≠ 𝑗 

(4.45) 

15) Number of wavelength channels 

∑ ∑ 𝑊𝑚,𝑛
𝑖,𝑗

𝑗∈𝑁:𝑖≠𝑗𝑖∈𝑁

= 𝑤 ∙ 𝑓𝑚𝑛 

∀𝑚 ∈ 𝑁, ∀𝑛 ∈ 𝑁𝑁𝑚 

(4.46) 

16) Total number of wavelength channels 

𝑊𝑚𝑛 = ∑ ∑ 𝑊𝑚,𝑛
𝑖,𝑗

𝑗∈𝑁:𝑖≠𝑗𝑖∈𝑁

 

∀𝑚 ∈ 𝑁, ∀𝑛 ∈ 𝑁𝑁𝑚 

(4.47) 

17) Number of aggregation ports 

Λ𝑖 = ( ∑ 𝜆𝑁𝑖,𝑗

𝑖∈𝑁,𝑖≠𝑗

) 𝐵⁄  

∀𝑖 ∈ 𝑁 

(4.48) 

Constraint (4.42) determines the total traffic flows between any two IP over 

WDM nodes. Constraint (4.43) represents the flow conservation of the traffic in the 

IP layer of the IP over WDM network. Constraint (4.44) determines the link 

capacity between any two IP over WDM nodes. Constraint (4.45) represents the 

flow conservation in the optical layer of the IP over WDM network. It ensures that 

the total expected number of incoming wavelengths to the IP over WDM nodes of 

the virtual link (𝑖, 𝑗) is equal to the total number of outgoing wavelengths of that 
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link. Constraint (4.46) and (4.47) are the constraints of the physical link (𝑚, 𝑛). 

Constraint (4.46) ensures that the total number of wavelength channels in the logical 

link (𝑖, 𝑗) that traverse the physical link (𝑚, 𝑛) does not exceed the fiber capacity. 

Constraint (4.47) determines the number of wavelength channels in the physical link 

and ensures it is equal to the total number of wavelength channels in the virtual link 

traversing that physical link. Constraint (4.48) determines the required number of 

aggregation ports in each IP over WDM router.  

4.6  MILP model setup and results 

Five IP over WDM nodes were considered constituting the optical backbone 

network of the proposed architecture. Each IP over WDM node in turn has been 

attached to two PONs with one OLT and two ONUs for each. Accordingly, the 

network topology has 10 OLTs and 20 ONUs. In addition, each ONU is connected 

to one RRH node as shown in Figure 4.14. The case where each RRH unit requests a 

BBUVM and each BBUVM in turn request a CNVM was considered. Also, a fixed 

traffic between CNVMs was considered as an internal communication traffic. 

Beside this, the traffic between CNVM and BBUVM was investigated with different 

reduction factors (from 10% to 90%). This reduction is due to the BBUVM 

processing. Moreover, we considered ranges of BBUVM, and CNVM workloads. 

The BBUVM workload (WL) was set to (10%, 30%, and 50%) of the ONU 

processor capacity and for each value a range of CNVM workload and reduction 

factor were considered. The traffic requested by each RRH node is uniformly and 

randomly generated with a maximum of 10 Gbps. All these factors were 

investigated with the impact of CNVMs communication where the traffic between 
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two CNVMs was considered 10% of the traffic between CNVMs and BBUVMs. 

This traffic was considered to maintain the handover from one CNVM to another 

CNVM. Other input parameters are listed in Table 4.11. Generally, two scenarios 

were considered: virtualisation in both IP over WDM and PON and virtualisation in 

IP over WDM network only; where the results of the two scenarios were compared.  

Figs 4.12 - Fig. 4.14 illustrate the total power saving recorded at BBUVM 

workload 10%, 30% and 50% respectively of the ONU node processing capacity 

recoded under different CNVM workloads and traffic reductions. In all trends, the 

main contributor in the power saving is the traffic reduction/ expansion. The 

virtualisation in both IP over WDM and PON shows a maximum power saving of 

7% compared to the virtualisation in IP over WDM only recorded when high traffic 

(low reduction factor) flows in the network from CNVMs toward BBUVMs. This is 

due to the extension in the range of candidate locations that might host the virtual 

machines in the case of virtualisation in both IP over WDM and PON. This case 

allows accommodating BBUVMs close to the RRH nodes which ultimately causes a 

short path for the expanded traffic that flows from BBUVMs to RRHs nodes. At 

high traffic reduction (for example 90% traffic reduction), the traffic between the 

BBUVM and RRH is very high compared to the traffic between the BBUVM and 

the CNVM. Therefore, this scenario is very sensitive to the optimal placement of 

BBUVM and generates maximum savings when the BBUVM is placed closest to the 

RRH. As the traffic reduction becomes smaller, the savings drop below 7%. When 

the BBUVM consumes more power as a proportion of the CNVM power 

consumption (x axis in Fig 4.12 – Fig. 4.14), the savings increase. Comparing Fig. 

4.12 – Fig. 4.14, the savings are comparable, but are slightly smaller in Fig. 4.13 
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compared to Fig. 4.12 and even smaller in Fig. 4.14 compared to Fig. 4.13. This is 

due to the increase in the BBUVM power consumption and therefore more power 

out of the total power is used in processing. The power saving due to traffic 

reduction remains the same. As a result, the percentage reduction in power 

consumption due to lower power usage attributed to traffic leads to lower overall 

saving. These changes are however very small. 

 

Figure 4.14 Tested network topology 

 

Table 4.11 Input parameter for the MILP model 

ONU maximum power consumption (Ω𝑈) 15 (W) [233] 

OLT maximum power consumption (Ω𝐿) 3000 (W) [238] 

OLT idle power (Ω𝐿𝑑) 60 (W) [231] 

OLT maximum capacity (𝐶𝐿) 
1440 (Gbps) 

[238] 

ONU maximum capacity (𝐶𝑈) 10 (Gbps) [233] 

RRH node power consumption (Ω𝑅𝑥) 1140 (W) [234] 

Maximum power consumption for hosting VMs  at ONU 5.9 (W) [239] 
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node (Ω𝑃𝑈) 

Maximum power consumption for hosting VMs  at OLT 

node (Ω𝑃𝐿) 
27 (W) [240] 

Maximum power consumption for hosting VMs  at IP over 

WDM node (Ω𝑃𝑁) 
86 (W) [241] 

Capacity IP over WDM wavelength channel (𝐵) 40 (Gbps) [236] 

Number of wavelength per fibre in IP over WDM (𝑤) 16 [232] 

Transponder power consumption (Ω𝑇) 75 [232] 

Router port power consumption (Ω𝑅𝑃) 825 (W) [172] 

Regenerator power consumption (Ω𝐺) 335 (W) [172] 

EDFA power consumption (Ω𝐸) 55 (W) [172] 

Maximum span distance between EDFAs (𝑆) 80 (km) [236] 

 

 

 

Figure 4.15 Total power saving at BBUVM workload 10% of the ONU under 

different traffic reduction and CNVM workloads 
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Figure 4.16 Total power saving at BBUVM workload 30% of the ONU under 

different traffic reduction and CNVM workloads 

 

 

Figure 4.17 Total power saving at BBUVM workload 50% of the ONU under 

different traffic reduction and CNVM workloads 

4.7  Summary 

This chapter has introduced an optical-based framework for energy efficient NFV 

in 5G networks. In this framework the main functionalities of the mobile core 
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network are virtualised and provided as a core network virtual machine (CNVM). In 

addition, the base band unit of eNodeB (BBU) is virtualised and provisioned as a 

“BBU virtual machine” (BBUVM). An MILP optimisation model was developed 

with the objective of optimising the total power consumption associated with the 

requests of RRH. The developed model considers 14 VMs of both BBUVMs and 

CNVMS with different ranges of normalised workloads that have been uniformly 

and randomly distributed over 30 RRH nodes. Two main approaches were 

investigated by the MILP models: virtualisation in only IP over WDM network and 

virtualisation in both PON and IP over WDM network. Virtualisation in the IP over 

WDM and GPON networks approach shows an average saving in power 

consumption of 22% compared to the approach where virtualisation is restricted in 

the IP over WDM network. Virtualisation in the PON network adds a high level of 

flexibility due to virtual machine behaviour. The virtual machines can be migrated, 

replicated, or distributed according to the demand and the satisfaction of the 

optimisation goal, which is the minimisation of total power consumption. 

To investigate the impact of the traffic between CNVMs and the traffic reduction 

/ expansion caused by BBUVM, an MILP model was developed to extend the 

previous model by considering these factors with a wide range for VM workloads. 

The MILP model results show that scenario of virtualization in both IP over WDM 

and PON has less power consumption than the virtualisation in IP over WDM 

network only. It general, the virtualisation in both IP over WDM and PON shows a 

maximum power saving of 7% compared to the virtualisation in IP over WDM only 

recorded when high traffic (low reduction factor) flows in the network from CNVMs 

toward BBUVMs. 
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NFV in 5G Mobile Networks: The impact of number of users, 

backhaul / fronthaul traffic and base-band workload 

 

5.1  Introduction 

A framework for energy efficient NFV in 5G networks has been introduced in the 

previous chapter where different VMs with different workloads were investigated as 

well as the traffic reduction caused by BBUVM processing for the purpose of 

energy efficiency. In addition, the impact of virtualisation in PON was investigated 

and compared to the case where the virtualisation is restricted in IP over WDM 

network only. 

This chapter extends to the work done in Chapter 4 by investigating the impact of 

the backhaul to the fronthaul traffic ratio and the influence of the inter-traffic 

between VMs of the mobile core functions. In addition, it investigates the effect of 

variation of the total number of users during the day on the energy-efficiency and 

the optimisation problem. The MILP model is validated by two heuristic models: An 

Energy-Efficient NFV without Inter-traffic (EENFVnoITr) heuristic for no CNVMs 

inter-traffic and an Energy-Efficient NFV with CNVMs inter-traffic 

(EENFVwithITr) heuristic for the case where CNVMs inter-traffic is considered. In 

addition, different values of CNVMs inter-traffic are considered. 
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5.2  Fronthaul, Backhaul configuration and the amount of BBU 

workload 

This section illustrates the configuration of the fronthaul and backhaul used in the 

proposed network; so that the ratio of the backhaul to the fronthaul data rate could 

be calculated. Fronthaul is the network segment that connects the remote radio head 

(RRH) to the baseband unit (BBU) [242], whilst the network segment that connects 

the BBU to the mobile core network (CN) is called “backhaul” [243]. The internal 

interface of the fronthaul is defined as a result of the digitisation of the radio signal 

according to a number of specifications. The well-known and most used 

specification among radio access network (RAN) vendors is the Common Public 

Radio Interface (CPRI) specification [244] which is implemented using digital radio 

over fibre (D-RoF) techniques. On the other hand, the backhaul interface leverages 

Ethernet networks as they are the most cost effective network for transporting the 

backhaul IP packets [245, 246].  

In order to adequately determine the data rate in each network segment (backhaul 

and fronthaul), we will start with the physical layer of the current mobile network 

which is the Long-Term Evolution (LTE). LTE network uses single-carrier 

frequency-division multiple access (SC-FDMA) uplink (UL), whilst orthogonal 

frequency-division multiple access (OFDM) is used in downlink (DL) [247]. In both 

techniques, the transmitted data are turbo coded and modulated using one of the 

following modulation: QPSK, 16QAM, or 64QAM with 15 kHz subcarriers spacing 

[248]. A generic frame is defined in LTE which has 10 ms duration and 10 equal-

size subframes. Each subframe is divided into two slot periods of 0.5 ms duration 
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[249]. Depending on the cyclic prefix (CP), slots in OFDMA have either 7 symbols 

for normal CP or 6 symbols for extended CP [250]. Figure 5.1 illustrates an LTE 

downlink frame with normal CP. In the LTE frames, a resource element (RE) is the 

smallest modulation structure which has one subcarrier of 15 kHz by one symbol 

[251]. Resource elements are grouped into a physical resource block (PRB) which 

has dimensions of 12 consecutive subcarriers by one slot (6 or 7 symbols). 

Therefore, one PRB has a bandwidth of 180 kHz (12 × 15 kHz). Different 

transmission bandwidths use different number of physical resource blocks (PRBs) 

per time slot (0.5 ms) which are defined by 3GPP [252]. Figure (2) illustrates the 

LTE downlink resource grid. For instance, 10 MHz transmission bandwidth has 50 

PRBs whilst 20 MHz has 100 PRBs [253]. If 10 MHz bandwidth is used with 

64QAM (6 bits/symbol) and 7 OFDM symbols (short CP), we have: 

 

(50 𝑅𝐵 × 
12 𝑠𝑢𝑏𝑐𝑎𝑟𝑟𝑖𝑒𝑟𝑠

𝑅𝐵
 × 

7 𝑠𝑦𝑚𝑏𝑜𝑙𝑠
𝑠𝑢𝑏𝑐𝑎𝑟𝑟𝑖𝑒𝑟

 × 
6 𝑏𝑖𝑡𝑠 (𝑄𝐴𝑀)

𝑠𝑦𝑚𝑏𝑜𝑙
)

0.5 𝑚𝑠 𝑡𝑖𝑚𝑒 𝑠𝑙𝑜𝑡
 = 50.4 𝑀𝑏𝑝𝑠 

(5.1) 

and by considering (12.6%) the protocol overhead (or 87.4 system efficiency) 

[254] , the backhaul (IP) data rate is calculated as: 

50.4 𝑀𝑏𝑝𝑠 ×  0.874 𝑠𝑦𝑠𝑡𝑒𝑚 𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 = 44.0496 𝑀𝑏𝑝𝑠 (5.2) 

 

 It is worth mentioning that for each transmission antenna, there is one resource 

grid (50 PRBs for 10 MHz); therefore in 2 × 2 MIMO the previous data rate is 

double (100.8) [255].  
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Figure 5.1 LTE downlink frame with normal CP 

 

 

Figure 5.2 LTE downlink resource grid 
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The transmission of user plane data is achieved in the form of In-phase and 

quadrature (IQ) components that are sent via one CPRI physical link where each IQ 

data flow represents the data of one carrier for one antenna that is called Antenna-

Carrier (AxC) [256]. A number of parameters affect the data carried by AxC, [255]: 

Sampling frequency which is calculated as: subcarrier BW (15 kHz) times the 

FFT window (size). The FFT size is chosen to be the least multiple of 2 that is 

greater than the ratio of the radio signal bandwidth to the subcarrier BW. For 

instance, if the radio bandwidth is 10 MHz, the FFT size is the least multiple of 2 

number that is greater than 666.67 (10 MHz / 15 kHz) which is 1028 (210). In this 

case the sampling frequency will be calculated as 15 𝑘𝐻𝑧 × 1024 = 15.36 𝑀𝐻𝑧. 

Using the same approach, the sampling frequency at 20 MHz radio bandwidth 

system will be 30.72 MHz. 

IQ sample width (M-bits per sample): According to the CPRI specification, the 

IQ sample width supported by CPRI is between 4 and 20 bits per sample for I and Q 

in the uplink and it is between 8 and 20 in the downlink [256]. For instance, with M 

= 15 bits per sample; one AxC contains 15 bits per sample for I and 15 bits per 

sample for Q which are 30 (2 × 𝑀) bits per sample I and Q which are transported in 

sequence: 𝐼0𝑄0𝐼1𝑄1 …𝐼14𝑄14. The IQ sample data rate can be calculated by 

multiplying the number of bits per samples by the sampling frequency. For instance; 

for a radio bandwidth of 10 MHz (fs =15.36 MHz) and IQ samples 15 (M = 15) the 

IQ data rate will be: 

 (2 × 𝑀) × 𝑓𝑠 = (30 𝑏𝑖𝑡𝑠 𝑠𝑎𝑚𝑝𝑙𝑒⁄ ) × 15.36 𝑀𝐻𝑧 = 0.4608 𝐺𝑏𝑝𝑠. 
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CPRI data rate is designed based on Universal Mobile Telecommunications 

System (UMTS) chip rate [256] which is 3.84 MHz [257, 258]. Therefore, one basic 

CPRI frame is created every Tc= 260.416 ns (1/3.84 MHz) and this duration should 

remain constant for all CPRI options and data rate. According to CPRI specification 

in [256], one basic CPRI frame consists of 16 words indexed (W=0…15), where the 

first word is reserved for control. The length of the frame word (T) depends on the 

CPRI line rate as specified by CPRI specification in [256]. Accordingly, the 

transmission of AxC data will be expanded by a factor of 16/15 (15 bits payload, 1 

bit control and management). In addition to the sampling rate fs that is calculated 

earlier, AxC data needs to be coded using either 8B/10B or 64B/66B.  

To put all these calculations together, let’s start with the number of bits per word 

in the CPRI frame. The number of bits per word is equal to the total number of bits 

per frame divided by the frame payload words (15 words). Recall that the frame 

duration should be constants (260.416 ns); therefore: 

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑏𝑖𝑡𝑠 𝑖𝑛 𝐶𝑃𝑅𝐼 𝑓𝑟𝑎𝑚𝑒 (𝑛𝑜 𝑜𝑓 𝑏𝑖𝑡 𝑝𝑒𝑟 𝑤𝑜𝑟𝑑 ×  15 𝑤𝑜𝑟𝑑𝑠)

𝑠𝑎𝑚𝑝𝑙𝑒𝑠 𝑜𝑓 𝐼𝑄 𝑓𝐼𝑄

= 260.416 𝑛𝑠 

(5.3) 

 

𝑛𝑜 𝑜𝑓 𝑏𝑖𝑡𝑠 𝑝𝑒𝑟 𝑤𝑜𝑟𝑑 (𝑁𝑏𝑝𝑤) =
𝑓𝐼𝑄×260.416 𝑛𝑠

15
. (5.4) 

 

One CPRI frame word has Nbpw bits, since the CPRI frame has 16 words: 

𝑁𝑏𝑝𝐹 = 𝑁𝑏𝑝𝑤 × (15 𝑝𝑎𝑦𝑙𝑜𝑎𝑑 𝑤𝑜𝑟𝑑𝑠) + 𝑁𝑏𝑝𝑤 ×  1 𝑐𝑜𝑛𝑡𝑟𝑜𝑙 𝑤𝑜𝑟𝑑 (5.5) 
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𝑁𝑏𝑝𝐹 = 𝑁𝑏𝑝𝑤 × (15 + 1) =
𝑓𝐼𝑄 × 260.416 𝑛𝑠

15
× 16 (5.6) 

to calculate the data rate in one CPRI frame 

𝑁𝑏𝑝𝐹

260.416 𝑛𝑠
=

𝑓𝐼𝑄 × 260.416 𝑛𝑠
15

× 16

260.416 𝑛𝑠
= 𝑓𝐼𝑄 ×

16

15
 

(5.7) 

 

by replacing 𝑓𝐼𝑄 with 𝑓𝐼𝑄 = 2 × 𝑀 × 𝑓𝑠 

where M is defined earlier as the number of IQ bits. 

 In addition, AxC data are coded by either 8B/10B or 64B/66B. By putting these 

together, the CPRI data rate is calculated as: 

2 × 𝑀 × 𝑓𝑠 ×
16

15
× 𝐿𝑐𝑜𝑑𝑖𝑛𝑔 (5.8) 

note that the previous equation is for one AxC grid, and by considering more than 

one, the above equation is rewritten as: 

𝑚𝑜𝑏𝑖𝑙𝑒 𝑓𝑟𝑜𝑛𝑡ℎ𝑎𝑢𝑙 𝑑𝑎𝑡𝑎 𝑟𝑎𝑡𝑒 (𝐶𝑃𝑅𝐼 𝑑𝑎𝑡𝑎 𝑟𝑎𝑡𝑒)

= 2 × 𝑀 × 𝑓𝑠 ×
16

15
× 𝐿𝑐𝑜𝑑𝑖𝑛𝑔 × 𝑁𝐴𝑥𝐶 

(5.9) 

A 10 MHz radio signal bandwidth is used in the calculation of backhaul data rate 

(IP data rate), and for consistency, the calculation of the fronthaul data rate is based 

on the same bandwidth. 

In addition, 10 bits IQ is used with 8B/10B line coding and one AxC grid. 

𝑚𝑜𝑏𝑖𝑙𝑒 𝑓𝑟𝑜𝑛𝑡ℎ𝑎𝑢𝑙 𝑑𝑎𝑡𝑎 𝑟𝑎𝑡𝑒 (𝐶𝑃𝑅𝐼 𝑑𝑎𝑡𝑎 𝑟𝑎𝑡𝑒)

= 2 × 10 × 15.36 𝑀𝑏𝑝𝑠 ×
16

15
×

10

8
× 1 = 327.68 𝑀𝑏𝑝𝑠 

(5.10) 
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Finally, the ratio of the backhaul to fronthaul data rate is calculated as: 

𝑏𝑎𝑐𝑘ℎ𝑎𝑢𝑙 (𝐼𝑃)𝑑𝑎𝑡𝑎 𝑟𝑎𝑡𝑒

𝑓𝑟𝑜𝑛𝑡ℎ𝑎𝑢𝑙 (𝐶𝑃𝑅𝐼)𝑑𝑎𝑡𝑎 𝑟𝑎𝑡𝑒
=

44.0496 𝑀𝑏𝑝𝑠

327.68 𝑀𝑏𝑝𝑠
× 100 % = 13.44 % (5.11) 

Therefore, depending on coding, sampling, quantisation, and other parameters; 

the baseband processing adds overheads to the backhaul traffic as it passes through 

the BBU. In this work the ratio (13.44) calculated in (5.11) is used in our model, 

whilst the amount of workload in Giga Operation Per Second (GOPS) needed to 

process one user traffic is used based on the following equation which is explained 

in [259]: 

𝑤𝑙 = (30 ∙ 𝐴 + 10 ∙ 𝐴2 + 20
𝑀

6
∙ 𝐶 ∙ 𝐿) ∙

𝑅

50
 (5.12) 

where: 

wl: is the baseband workload in (GOPS) needed to process one user traffic, 

A: number of antennas used, 

M: modulation bits, 

C: the code rate, 

L: number of MIMO layers 

R: number of physical resource blocks allocated for the user. 
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5.3   MILP model 

This section introduces the MILP model that has been developed to minimise the 

power consumption due to both processing by virtual machines (hosting servers) and 

the traffic flow through the network. As in the previous chapter, the MILP model 

considers the same optical-based architecture with two types of VMs (BBUVM and 

CNVMs) that could be accommodated in ONU, OLT and/or IP over WDM as in 

Figure 5.3. The maximum number of VM-hosting servers was considered to be 1, 5, 

and 20 in ONU, OLT, and IP over WDM nodes respectively.  All VM-hosting 

servers were considered as sleep-capable servers for the purpose of VM 

consolidation (bin packing) 

 

Figure 5.3 The candidate location for hosting virtual machines in the proposed 

architecture 

For a given request, the MILP model responds by selecting the optimum number 

of virtual machines and their location so that the total power consumption is 

minimised.  
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The following indices, parameters, and variables are defined to represent the 

developed model: 

Table 5.1 Energy-efficient NFV MILP model indices 

Indices Comment 

𝑥, 𝑦 Indices of any two nodes in the proposed model 

𝑚, 𝑛 
Indices of any two nodes in the physical layer of the IP over 

WDM network 

𝑖, 𝑗 
Indices of any two nodes in the IP layer of the IP over WDM 

network. 

𝑟 Index of RRH node 

ℎ, 𝑢, 𝑝, 𝑞 Indices of the nodes where the VM could be hosted 

 

Table 5.2 Energy-efficient NFV MILP model parameters 

Parameters Comment 

𝑅 Set of RRH nodes 

𝑈 Set of ONU nodes 

𝐿 Set of OLT nodes 

𝑁 Set of IP over WDM nodes 

𝑇 Set of all nodes (RRH, ONU, OLT, and IP over WDM nodes) 

𝑁𝑁𝑚 
Set of neighbours of node 𝑚 in the IP over WDM network, 

∀ 𝑚 ∈ 𝑁  

𝑇𝑁𝑥 Set of neighbours of node 𝑥, ∀ 𝑥 ∈ 𝑇 

𝐻 Set of hosting nodes (ONU, OLT, and IP over WDM nodes) 

l Line coding rate (bits per sample) 

𝑦 Number of MIMO layers (ie number of data streams) 

q Number of bits used in QAM modulation 

a Number of antennas in a cell 

cp CPRI link data rate 

ΨX 
Maximum BBU workload needed for fully loaded RRH (GOPS); 

calculated as: 30 ∙ 𝑎 + 10 ∙ 𝑎2 + 20 ∙ 𝑞 ∙ 𝑙 ∙ 𝑦 
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Ψ𝑆 Server CPU maximum workload (GOPS) 

Ψ𝐶ℎ Workload needed for hosting one CNVM (GOPS) 

𝜌𝑟 Number of active users connected to RRH node r 

n Maximum number of physical resources blocks for cell (r) 

pb Number of physical resource blocks per user 

𝜆𝑅𝑟 
RRH node 𝑟 traffic demand (Gbps); calculated as: [(𝑝𝑏 𝑛⁄ ) ∙ 𝑐𝑝 ∙
𝜌𝑟], where 𝑟 ∈ 𝑅 

∇𝑝,𝑞 
Intra-traffic between core network VMs (CNVM) at hosting nodes 

p, and q (Gbps) 

𝛼 The ratio of the backhaul to the fronthaul traffic (unitless) 

Ω𝑈 ONU maximum power consumption (W) 

Ω𝐿 OLT maximum power consumption (W) 

Ω𝐿𝑑 OLT idle power (W) 

𝐶𝐿 OLT maximum capacity (Gbps) 

𝐶𝑈 ONU maximum capacity (Gbps) 

Ω𝑅𝑥 
Power consumption of the Remote Radio Head (RRH) connected 

to ONU node x (W) 

Ω𝑆 Server maximum power consumption (W) 

Ω𝑆𝑑 Server idle power (W) 

Ω𝐻ℎ Maximum power consumption of hosting VMs at not h 

𝛽 Large number (unitless) 

𝜂 Very small number (unitless) 

𝐵 Capacity of the wavelength channel (Gbps) 

𝑤 Number of wavelengths per fiber 

Ω𝑇 Transponder power consumption (W) 

Ω𝑅𝑃 Router power consumption per port (W) 

Ω𝐺 Regenerator power consumption (W) 

Ω𝐸 EDFA power consumption (W) 

𝑁𝐺𝑚,𝑛 Number of regenerators in the optical link (𝑚, 𝑛) 

𝑆 Maximum span distance between EDFAs (km) 

𝐷𝑚,𝑛 
Distance between node pair (𝑚, 𝑛) in the IP over WDM network 

(km) 

𝐴𝑚,𝑛 Number of EDFAs between node pair (𝑚, 𝑛) calculated as 𝐴𝑚,𝑛 =
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((𝐷𝑚𝑛 𝑆⁄ ) − 1) + 2 

 

Table 5.3 Energy-efficient NFV MILP model variables 

Variables Comment 

𝜆𝐵𝑝,ℎ Traffic from CNVMs in node 𝑝 to the BBUVMs in node ℎ (Gbps) 

𝜆𝑅ℎ,𝑟 Traffic from BBUVMs in node ℎ to the RRH node 𝑟 (Gbps) 

𝜎𝐵ℎ,𝑟 
Binary indicator, set to 1 if the node ℎ hosts BBUVMs to serve 

the RRH node 𝑟, 0 otherwise 

𝜎𝐵ℎ 
Binary indicator, set to 1 if the node ℎ hosts a BBUVM, 0 

otherwise 

𝜎𝐸𝑝,ℎ 
Binary indicator, set to 1 if the node ℎ hosts CNVMs to serve the 

BBUVMs at hosting node ℎ, 0 otherwise 

𝜎𝐸𝑝 
Binary indicator, set to 1 if the hosting node 𝑝 hosts CNVMs is, 0 

otherwise 

𝜓𝑝,𝑞 

Binary indicator, set to 1 if two different hosting nodes 𝑝 and 𝑞 

host CNVMs, 0 otherwise. It is equivalent to the ANDing of the 

two binary variables (𝜎𝐸𝑝, 𝜎𝐸𝑞). 

𝜎𝜒ℎ 

Binary indicator, set to 1 if the hosting node ℎ hosts any virtual 

machine of any type, 0 otherwise. It is equivalent to the ORing of 

the two binary variables (𝜎𝐵ℎ, 𝜎𝐸ℎ). 

𝜆𝐸𝑝,𝑞 
Traffic between hosting nodes due to CNVMs communication 

(Gbps) 

𝜆𝑇𝑝,𝑞 
Total traffic from node 𝑝 to node 𝑞 caused by CNVM to CNVM 

traffic and CNVM to BBUVM traffic (Gbps) 

𝜆𝑅𝑥,𝑦
ℎ,𝑟

 
Traffic from hosting node ℎ to RRH node 𝑟 that traverses the link 

between the nodes (𝑥, 𝑦) in the network in Gb/s 

𝜆𝑇𝑥,𝑦
𝑝,𝑞

 
Total traffic from node 𝑝 to node 𝑞 that traverses the link between 

the nodes (𝑥, 𝑦) in the network (Gbps) 

Ψ𝐵ℎ BBU workload at node ℎ (GOPS) 

Ψ𝑖ℎ The integer part of the total normalised workload at node ℎ.  

Ψ𝑓ℎ The fractional part of the total normalised workload at node ℎ. 

𝑊𝑖,𝑗 Number of wavelength channels in the virtual link (𝑖, 𝑗) 

𝑊𝑚,𝑛
𝑖,𝑗

 
Number of wavelength channels in the virtual link (𝑖, 𝑗) that 

traverse the physical link (𝑚, 𝑛) 

𝑓𝑚,𝑛 Number of fibres in the physical link (𝑚, 𝑛) 
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𝑊𝑚,𝑛 Total number of wavelengths in the physical link (𝑚, 𝑛) 

Λ𝑚 Number of aggregation ports of the router at node 𝑚 

  

 

The total power consumption is composed of: 

5) The power consumption of RRHs and ONUs calculated as the total traffic of 

passing through ONUs multiplied by the ONU energy per transmitted bit added 

to the total power consumption of RRHs 

∑ [Ω𝑅𝑥 +
Ω𝑈

𝐶𝑈
.(∑ ∑ ∑ 𝜆𝑅𝑥,𝑦

ℎ,𝑟

𝑦∈𝑇𝑁𝑥𝑟∈𝑅ℎ∈𝐻𝑥∈𝑈

+ ∑ ∑ ∑ 𝜆𝑇𝑥,𝑦
𝑝,𝑞

𝑦∈𝑇𝑁𝑥∩𝐻𝑞∈𝐻:𝑝≠𝑞𝑝∈𝐻

)] 

6) The power consumption of the OLTs calculated as the total traffic of passing 

through OLTs multiplied by the OLT energy per transmitted bit 

 

∑[Ω𝐿𝑑 +
Ω𝐿 − Ω𝐿𝑑

𝐶𝐿
. (∑ ∑ ∑ 𝜆𝑅𝑥,𝑦

ℎ,𝑟

𝑦∈𝑇𝑁𝑥𝑟∈𝑅ℎ∈𝐻𝑥∈𝐿

+ ∑ ∑ ∑ 𝜆𝑇𝑥,𝑦
𝑝,𝑞

𝑦∈𝑇𝑁𝑥∩𝐻𝑞∈𝐻:𝑝≠𝑞𝑝∈𝐻

)] 

 

7) The power consumption of the IP over WDM network is composed of : 

a) Aggregation ports power consumption calculated as the total number of 

aggregation ports multiplied by power consumption of a single port: 

(Ω𝑅𝑃 ∙ ∑ Λ𝑚

𝑚∈𝑁

) 
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b) High speed ports power consumption calculated as the multiplication of 

total number of high speed ports by the power consumption of a single 

port 

(Ω𝑅𝑃 ∙ ∑ ∑ 𝑊𝑚,𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

) 

c) Transponders power consumption calculated as the multiplication of 

total number of wavelength by the power consumption of a single 

transponder: 

(Ω𝑇 ∙ ∑ ∑ 𝑊𝑚,𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

) 

d) EDFAs power consumption calculated as the multiplication of the total 

number of EDFAs by the total number of fibres by the power 

consumption of a single EDFA 

(Ω𝐸 ∙ ∑ ∑ 𝐴𝑚,𝑛 ∙ 𝑓𝑚,𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

) 

e) Regenerators power consumption calculated as the total number of 

regenerators time the power consumption of a single generator 

(Ω𝐺 ∙ ∑ ∑ 𝑁𝐺𝑚,𝑛 ∙ 𝑊𝑚,𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

) 

8) The total power consumption of VMs and hosting servers 

∑(Ω𝑆𝑑 ∙ (Ψ𝑖ℎ + 𝜎𝜒ℎ) + Ψ𝑓ℎ ∙ (Ω𝑆 − Ω𝑆𝑑))

ℎ∈𝐻
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The model objective is to minimise the total power consumption as follows: 

 

Minimise  

∑ [Ω𝑅𝑥 +
Ω𝑈

𝐶𝑈
.(∑ ∑ ∑ 𝜆𝑅𝑥,𝑦

ℎ,𝑟

𝑦∈𝑇𝑁𝑥𝑟∈𝑅ℎ∈𝐻𝑥∈𝑈

+ ∑ ∑ ∑ 𝜆𝑇𝑥,𝑦
𝑝,𝑞

𝑦∈𝑇𝑁𝑥∩𝐻𝑞∈𝐻:𝑝≠𝑞𝑝∈𝐻

)] 

+∑[Ω𝐿𝑑 +
Ω𝐿 − Ω𝐿𝑑

𝐶𝐿
. (∑ ∑ ∑ 𝜆𝑅𝑥,𝑦

ℎ,𝑟

𝑦∈𝑇𝑁𝑥𝑟∈𝑅ℎ∈𝐻𝑥∈𝐿

+ ∑ ∑ ∑ 𝜆𝑇𝑥,𝑦
𝑝,𝑞

𝑦∈𝑇𝑁𝑥∩𝐻𝑞∈𝐻:𝑝≠𝑞𝑝∈𝐻

)] 

+(Ω𝑅𝑃 ∙ ∑ Λ𝑚

𝑚∈𝑁

) + (Ω𝑅𝑃 ∙ ∑ ∑ 𝑊𝑚,𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

) 

+(Ω𝑇 ∙ ∑ ∑ 𝑊𝑚,𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

) + (Ω𝐸 ∙ ∑ ∑ 𝐴𝑚,𝑛 ∙ 𝑓𝑚,𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

) 

+(Ω𝐺 ∙ ∑ ∑ 𝑁𝐺𝑚,𝑛 ∙ 𝑊𝑚,𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

)  

 

+ ∑(Ω𝑆𝑑 ∙ (Ψ𝑖ℎ + 𝜎𝜒ℎ) + Ψ𝑓ℎ ∙ (Ω𝑆 − Ω𝑆𝑑))

ℎ∈𝐻

   

Subject to the following constraints: 

1) Traffic from CNVM to BBUVM 

∑ 𝜆𝐵𝑝,ℎ

𝑝∈𝐻

= 𝛼 ∙ ∑𝜆𝑅ℎ,𝑟

𝑟∈𝑅

 

∀ℎ ∈ 𝐻 

(5.13) 
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2) Traffic to RRH nodes 

∑ 𝜆𝑅ℎ,𝑟

ℎ∈𝐻

= 𝜆𝑅𝑟 

∀𝑟 ∈ 𝑅 

(5.14) 

Constraint (5.13) represents the traffic from CNVMs to the BBUVM in node ℎ 

where 𝛼 is a unitless quantity which represents the ratio of backhaul to fronthaul 

traffic. Note that this constraint allows a BBUVM to receive traffic from more than 

a single CNVM, which may occur for example in network slicing. 

Constraint (5.14) represents the traffic to RRH nodes from all BBUVMs that are 

hosted in hosting nodes. This enables an RRH to receive traffic from more than a 

single BBUVM (network slicing). 

3) The served RRH nodes and the location of BBUVM 

𝛽 ∙ 𝜆𝑅ℎ,𝑟 ≥ 𝜎𝐵ℎ,𝑟  

 ∀𝑟 ∈ 𝑅, ∀ℎ ∈ 𝐻 

(5.15) 

 

𝜆𝑅ℎ,𝑟 ≤ 𝛽 ∙ 𝜎𝐵ℎ,𝑟 

∀𝑟 ∈ 𝑅, ∀ℎ ∈ 𝐻 

(5.16) 

 

𝛽 ∙ ∑ 𝜆𝑅ℎ,𝑟

∀𝑟∈𝑅

≥ 𝜎𝐵ℎ 

∀ℎ ∈ 𝐻 

(5.17) 

 

∑ 𝜆𝑅ℎ,𝑟

∀𝑟∈𝑅

≤ 𝛽 ∙ 𝜎𝐵ℎ 

∀ℎ ∈ 𝐻 

(5.18) 
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Constraint (5.15) and (5.16) ensure that the RRH node 𝑟 is served by the BBUVM 

that is hosted at node ℎ as illustrated in Figure 5.4. Constraints (5.17) and (5.18) 

determine the location of BBUVM; 𝛽 is a large enough number to ensure that 𝜎𝐵ℎ𝑟 

and 𝜎𝐵ℎ are equal to 1 when ∑ 𝜆𝑅ℎ𝑟∀𝑟∈𝑅 > 0. In constraint (5.17) there are two 

possibilities for the value of (∑ 𝜆𝑅ℎ,𝑟∀𝑟∈𝑅 ) which are either zero (no traffic from h to 

r) or greater than zero (there is a traffic from h to r). When the value of ∑ 𝜆𝑅ℎ,𝑟∀𝑟∈𝑅  

is zero, the left-hand side of the inequality (𝛽 ∙ ∑ 𝜆𝑅ℎ,𝑟∀𝑟∈𝑅 ) should be zero and this 

sets the value of 𝜎𝐵ℎ to zero. In the second case when the value of ∑ 𝜆𝑅ℎ,𝑟∀𝑟∈𝑅  is 

greater than zero, the left-hand side of the inequality (𝛽 ∙ ∑ 𝜆𝑅ℎ,𝑟∀𝑟∈𝑅 ) will be much 

greater than 1 because of the large value 𝛽. In this, the value of 𝜎𝐵ℎ may be set to 1 

or zero. In the same way constraint (5.18) sets the value of 𝜎𝐵ℎ. Table 5.4 illustrates 

the operation of constraints (5.17) and (5.18).  
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Figure 5.4 BBUVM locations and the traffic toward RRH nodes 

Table 5.4 BBUVM constraints operation 

Input Constraint Outcome 𝜎𝐵ℎ 

Value of 

𝜎𝐵ℎ that 

satisfies 

both 

constraints 

∑ 𝜆𝑅ℎ,𝑟

∀𝑟∈𝑅

> 0 

𝛽 ∙ ∑ 𝜆𝑅ℎ,𝑟

∀𝑟∈𝑅

≥ 𝜎𝐵ℎ 𝛽 ∙ ∑ 𝜆𝑅ℎ,𝑟

∀𝑟∈𝑅

≫ 1 0 or 1 

1 

∑ 𝜆𝑅ℎ,𝑟

∀𝑟∈𝑅

≤ 𝛽 ∙ 𝜎𝐵ℎ 𝛽 ∙ 𝜎𝐵ℎ ≫ 1 1 

∑ 𝜆𝑅ℎ,𝑟

∀𝑟∈𝑅

= 0 𝛽 ∙ ∑ 𝜆𝑅ℎ,𝑟

∀𝑟∈𝑅

≥ 𝜎𝐵ℎ 𝛽 ∙ ∑ 𝜆𝑅ℎ,𝑟

∀𝑟∈𝑅

= 0 0 0 
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∑ 𝜆𝑅ℎ,𝑟

∀𝑟∈𝑅

≤ 𝛽 ∙ 𝜎𝐵ℎ 𝛽 ∙ 𝜎𝐵ℎ = 0 0 or 1 

 

4) CNVM locations 

𝛽 ∙ 𝜆𝐵𝑝,ℎ ≥ 𝜎𝐸𝑝,ℎ 

∀𝑝, 𝑞 ∈ 𝐻, 𝑝 ≠ 𝑞 

(5.19) 

 

𝜆𝐵𝑝,ℎ ≤ 𝛽 ∙ 𝜎𝐸𝑝,ℎ 

∀𝑝, 𝑞 ∈ 𝐻, 𝑝 ≠ 𝑞 

(5.20) 

 

𝜎𝐸𝑝 ≥ 𝜂 ∙ ∑ 𝜆𝐵𝑝,ℎ

ℎ∈𝐻

 

∀𝑝 ∈ 𝐻 

(5.21) 

 

𝜎𝐸𝑝 ≤ 1 + ∑ 𝜆𝐵𝑝ℎ

ℎ∈𝐻

− 𝜂 

∀𝑝 ∈ 𝐻 

(5.22) 

 

𝜓𝑝𝑞 ≤ 𝜎𝐸𝑝 

∀𝑝, 𝑞 ∈ 𝐻, 𝑝 ≠ 𝑞 

(5.23) 

 

𝜓𝑝,𝑞 ≤ 𝜎𝐸𝑞 

∀𝑝, 𝑞 ∈ 𝐻, 𝑝 ≠ 𝑞 

(5.24) 

 

𝜓𝑝,𝑞 ≥ 𝜎𝐸𝑝 + 𝜎𝐸𝑞 − 1 

∀𝑝, 𝑞 ∈ 𝐻, 𝑝 ≠ 𝑞 
(5.25) 
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5) Hosting any VM of any type 

𝜎𝜒ℎ ≤ 𝜎𝐵ℎ + 𝜎𝐸ℎ 

∀ℎ ∈ 𝐻 

(5.26) 

 

𝜎𝜒ℎ ≥ 𝜎𝐵ℎ 

∀ℎ ∈ 𝐻 

(5.27) 

 

𝜎𝜒ℎ ≥ 𝜎𝐸ℎ 

∀ℎ ∈ 𝐻 

(5.28) 

Constraints (5.19) and (5.20) ensure that the BBUVMs at node ℎ are served by the 

CNVMs that are hosted at the node 𝑝. Constraints (5.21) and (5.22) determine the 

location of the CNVMs by setting the binary variable 𝜎𝐸𝑝 to 1 if there is a CNVM 

hosted at node 𝑝, where 𝜂 is very small number. Figure 5.5 illustrates the functions 

of constraints (5.21) and (5.22) whilst Table 5.5 illustrates their operation. 

Constraints (5.23) - (5.25) ensure that the CNVMs communicate with each other if 

they are hosted at different nodes 𝑝 and 𝑞, and this is equivalent to the logical 

operation 𝜓𝑝,𝑞 = 𝜎𝐸𝑝 𝐴𝑁𝐷 𝜎𝐸𝑞. Figure 5.6 illustrates the function of constraints 

(5.23) - (5.25). Constraints (5.26) - (5.28) determine if the hosting node h hosts any 

VM of any type (BBUVM or CNVM). It is equivalent to the logical operation 

𝜎𝜒ℎ = 𝜎𝐸𝑝 𝑂𝑅 𝜎𝐸𝑞 .  
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Table 5.5 CNVM constraints operation 

Input Constraints Outcome 𝜎𝐸𝑝 

The value of 

𝜎𝐸𝑝 that 

satisfies 

both 

constraints 

∑ 𝜆𝐵𝑝ℎ

ℎ∈𝐻

> 0 

𝜎𝐸𝑝 ≥ 𝜂 ∙ ∑ 𝜆𝐵𝑝,ℎ

ℎ∈𝐻

 𝜂 ∙ ∑ 𝜆𝐵𝑝,ℎ

ℎ∈𝐻

≪ 1 1 

1 

𝜎𝐸𝑝 ≤ 1 + ∑ 𝜆𝐵𝑝ℎ

ℎ∈𝐻

− 𝜂 1 + ∑ 𝜆𝐵𝑝ℎ

ℎ∈𝐻

− 𝜂 > 1 0 or 1 

∑ 𝜆𝐵𝑝ℎ

ℎ∈𝐻

= 0 

𝜎𝐸𝑝 ≥ 𝜂 ∙ ∑ 𝜆𝐵𝑝,ℎ

ℎ∈𝐻

 𝜂 ∙ ∑ 𝜆𝐵𝑝,ℎ

ℎ∈𝐻

= 0 0 or 1 

0 

𝜎𝐸𝑝 ≤ 1 + ∑ 𝜆𝐵𝑝ℎ

ℎ∈𝐻

− 𝜂 1 + ∑ 𝜆𝐵𝑝ℎ

ℎ∈𝐻

− 𝜂 < 1 0 

 

 

Figure 5.5 CNVM locus and the traffic toward BBUVMs 
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Figure 5.6 CNVM locus and the common locus 

6) Communication traffic between CNVMs 

𝜆𝐸𝑝,𝑞 = ∇𝑝,𝑞 ∙ 𝜓𝑝,𝑞 

∀𝑝, 𝑞 ∈ 𝐻: 𝑝 ≠ 𝑞 

(5.29) 

7) Total traffic between two hosting nodes 

𝜆𝑇𝑝,𝑞 = 𝜆𝐸𝑝,𝑞 + 𝜆𝐵𝑝,𝑞 

∀𝑝, 𝑞 ∈ 𝐻: 𝑝 ≠ 𝑞 

(5.30) 

8) Flow conservation of the total traffic to the RRH nodes 

∑ 𝜆𝑅𝑥,𝑦
ℎ,𝑟

𝑦∈𝑇𝑁𝑥

− ∑ 𝜆𝑅𝑦,𝑥
ℎ,𝑟

𝑦∈𝑇𝑁𝑥

= {
𝜆𝑅ℎ,𝑟      

−𝜆𝑅ℎ,𝑟          

0         

𝑖𝑓 𝑥 = ℎ
𝑖𝑓 𝑥 = 𝑟

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

∀𝑟 ∈ 𝑅, ∀ℎ ∈ 𝐻, ∀𝑥 ∈ 𝑇 

(5.31) 

 

9) Flow conservation of hosting nodes communication traffic 
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∑ 𝜆𝑇𝑥,𝑦
𝑝,𝑞

𝑦∈𝑇𝑁𝑥∩𝐻

− ∑ 𝜆𝑇𝑦,𝑥
𝑝,𝑞

𝑦∈𝑇𝑁𝑥∩𝐻

= {

𝜆𝑇𝑝,𝑞      

−𝜆𝑇𝑝,𝑞          

0         

𝑖𝑓 𝑥 = 𝑝
𝑖𝑓 𝑥 = 𝑞

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

∀𝑝, 𝑞, 𝑥 ∈ 𝐻: 𝑝 ≠ 𝑞 

(5.32) 

Constraint (5.29) represents the traffic between CNVMs at hosting nodes p and q. 

Constraint (5.30) represents the total traffic between any two hosting nodes (𝑝, 𝑞) 

which is caused by virtual machines communication. Constraint  (5.31) represents 

the flow conservation of the total fronthaul traffic to the RRH nodes. Figure 5.7 

illustrates the principle of flow conservation, and for clarification purposes, it is 

applied to constraint (5.31). Constraint (5.32) represents the flow conservation of the 

total traffic between any two hosting nodes that might host virtual machines of any 

type (BBUVM or CNVM). 

 

Figure 5.7 Flow conservation principle 
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10) Total BBU workload at any hosting node h 

Ψ𝐵ℎ = (( ∑ 𝜆𝑅ℎ,𝑟

∀𝑟∈𝑅

) 𝑐𝑝 ∙⁄ )ΨX 

∀ℎ ∈ 𝐻 

(5.33) 

 

11) Total normalized workload at hosting node h 

Ψ𝑖ℎ + Ψ𝑓ℎ = (Ψ𝐵ℎ + Ψ𝐶ℎ) Ψ𝑆⁄   

∀ℎ ∈ 𝐻 

(5.34) 

 

12) Hosting node capacity 

(Ω𝑆𝑑 ∙ (Ψ𝑖ℎ + 𝜎𝜒ℎ) + Ψ𝑓ℎ ∙ (Ω𝑆 − Ω𝑆𝑑)) ≤ Ω𝐻ℎ 

∀ℎ ∈ 𝐻 

(5.35) 

 

13) GPON link constraints  

∑ ∑ ∑ 𝜆𝑅𝑖,𝑗
ℎ,𝑟

𝑗∈𝑇𝑁𝑖∩𝐿𝑟∈𝑅ℎ∈𝐻

≤ 0 

∀𝑖 ∈ 𝑈 

(5.36) 

 

∑ ∑ ∑ 𝜆𝑇𝑖,𝑗
𝑝,𝑞

𝑗∈𝑇𝑁𝑖∩𝐿𝑞∈𝐻,𝑞≠𝑝𝑝∈𝐻

≤ 0 

∀𝑖 ∈ 𝑈 

(5.37) 
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∑ ∑ ∑ 𝜆𝑅𝑖,𝑗
ℎ,𝑟

𝑗∈TNi∩N𝑟∈𝑅ℎ∈𝐻

≤ 0 

∀𝑖 ∈ 𝐿 

(5.38) 

 

∑ ∑ ∑ 𝜆𝑇𝑖,𝑗
𝑝,𝑞

𝑗∈TNi∩N𝑞∈𝐻,𝑞≠𝑝𝑝∈𝐻

≤ 0 

∀𝑖 ∈ 𝐿 

(5.39) 

Constraint (5.33) represents the total BBU workload at any hosing node h. 

Constraint (5.34) calculates the total BBU and CNVM normalized workload at any 

hosting node. The workload is scaled and normalized relative to the server CPU 

workload and is separated into integer and fractional parts. Constraint (5.35) ensures 

that the total power consumption of hosting VMs does not exceed the maximum 

power consumption allocated for each host.  Constraints (5.36) – (5.39) ensure that 

the total PON downlink traffic does not flow in the opposite direction. 

14) Virtual Link capacity of the IP over WDM network 

∑ ∑ 𝜆𝑇𝑖,𝑗
𝑝,𝑞

𝑞∈𝐻,𝑞≠𝑝𝑝∈𝐻

+ ∑ ∑𝜆𝑅𝑖,𝑗
ℎ,𝑟

𝑟∈𝑅ℎ∈𝐻

≤ 𝑊𝑖,𝑗 ∙ 𝐵 

∀𝑖, 𝑗 ∈ 𝑁, 𝑖 ≠ j. 

(5.40) 

 

15) Flow conservation in the optical layer of IP over WDM network 

∑ 𝑊𝑚,𝑛
𝑖,𝑗

𝑛∈𝑁𝑁𝑚

− ∑ 𝑊𝑛,𝑚
𝑖,𝑗

𝑛∈𝑁𝑁𝑚

= {

𝑊𝑖,𝑗

−𝑊𝑖,𝑗

0

    
𝑖𝑓 𝑛 = 𝑖
𝑖𝑓 𝑛 = 𝑗

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

∀𝑖, 𝑗, 𝑚 ∈ 𝑁, 𝑖 ≠ 𝑗 

(5.41) 

Constraint (5.40) ensures that the total traffic traversing the virtual link (𝑖, 𝑗) does 

not exceed its capacity, in addition it determines the number of wavelength channels 

that carry the traffic burden of that link. Constraint (5.41) represents the flow 
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conservation in the optical layer of the IP over WDM network. It ensures that the 

total expected number of incoming wavelengths for the IP over WDM nodes of the 

virtual link (𝑖, 𝑗) is equal to the total number of outgoing wavelengths of that link.  

16) Number of wavelength channels 

∑ ∑ 𝑊𝑚,𝑛
𝑖,𝑗

𝑗∈𝑁:𝑖≠𝑗𝑖∈𝑁

≤ 𝑤 ∙ 𝑓𝑚,𝑛 

∀𝑚 ∈ 𝑁, ∀𝑛 ∈ 𝑁𝑁𝑚 

(5.42) 

 

17) Total number of wavelength channels 

𝑊𝑚,𝑛 = ∑ ∑ 𝑊𝑚,𝑛
𝑖,𝑗

𝑗∈𝑁:𝑖≠𝑗𝑖∈𝑁

 

∀𝑚 ∈ 𝑁, ∀𝑛 ∈ 𝑁𝑁𝑚 

(5.43) 

 

18) Number of aggregation ports 

𝛬𝑖 = ( ∑ (∑ ∑ 𝜆𝑇𝑖,𝑗
𝑝,𝑞

𝑞∈𝐻,𝑞≠𝑝𝑝∈𝐻

+ ∑ ∑𝜆𝑅𝑖,𝑗
ℎ,𝑟

𝑟∈𝑅ℎ∈𝐻

)

𝑗∈𝐿∩𝑇𝑁𝑖

) 𝐵⁄  

∀𝑖 ∈ 𝑁 

(5.44) 

Constraint (5.42) and (5.43) are the constraints of the physical link (𝑚, 𝑛). 

Constraint (5.42) ensures that the total number of wavelength channels in the logical 

link (𝑖, 𝑗) that traverse the physical link (𝑚, 𝑛) does not exceed the fiber capacity. 

Constraint (5.43) determines the number of wavelength channels in the physical link 

and ensures that it is equals to the total number of wavelength channels in the virtual 

link traversing that physical link. Constraint (5.44) determines the required number 

of aggregation ports in each IP over WDM router.  



128 

 

5.4  MILP model setup and results 

Five IP over WDM nodes are considered constituting the optical-based backbone 

network of the architecture. The distribution and topology of the IP over WDM 

nodes have been built upon the NSFNET network described in [235, 260]. Each IP 

over WDM node in turn is attached to two GPONs with one OLT and two ONUs for 

each GPON. Accordingly, the network topology has 10 OLTs and 20 ONUs. In 

addition, each ONU is connected to one RRH node as shown in Figure 5.8. Two 

GPONs for each IP over WDM node are enough to investigate the VM response for 

demands and power savings. To finalise the portrait of the network topology, we 

have concentrated on the distribution of the hosting nodes and the way in which they 

are connected to each other and for this reason the GPON splitters are not shown.  

As alluded to earlier, two types of VMs have been considered: BBUVM, which 

realise the functions of the BBU, and CNVM to achieve the functions of the mobile 

core network. The amount of workload needed for BBUVMs is calculated in GOPS 

according to equation (5.12) [259] and based on the calculated workload, the hosting 

server CPU utilisation due to hosting BBUVMs is determined. On the other hand, 

the total workload needed for CNVMs is calculated based on the number BBUVMs 

group in each hosting node since we have allocated one CNVM for each group of 

BBUVMs in one hosting node. A single VM consumes around 18W [261] and by 

knowing the hosting server maximum power consumption (365W), idle power (112) 

and the maximum workload (368 GOPS), Ψ𝐶ℎ can calculated for a single VM. 

Therefore Ψ𝐶ℎ = corresponds is (18 × 368) (365 − 112)⁄ = 26 GOPS.  
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We have investigated the effect of the intra-traffic between the CNVMs by 

considering a range of intra-traffic relative to the total network traffic (0%, 1%, 

5%,10%, and 16% of the total traffic) flows from CNVMs. Moving toward access 

network, each RRH node is considered to serve a small cell that operates on 10 MHz 

bandwidth and with a maximum capacity of 10 users. Each user in the small cell is 

allocated 5 physical resources blocks (PRB) as the users are assumed to request the 

same task from the network. Accordingly, the total downlink traffic to the RRH 

node depends on the total number of active users in the small cell. The input 

parameters to the developed MILP model are listed in Table 5.6. We have 

considered 17 time slots over all the day from 0 hour to 24 hour in steps of 1.5 hours 

using the average number of users daily profile shown in Figure 5.9.The MILP 

results are compared with the case where there is no NFV deployment. In “no 

virtualisation” scenario, the BBU is located close to the RRH where they are 

attached to each other, whilst the integrated platform ASR5000 is deployed to 

realise mobile core network functionalities and it is connected directly to the IP over 

WDM network. The ASR5000 maximum power consumption, idle power, and 

maximum capacity are 5760 (W), 800 (W), and 320 (Gbps) respectively [262], 

whilst the BBU maximum power consumption, idle power, and maximum capacity 

are 531 (W), 51 (W), 9.8 (Gbps) respectively [263].  
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Figure 5.8 Tested Network topology  

 

 

Figure 5.9 Illustration of average number of users daily profile [264]  
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Table 5.6 MILP model input parameters 

Line coding rate for 8B/10B line coding (l) 
10/8 (bit / 

sample)  

Number of MIMO layers (y) 2  

Number of bits used in QAM modulation for 64 QAM 

modulation (q) 
6 (bits)  

Number of antennas in a cell (a) 2 

Maximum fronthaul (CPRI) data rate for CPRI line rate 

option 7 (cp)   

9.8304 (Gbps) 

[256] 

Maximum baseband processing workload needed for 

fully loaded RRH (ΨX) given by: 30 ∙ 𝑎 + 10 ∙ 𝑎2 + 20 ∙
𝑞 ∙ 𝑙 ∙ 𝑦 

400 (GOPS)  

Server CPU maximum workload (Ψ𝑆) 
368 (GOPS) 

[265] 

Workload needed for hosting one CNVM (Ψ𝐶) 26.17 (GOPS) 

Number of active users in a small cell (𝜌𝑟) 

Uniformly 

distributed (1-10 

users) 

Maximum number of users per cell (n) 10 (users) 

Number of physical resource blocks per user (pb) 5 (PRB) 

The ratio of the backhaul to the front haul traffic (𝛼) 0.1344 (unitless) 

ONU maximum power consumption (Ω𝑈) 15 (W) [233] 

OLT maximum power consumption (Ω𝐿) 1940 (W) [231] 

OLT idle power (Ω𝐿𝑑) 60 (W) [231] 

OLT maximum capacity (𝐶𝐿) 
8600 (Gbps) 

[231] 

ONU maximum capacity (𝐶𝑈) 10 (Gbps) [233] 

RRH node power consumption (Ω𝑅𝑥) 1140 (W) [234] 

Hosting server maximum power consumption (Ω𝑆) 365 (W) [266] 

Hosting server idle power consumption (Ω𝑆𝑑) 112 (W) [266] 

Capacity IP over WDM wavelength channel (𝐵) 40 (Gbps) [236] 

Number of wavelengths per fibre in IP over WDM (𝑤) 32 [236] 

Transponder power consumption (Ω𝑇) 167 (W) [237] 

Router port power consumption (Ω𝑅𝑃) 825 (W) [172] 

Regenerator power consumption (Ω𝐺) 334 (W) [172] 
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EDFA power consumption (Ω𝐸) 55 (W) [172] 

Maximum span distance between EDFAs (𝑆) 80 (km) [236] 

 

The results in Figure 5.10 show the total power consumption of the no 

virtualisation scenario as well as the virtualisation scenario under different CNVMs 

intra-traffic for different time slots in a day. Figure 5.11 shows the total power 

consumption of the same scenarios versus the total number of active users in the 

network. The virtualisation model has resulted in less power consumption compared 

to the no virtualisation scenario as it optimises the processing locations of the 

downlink traffic through optimum placement and consolidation of VMs. It is clearly 

seen in Figure 5.11 that the no virtualisation case has a rapid increase in the total 

power consumption as the total number of active users in the network increases. In 

contrast, all virtualisation cases (different CNVMs intra-traffic) try to cope with the 

increase in the total number of active users by optimising the VMs locations and 

consolidating the resources in the hosting servers.   
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Figure 5.10 Total power consumption without and with virtualisation under 

different CNVMs intra-traffic at different time slots of one day. 
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Figure 5.11 Total power consumption without and with virtualisation under 

different CNVMs intra-traffic vs total active users in the network 

Figure 5.12 compares the virtualisation power saving under different CNVMs 

intra-traffic for one day whilst Figure 5.13 shows the virtualisation power saving 

under different CNVMs intra-traffic versus total number of active users. Compared 

to other virtualisation cases, virtualisation with 0% CNVMs intra-traffic (no intra-

traffic) has saved a maximum of 16% (average 8%) of the total power consumption. 

This is because there is no power consumption produced by the CNVMs intra-traffic 

as this traffic is zero. The second highest saving was recoded for virtualisation with 

1% CNVMs intra-traffic which is 12.6% (average 5.7%) whilst virtualisation with 

16% CNVMs intra-traffic produced a saving of 12.3% (average 5.3%) which is the 

lowest saving recoded due to the power consumption induced by intra-traffic as 

shown in Figure 5.14. Virtualisation in the presence of CNVMs intra-traffic resulted 

in close values of total power consumption (and power saving) for all values of 
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CNVMs intra-traffic greater than zero. The main reason behind this is that the 

CNVMs intra-traffic produces relatively small amount of power consumption 

compared to the power consumption induced by the fronthaul traffic and hosting 

servers. As the intra-traffic increases, the MILP model tends to eliminate its effect 

by consolidating CNVMs in one place.  

 

Figure 5.12 Power saving comparison of virtualisation under different CNVMs 

intra-traffic for one day 
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Figure 5.13 Power saving of virtualisation under different CNVMs intra-traffic 

versus total number of active users 

 

 

Figure 5.14 3-Dimensional presentation of the total power saving for virtualisation 

under different CNVMs intra-traffic in one day time 
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Although virtualisation has saved a maximum of 16% (with no intra-traffic) and 

12.3% (with 16% intra-traffic) of the total power consumption, it cannot provide 

such level of power saving over all the entire day. As the number of active users 

varies with the time of day (as in Figure 5.9), the power saving achieved by 

virtualisation varies accordingly. The results in Figure 5.13 and Figure 5.14 show 

that a high-power saving is achieved at high number of active user (during the day 

rush hours), whilst a very low power saving (around zero) is recoded when the total 

number of active users is less than 20% (around 4 to 8 AM). At small number of 

active users, the MILP model tends to consolidate all the VMs in the IP over WDM 

network and this causes high traffic specially in the fronthaul which result in high 

power consumption. 

Figure 5.15 and Figure 5.16 show the VMs consolidation and distribution over 

the network with low number of active users (13%) under CNVMs of 0% and 16% 

respectively. At low number of active users and 0% intra-traffic, the MILP model 

consolidates the VMs at the IP over WDM network. Since the total number of active 

users is low, the fronthaul traffic is relatively low and consequently the power 

consumption induced by the fronthaul traffic is low compared to the hosting power 

consumption (servers power). For this reason, the MILP model tends to pack 

BBUVMs in the IP over WDM network as much as possible to reduce the induced 

power due to hosting servers. Also, the MILP model tends to host CNVMs close to 

the BBUVMs as the intra-traffic between CNVMs is zero. Once the intra-traffic is 

greater than zero, the MILP model consolidates the CNVMs at one location as in 

Figure 5.16. 
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 Figure 5.17 and Figure 5.18 show the VMs consolidation and distribution over 

the network with high number of active users (around 100%) under 0% and 16% 

CNVMs intra-traffic. When the number of active users is high, the amount of 

fronthaul traffic is high, for that reason. The MILP models tends to distribute the 

BBUVMs at the closest centralised location to the users which is OLTs, whilst the 

CNVMs intra-traffic has no effect on the distribution of BBUVMs. Hosting 

BBUVMs in OLTs when the number of users is high, ensures shorter paths for this 

traffic than hosting BBUVMs in the IP over WDM network and consequently, the 

power induced by this traffic is less. For CNVMs, the MILP models tends to 

distribute them close to the BBUVM when there is no intra-traffic between them, 

and this is clearly seen in Figure 5.17. In contrast, when the intra-traffic between 

CNVMs is greater than zero, the MILP model tends to centralise the location of 

CNVMs in the IP over WDM network to reduce the power consumption induced by 

the intra-traffic and the power of the hosting servers as shown in Figure 5.18.  
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Figure 5.15 Virtual machines distribution over network under active users 13% of 

the total capacity and 0% CNVMs intra-traffic 

 

 

Figure 5.16 Virtual machines distribution over network under active users 13% of 

the total capacity and 16% CNVMs intra-traffic 
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Figure 5.17 Virtual machines distribution over network under active users 100% of 

the total capacity and 0% CNVMs intra-traffic 

 

Figure 5.18 Virtual machines distribution over network under active users 100% of 

the total capacity and 16% CNVMs intra-traffic 
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5.5  Real-time heuristic models implementation 

This section introduces two heuristic approaches for real-time implementation of 

the MILP model. The first heuristic approach considers the case where no inter-

traffic flows between CNVMs whilst the second heuristic approach considers the 

inter-traffic between CNVMs. 

 

5.5.1  Energy Efficient NFV with no CNVMs inter-traffic (EENFVnoITr) 

heuristic model 

The EENFVnoITr heuristic provides real-time implementation of the MILP 

model without CNVMs inter-traffic. The pseudocode of the heuristic is shown in 

Algorithm A.1. The network is modelled by sets of network elements NE, and links 

L. The heuristic obtains the network topology G = (NE, L) and the physical topology 

of the IP over WDM network Gp = (N, Lp), where N is the set of IP over WDM 

nodes and Lp is the set of physical links. The total download request (fronthaul 

traffic) of each RRH node is calculated based on the total number of active users in 

each cell (RRH). The heuristic determines the amount of baseband workload needed 

to process each RRH download request. According to the baseband workload for 

each requested download traffic and the available capacity of the hosting VM server, 

the EENFVnoITr heuristic model chooses the closest place to accommodate 

BBUVM in such a way that it serves as much RRH requests as possible. The 

EENFVnoITr heuristic model may host a BBUVM in an OLT node if it has enough 

processing capacity to serve all the requests from the closest RRH nodes. In this 

way, the heuristic exploits bin packing techniques to reduce the processing power 
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consumption. The amount of fronthaul traffic delivered by each BBUVM 

determines the backhaul traffic flows from each CNVMs toward BBUVMs. The 

EENFVnoITr heuristic determines the total amount of backhaul traffic that may 

flow from each IP over WDM node and sorts them in a descending order. The nodes 

in the top of the sorted list of IP over WDM nodes represent highly recommended 

nodes to host CNVMs. In such a scenario, the EENFVnoITr heuristic ensures less of 

backhaul traffic flows in the IP over WDM network. The EENFVnoITr heuristic 

uses the sorted list to accommodate CNVMs. Once the VMs are distributed and the 

logical traffic is routed, the EENFVnoITr heuristic obtains the physical graph Gp = 

(N, Lp) and determines the traffic in each network segment. The IP over WDM 

network configuration such as the number of fibres, router ports, and the number of 

EDFA is determined and the total power consumption is evaluated. The heuristic 

reduces the number of CNVMs candidate locations by one, re-configures the IP over 

WDM network, and re-evaluates the power consumption to determine the best 

number and location of CNVMs for minimum power consumption.  

 

5.5.2  Energy Efficient NFV with CNVMs inter-traffic (EENFVwithITr) 

heuristic 

This section describes the energy efficient NFV with CNVMs inter-traffic 

heuristic (EENFVwithITr). The EENFVwithITr heuristic extends the EENFVnoITr 

heuristic to provide real-time implementation of the MILP model where the CNVMs 

are considered. The pseudocode of the heuristic is shown in Algorithm A.2. It uses 
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the same approach used by EENFVnoITr but it evaluates the CNVMs inter-traffic 

after the locations of CNVMs are determined. 

 

5.5.3  EENFVnoITr and EENFVwithITr heuristic models results 

In order to verify the results of the proposed MILP model, the network topology 

in Figure 5.8 used for the MILP model is also used to evaluate the heuristics. All the 

considerations and parameters considered in the MILP model such as the wireless 

bandwidth, number of resources blocks per user, and the parameters in Table 5.6 are 

considered in the developments of both EENFVnoITr and EENFVwithITr 

heuristics.  The number of users allocated to each cell in the heuristics is the same as 

in the MILP model to ensure the requested traffic by each RRH node is the same in 

all models. Figure 5.19 compares the total power consumption of MILP without 

CNVMs inter-traffic and EENFVnoITr model at different times of the day when the 

CNVMs inter-traffic is not considered. It is clearly seen that there is a small 

difference in the total power consumption of the two models and it varies over the 

day according to the total number of active users. The total power consumption of 

the MILP model is less than the EENFVnoITr heuristic with a maximum of 9% 

(average 5%) drop in the total power consumption. This is mainly caused by the 

distribution of CNVMs in the EENFVnoITr heuristic. As there is no traffic flowing 

between CNVMs, the EENFVnoITr accommodates them close to the BBUVMs 

wherever the VM servers have enough capacity. To accommodate the CNVMs, the 

heuristic sequentially examines the capacity of the VM servers in the OLT nodes 

that are close to the BBUVMs before investigating other servers in the IP over 
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WDM networks. As the distance and capacity requirements of the VM servers are 

met, the heuristic accommodate a CNVM in the server. This case results in high 

EENFVnoITr VM server power consumption compared with MILP model. This is 

clearly seen in Figure 5.20 where the VM servers power consumption of MILP and 

the EENFVnoITr heuristic are compared. The total network power consumption of 

both EENFVnoITr heuristic and MILP model are the same for most of the time of 

the day. Figure 5.21 shows the network power consumption of MILP model 

compared with EENFVnoITr heuristic. It shows that there is a small difference in 

the network power consumption between the two models during the time of the day 

when the total number of active users is low. This is driven by the approach of the 

MILP model where it tends to accommodate the CNVMs at the IP over WDM nodes 

rather than OLT at the time of the day where the total number of users is low. In 

contrast, the heuristic tends to accommodate the CNVMs wherever the VM server is 

close to the BBUVMs and it has enough capacity. 
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Figure 5.19 Total power consumption of MILP without CNVMS inter-traffic 

compared with EENFVnoITr heuristic model 

 

 

Figure 5.20 VM servers power consumption of MILP model compared with 

EENFVnoITr model 
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Figure 5.21 Network power consumption of MILP model compared with 

EENFVnoITr model 

Figure 5.22 compares the total power consumption of EENFVwithITr with the 

MILP model when the CNVMs inter-traffic is 16% of the total backhaul traffic. It is 

clearly seen that there is a small difference in the total power consumption of the 

two models and this varies over the day according to the total number of active 

users. The total power consumption of the MILP model is less than the 

EENFVnoITr model with a maximum drop of 9.5% (average 5%) in the total power 

consumption. This is mainly driven by the distribution of both CNVMs and 

BBUVM over the network nodes. The MILP model tends to accommodate 

BBUVMs and CNVMs at the IP over WDM network during times of the day when 

there is a small number of active users. This causes more traffic from BBUVMs and 
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CNVMs flow in the IP over WDM network which eventually increases the IP over 

WDM network power consumption as shown in Figure 5.23 which compares the IP 

over WDM network power consumption of both MILP model and EENFVwithITr 

when CNVMs inter-traffic is considered 16% of the total backhaul traffic. In 

contrast, the IP over WDM network power consumption of EENFVwithITr varies 

according to the total number of active users during the day. The sequential 

examination by EENFVwithITr of VM servers, their location, and available capacity 

increases the processing distribution of VMs in the network which leads to a high 

VM servers power consumption compared with the MILP model as shown in Figure 

5.24 which compares the VM servers power consumption of the MILP model with 

EENFVwithITr heuristic during different times of the day. 

 

 

Figure 5.22 Total power consumption of MILP model compared with 

EENFVwithITr heuristic model at CNVMs inter-traffic 16% of the total 

backhaul traffic 
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Figure 5.23 IP over WDM network power consumption of MILP model compared 

with EENFVwithITr heuristic model at CNVMs inter-traffic 16% of the total 

backhaul traffic 

 

Figure 5.24 VM servers power consumption of MILP model compared with 

EENFVwithITr heuristic model at CNVMs inter-traffic 16% of the total 

backhaul traffic 
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5.6  Summary 

This chapter extended the work in the previous chapter by including the total 

number of active users in the network during the day, the backhaul and fronthaul 

configuration and the required workload for baseband processing. A MILP 

optimisation model was developed with the objective of minimising the total power 

consumption by optimising the VMs locations and VM servers’ utilisation. The 

MILP model results were investigated under the impact of CNVMs traffic and 

variation of total number of active users during different times of the day. The MILP 

model results show that virtualisation can save up to of 16% (average 8%) of the 

total power consumption during rush hours of the day whilst it is better to run the 

network without NFV in case a low number of users are active (around 4 am to 8 

am). The results reveal how the total number of active users affects the BBUVMs 

distribution whilst CNVMs distribution is affected mainly by the intra-traffic 

between them. 

For results validation and real-time implementation, this chapter introduced two 

heuristics. The first heuristic is the Energy Efficient NFV without CNVMs inter-

traffic (EENFVnoITr) which was developed to mimic the behaviour of the MILP 

model when the CNVMs inter-traffic is not considered. The results of the 

EENFVnoITr heuristic were compared with the MILP model and they show that the 

total power consumption of the EENFVnoITr model is higher than the MILP model 

by a maximum of 9% (average 5%). The second heuristic is the Energy Efficient 

NFV with CNVMs inter-traffic (EENFVwithITr) which was developed to mimic the 

MILP behaviour when the CNVMs inter-traffic is considered. The results of the 



150 

 

EENFVwithITr heuristic were compared with the MILP model and they show that 

the total power consumption of the EENFVwithITr model is higher than the MILP 

model by a maximum of 9.5% (average 5%). 
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Energy-Efficient Content Caching with Fixed and Variable Size 

Cache in 5G Networks 

6.1  Introduction 

The 5G era will witness an enormous number of connected IoT devices which 

will result in huge energy consumption [267]. In addition, Video-on-Demand 

(VoD), multimedia streaming, mobile Internet Protocol Television (IPTV) and other 

bulky multimedia services are the most power consuming applications in mobile 

smartphones and handsets [268].  

The paradigm of storing the most popular content at the edge of the network is 

one of the effective paradigms to reduce the power consumption of video services. 

This chapter evaluates the power consumption of delivering video over optical-

based architecture for 5G networks. It investigates the power saving introduced by 

optimising the cache nodes sizes and locations in the core and access network. A 

mixed integer linear programming (MILP) model was developed to optimise the 

location of a fixed-size cache at each node at different number of users to minimise 

the total power consumption. The MILP model was then extended to consider 

variable size caches. To achieve maximum power saving, the model finds the 

optimum cache size at each node at different times of the day for different number 

of users. 
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6.2  Energy-efficient cache contents in 5G networks architectures 

and MILP models 

Caching contents close to the end users results in shorter paths to the content and 

lower traffic induced power consumption. However, this strategy requires more 

equipment to be added to the network which eventually increases the equipment 

induced power consumption. Therefore, the locations and sizes of the caches are 

functions of the two above drivers. This evaluation minimises the total power 

consumption including the video services by optimising the cache location and size 

at nodes.  

6.2.1  Network architecture 

Figure 6.1 illustrates a contents cache service for a video on demand (VoD) over 

optical-based network for 5G networks. The same architecture introduced in 

chapters 4 and 5 is used in this chapter, but with the deployment of cache-based 

service for a VoD and no virtualisation for any of the mobile function previously 

mentioned. As illustrated in Figure 6.1, the proposed network consists of three 

layers; IP over WDM network, wired optical access network represented by a 

passive optical network (PON), and mobile radio access network (RAN) represented 

by a group of eNodedBs. Both the video server and the mobile core node 

(ASR5000) locations are restricted to one of the IP over WDM nodes, whilst the 

content caches can be placed at any node (ONU, OLT, and IP over WDM node) in 

the network. Accordingly, the traffic to any eNodeB is composed of three traffic 

components: traffic from mobile core node (ASR5000), traffic from video streaming 

server, and traffic from cache nodes. According to [1] around 80% of the total 
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consumer Internet traffic will be IP video traffic by 2021. Therefore, the traffic from 

video streaming servers together with the traffic from cache nodes are considered as 

80% of the total download traffic toward eNodeBs, whilst the traffic from the 

mobile core node (ASR5000) makes the remaining 20% of the total traffic.  For 

clarity purposes and to avoid any clutter, the traffic components toward only three 

eNodeB nodes are shown in Figure 6.1.    

 

Figure 6.1 Contents caching in 5G network architecture 
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6.2.2  Energy-efficient fixed-size cache MILP model 

This model considers cache nodes with fixed-size cache, whilst their locations are 

optimised to minimise the total power consumption. It evaluates the impact of a 

range of fixed-size caches and the locations of the cache nodes on the power 

consumption. The influence of each cache size in the range is evaluated separately 

for different number of users for a whole day. The model declares a number of 

indices, parameters, and variables. these are listed in Table 6.1,Table 6.2, and Table 

6.3 respectively.  

Table 6.1 Indices of the fixed-size cache MILP model 

Indices Comment 

𝑥, 𝑦 Indices of any two nodes in the developed model 

𝑚, 𝑛 Indices of any two nodes in the physical layer of the IP over 

WDM network 

𝑖, 𝑗 Indices of any two nodes in the IP layer of the IP over WDM 

network. 

𝑒 Index of eNodeB 

ℎ Indices of the node where the cache node can be hosted 

 

Table 6.2 Parameters of the fixed-size cache MILP model 

Parameters Comment 

𝐸 Set of eNodeB nodes 

𝑈 Set of ONU nodes 

𝐿 Set of OLT nodes 

𝑁 Set of IP over WDM nodes 
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𝑇 Set of all nodes (eNodeB, ONU, OLT, and IP over WDM nodes) 

𝑁𝑁𝑚 
Set of neighbours of node 𝑚 in the IP over WDM network, 

∀ 𝑚 ∈ 𝑁  

𝑇𝑁𝑥 Set of neighbours of node 𝑥, ∀ 𝑥 ∈ 𝑇 

𝐻 
Set of hosting nodes (ONU, OLT, and IP over WDM nodes) 

where the cache node can be attached 

K Set of Linearization coefficients 

𝜆𝐺𝑒 Regular traffic between RRH and BBU of eNodeB node e 

𝜆𝑉𝑒 Video streaming traffic between RRH and BBU of eNB node e 

cp CPRI link data rate 

𝜌𝑒 Number of mobile users connected to the eNodeB node e 

n Maximum number of physical resources blocks for cell (e) 

pb Physical resources block per user 

𝜆𝑅𝑒 
Download traffic requested by eNodeB 𝑒 calculated as: 

[(𝑝𝑏 𝑛⁄ ) ∙ 𝑐𝑝 ∙ 𝜌𝑒], where 𝑒 ∈ 𝐸 

𝐶Zℎ Cache size at node h (range) 

𝑎𝑘, 𝑏𝑘 Linearization coefficients (unitless) 

𝛽 Large number 

𝛼 The ratio of the backhaul to the fronthaul traffic (unitless) 

𝐵 Capacity of the WDM wavelength channel (Gbps) 

𝑤 Number of wavelengths per fiber 

Ω𝑇 Transponder power consumption  

Ω𝑅𝑃 Router power consumption per port  

Ω𝐺 Regenerator power consumption 

Ω𝐸 EDFA power consumption 
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𝑁𝐺𝑚,𝑛 Number of regenerators in the optical link (𝑚, 𝑛) 

𝑆 Maximum span distance between EDFAs (km) 

𝐷𝑚,𝑛 
Distance between node pair (𝑚, 𝑛) in the IP over WDM network 

(km) 

𝐴𝑚,𝑛 
Number of EDFAs between node pair (𝑚, 𝑛) calculated as 

𝐴𝑚,𝑛 = ((𝐷𝑚𝑛 𝑆⁄ ) − 1) + 2 

Ω𝑈 ONU maximum power consumption 

Ω𝐿 OLT maximum power consumption 

Ω𝐿𝑑 OLT idle power 

𝐶𝐿 OLT maximum capacity 

𝐶𝑈 ONU maximum capacity 

Ω𝑅𝑒 
Power consumption of the Remote Radio Head (RRH) of the 

eNodeB node e 

Ω𝐵𝑑𝑒 BBU idle power of the eNodeB e 

Ω𝐵𝑒 Maximum power consumption of the BBU of the eNodeB e 

Ω𝐶 Cache node maximum power consumption 

𝐶𝐶 Cache node maximum storage capacity 

𝜀𝑐 
Cache node energy per stored gigabyte  

𝜀𝑐 = Ω𝐶 𝐶𝐶⁄  

𝜀𝑠 Video streaming server energy per bit  

 

Table 6.3 Variables of the fixed-size cache MILP model 

Variables Comment 

𝜆𝐺𝑐,𝑒 Regular download traffic from mobile core node at node c to the 

eNodeB e. 

𝜆𝑆𝑛,𝑒 Video streaming traffic between RRH and BBU of eNodeB 

node e from a video server at node n  

𝜆𝐶ℎ,𝑒 Traffic between RRH and BBU of eNodeB node e from the 
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cache at node h. 

𝜎𝐶ℎ,𝑒 Binary variable, set to 1 if the cache is located at node h to serve 

the eNodeB node e 

𝜎𝐶ℎ Binary variable, set to 1 if the cache is located at node h  

𝛿ℎ Hit ratio of the cache at node h 

𝜎𝐴𝑐 Binary indicator, set to 1 if the mobile core node is located at 

node 𝑐, 0 otherwise 

𝜎𝑆𝑛 Binary variable, set to 1 if a video server is located at node n 

𝜆𝑅ℎ,𝑒 Total download traffic from node ℎ to the eNodeB node 𝑒  

𝜆𝑅𝑥,𝑦
ℎ,𝑟

 Total download traffic from node ℎ to the eNodeB 𝑒 that 

traverses the link between the nodes (𝑥, 𝑦) in the network. 

𝑊𝑖,𝑗 Number of wavelength channels in the virtual link (𝑖, 𝑗) 

𝑊𝑚,𝑛
𝑖,𝑗

 Number of wavelength channels in the virtual link (𝑖, 𝑗) that 

traverse the physical link (𝑚, 𝑛) 

𝑓𝑚,𝑛 Number of fibres in the physical link (𝑚, 𝑛) 

𝑊𝑚,𝑛 Total number of wavelengths in the physical link (𝑚, 𝑛) 

Λ𝑚 Number of aggregation ports of the router at node 𝑚 

 

The MILP model defines the total power consumption, composed of: 

1. IP over WDM network power consumption which is composed of: 

a) Power consumption of routers  aggregation ports calculated as the 

total number of port multiplied by the power consumption of a single 

port: 

Ω𝑅𝑃 ∙ (∑ Λ𝑚

𝑚∈𝑁

) 

b) Power consumption of high speed ports calculated as the total 

number of wavelength by the power consumption of a single port:  
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Ω𝑅𝑃 ∙ (∑ ∑ 𝑊𝑚,𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

) 

c) Power consumption of transponders calculated as the total number of 

wavelengths multiplied by the power consumption of a single 

transponder: 

Ω𝑇 ∙ ∑ ∑ 𝑊𝑚,𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

 

d) Power consumption of EDFAs calculated as the total number of 

EDFAs multiplied by the total number of fibres multiplied by the 

power consumption of a single EDFA: 

Ω𝐸 ∙ ∑ ∑ 𝐴𝑚,𝑛 ∙ 𝑓𝑚,𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

 

e) Power consumption of regenerators calculated as the total number of 

wavelength multiplied by the number of regenerators and the power 

consumption of a single regenerator: 

Ω𝐺 ∙ ∑ ∑ 𝑁𝐺𝑚,𝑛 ∙ 𝑊𝑚,𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

 

 

2. Power consumption of eNodeBs calculated as the addition of the eNodeBs 

idle power to the multiplication of eNodeB energy per bit by the total traffic 

delivered by eNodeBs 

∑(Ω𝑅𝑒 + Ω𝐵𝑑𝑒 +
Ω𝐵𝑒 − Ω𝐵𝑑𝑒

𝑐𝑝
∙ 𝜆𝑅𝑒)

𝑒∈𝐸

 

3. Power consumption of ONUs calculated as the ONU energy per bit 

multiplied by the total traffic delivered by ONUs: 
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∑
Ω𝑈

𝐶𝑈
∙ ∑ ∑ ∑ 𝜆𝑅𝑥,𝑦

ℎ,𝑒

𝑦∈𝑇𝑁𝑥𝑒∈𝐸ℎ∈𝐻𝑥∈U

 

 

4. Power consumption of OLTs calculated as the energy per bit of OLT 

multiplied by the total traffic delivered by the OLTs: 

∑[Ω𝐿𝑑 +
Ω𝐿 − Ω𝐿𝑑

𝐶𝐿
∙ (∑ ∑ ∑ 𝜆𝑅𝑥,𝑦

ℎ,𝑒

𝑦∈𝑇𝑁𝑥𝑒∈𝐸ℎ∈𝐻

)]

𝑥∈𝐿

 

 

5. Power consumption of video server: 

𝜀𝑠 ∙ ∑ ∑(𝛼 ∙ 𝜆𝑆𝑛,𝑒)

𝑒∈𝐸𝑛∈𝑁

 

6. Power consumption of content caching nodes: 

∑ 𝜎𝐶ℎ ∙ (𝜀𝑐 ∙ 𝐶𝐶 ∙ (𝐶Z𝑢 100⁄ ))

𝑢∈𝐻

 

 The MILP model objective is to minimise the total power consumption given by: 

Ω𝑅𝑃 ∙ (∑ Λ𝑚

𝑚∈𝑁

+ ∑ ∑ 𝑊𝑚,𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

) + (Ω𝑇 ∙ ∑ ∑ 𝑊𝑚,𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

)

+ (Ω𝐸 ∙ ∑ ∑ 𝐴𝑚,𝑛 ∙ 𝑓𝑚,𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

) + (Ω𝐺 ∙ ∑ ∑ 𝑁𝐺𝑚,𝑛 ∙ 𝑊𝑚,𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

) 

+∑(Ω𝑅𝑒 + Ω𝐵𝑑𝑒 +
Ω𝐵𝑒 − Ω𝐵𝑑𝑒

𝑐𝑝
∙ 𝜆𝑅𝑒)

𝑒∈𝐸

+ ∑
Ω𝑈

𝐶𝑈
∙ ∑ ∑ ∑ 𝜆𝑅𝑥,𝑦

ℎ,𝑒

𝑦∈𝑇𝑁𝑥𝑒∈𝐸ℎ∈𝐻𝑥∈U

 

+∑[Ω𝐿𝑑 +
Ω𝐿 − Ω𝐿𝑑

𝐶𝐿
∙ (∑ ∑ ∑ 𝜆𝑅𝑥,𝑦

ℎ,𝑒

𝑦∈𝑇𝑁𝑥𝑒∈𝐸ℎ∈𝐻

)]

𝑥∈𝐿
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+(𝜀𝑠 ∙ ∑ ∑(𝛼 ∙ 𝜆𝑆𝑛,𝑒)

𝑒∈𝐸𝑛∈𝑁

) + ∑ 𝜎𝐶ℎ. (𝜀𝑐 ∙ 𝐶𝐶 ∙ (𝑖𝐶Zℎ 100⁄ ))

ℎ∈𝐻

 

 

Subject to the following constraints: 

1. Regular download traffic from mobile core node (ASR5000) to eNodeB: 

∑ 𝜆𝐺𝑐,𝑒

𝑐∈𝑁

= 𝛼 ∙ 𝜆𝐺𝑒 

∀𝑒 ∈ 𝐸 

(6.1) 

 

2. Video streaming traffic to eNodeB 

∑ 𝜆𝑆𝑛,𝑒

𝑛∈𝑁

= λV𝑒 − ∑ 𝜆𝐶ℎ,𝑒

ℎ∈𝐻

  

∀ 𝑒 ∈ 𝐸 

(6.2) 

 

Constraint (6.1) represents the regular traffic from the mobile core node 

represented by ASR5000 to eNB e, where 𝛼 is a unitless quantity which represents 

the ratio of backhaul to fronthaul traffic. Constraint (6.2) determines the video 

streaming traffic sourced by both video (contents) server and content caching node.  

3. Request to video streaming 

∑ 𝜎𝐶ℎ,𝑒

ℎ∈𝐻

≤ 1 

∀ 𝑒 ∈ 𝐸 

(6.3) 

 

4. Traffic from cache to eNB nodes 



161 

 

λCℎ,𝑒 = 𝛿ℎ ∙ 𝜎𝐶ℎ,𝑒 ∙ 𝜆𝑉𝑒 

∀ ℎ ∈ 𝐻, ∀𝑒 ∈ 𝐸 

(6.4) 

 

5. Cache node location 

𝛽 ∙ ∑ λCℎ,𝑒

𝑒∈𝐸 

≥ 𝜎𝐶ℎ 

∀ ℎ ∈ 𝐻 

(6.5) 

 

𝛽 ∙ 𝜎𝐶ℎ ≥ ∑ 𝜆𝐶ℎ,𝑒

𝑒∈𝐸 

 

∀ ℎ ∈ 𝐻 

(6.6) 

 

6. Hit ratio of the content cache node 

𝐶Zℎ ≥ (𝛿ℎ ∙ 𝑎𝑘 + 𝑏𝑘) 

∀ ℎ ∈ 𝐻, ∀𝑘 ∈ 𝐾 

(6.7) 

 

Constraint (6.3) determines whether the eNodeB e is served by cache at node 

h. Constraint (6.4) determines the amount of traffic flow from the cache node to the 

eNB based on the cache hit ratio. Constraints (6.5) and (6.6) determine the location 

of the cache node by setting the binary variable (𝜎𝐶ℎ) to zero or one. In constraints 

(6.5) and (6.6) the term (∑ 𝜆𝐶ℎ,𝑒𝑒∈𝐸 ) is the total traffic from the cache at node h to 

all eNodeBs. When a traffic from cache at node h flows to any eNodeB e, the value 

of (∑ 𝜆𝐶ℎ,𝑒𝑒∈𝐸 ) is greater than zero. In this case, any value of (𝜎𝐶ℎ) satisfies 

constraint (6.5), but the only value of (𝜎𝐶ℎ) that satisfies constraint (6.5) is 1. 

Consequently, the value of (𝜎𝐶ℎ) that satisfies both constrains at the same time is 1.  

Therefore, once the traffic flows from the cache at node h to any eNodeB node, the 
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value of (𝜎𝐶ℎ) is set to 1. Following the same methodology, the MILP model uses 

constraints (6.5) and (6.6) to set the value of (𝜎𝐶ℎ) to zero when there is no traffic 

flow from the cache at node h. Table 6.4 illustrates the operation of constraints (6.5) 

and (6.6). Constraint (6.7) calculates the hit ratio based on the cache size using a 

piecewise linear approximation.  

Table 6.4 Illustration of constraints (6.5) and (6.6) 

∑ 𝜆𝐶ℎ,𝑒

𝑒∈𝐸 

 Constraint Outcome 

Possible 

values of 

𝜎𝐶ℎ 

The 

value of 

𝜎𝐶ℎ that 

satisfies 

both 

constraints 

∑ 𝜆𝐶ℎ,𝑒

𝑒∈𝐸 

> 0 

𝛽 ∙ ∑ 𝜆𝐶ℎ,𝑒

𝑒∈𝐸 

≥ 𝜎𝐶ℎ 𝛽 ∙ ∑ 𝜆𝐶ℎ,𝑒

𝑒∈𝐸 

≫ 1 0 or 1 

1 

∑ 𝜆𝐶ℎ,𝑒

𝑒∈𝐸 

≤ 𝛽 ∙ 𝜎𝐶ℎ 𝛽 ∙ 𝜎𝐵ℎ ≫ 1 1 

∑ 𝜆𝐶ℎ,𝑒

𝑒∈𝐸 

= 0 

𝛽 ∙ ∑ λCℎ,𝑒

𝑒∈𝐸 

≥ 𝜎𝐶ℎ 𝛽 ∙ ∑ 𝜆𝐶ℎ,𝑒

𝑒∈𝐸 

= 0 0 

0 

∑ 𝜆𝐶ℎ,𝑒

𝑒∈𝐸 

≤ 𝛽 ∙ 𝜎𝐶ℎ 𝛽 ∙ 𝜎𝐵ℎ = 0 0 or 1 

 

 

7. Location of mobile core node (ASR5000) 

𝛽 ∙ ∑ 𝜆𝐺𝑐,𝑒

𝑒∈𝐸 

≥ 𝜎𝐴𝑐  

 ∀𝑐 ∈ 𝑁 

(6.8) 

 

∑ 𝜆𝐺𝑐,𝑒

𝑒∈𝐸 

≤ 𝛽 ∙ 𝜎𝐴𝑐  

 ∀𝑐 ∈ 𝑁 

(6.9) 
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∑ 𝜎𝐴𝑐

𝑐∈𝑁 

= 1  (6.10) 

 

Constraints (6.8) and (6.9) determine the location of the mobile core node 

by setting the binary variable 𝜎𝐴𝑒 to 1 if the mobile core node is attached to 

node c, otherwise it is set to zero. These constraints operate in the same way 

as constraints (6.5) and (6.6) and they are illustrated in Table 6.5. Constraints 

(6.10) ensures that there is only one mobile core node (ASR5000) in the 

network, and that it is located at one of the IP over WDM nodes. 

 

Table 6.5 Illustration of constraints (6.8) and (6.9) 

∑ 𝜆𝐺𝑐,𝑒

𝑒∈𝐸 

 Constraint Outcome 

Possible 

values of 

𝜎𝐴𝑐 

Value of 

𝜎𝐴𝑐 that 

satisfies 

both 

constraints 

∑ λG𝑐,𝑒

𝑒∈𝐸 

> 0 

𝛽 ∙ ∑ 𝜆𝐺𝑐,𝑒

𝑒∈𝐸 

≥ 𝜎𝐴𝑐 𝛽 ∙ ∑ 𝜆𝐺𝑐,𝑒

𝑒∈𝐸 

≫ 1 0 or 1 

1 

∑ 𝜆𝐺𝑐,𝑒

𝑒∈𝐸 

≤ 𝛽 ∙ 𝜎𝐴𝑐 𝛽 ∙ 𝜎𝐴𝑐 ≫ 1 1 

∑ λG𝑐,𝑒

𝑒∈𝐸 

= 0 

𝛽 ∙ ∑ 𝜆𝐺𝑐,𝑒

𝑒∈𝐸 

≥ 𝜎𝐴𝑐 𝛽 ∙ ∑ 𝜆𝐺𝑐,𝑒

𝑒∈𝐸 

= 0 0 

0 

∑ 𝜆𝐺𝑐,𝑒

𝑒∈𝐸 

≤ 𝛽 ∙ 𝜎𝐴𝑐 𝛽 ∙ 𝜎𝐴𝑐 = 0 0 or 1 

 

 

8. Video server location 

𝛽 ∙ 𝜎𝑆𝑛 ≥ ∑𝜆𝑆𝑛,𝑒

𝑟∈𝑅

  

 ∀ 𝑛 ∈ 𝑁 

(6.11) 
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𝛽 ∙ ∑𝜆𝑆𝑛,𝑟

𝑒∈𝐸

≥ 𝜎𝑆𝑛  

 ∀ 𝑛 ∈ 𝑁 

(6.12) 

 

∑ 𝜎𝑆𝑛

𝑛∈𝑁

= 1 (6.13) 

 

Constraints (6.11) and (6.12) determine the location of the contents 

(video) server, whilst constraint (6.13) ensure it is hosted at one IP over 

WDM node. 

The three traffic types that flow toward eNodeB and the MILP decision 

(binary) variables are illustrated in Figure 6.2. 

 

9. Total download traffic to BBU node e: 

𝜆𝑅ℎ,𝑒 = 𝜆𝐺ℎ,𝑒 + 𝛼 ∙ (𝜆𝐶ℎ,𝑒 + 𝜆𝑆ℎ,𝑒) 

∀ℎ ∈ 𝑁, ∀𝑒 ∈ 𝐸 

(6.14) 

 

 

𝜆𝑅ℎ,𝑒 = 𝛼 ∙ 𝜆𝐶ℎ,𝑒 

∀ℎ ∈ (𝑈 ∪ 𝐿), ∀𝑒 ∈ 𝐸 

(6.15) 

 

Constraint (6.14) and (6.15) calculate the total download traffic to 

eNodeB e that is sourced by three nodes. These are: video server (𝜆𝑆ℎ,𝑒), 

cache node (𝜆𝐶ℎ,𝑒), and the regular traffic from the mobile core node (𝜆𝐺ℎ,𝑒). 
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10. Flow conservation of total downlink traffic to eNB nodes: 

∑ 𝜆𝑅𝑥,𝑦
ℎ,𝑒

𝑦∈𝑇𝑁𝑥

− ∑ 𝜆𝑅𝑦,𝑥
ℎ,𝑒

𝑦∈𝑇𝑁𝑥

 = {
𝜆𝑅ℎ𝑟      

−𝜆𝑅ℎ𝑟          
0         

𝑖𝑓 𝑥 = ℎ
𝑖𝑓 𝑥 = 𝑟

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  

∀ℎ ∈ 𝐻, ∀𝑒 ∈ 𝐸, ∀𝑥 ∈ 𝑇𝑁𝑥 

(6.16) 

 

 

 

Figure 6.2 Illustration of MILP binary variables and traffic to eNodeB 

 

11. GPON link constraints 

∑ ∑ ∑ λRi,j
h,e

j∈TNi∩Le∈Eh∈H

≤ 0 

∀𝑖 ∈ 𝑈 

(6.17) 
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∑ ∑ ∑ 𝜆𝑅𝑖,𝑗
ℎ,𝑒

𝑗∈TNi∩N𝑒∈𝐸ℎ∈𝐻

≤ 0 

∀𝑖 ∈ 𝐿 

(6.18) 

 

12. Constraint (6.16) represents the flow conservation of total download traffic 

to eNodeBs. Constraints (6.17) and (6.18) ensure that the download traffic of 

GPON does not flow in the opposite direction.  

13. Virtual link capacity of IP over WDM network 

∑ ∑𝜆𝑅𝑖,𝑗
ℎ,𝑒

𝑒∈𝐸ℎ∈𝐻

≤ 𝑊𝑖,𝑗 ∙ 𝐵 

∀𝑖, 𝑗 ∈ 𝑁, 𝑖 ≠ j. 

(6.19) 

 

14. Flow conservation in the optical layer of IP over WDM network: 

∑ 𝑊𝑚,𝑛
𝑖,𝑗

𝑛∈𝑁𝑁𝑚

− ∑ 𝑊𝑛,𝑚
𝑖,𝑗

𝑛∈𝑁𝑁𝑚

= {

𝑊𝑖,𝑗

−𝑊𝑖,𝑗

0

    
𝑖𝑓 𝑛 = 𝑖
𝑖𝑓 𝑛 = 𝑗

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

∀𝑖, 𝑗, 𝑚 ∈ 𝑁, 𝑖 ≠ 𝑗 

(6.20) 

 

Constraint (6.19) ensures that the total traffic traversing the virtual link (i, 

j) does not exceed its capacity, in addition it determines the number of 

wavelength channels that carry the traffic burden of that link. Constraint 

(6.20) represents the flow conservation in the optical layer of the IP over 

WDM network. It ensures that the total expected number of incoming 

wavelengths for the IP over WDM nodes of the virtual link (i, j) is equal to 

the total number of outgoing wavelengths of that link. 

15. Number of wavelength channels 
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∑ ∑ 𝑊𝑚,𝑛
𝑖,𝑗

𝑗∈𝑁:𝑖≠𝑗𝑖∈𝑁

≤ 𝑤 ∙ 𝑓𝑚,𝑛 

∀𝑚 ∈ 𝑁, ∀𝑛 ∈ 𝑁𝑁𝑚 

(6.21) 

 

𝑊𝑚,𝑛 = ∑ ∑ 𝑊𝑚,𝑛
𝑖,𝑗

𝑗∈𝑁:𝑖≠𝑗𝑖∈𝑁

 

∀𝑚 ∈ 𝑁, ∀𝑛 ∈ 𝑁𝑁𝑚 

(6.22) 

 

16. Number of aggregation ports 

 

Λi = ( ∑ (∑ ∑λRi,j
h,e

e∈Eh∈H

)

j∈L∩TNi

) B⁄  

∀𝑖 ∈ 𝑁 

(6.23) 

Constraints (6.21) and (6.22) are the constraints of the physical link (m, n). 

Constraint (6.21) ensures that the total number of wavelength channels in the logical 

link (i, j) that traverses the physical link (m, n) does not exceed the fibre capacity. 

Constraint (6.22) determines the number of wavelength channels in the physical link 

and ensures it is equals to the total number of wavelength channels in the virtual link 

traversing that physical link. Constraint (6.23) determines the required number of 

aggregation ports in each IP over WDM router. 

 

6.2.3  Energy-efficient variable size cache MILP model 

The variable size cache MILP model optimises the cache size of each node for 

different total number of users over the time of the day. This model aims to 

determine the additional power savings that can be achieved compared to the fixed 
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cache sizes case. It also aims to analyse the impact of variable size caches on the 

total power consumption with the variation in the total number of network users 

over the time of day. 

The variable size cache MILP model defines the same indices, parameters, and 

variables defined previously for the fixed cache MILP model. However, the cache 

sizes are variable for each node; therefore, they need to be set as variables, and 

additional variables are defined as follows: 

Θℎ,𝑒: Floating variable equivalent to the multiplication of the binary variable 𝜎𝐶ℎ𝑒 

by the cache hit ratio 𝛿ℎ. 

𝑖𝐶Zℎ: The integer part of the cache size at node h. 

𝑓𝐶Zℎ: The floating part of the cache size at node h. 

 

The same objective function defined for the fixed-size cache MILP model is 

defined for variable size cache MILP model except for the cache nodes power 

consumption, which is defined as follows: 

∑(𝜀𝑐 ∙ 𝐶𝐶 ∙ (𝑖𝐶Z𝑢 100⁄ ))

𝑢∈𝐻

 

In addition, the following constraints related to cache size and hit ratio are added: 

  

Θℎ,𝑒 ≤ 𝜎𝐶ℎ,𝑒   

∀ ℎ ∈ 𝐻, ∀𝑒 ∈ 𝐸 

(6.24) 

 

Θℎ,𝑒 ≤ 𝛿ℎ 

∀ ℎ ∈ 𝐻, ∀𝑒 ∈ 𝐸 

(6.25) 
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Θℎ,𝑒 ≥ 𝛿ℎ − (1 − 𝜎𝐶ℎ,𝑒) 

∀ ℎ ∈ 𝐻, ∀𝑒 ∈ 𝐸 

(6.26) 

 

Θℎ,𝑒 ≥ 0 

∀ ℎ ∈ 𝐻, ∀𝑒 ∈ 𝐸 

(6.27) 

 

𝛿ℎ ≤ 1 

∀ ℎ ∈ 𝐻, ∀𝑒 ∈ 𝐸 

(6.28) 

 

𝐶Zℎ = 𝑖𝐶Zℎ + 𝑓𝐶Zℎ 

∀ ℎ ∈ 𝐻 

(6.29) 

 

These constraints ((6.24) to (6.28)) determine the cache hit ratio for any cache at 

node h. Constraints ((6.24) to (6.26)) are equivalent to the multiplication of the hit 

ratio by the binary variable (𝜎𝐶ℎ,𝑒); whilst constraints (6.27) and (6.28) ensure that 

the hit ratio does not go beyond 1 or less than 0. Constraints (6.29) rounds down the 

cache size (flooring) to the nearest integer.  

As a binary variable, the variable (𝜎𝐶ℎ,𝑒) can be either zero or 1. When the value 

of (𝜎𝐶ℎ,𝑒) equals to 1, the value of (Θℎ,𝑒) in constraint (6.24) takes any value 

between 0 and 1 including value of the hit ratio (𝛿ℎ), whilst its value is less or equal 

to the hit ratio in constraint (6.25). In constraint (6.26) the value of (Θℎ,𝑒) is greater 

or equal to the hit ratio (𝛿ℎ). For the three constraints ((6.24) to (6.26)), the only 

value of (Θℎ,𝑒) that satisfies all the three constraints is the value of the hit ratio (𝛿ℎ). 

Using the same approach, the MILP model uses constraints ((6.24) to (6.26)) to set 
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the value of (Θℎ,𝑒) to zero when the binary variable (𝜎𝐶ℎ,𝑒) is zero. The operation of 

constraints ((6.24) to (6.26)) is summarised in Table 6.6.  

Table 6.6 Illustration of constraints ((6.24) to (6.26)) 

𝜎𝐶ℎ,𝑒 Constraint 
Possible values 

of Θℎ,𝑒 

The 

value of 

Θℎ,𝑒 that 

satisfies 

all 

constraints 

𝜎𝐶ℎ,𝑒 = 1 

Θℎ,𝑒 ≤ 𝜎𝐶ℎ,𝑒 
any value 

between 0 and 1 

𝛿ℎ 

Θℎ,𝑒 ≤ 𝛿ℎ 

Θℎ,𝑒 = 𝛿ℎ 

or 

Θℎ,𝑒 < 𝛿ℎ 

Θℎ,𝑒 ≥ 𝛿ℎ − (1 − 𝜎𝐶ℎ,𝑒) 

Θℎ,𝑒 = 𝛿ℎ 

or 

Θℎ,𝑒 > 𝛿ℎ 

𝜎𝐶ℎ,𝑒 = 0 

Θℎ,𝑒 ≤ 𝜎𝐶ℎ,𝑒 Θℎ,𝑒 = 0 

0 

Θℎ,𝑒 ≤ 𝛿ℎ 

Θℎ,𝑒 = 𝛿ℎ 

or 

𝑎𝑛𝑦 𝑣𝑎𝑙𝑢𝑒 < 𝛿ℎ 

Θℎ,𝑒 ≥ 𝛿ℎ − (1 − 𝜎𝐶ℎ,𝑒) 

𝛿ℎ = 0 

or 

any positive 

number 

 

In addition, the constraint of the traffic from the cache node to eNodeB, defined 

in equation (6.4), is amended as follows: 

𝜆𝐶ℎ,𝑒 = Θℎ𝑒 ∙ 𝜆𝑉𝑒 

∀ ℎ ∈ 𝐻, ∀𝑒 ∈ 𝐸 

(6.30) 
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6.3  MILP model setup and results 

This section describes the network topology considered and specifies the input 

parameters used in the developed MILP model. In addition, the MILP model results 

are discussed in detail.  

6.3.1  Network topology and input parameters 

The tested network topology in chapter 5 is considered in this chapter with all the 

RRH nodes replaced by eNodeBs as shown in Figure 6.3. The topology consists 

of 5 IP over WDM nodes and 10 GPON networks connected in pairs to the IP 

over WDM nodes; two GPON networks for each IP over WDM node. Each 

GPON network consists of one OLT and two ONUs and each ONU is connected 

to one eNodeB. The topology has one video server and one mobile core node 

(ASR5000) where the locations of both in the IP over WDM network are 

optimised by the developed MILP models in such a way as to save the total 

power consumption. Each eNodeB in the network represents a small cell with a 

maximum number of users equal to 10. Each user in the small cell is allocated 5 

physical resource blocks (PRB) as the users are assumed to request the same task 

from the network. Additionally, the average number of users in the network is 

varied over the time of the day according to the network user profile shown in 

Figure 5.9 in chapter 5. Accordingly, the amount of downlink traffic to each 

eNodeB depends on the total number of active users in the small cell and its 

maximum value is considered to be less than10 Gbps. The total video streaming 

traffic from both cache nodes and video streaming server toward eNodeBs is 

considered 80% of the total download traffic.  The input parameters to the 
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developed MILP model are listed in Table 6.7. It is worth mentioning that all the 

caches are considered to have the same maximum capacity. The developed MILP 

model considers 17 time slots over the day from 0:00 to 24:00 hours in steps of 

1.5 hours and a different number of network users at each time slot is considered.  

It should be noted that the cache is specified in terms of three quantities mainly 

(i) storage capacity, (ii) the data rate it can support and (iii) the cache power 

consumption. The cache used,[269], has power consumption of 550W, storage 

capacity of 14.4TB, and has up to 40Gb/s data rate. The RRH/BBU works at 

10Gb/s maximum in 5G. The ONU supports 2 RRHs/BBUs. Therefore, this 

content cache is enough for ONU placement in terms of data rate. The OLT 

serves in this case (chosen topology of Figure 6.3), 2 ONUs, ie needs 40Gb/s. 

Therefore, this cache is also suitable for placement at the OLT. The WDM node 

serves 2 OLTs, therefore the cache needs 80Gb/s data rate in this case. The cache 

line card in [269] can however be upgraded to one 100Gb/s line card interface 

which consumes comparable amount of power as four 10 Gb/s line cards [270]. 
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Figure 6.3 Tested network topology 

 

Table 6.7 MILP model input parameters 

Maximum fronthaul (CPRI) data rate for CPRI line 

rate option 7 (cp)   
9.8304 (Gbps) [256] 

Number of active users in a small cell (𝜌𝑟) 
Uniformly distributed 

(1-10 users) 

Maximum number of users per cell (n) 10 (users) 

Number of physical resources blocks per user (pb) 5 (PRB) 

Hit ratio 𝛿ℎ (for fixed-size cache MILP model only) 

Range (0.1, 0.3, 0.5, 

0.7, 1) of the maximum 

cache size 

The ratio of the backhaul to the front haul traffic (𝛼) 0.1344 (unitless) 

ONU maximum power consumption (Ω𝑈) 15 (W) [233] 

OLT maximum power consumption (Ω𝐿) 1940 (W) [231] 

OLT idle power (Ω𝐿𝑑) 60 (W) [231] 

OLT maximum capacity (𝐶𝐿) 8600 (Gbps) [231] 

ONU maximum capacity (𝐶𝑈) 10 (Gbps) [233] 

RRH node power consumption (Ω𝑅𝑒) 1140 (W) [234] 
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BBU idle power (Ω𝐵𝑑𝑒) 51 (W) [263] 

BBU maximum power consumption (Ω𝐵𝑒) 531 (W) [263] 

Cache node maximum power consumption (Ω𝐶) 550 (W) [269] 

Cache node maximum storage capacity (𝐶𝐶) 14.4 (TB) [269] 

Video streaming server energy per bit (𝜀s) 
211.1 (Joul/Gb) 

[260] 

Capacity IP over WDM wavelength channel (𝐵) 40 (Gbps) [236] 

Number of wavelengths per fibre in IP over WDM (𝑤) 32 [236] 

Transponder power consumption (Ω𝑇) 167 (W) [237] 

Router port power consumption (Ω𝑅𝑃) 825 (W) [172] 

Regenerator power consumption (Ω𝐺) 334 (W) [172] 

EDFA power consumption (Ω𝐸) 55 (W) [172] 

Maximum span distance between EDFAs (𝑆) 80 (km) [236] 

 

6.3.2  Fixed-size cache MILP model results 

A MILP model was utilised to evaluate the power consumption of five fixed-size 

cache approaches which are 10%, 30%, 50%, 70%, and 100% of the maximum 

cache node size. The MILP model was also used to compare the power consumption 

in this case to the power consumption when no caches are deployed at any node. In 

the no caches approach, all the video streaming traffic is delivered by streaming 

from the central video server only. Figure 6.4 shows the total power consumption of 

the no cache scenario and the power consumption under different fixed-size cache 

approaches (10%, 30%, 50%, 70%, and 100% of the maximum cache size). It is 

clearly seen that the no cache approach has a higher power consumption compared 

to the other approaches. In addition, the power consumption of the fixed-size cache 

MILP model increases as the cache size decreases. The MILP results show that all 

approaches consume very close amounts of total power for the time interval from 3 
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am to 9 am, where the total number of active users in the network is small during 

this period. This is clearly shown in Figure 6.5 where the total power consumption 

of the no cache and fixed-size cache approaches are compared for different number 

of active users in the network. 

 

Figure 6.4 Total power consumption of no cache and fixed-size cache approaches at 

different times of the day 
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Figure 6.5 Total power consumption of no cache and fixed-size cache approach at 

different number of users 

 

Figure 6.6 compares the total power saving for different fixed-size cache 

approaches with the no cache approach when the total numbers of active users in the 

network is varied. It is clearly seen that the power saving is affected by the cache 

size and the total number of users. The highest power saving (12.3%) is recorded 

when the highest cache size was deployed to serve a fully loaded network where all 

the users are active during the peak time of the day. This percentage drops during 

the early morning where only few users are active and it reaches its lowest value 

(around 1%) when the lowest cache size is deployed during this period of the day. 

As the total number of active users is low; the content caches are distributed mostly 
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at the IP over WDM nodes. This ensures that the active users are served by a small 

number of cache nodes.  

 

Figure 6.6 Total power saving of different fixed-size cache approaches compared 

with no cache approach 

 

As the number of users increases, the requests for video streaming increase. 

Therefore, the MILP model tends to distribute more cache nodes close to the users 

to reduce the traffic induced power consumption. On the other hand, the distribution 

of cache nodes close to the user increases the number of deployed cache node which 

results in increase in the total power consumption of caching the content. 

Accordingly, the MILP model distributed the content caching nodes at OLTs to 

serve as many users as possible and maintain the total cache nodes power 

consumption as illustrated in Figure 6.7. Figure 6.7 depicts the optimum location of 
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each cache node in the network at different times of the day for different fixed-size 

caches. For each node, the optimum cache location varies with the total number of 

active users at a certain time of the day. Therefore, when considering one row along 

the (Time) axis, the optimum cache node location for a certain node over 24 hours 

follows the trend of average number of users shown in Figure 5.9 in chapter 5. 

Considering a column, shows the optimum location in all the nodes at a certain time 

of the day. According to the MILP model results, there is no cache at any of the 

ONUs at any time of the day; therefore, Figure 6.7 does not list any ONU.  
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a) Cache size 10% 

 
b) Cache size 30% 
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c) Cache size 50% 

 

d) Cache size 70% 



181 

 

 

e) Cache size 100% 

Figure 6.7 Cache distribution over the network for different cache size at different 

time of the day 

 

6.3.3  Variable size cache MILP model 

An MILP model was developed to evaluate the power consumption of a variable 

size cache approach and compare it with the power consumption of the five fixed-

size cache approaches that were discussed earlier. Figure 6.8 illustrates the total 

power consumption of the variable and fixed-size cache approaches for different 

times of the day. It is clearly seen that the variable size cache approach has the 

lowest power consumption compared to the other approaches as the cache size and 

its location are optimised. Figure 6.9 compares the video server power consumption 

of the variable size cache with the fixed-size cache approaches at different times of 

the day. When the cache size increases, the amount of traffic that is offloaded from 

the video server decreases. This is because more users are served by cache nodes 
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which results in low video server power consumption. The video streaming power 

consumption of the variable size cache has almost the same trend as the fixed-size 

cache of 100% of the maximum cache node capacity. 

 

 

Figure 6.8 Power consumption of fixed and variable size cache approaches 
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Figure 6.9 Video server power consumption of fixed and variable size cache 

approaches 

 

Figure 6.10 compares the saving in total power consumption of the variable size 

cache with the fixed-size cache approaches for different number of active users. For 

each number of active user in time of the day, the optimum cache size was 

determined and the total power consumption was evaluated and compared with the 

power consumption of different cache size approaches. It is clear the total power 

saving is affected by the cache size and the total number of users. The highest power 

saving (9%) is recorded when the variable size cache was deployed to serve a fully 

loaded network where all the users are active during the peak time of the day. This 

percentage drops down during early morning where only few users are active and it 

reaches its lowest value (almost zero (0.006%)) when the variable size cache is 
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deployed during this period of the day. Figure 6.10 shows that the variable size 

cache approach has a very small power saving compared with the fixed-size cache 

of 100% of the maximum capacity of the cache node.  The incentive in this case is 

that in both approaches, the MILP model offloads the traffic from the video server 

and distributes the cache contents at the same nodes in both approaches as illustrated 

in Figure 6.11. Figure 6.11 depicts the optimum cache size and its location in the 

network at different times of the day. For each node, the cache size varies with the 

total number of active user at a certain time. Therefore, considering a row in the 

(node) axis shows the optimum cache size for each node at a specific time of the 

day, whilst considering one row in the (time) axis shows the optimum cache size for 

one node over the day. Figure 6.11 shows that OLTs are the most optimum location 

for content caching during the day when the total number of users is high.  
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Figure 6.10 Total power saving of the variable size cache compared with the fixed-

size cache approaches 
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Figure 6.11 Cache distribution over the network for the variable size cache 

approach at different time of the day 

 

6.4  Real-time heuristic models implementation 

This section introduces two heuristic approaches for real-time implementation of 

the developed MILP model. The first heuristic approach considers the case where 

the cache node has a fixed size whilst the second approach considers the case where 

the cache nodes have a variable cache size. 

6.4.1  Energy Efficient Fixed Cache Size (EEFCZ) heuristic model 

The EEFCZ heuristic was developed to provide real-time implementation of the 

fixed cache size MILP model. The pseudocode of the heuristic is shown in 

Algorithm A.3. The network is modelled by sets of network elements NE, and links 
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L. The heuristic obtains the network topology G = (NE, L) and the physical topology 

of the IP over WDM network Gp = (N, Lp), where N is the set of IP over WDM 

nodes and Lp is the set of physical links. The total download request (fronthaul 

traffic) of each eNodeB node is calculated based on the total number of active users 

in each cell (eNodeB). The heuristic determines the hit ratio at each cache node 

according to the cache size. The EEFCZ heuristic chooses the closest place to the 

eNodeB node in such a way that the cache node serves as many eNodeB requests as 

possible. The heuristic examines the OLT nodes to determine the closest OLT for 

each eNodeB to accommodate the cache node. For each IP over WDM node, the 

heuristic determines the closest eNodBs and calculates the total number of users 

connected to the IP over WDM node. It then sorts the IP over WDM nodes in 

descending order according to the total number of user (node load). The first node at 

the top of the sorted IP over WDM nodes list is the recommended node to 

accommodate the mobile core node (ASR5000) and the video streaming servers. In 

such an approach, the EEFCZ heuristic ensures that a lower volume of backhaul 

traffic flows in the IP over WDM network. After accommodating the cache nodes, 

mobile core node, and the video streaming servers in the network, the EEFCZ 

heuristic obtains the physical graph Gp = (N, Lp) and determines the traffic in each 

network segment. The IP over WDM network configuration such as the number of 

fibres, router ports, and the number of EDFA is determined and the total power 

consumption is calculated. 

6.4.2  Energy Efficient Variable Cache Size (EEVarCZ) heuristic model 

This section discusses the Energy Efficient Variable Cache Size (EEVarCZ) 

heuristic. It extends the EEFCZ heuristic which was discussed in the previous 
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section and it provides a real-time implementation of the MILP model where 

variable cache sizes are considered instead of fixed cache sizes. The pseudocode of 

EEVarCZ is shown in Algorithm A.4. To mimic the MILP model behaviour, the 

EEVarCZ heuristic calculates the total number of users in the network at a specific 

time of the day and compares the results to the maximum network capacity. If the 

total number of users is greater than half the network capacity, then the heuristic 

examines the OLT nodes to accommodate the cache nodes. Otherwise, it examines 

the IP over WDM network to accommodate the cache nodes. With such an 

approach, the heuristic ensures that a few cache nodes at the IP over WDM network 

server as many users as possible when the total number of users is small. The total 

number of candidate locations to host the cache nodes is limited to a specific number 

which is reduced by one every time the total power consumption is evaluated until 

the number of candidate locations that produces the least power consumption are 

found. 

6.4.3  EEFCZ and EEVarCZ heuristic models results 

In order to validate the results of the MILP model, the network topology shown 

in Figure 6.3 used for the MILP model, is used for both heuristic models. All the 

parameters considered in the fixed and variable cache size MILP models such as the 

wireless bandwidth, number of resources blocks per user, and the parameters listed 

in Table 6.2 are considered in both EEFCZ and EEVarCZ heuristics. The number of 

users allocated to each cell in the heuristic model are considered the same as in the 

MILP model to ensure that the traffic requested by each eNodeB node is the same in 

all models. Figure 6.12, Figure 6.13, and Figure 6.14 show the total power 

consumption of the MILP model compared to EEFCZ heuristic model at different 
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times of the day for cache sizes of 10%, 30%, and 70% of the maximum node cache 

size respectively. The EEFCZ heuristic successfully mimics the behaviour of the 

MILP model to the point that the difference in the total power consumption of the 

two is barely noticed. Figure 6.15 compares the total power consumption of the 

MILP model and the EEVarCZ heuristic for variable cache size at different times of 

the day. It is clearly seen that the total power consumption of the MILP model and 

the EEVarCZ heuristic are almost the same. This situation is mainly driven by the 

way that the EEVarCZ examines the candidate nodes to accommodate the cache 

nodes. It uses the total number of active users in the network to determine the place 

in which the cache nodes are accommodated.  As alluded earlier, the IP over WDM 

and OLT nodes are the highly recommended locations to accommodate cache nodes, 

but the precedence is determined according to the total demanded traffic attributed 

to the number of users in each cell. 
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Figure 6.12 Total power consumption of MILP and EEFCZ models at cache size 

10% of the cache node maximum capacity and at different times of the day 

 

Figure 6.13 Total power consumption of MILP and EEFCZ models at cache size 

30% of the cache node maximum capacity and at different times of the day 
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Figure 6.14 Total power consumption of MILP and EEFCZ models at cache size 

70% of the cache node maximum capacity and at different times of the day 
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Figure 6.15 Total power consumption of MILP and EEVarCZ models for a variable 

cache size at different times of the day 

 

6.5  Summary 

Content caching has become a key technology in the design and implementation 

of communication systems especially with the growth in video streaming. This 

chapter has introduced optimised content caching in next generation of mobile 

networks, 5G, and has evaluated the associated energy efficiency. A MILP model 

was developed to minimise the total power consumption by optimising the location 

of fixed-size caches. Five scenarios were used in the developed MILP model with 

different fixed-size caches representing 10%, 30%, 50%, 70%, and 100% of the total 

cache node storage capacity and the results were compared to the approach where no 

cache was deployed.  
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The results show that OLTs are the optimum location to cache the contents when 

the cache size is small and the total number of active users is high, whilst the IP over 

WDM nodes are the optimum place to cache the contents when the number of users 

is low. As the cache size increases, more IP over WDM nodes are utilised to cache 

the contents resulting in a lower number of caching participant OLTs. In addition, in 

a fully loaded network where all the users are active during the peak time of the day, 

the optimum is the highest cache size (for the set of parameters and equipment 

power consumption values considered). This provides a power saving of (12.3%) 

compared to the no cache approach. This percentage drops during the early morning 

where only few users are active and it reaches its lowest value (0.65%) when the 

lowest cache size is deployed during this period of the day 

The developed MILP model was extended to consider variable size caches by 

optimising the cache size and the location for each node over the time of the day. 

The results were compared with the five fixed size caching approaches. The results 

reveal that the variable size caching approach achieves a power saving of (9%) 

compared to the fixed size caching approach when the network is fully loaded, 

whilst this percentage drops during the early morning where only few users are 

active and it reaches its lowest value (almost zero (0.006%)).  

For MILP models validation and also for real-time implementation of our 

approaches, this chapter has introduced two heuristics. The first heuristic is the 

Energy Efficient Fixed Cache Size (EEFCZ) heuristic and the second heuristic is 

EEVarCZ and deals with the variable size caching approach. The EEFCZ heuristic 

was developed to validate the results of the fixed cache size MILP model whilst the 

EEVarCZ was developed to validate the results of the variable cache size MILP 
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model. The heuristics’ results were compared with their counterparts MILP models’ 

results and are found to be in close agreement.  
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Synergy of Virtualisation and Caching the Contents for an Energy-

Efficient 5G Networks 

7.1  Introduction 

In recent years, the appetite for multimedia services has witnessed a tremendous 

increase. Therefore, the current mobile network may not be able to tackle the growth 

in traffic volume and the user needs without consuming unnecessarily large energy 

resources [271]. Meanwhile, caching the contents and NFV are considered 

promising technologies for the design and implementation of 5G networks [91]. The 

efficient deployment of content caching in mobile networks can improve the quality 

of service (QoS) and reduce the backhaul and core network traffic congestion. On 

the other hand, NFV enables better network resource utilisation, reduces the 

operation cost and provides seamless development of new services. Although good 

work has been done on NFV and content caching, these two technologies have been 

investigated separately in the literature. However, it is beneficial to jointly 

investigate these two technologies to improve the energy efficiency in 5G networks. 

Therefore, this chapter jointly considers content caching and NFV for reduced 

energy consumption in 5G networks. It evaluates the energy consumption of 

delivering video over optical-based architectures for 5G networks with virtualised 

mobile functions and resources. A mixed integer linear programming (MILP) model 

was developed to jointly optimise the cache size and the location of both caches and 
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VMs. To achieve maximum power saving, the MILP model finds the optimum 

cache size and the VMs workload at each node at different times of the day for 

different number of users.  

7.2  Energy-efficient content caching and NFV in 5G networks: 

Architecture and MILP model 

NFV and contents caching are promising technologies for 5G networks where 

content caching and VM processing of user data close to the end users results in 

shorter paths to the contents and low traffic induced power consumption. However, 

this approach requires more equipment for caching the contents and hosting VMs 

which eventually increases the equipment induced power consumption. Therefore, 

the cache size, VM utilisation of nodes, and the location of both cache nodes and 

VMs are considered. This evaluation minimises the total power consumption by 

optimising the cache size, VM utilisation of nodes and the location of caches and 

VMs. 

7.2.1  Network architecture 

Figure 7.1 illustrates a content caching service for video on demand over optical-

based networks for 5G with virtualised mobile functions. The architectures proposed 

in Chapter 5 and 6 are integrated in this chapter.  The integrated network consists of 

three layers; IP over WDM network, wired optical access network represented by a 

passive optical network (PON), and mobile radio access network (RAN) represented 

by a set of RRH nodes. As in the previous chapters, two types of VMs are proposed; 

the first type carries out the mobile core network functions and is dubbed (CNVM), 
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whilst the second is in charge of the BBU function and is dubbed (BBUVM). The 

video server location is restricted to one of the IP over WDM nodes, whilst the 

content cache and the two types of VMs (CNVM and BBUVM) can be anywhere (at 

ONU, OLT, and IP over WDM node) in the network. Accordingly, four types of 

traffic flow in the network: traffic from video server, traffic from content cache, 

traffic from CNVM and traffic from BBUVM. As shown in Figure 7.1, the BBUVM 

aggregates the traffic from CNVM, video server, and cache to perform baseband 

processing and transmits the processed traffic to the RRH node. It is worth 

mentioning that the traffic from the video streaming server and the cache nodes is 

considered 80% of the total download traffic toward RRH nodes, whilst the traffic 

from the mobile core VMs (CNVM) is considered 20% of the total traffic as 

discussed earlier in Chapter 6.  For clarity and to avoid any clutter of lines, the 

traffic toward only three eNodeB nodes are shown in Figure 7.1. 
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Figure 7.1 Contents caching with NFV in 5G networks 

 

7.2.2  Model for energy-efficient content caching and NFV in 5G  

The MILP model in this section is developed by utilising the features of both 

MILP models developed in Chapters 5 and 6. It jointly optimises the cache size, 

CNVM, and BBUVM utilisation at each node for different number of users over the 

time of the day. This model aims to investigate the additional power savings that can 

be achieved through combined caching and NFV in 5G compared to the 

virtualisation only and caching only approaches of Chapters 5 and 6. The model also 
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analyses the impact of integration of NFV and content caching on the total power 

consumption with variation in the total number of network users over the time of the 

day. 

The model declares a number of indices, parameters, and variables. These are 

listed in Table 7.1, Table 7.2, and Table 7.3 respectively 

Table 7.1 Energy-efficient caching and virtualisation MILP model indices 

Indices Comment 

𝑥, 𝑦 Indices of any two nodes in the network 

𝑚, 𝑛 Indices of any two nodes in the physical layer of the IP over 

WDM network 

𝑖, 𝑗 Indices of any two nodes in the IP layer of the IP over WDM 

network. 

𝑟 Index of RRH node 

ℎ, 𝑢, 𝑝, 𝑞 Indices of the nodes where the VM or cache could be hosted 

 

Table 7.2 Energy-efficient caching and virtualisation MILP model parameters 

Parameters Comment 

𝑅 Set of RRH nodes 

𝑈 Set of ONU nodes 

𝐿 Set of OLT nodes 

𝑁 Set of IP over WDM nodes 

𝑇 Set of all nodes (RRH, ONU, OLT, and IP over WDM nodes) 

𝑁𝑁𝑚 
Set of neighbours of node 𝑚 in the IP over WDM network, 

∀ 𝑚 ∈ 𝑁  

𝑇𝑁𝑥 Set of neighbours of node 𝑥, ∀ 𝑥 ∈ 𝑇 

𝐻 Set of nodes where the VM or cache can be placed (ONU, OLT, 
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and IP over WDM nodes) 

K Set of Linearization coefficients 

l Line coding rate (bits per sample) 

𝑦 Number of MIMO layers 

q Number of bits used in QAM modulation 

a Number of antennas in a cell 

cp CPRI link data rate 

ΨX 
Maximum BBU workload needed for fully loaded RRH 

(GOPS); calculated as: 30 ∙ 𝑎 + 10 ∙ 𝑎2 + 20 ∙ 𝑞 ∙ 𝑙 ∙ 𝑦 

Ψ𝑆 Server CPU maximum workload (GOPS) 

Ψ𝐶 Workload needed for hosting one CNVM (GOPS) 

𝜌𝑟 Number of mobile users connected to RRH node r 

n Maximum number of resources blocks per cell (per RRH node) 

pb Physical resource block per user 

𝜆𝑅𝑟 
RRH node 𝑟 traffic demand (Gbps); calculated as: [(𝑝𝑏 𝑛⁄ ) ∙ 𝑐𝑝 ∙
𝜌𝑟], where 𝑟 ∈ 𝑅 

𝜆𝑉𝑟 Video streaming traffic to RRH node r 

𝜆𝐺𝑟 Regular traffic to the RRH node r 

μ Large number 

∇𝑝,𝑞 
Intra-traffic between core network VMs (CNVM) at nodes p, 

and q (Gbps) 

𝛼 The ratio of the backhaul to the fronthaul traffic (unitless) 

Ω𝑈 ONU maximum power consumption (W) 

Ω𝐿 OLT maximum power consumption (W) 

Ω𝐿𝑑 OLT idle power (W) 

𝐶𝐿 OLT maximum capacity (Gbps) 
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𝐶𝑈 ONU maximum capacity (Gbps) 

Ω𝑅𝑥 
Power consumption of the Remote Radio Head (RRH) 

connected to ONU node x (W) 

Ω𝑆 Server maximum power consumption (W) 

Ω𝑆𝑑 Server idle power consumption (W) 

Ω𝐻ℎ Maximum power consumption of hosting VMs at node h (W) 

Ω𝐶 Cache node maximum power consumption (W) 

𝐶𝐶 Cache node maximum storage capacity (GB) 

𝜀𝑐 
Cache node energy per stored gigabyte  
𝜀𝑐 = Ω𝐶 𝐶𝐶⁄  (W/GB) 

𝜀𝑠 Video streaming server energy per bit (Joule/Gb) 

𝑎𝑘, 𝑏𝑘 Linearisation coefficients (unitless) 

𝛽 Large number  

𝜂 Very small number (unitless) 

𝐵 Capacity of the wavelength channel (Gbps) 

𝑤 Number of wavelengths per fiber 

Ω𝑇 Transponder power consumption (W) 

Ω𝑅𝑃 Router power consumption per port (W) 

Ω𝐺 Regenerator power consumption (W) 

Ω𝐸 EDFA power consumption (W) 

𝑁𝐺𝑚,𝑛 Number of regenerators in the optical link (𝑚, 𝑛) 

𝑆 Maximum span distance between EDFAs (km) 

𝐷𝑚,𝑛 
Distance between node pair (𝑚, 𝑛) in the IP over WDM network 

(km) 

𝐴𝑚,𝑛 
Number of EDFAs between node pair (𝑚, 𝑛) calculated as 

𝐴𝑚,𝑛 = ((𝐷𝑚𝑛 𝑆⁄ ) − 1) + 2 
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Table 7.3 Energy-efficient caching and virtualisation MILP model variables 

Variables Comment 

𝜆𝐵𝑝,ℎ Traffic from CNVMs in node 𝑝 to the BBUVMs in node ℎ 

(Gbps) 

𝜆𝑅ℎ,𝑟 Total download traffic from BBUVMs in node ℎ to the RRH 

node 𝑟 (Gbps) 

𝜎𝐵ℎ,𝑟 Binary indicator, set to 1 if the node ℎ hosts BBUVMs to serve 

the RRH node 𝑟, 0 otherwise 

𝜎𝐵ℎ Binary indicator, set to 1 if the node ℎ hosts a BBUVM, 0 

otherwise 

𝜎𝐸𝑝,ℎ Binary indicator, set to 1 if the node ℎ hosts CNVMs to serve 

the BBUVMs at hosting node ℎ, 0 otherwise 

𝜎𝐸𝑝 Binary indicator, set to 1 if the hosting node 𝑝 hosts CNVMs is, 

0 otherwise 

𝜓𝑝,𝑞 Binary indicator, set to 1 if two different hosting nodes 𝑝 and 𝑞 

host CNVMs, 0 otherwise. It is equivalent to the ANDing of the 

two binary variables (𝜎𝐸𝑝, 𝜎𝐸𝑞). 

𝜎𝜒ℎ 

Binary indicator, set to 1 if the hosting node ℎ hosts any virtual 

machine of any type, 0 otherwise. It is equivalent to the ORing 

of the two binary variables (𝜎𝐵ℎ, 𝜎𝐸ℎ). 

𝜆𝐸𝑝,𝑞 Traffic between hosting nodes due to CNVMs communication 

(Gbps) 

𝜆𝑆𝑠,𝑟 Video streaming traffic between BBUVM and RRH node r from 

a video server at node s  

𝜆𝐶𝑢,𝑟 Traffic between BBUVM and RRH node r from the cache at 

node u  

𝜎𝐶𝑢,𝑟 Binary variable, set to 1 if the cache is located at node u to serve 

the RRH node r 

𝜆𝐺ℎ,𝑟 Regular traffic from BBUVM in node h to the RRH node r 

𝜆𝐶𝑢,ℎ,𝑟 Traffic from the cache at node u to the RRH node r passing 

through the BBUVM in node h 

𝜆𝑆𝑠,ℎ,𝑟 Video streaming traffic from video server at node s to the node 

RRH 

𝜆𝑆𝑠,ℎ Video streaming traffic from video server at node s to a 

BBUVM at node h 
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𝜎𝑆𝑠 
Binary variable, set to 1 if a video server is attached to the node 

s 

𝜆𝑇𝑝,𝑞 Total download traffic from node 𝑝 to node 𝑞 (Gbps) 

𝜆𝑅𝑥,𝑦
ℎ,𝑟 Traffic from hosting node ℎ to RRH node 𝑟 that traverses the 

link between the nodes (𝑥, 𝑦) in the network in Gb/s 

𝜆𝑇𝑥,𝑦
𝑝,𝑞 Total traffic from node 𝑝 to node 𝑞 that traverses the link 

between the nodes (𝑥, 𝑦) in the network (Gbps) 

Ψ𝐵ℎ Total baseband workload at node ℎ (GOPS) 

Ψ𝑖ℎ The integer part of the total normalised workload at node ℎ.  

Ψ𝑓ℎ The fractional part of the total normalised workload at node ℎ. 

Ψ𝑖ℎ The integer part of the total normalised workload at node ℎ.  

𝛿𝑢 Hit ratio of the cache at node u 

Θ𝑢,𝑟 

Floating variable equivalent to the multiplication of the binary 

variable   
𝜎𝐶𝑢𝑟 by the cache hit ratio  

𝐶Z𝑢 Cache size at node u 

𝑖𝐶Z𝑢 The integer part of the cache size at node u 

𝑓𝐶Z𝑢 The fractional part of the cache size at node u 

𝑊𝑖,𝑗 Number of wavelength channels in the virtual link (𝑖, 𝑗) 

𝑊𝑚,𝑛
𝑖,𝑗

 Number of wavelength channels in the virtual link (𝑖, 𝑗) that 

traverse the physical link (𝑚, 𝑛) 

𝑓𝑚,𝑛 Number of fibres in the physical link (𝑚, 𝑛) 

𝑊𝑚,𝑛 Total number of wavelengths in the physical link (𝑚, 𝑛) 

Λ𝑚 Number of aggregation ports of the router at node 𝑚 

  

 

The total power consumption is composed of: 

7. IP over WDM network power consumption which in turn is composed of: 

f) Power consumption of routers ports: 

Ω𝑅𝑃 ∙ (∑ Λ𝑚

𝑚∈𝑁

+ ∑ ∑ 𝑊𝑚,𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

) 

g) Power consumption of transponders: 
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Ω𝑇 ∙ ∑ ∑ 𝑊𝑚,𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

 

h) Power consumption of EDFAs: 

Ω𝐸 ∙ ∑ ∑ 𝐴𝑚,𝑛 ∙ 𝑓𝑚,𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

 

i) Power consumption of regenerators: 

Ω𝐺 ∙ ∑ ∑ 𝑁𝐺𝑚,𝑛 ∙ 𝑊
𝑚,𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

 

 

8. Power consumption of RRHs and ONUs: 

∑ [Ω𝑅𝑥 +
Ω𝑈

𝐶𝑈
.(∑ ∑ ∑ 𝜆𝑅𝑥,𝑦

ℎ,𝑟

𝑦∈𝑇𝑁𝑥𝑟∈𝑅ℎ∈𝐻𝑥∈𝑈

+ ∑ ∑ ∑ 𝜆𝑇𝑥,𝑦
𝑝,𝑞

𝑦∈𝑇𝑁𝑥∩𝐻𝑞∈𝐻:𝑝≠𝑞𝑝∈𝐻

)] 

 

9. Power consumption of OLTs: 

∑[Ω𝐿𝑑 +
Ω𝐿 − Ω𝐿𝑑

𝐶𝐿
. (∑ ∑ ∑ 𝜆𝑅𝑥,𝑦

ℎ,𝑟

𝑦∈𝑇𝑁𝑥𝑟∈𝑅ℎ∈𝐻𝑥∈𝐿

+ ∑ ∑ ∑ 𝜆𝑇𝑥,𝑦
𝑝,𝑞

𝑦∈𝑇𝑁𝑥∩𝐻𝑞∈𝐻:𝑝≠𝑞𝑝∈𝐻

)] 

 

10. Power consumption of VMs servers 

∑(Ω𝑆𝑑 ∙ (Ψ𝑖ℎ + 𝜎𝜒ℎ) + Ψ𝑓ℎ ∙ (Ω𝑆 − Ω𝑆𝑑))

ℎ∈𝐻

 

 

11. Power consumption of video server: 

𝜀𝑠 ∙ ∑ ∑ ∑ (𝛼 ∙ 𝜆𝑆𝑠ℎ𝑟)

𝑟∈𝑅𝑅𝐻ℎ∈𝐻𝑠∈𝑁

 

12. Power consumption of content caching nodes: 

∑(𝜀𝑐 ∙ 𝐶𝐶 ∙ (𝑖𝐶Z𝑢 100⁄ ))

𝑢∈𝐻

 

 The objective is to minimise the total power consumption given by: 
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Ω𝑅𝑃 ∙ ( ∑ Λ𝑚

𝑚∈𝑁

+ ∑ ∑ 𝑊𝑚,𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

) + (Ω𝑇 ∙ ∑ ∑ 𝑊𝑚,𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

)

+ (Ω𝐸 ∙ ∑ ∑ 𝐴𝑚,𝑛 ∙ 𝑓𝑚,𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

) + (Ω𝐺 ∙ ∑ ∑ 𝑁𝐺𝑚,𝑛 ∙ 𝑊
𝑚,𝑛

𝑛∈𝑁𝑁𝑚𝑚∈𝑁

) + 

∑ [Ω𝑅𝑥 +
Ω𝑈

𝐶𝑈
.(∑ ∑ ∑ 𝜆𝑅𝑥,𝑦

ℎ,𝑟

𝑦∈𝑇𝑁𝑥𝑟∈𝑅ℎ∈𝐻𝑥∈𝑈

+ ∑ ∑ ∑ 𝜆𝑇𝑥,𝑦
𝑝,𝑞

𝑦∈𝑇𝑁𝑥∩𝐻𝑞∈𝐻:𝑝≠𝑞𝑝∈𝐻

)] + 

∑[Ω𝐿𝑑 +
Ω𝐿 − Ω𝐿𝑑

𝐶𝐿
. (∑ ∑ ∑ 𝜆𝑅𝑥,𝑦

ℎ,𝑟

𝑦∈𝑇𝑁𝑥𝑟∈𝑅ℎ∈𝐻𝑥∈𝐿

+ ∑ ∑ ∑ 𝜆𝑇𝑥,𝑦
𝑝,𝑞

𝑦∈𝑇𝑁𝑥∩𝐻𝑞∈𝐻:𝑝≠𝑞𝑝∈𝐻

)] + 

(∑(Ω𝑆𝑑 ∙ (Ψ𝑖ℎ + 𝜎𝜒ℎ) + Ψ𝑓ℎ ∙ (Ω𝑆 − Ω𝑆𝑑))

ℎ∈𝐻

)

+ (𝜀𝑠 ∙ ∑ ∑ ∑ (𝛼 ∙ 𝜆𝑆𝑠ℎ𝑟)

𝑟∈𝑅𝑅𝐻ℎ∈𝐻𝑠∈𝑁

) + (∑(𝜀𝑐 ∙ 𝐶𝐶 ∙ (𝑖𝐶Z𝑢 100⁄ ))

𝑢∈𝐻

) 

 

Subjected to the following constraints: 

17. Traffic from CNVMs to BBUVMs: 

∑ 𝜆𝐵𝑝,ℎ

𝑝∈𝐻

= 𝛼 ∙ ∑𝜆𝑅ℎ,𝑟

𝑟∈𝑅

 

∀ℎ ∈ 𝐻 

(7.1) 

 

18. Regular traffic to RRH node: 

𝜆𝐺𝑟 = ∑ 𝜆𝐺ℎ𝑟

ℎ∈𝐻

 ∀ℎ ∈ 𝐻 

∀𝑟 ∈ 𝑅𝑅𝐻 

(7.2) 

Constraint (6.1) represents the regular traffic from CNVMs to the BBUVMs in 

node h where 𝛼 is a unitless quantity which represents the ratio of backhaul to 

fronthaul traffic. Note that this enables BBUVMs to receive traffic from more than a 

single CNVM, which may occur for example in network slicing. 
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Constraints (7.2) represents the regular traffic to RRH nodes from all BBUVMs 

at different nodes. This enables a RRH to receive traffic from more than a single 

BBUVM. 

19. Served RRH nodes and the location of BBUVMs 

𝛽 ∙ 𝜆𝐺ℎ,𝑟 ≥ 𝜎𝐵ℎ,𝑟  

 ∀𝑟 ∈ 𝑅, ∀ℎ ∈ 𝐻 
(7.3) 

 

𝜆𝐺ℎ,𝑟 ≤ 𝛽 ∙𝜎𝐵ℎ,𝑟  

 ∀𝑟 ∈ 𝑅, ∀ℎ ∈ 𝐻 
(7.4) 

 

𝛽 ∙ ∑ 𝜆𝐺ℎ𝑟

ℎ∈𝐻

≥ 𝜎𝐵ℎ   

 ∀𝑟 ∈ 𝑅 

(7.5) 

 

∑ 𝜆𝐺ℎ𝑟

ℎ∈𝐻

≤ 𝛽 ∙𝜎𝐵ℎ   

 ∀𝑟 ∈ 𝑅 

(7.6) 

Constraints (7.3) and (7.4) ensure that the RRH node r is served by the BBUVM 

located at h. constraints (7.5) and (7.6) determine the location of BBUVM; 𝛽 is a 

large enough number to ensure that 𝜎𝐵ℎ,𝑟 and 𝜎𝐵ℎ are equal to 1 when 

∑ 𝜆𝐺ℎ𝑟ℎ∈𝐻 > 0 . In constraint (7.5) there are two possibilities for the value of 

(∑ 𝜆𝐺ℎ𝑟ℎ∈𝐻 ) which are either zero (no traffic from h to r) or greater than zero (there 

is traffic from h to r). When the value is zero, the left-hand side of the inequality (𝛽 ∙

∑ 𝜆𝐺ℎ𝑟ℎ∈𝐻 ) should be zero and this sets the value of 𝜎𝐵ℎ to zero. In the second case 

when the value of (∑ 𝜆𝐺ℎ𝑟ℎ∈𝐻 ) is greater than zero, the left-hand side of the 

inequality (𝛽 ∙ ∑ 𝜆𝐺ℎ𝑟ℎ∈𝐻 ) will be much greater than 1 because of the large value of  

𝛽. In this case; the value of 𝜎𝐵ℎ may be set to 1 or zero. In the same way constraint 

(7.6) sets the value of 𝜎𝐵ℎ. Table 7.4 illustrates the operation of constrains (7.5) and 

(7.6). 
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Table 7.4 BBUVMs constraints illustration 

The value of 

traffic 

∑ 𝜆𝐺ℎ,𝑟∀𝑟∈𝑅  

Constraint Outcome 𝜎𝐵ℎ 

Value of 

𝜎𝐵ℎ that 

satisfies both 

constraints 

∑ 𝜆𝐺ℎ,𝑟

∀𝑟∈𝑅

> 0 

𝛽 ∙ ∑ 𝜆𝐺ℎ,𝑟

∀𝑟∈𝑅

≥ 𝜎𝐵ℎ 
𝛽 ∙ ∑ 𝜆𝐺ℎ,𝑟

∀𝑟∈𝑅

≫ 1 

0 or 1 

1 

∑ 𝜆𝐺ℎ,𝑟

∀𝑟∈𝑅

≤ 𝛽 ∙ 𝜎𝐵ℎ 𝛽 ∙ 𝜎𝐵ℎ ≫ 1 1 

∑ 𝜆𝐺ℎ,𝑟

∀𝑟∈𝑅

= 0 

𝛽 ∙ ∑ 𝜆𝐺ℎ,𝑟

∀𝑟∈𝑅

≥ 𝜎𝐵ℎ 𝛽 ∙ ∑ 𝜆𝐺ℎ,𝑟

∀𝑟∈𝑅

= 0 0 

0 

∑ 𝜆𝐺ℎ,𝑟

∀𝑟∈𝑅

≤ 𝛽 ∙ 𝜎𝐵ℎ 𝛽 ∙ 𝜎𝐵ℎ = 0 0 or 1 

 

20. Location of CNVMs 

𝛽 ∙ 𝜆𝐵𝑝,ℎ ≥ 𝜎𝐸𝑝,ℎ 

∀𝑝, 𝑞 ∈ 𝐻, 𝑝 ≠ 𝑞 
(7.7) 

 

𝜆𝐵𝑝,ℎ ≤ 𝛽 ∙ 𝜎𝐸𝑝,ℎ 

∀𝑝, 𝑞 ∈ 𝐻, 𝑝 ≠ 𝑞 
(7.8) 

 

𝛽 ∙ ∑ 𝜆𝐵𝑝,ℎ

ℎ∈𝐻

≥ 𝜎𝐸𝑝  

 ∀𝑝 ∈ 𝐻 

(7.9) 

 

∑ 𝜆𝐵𝑝,ℎ

ℎ∈𝐻

≤ 𝛽 ∙𝜎𝐸𝑝  

 ∀𝑝 ∈ 𝐻 

(7.10) 

 

𝜓𝑝𝑞 ≤ 𝜎𝐸𝑝 

∀𝑝, 𝑞 ∈ 𝐻, 𝑝 ≠ 𝑞 
(7.11) 
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𝜓𝑝,𝑞 ≤ 𝜎𝐸𝑞 

∀𝑝, 𝑞 ∈ 𝐻, 𝑝 ≠ 𝑞 
(7.12) 

 

𝜓𝑝,𝑞 ≥ 𝜎𝐸𝑝 + 𝜎𝐸𝑞 − 1 

∀𝑝, 𝑞 ∈ 𝐻, 𝑝 ≠ 𝑞 
(7.13) 

Constraints (7.7) and (7.8) ensure that the BBUVMs at node h are served 

by CNVMs that are located at the node p. Constraints (6.8) and (6.9) 

determine the location of CNVMs by setting the binary variable 𝜎𝐸𝑝 to 1 if 

there is a CNVM at node p. Constraints (7.11), (7.12) and (7.13) ensure that 

the CNVMs communicate with each other if they are located at different 

nodes p and q. This is equivalent to the logical operation 𝜓𝑝,𝑞 =

𝜎𝐸𝑝 𝐴𝑁𝐷 𝜎𝐸𝑞.  

 

21. CNVMs intra-traffic 

𝜆𝐸𝑝,𝑞 = ∇𝑝,𝑞 ∙ 𝜓𝑝,𝑞 

∀𝑝, 𝑞 ∈ 𝐻: 𝑝 ≠ 𝑞 
(7.14) 

 

22. Hosting VM of any type (BBUVM or CNVM): 

𝜎𝜒ℎ ≤ 𝜎𝐵ℎ + 𝜎𝐸ℎ 

∀ ℎ ∈ 𝐻 
(7.15) 

 

𝜎𝜒ℎ ≥ 𝜎𝐵ℎ 

∀ ℎ ∈ 𝐻 
(7.16) 

 

𝜎𝜒ℎ ≥ 𝜎𝐸ℎ 

∀ ℎ ∈ 𝐻 
(7.17) 

 

Constraint (7.14) represents the traffic between CNVMs at nodes p and q. 

Constraints (7.15), (7.16) and (7.17) determine if the node h hosts any VM of 

any type (BBUVM or CNVM). It is equivalent to the logical operation 

(𝜎𝜒ℎ = 𝜎𝐸𝑝 𝑂𝑅 𝜎𝐸𝑞).  

23. Video streaming traffic to RRH nodes 
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∑ 𝜆𝑆𝑛,𝑟

𝑛∈𝑁

= 𝜆𝑉𝑟 − ∑ 𝜆𝐶𝑢,𝑟

𝑢∈𝐻

  

∀ 𝑟 ∈ 𝑅 

(7.18) 

 

24. Request for video caching 

∑ 𝜎𝐶𝑢,𝑟

𝑢∈𝐻

≤ 1 

∀ 𝑟 ∈ 𝑅 

(7.19) 

 

25. Video (contents) server location 

𝛽 ∙ ∑𝜆𝑆𝑛,𝑟

𝑟∈𝑅

≥ 𝜎𝑆𝑛  

 ∀ 𝑛 ∈ 𝑁 

(7.20) 

 

𝛽 ∙ ∑𝜆𝑆𝑛,𝑟

𝑟∈𝑅

≥ 𝜎𝑆𝑛  

 ∀ 𝑛 ∈ 𝑁 

(7.21) 

 

∑ 𝜎𝑆𝑛

𝑛∈𝑁

= 1 

 ∀ 𝑛 ∈ 𝑁 

(7.22) 

 

Constraint (6.2) determines the video streaming traffic sourced by both 

video (contents) server and cache nodes. Constraint (6.3) determines whether 

the RRH node r is served by a cache at node h. Constraints (6.11) and (6.12) 

determine the location of the video (contents) server, whilst constraint (6.13) 

ensures it is located at one IP over WDM node. 

26. Cache node hit ratio: 

Θ𝑢,𝑟 ≤ 𝜎𝐶𝑢,𝑟    

∀ 𝑢 ∈ 𝐻, ∀𝑟 ∈ 𝑅 
(7.23) 

 

Θ𝑢,𝑟 ≤ 𝛿𝑢 

∀ 𝑢 ∈ 𝐻, ∀𝑟 ∈ 𝑅 
(7.24) 

 

Θ𝑢,𝑟 ≥ 𝛿𝑢 − (1 −𝜎𝐶𝑢,𝑟) 

∀ 𝑢 ∈ 𝐻, ∀𝑟 ∈ 𝑅 
(7.25) 
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Θ𝑢,𝑟 ≥ 0 

∀ 𝑢 ∈ 𝐻, ∀𝑟 ∈ 𝑅 
(7.26) 

 

𝛿𝑢 ≤ 1 

∀ 𝑢 ∈ 𝐻, ∀𝑟 ∈ 𝑅 
(7.27) 

 

Constraints (6.24), (6.25), (6.26), (6.27) and (6.28)) determine the cache 

hit ratio at any node h, where constraints (6.24) and (6.25) are equivalent to 

the multiplication of the hit ratio by the binary variable 𝜎𝐶𝑢,𝑟; whilst 

constraints (6.26) and (6.27) ensure that the hit ratio does not go beyond 1 

and is not less than 0. For instance, when the value of 𝜎𝐶𝑢,𝑟 is 1, the value of 

Θ𝑢,𝑟 in constraint (6.24) takes any value between 0 and 1 including the value 

of the hit ratio 𝛿𝑢, whilst in constraint (6.25) the value of Θ𝑢,𝑟 will be equal 

or less than the hit ratio 𝛿𝑢. In constraint (6.26) the value of Θ𝑢,𝑟 is equal or 

greater than the hit ratio 𝛿𝑢. In all three cases, the value of the hit ratio 𝛿𝑢 is 

the only value for Θ𝑢,𝑟 which satisfies the three constraints. In the same way, 

when the value of 𝜎𝐶𝑢,𝑟 equals to zero, the value of Θ𝑢,𝑟 is zero. Table 7.5 

illustrates the operation of the constraints (6.24) to (6.26). 

 

Table 7.5 illustration of constraints (6.24) to (6.26)  

The value 

of the 

binary 

variable 

𝜎𝐶𝑢,𝑟 

constraint outcome 

The 

value of 

Θ𝑢,𝑟 that 

satisfies 

all 

constraints 

𝜎𝐶𝑢,𝑟 = 1 

Θ𝑢,𝑟 ≤ 𝜎𝐶𝑢,𝑟   
any value 

between 0 and 1 

𝛿𝑢 
Θ𝑢,𝑟 ≤ 𝛿𝑢 

Θ𝑢,𝑟 = 𝛿𝑢 

or 

Θ𝑢,𝑟 < 𝛿𝑢 

Θ𝑢,𝑟 ≥ 𝛿𝑢 − (1 − 𝜎𝐶𝑢,𝑟) Θ𝑢,𝑟 = 𝛿𝑢 
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or 

Θ𝑢,𝑟 > 𝛿𝑢 

𝜎𝐶𝑢,𝑟 = 0 

Θ𝑢,𝑟 ≤ 𝜎𝐶𝑢,𝑟   Θ𝑢,𝑟 = 0 

0 

Θ𝑢,𝑟 ≤ 𝛿𝑢 

Θ𝑢,𝑟 = 𝛿𝑢 

or 

𝑎𝑛𝑦 𝑣𝑎𝑙𝑢𝑒 < 𝛿𝑢 

Θ𝑢,𝑟 ≥ 𝛿𝑢 − (1 − 𝜎𝐶𝑢,𝑟) 

𝛿𝑢 = 0 

or  

any positive 

number 

 

27. Traffic from content cache to the RRH nodes 

𝜆𝐶𝑢,𝑟 = Θ𝑢𝑟 ∙ 𝜆𝑉𝑟 

∀ 𝑢 ∈ 𝐻, ∀𝑟 ∈ 𝑅 
(7.28) 

 

28. Size of content cache node 

𝐶Z𝑢 ≥ 𝛿𝑢 ∙ 𝑎𝑘 + 𝑏𝑘 

∀ 𝑢 ∈ 𝐻, ∀𝑘 ∈ 𝐾 
(7.29) 

 

𝐶Z𝑢 = 𝑖𝐶Z𝑢 + 𝑓𝐶Z𝑢 

∀ 𝑢 ∈ 𝐻 
(7.30) 

 

Constraint (6.4) determines the amount of traffic from the cache node to 

the RRH based on the cache hit ratio. Constraint (6.7) calculates the cache 

size based on the hit ratio using a piecewise linear approximation. 

Constraints (6.29) rounds down the cache size (ceiling) to the nearest integer. 

 

29. Cache traffic that passes through BBUVM: 

𝜆𝐶𝑢,ℎ,𝑟 ≤ μ ∙𝜎𝐵ℎ,𝑟  

∀ 𝑢, ℎ ∈ 𝐻, ∀𝑟 ∈ 𝑅 
(7.31) 

 

𝜆𝐶𝑢,ℎ,𝑟 ≤ 𝜆𝐶𝑢,𝑟  

∀ 𝑢, ℎ ∈ 𝐻, ∀𝑟 ∈ 𝑅 
(7.32) 
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𝜆𝐶𝑢,ℎ,𝑟 ≥ 𝜆𝐶𝑢,𝑟 − μ ∙ (1 − 𝜎𝐵ℎ,𝑟)  

∀ 𝑢, ℎ ∈ 𝐻, ∀𝑟 ∈ 𝑅 
(7.33) 

 

𝜆𝐶𝑢ℎ𝑟 ≥ 0  
∀ 𝑢, ℎ ∈ 𝐻, ∀𝑟 ∈ 𝑅 

(7.34) 

 

Constraints (7.31), (7.32), (7.33) and (7.34) ensure that the traffic from 

the cache node u to the RRH node r passes through the BBUVMs that serve 

the RRH node r where μ is a large number. The operation of constraints 

(7.31), (7.32) and (7.33) is illustrated in Table 7.6. 

 

Table 7.6 illustration of constraints (7.31)(7.32)(7.33) 

The value 

of the 

binary 

variable 

𝜎𝐵ℎ,𝑟 

constraint outcome 

The 

value of 

𝜆𝐶𝑢,ℎ,𝑟 

that 

satisfies 

all 

constraints 

𝜎𝐵ℎ,𝑟 = 1 

𝜆𝐶𝑢,ℎ,𝑟 ≤ μ ∙ 𝜎𝐵ℎ,𝑟 
any value 

between 0 and μ 

𝜆𝐶𝑢,𝑟 

𝜆𝐶𝑢,ℎ,𝑟 ≤ 𝜆𝐶𝑢,𝑟 

𝜆𝐶𝑢,ℎ,𝑟 = 𝜆𝐶𝑢,𝑟 

or 

𝜆𝐶𝑢,ℎ,𝑟 < 𝜆𝐶𝑢,𝑟 

𝜆𝐶𝑢,ℎ,𝑟 ≥ 𝜆𝐶𝑢,𝑟 − μ ∙ (1 − 𝜎𝐵ℎ,𝑟) 

𝜆𝐶𝑢,ℎ,𝑟 = 𝜆𝐶𝑢,𝑟 

or 

𝜆𝐶𝑢,ℎ,𝑟 > 𝜆𝐶𝑢,𝑟 

𝜎𝐵ℎ,𝑟 = 0 

𝜆𝐶𝑢,ℎ,𝑟 ≤ μ ∙ 𝜎𝐵ℎ,𝑟 𝜆𝐶𝑢,ℎ,𝑟 = 0 

0 𝜆𝐶𝑢,ℎ,𝑟 ≤ 𝜆𝐶𝑢,𝑟 

𝜆𝐶𝑢,ℎ,𝑟 = 𝜆𝐶𝑢,𝑟 

or 

𝑎𝑛𝑦 𝑣𝑎𝑙𝑢𝑒
< 𝜆𝐶𝑢,𝑟 

𝜆𝐶𝑢,ℎ,𝑟 ≥ 𝜆𝐶𝑢,𝑟 − μ ∙ (1 − 𝜎𝐵ℎ,𝑟) 𝜆𝐶𝑢,ℎ,𝑟 = 0 
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or  

any positive 

number 

 

 

 

30. Video (contents) server traffic which passes through BBUVMs: 

𝜆𝑆𝑛,ℎ,𝑟 ≤ μ ∙𝜎𝐵ℎ,𝑟  

∀𝑠 ∈ 𝑁, ∀ℎ ∈ 𝐻, ∀𝑟 ∈ 𝑅 
(7.35) 

 

𝜆𝑆𝑛,ℎ,𝑟 ≤ 𝜆𝑆𝑛,𝑟  

∀𝑠 ∈ 𝑁, ∀ℎ ∈ 𝐻, ∀𝑟 ∈ 𝑅 
(7.36) 

 

𝜆𝑆𝑛,ℎ,𝑟 ≥ 𝜆𝑆𝑛,𝑟 − μ ∙ (1 − 𝜎𝐵ℎ,𝑟)  

∀𝑠 ∈ 𝑁, ∀ℎ ∈ 𝐻, ∀𝑟 ∈ 𝑅 
(7.37) 

 

𝜆𝑆𝑛,ℎ,𝑟 ≥ 0  

∀𝑠 ∈ 𝑁, ∀ℎ ∈ 𝐻, ∀𝑟 ∈ 𝑅 
(7.38) 

 

Constraints (7.35), (7.36), (7.37) and (7.38) ensure that the traffic from 

contents (video) server n to the RRH node r passes through the BBUVMs 

that serve the RRH node r where μ is a large number. The operation of these 

constraints is the same as the constraints (7.31), (7.32), (7.33) and (7.34) 

explained earlier and summarised in Table 7.6. 

 

31. Total download traffic from BBUVMs to RRH nodes: 

𝜆𝑅ℎ,𝑟 = 𝜆𝐺ℎ,𝑟 + ∑ 𝜆𝐶𝑢,ℎ,𝑟

∀𝑢∈𝐻

+ ∑ 𝜆𝑆𝑛,ℎ,𝑟

∀𝑛∈𝑁

 

∀ℎ ∈ 𝐻, ∀𝑟 ∈ 𝑅 

(7.39) 

 

32. Total Traffic between two hosting nodes: 

𝜆𝑇𝑝,𝑞 = 𝜆𝐸𝑝,𝑞 + 𝜆𝐵𝑝,𝑞 + 𝛼 ∙ ∑ 𝜆𝐶𝑝,𝑞,𝑟

𝑟∈𝑅

  (7.40) 
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∀𝑝 ∈ 𝑈 ∪ 𝐿, ∀𝑞 ∈ 𝐻, 𝑝 ≠ 𝑞 

 

𝜆𝑇𝑝,𝑞 = 𝜆𝐸𝑝,𝑞 + 𝜆𝐵𝑝,𝑞 + 𝛼 ∙ ( ∑ 𝜆𝐶𝑝,𝑞,𝑟

𝑟∈𝑅𝑅𝐻

+ ∑ 𝜆𝑆𝑝,𝑞,𝑟

𝑟∈𝑅𝑅𝐻

)  

∀𝑝 ∈ 𝑁, ∀𝑞 ∈ 𝐻, 𝑝 ≠ 𝑞 

(7.41) 

 

Constraint (6.14) calculates the total download traffic from BBUVMs at 

node h to the RRH node r which is sourced by three nodes. These are: video 

server (𝜆𝑆𝑛,ℎ,𝑟), cache node (𝜆𝐶𝑢,ℎ,𝑟), and the regular traffic from CNVMs 

(𝜆𝐺ℎ,𝑟). Constraints (7.40), (7.41) calculate the total download traffic 

between any two hosting nodes. 

 

33. Total BBU workload at hosting node h: 

Ψ𝐵ℎ = (( ∑ 𝜆𝑅ℎ,𝑟

∀𝑟∈𝑅

) 𝑐𝑝⁄ ) ∙ ΨX 

∀ℎ ∈ 𝐻 

(7.42) 

 

34. Total normalised workload at hosting node h: 

Ψ𝑖ℎ + Ψ𝑓ℎ = (Ψ𝐵ℎ + Ψ𝐶) Ψ𝑆⁄   
∀ℎ ∈ 𝐻 

(7.43) 

 

35. Hosting node capacity 

(Ω𝑆𝑑 ∙ (Ψ𝑖ℎ + 𝜎𝜒ℎ) + Ψ𝑓ℎ ∙ (Ω𝑆 − Ω𝑆𝑑)) ≤ Ω𝐻ℎ 

∀ℎ ∈ 𝐻 
(7.44) 

 

Constraint (7.42) calculates the total BBU workload needed for the total 

download traffic toward RRH nodes, whilst constraint (7.43) determines the 

fractional and integer parts of the normalised workload. Constraint (7.44) 

ensures that the total workload of a VM hosting server does not exceed the 

total capacity of the hosting node. 

36. Flow conservation of total downlink traffic from BBUVMs to RRH nodes: 

∑ 𝜆𝑅ℎ𝑟,𝑥𝑦

𝑦∈𝑇𝑁𝑥

− ∑ 𝜆𝑅ℎ𝑟,𝑦𝑥

𝑦∈𝑇𝑁𝑥

 = {
𝜆𝑅ℎ𝑟      

−𝜆𝑅ℎ𝑟           
0         

𝑖𝑓 𝑥 = ℎ
𝑖𝑓 𝑥 = 𝑟

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  (7.45) 
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∀ℎ ∈ 𝐻, ∀𝑟 ∈ 𝑅𝑅𝐻, ∀𝑥 ∈ 𝑇𝑁𝑥 

 

37. Flow conservation of total downlink traffic between two hosting nodes 

∑ 𝜆𝑇𝑥,𝑦
𝑝,𝑞

𝑦∈𝑇𝑁𝑥∩𝐻

− ∑ 𝜆𝑇𝑦,𝑥
𝑝,𝑞

𝑦∈𝑇𝑁𝑥∩𝐻

= {

𝜆𝑇𝑝,𝑞      

−𝜆𝑇𝑝,𝑞          

0         

𝑖𝑓 𝑥 = 𝑝
𝑖𝑓 𝑥 = 𝑞

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

∀𝑝, 𝑞, 𝑥 ∈ 𝐻: 𝑝 ≠ 𝑞 

(7.46) 

 

38. GPON link constraints 

∑ ∑ ∑ 𝜆𝑅𝑖,𝑗
ℎ,𝑟

𝑗∈𝑇𝑁𝑖∩𝐿𝑟∈𝑅ℎ∈𝐻

+ ∑ ∑ ∑ 𝜆𝑇𝑖,𝑗
𝑝,𝑞

𝑗∈𝑇𝑁𝑖∩𝐿𝑞∈𝐻,𝑞≠𝑝𝑝∈𝐻

≤ 0 

∀𝑖 ∈ 𝑈 

(7.47) 

 

∑ ∑ ∑ 𝜆𝑅𝑖,𝑗
ℎ,𝑟

𝑗∈TNi∩N𝑟∈𝑅ℎ∈𝐻

+ ∑ ∑ ∑ 𝜆𝑇𝑖,𝑗
𝑝,𝑞

𝑗∈TNi∩N𝑞∈𝐻,𝑞≠𝑝𝑝∈𝐻

≤ 0 

∀𝑖 ∈ 𝐿 

(7.48) 

 

Constraint (6.16) represents the flow conservation of total download 

traffic toward RRH nodes, whilst constraint (7.46) represent the flow 

conservation of total download traffic between two hosting nodes. 

Constraints (6.17) and (6.18) ensure that the download traffic of GPONs 

does not flow in the opposite direction. 

 

39. Virtual link capacity of IP over WDM network 

∑ ∑ 𝜆𝑇𝑖,𝑗
𝑝,𝑞

𝑞∈𝐻,𝑞≠𝑝𝑝∈𝐻

+ ∑ ∑𝜆𝑅𝑖,𝑗
ℎ,𝑟

𝑟∈𝑅ℎ∈𝐻

≤ 𝑊𝑖,𝑗 ∙ 𝐵 

∀𝑖, 𝑗 ∈ 𝑁, 𝑖 ≠ j. 

(7.49) 

 

40. Flow conservation in the optical layer of IP over WDM network: 

∑ 𝑊𝑚,𝑛
𝑖,𝑗

𝑛∈𝑁𝑁𝑚

− ∑ 𝑊𝑛,𝑚
𝑖,𝑗

𝑛∈𝑁𝑁𝑚

= {

𝑊𝑖,𝑗

−𝑊𝑖,𝑗

0

    
𝑖𝑓 𝑛 = 𝑖
𝑖𝑓 𝑛 = 𝑗

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

∀𝑖, 𝑗, 𝑚 ∈ 𝑁, 𝑖 ≠ 𝑗 

(7.50) 

 

Constraint (6.19) ensures that the total traffic that travers the virtual link 

(i, j) does not exceed its capacity, in addition it determines the number of 
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wavelength channels that carry the traffic burden of that link. Constraint 

(6.20) represents the flow conservation in the optical layer of the IP over 

WDM network. It ensures that the total expected number of incoming 

wavelengths for the IP over WDM nodes of the virtual link (i, j) is equal to 

the total number of outgoing wavelengths of that link. 

 

41. Number of wavelength channels 

∑ ∑ 𝑊𝑚,𝑛
𝑖,𝑗

𝑗∈𝑁:𝑖≠𝑗𝑖∈𝑁

≤ 𝑤 ∙ 𝑓𝑚,𝑛 

∀𝑚 ∈ 𝑁, ∀𝑛 ∈ 𝑁𝑁𝑚 

(7.51) 

 

𝑊𝑚,𝑛 = ∑ ∑ 𝑊𝑚,𝑛
𝑖,𝑗

𝑗∈𝑁:𝑖≠𝑗𝑖∈𝑁

 

∀𝑚 ∈ 𝑁, ∀𝑛 ∈ 𝑁𝑁𝑚 

(7.52) 

 

42. Number of aggregation ports 

Λi = ( ∑ (∑ ∑ λTi,j
p,q

q∈H,q≠pp∈H

+ ∑ ∑λRi,j
h,r

r∈Rh∈H

)

j∈L∩TNi

) B⁄  

∀𝑖 ∈ 𝑁 

(7.53) 

 

Constraints (6.21) and (6.22) are the constraints of the physical link (m, n). 

Constraint (6.21) ensures that the total number of wavelength channels in the 

logical link (i, j) that traverses the physical link (m, n) do not exceed the fibre 

capacity. Constraint (6.23) determines the number of wavelength channels in the 

physical link and ensures that it is equal to the total number of wavelength 

channels in the virtual link traversing that physical link. Constraint (6.23) 

determines the required number of aggregation ports in each IP over WDM 

router. 
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7.3  MILP model setup and results 

This section describes the network topology considered and provides the input 

parameters used in the developed MILP model. In addition, the MILP model results 

are discussed in detail.  

7.3.1  Network topology and input parameters 

The network topology considered is shown in Figure 7.2. This topology consists 

of 3 IP over WDM nodes and 6 GPON networks connected in pairs to the IP over 

WDM nodes; two GPON networks for each IP over WDM node. Each GPON 

network consists of one OLT and three ONUs and each ONU is connected to one 

RRH node. The topology has one video server whose location in the IP over WDM 

network is optimised by the developed MILP model to minimise the total power 

consumption. Each RRH node in the network supports a small cell with maximum 

number of users equals to 10. Each user in the small cell is allocated 5 physical 

resource blocks (PRB) as the users are assumed to request the same task from the 

network. The average number of users in the network varies over the time of day 

according to the network user profile shown in previous chapter. Therefore, the 

amount of downlink traffic to each RRH node is influenced by the total number of 

active users in the small cell where its maximum value is considered less than 10 

Gbps. The total download traffic from both video server and cache nodes to the 

RRH nodes is considered 80% of the total download traffic as explained in the 

previous chapter. Two virtualisation approaches were considered; with and without 

CNVMs inter-traffic. In addition, the content caching approach was considered with 

variable cache size where the developed MILP model optimised the size of the 
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cache at each node. The input parameters to the developed MILP model are listed in 

Table 7.7.

 

Figure 7.2 Tested network topology 

 

Table 7.7 MILP model input parameters 

Line coding rate for 8B/10B line coding (l) 10/8 (bit / sample)  

Number of MIMO layers (y) 2  

Number of bits used in QAM modulation for 64 QAM 

modulation (q) 
6 (bits)  

Number of antennas in a cell (a) 2 

Maximum fronthaul (CPRI) data rate for CPRI line 

rate option 7 (cp)   
9.8304 (Gbps) [256] 

Maximum baseband processing workload deeded for 

full loaded RRH (ΨX) given by: 30 ∙ 𝑎 + 10 ∙ 𝑎2 +
20 ∙ 𝑞 ∙ 𝑙 ∙ 𝑦 

400 (GOPS)  

Server CPU maximum workload (Ψ𝑆) 368 (GOPS) [265] 

Workload needed for hosting one CNVM (Ψ𝐶) 26.17 (GOPS) 

Number of active users in a small cell (𝜌𝑟) 
Uniformly distributed 

(1-10 users) 
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Maximum number of users per cell (n) 10 (users) 

Number of physical resources blocks per user (pb) 5 (PRB) 

The ratio of the backhaul to the front haul traffic (𝛼) 0.1344 (unitless) 

ONU maximum power consumption (Ω𝑈) 15 (W) [233] 

OLT maximum power consumption (Ω𝐿) 1940 (W) [231] 

OLT idle power (Ω𝐿𝑑) 60 (W) [231] 

OLT maximum capacity (𝐶𝐿) 8600 (Gbps) [231] 

ONU maximum capacity (𝐶𝑈) 10 (Gbps) [233] 

RRH node power consumption (Ω𝑅𝑥) 1140 (W) [234] 

Hosting server maximum power consumption (Ω𝑆) 365 (W) [266] 

Hosting server idle power (Ω𝑆𝑑) 112 (W) [266] 

Cache node maximum power consumption (Ω𝐶) 550 (W) [269] 

Cache node maximum storage capacity (𝐶𝐶) 14.4 (TB) [269] 

Video streaming server energy per bit (𝜀s) 
211.1 (Joul/Gb) 

[260] 

Capacity IP over WDM wavelength channel (𝐵) 40 (Gbps) [236] 

Number of wavelength per fibre in IP over WDM (𝑤) 32 [236] 

Transponder power consumption (Ω𝑇) 167 (W) [237] 

Router port power consumption (Ω𝑅𝑃) 825 (W) [172] 

Regenerator power consumption (Ω𝐺) 334 (W) [172] 

EDFA power consumption (Ω𝐸) 55 (W) [172] 

Maximum span distance between EDFAs (𝑆) 80 (km) [236] 

 

7.3.2  MILP model results 

A MILP model was developed to minimise the total power consumption by 

optimising the caches sizes, VM servers’ utilisation, and the location of both VMs 

and caches at each node. The results compare the utilisation of virtualisation and 

content caching in 5G individually and investigate the total power consumption of 

each approach. In addition, the impact of integrating content caching and 
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virtualisation is compared with the impact of the deployment of each technology 

individually. Figure 7.3 illustrates the total power consumption of caching-only, 

virtualisation-only (with and without CNVMs inter-traffic), and the integrated 

(integrated caching and virtualisation) approaches for different times of the day, 

whilst Figure 7.4 illustrates the total power consumption for the same approaches for 

different number of users. 

 

 

Figure 7.3 Total power consumption of different approaches at different times of 

the day 
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Figure 7.4 Total power consumption of different approaches for different number of 

users 

 

The caching-only approach has higher power consumption compared to the other 

approaches whilst the integrated caching and virtualisation approaches without 

CNVMs inter-traffic have the lowest power consumption among all the approaches.  

Although the virtualisation only approaches (with and without CNVMs inter-

traffic) have high power consumption compared to the approach where the caching 

and virtualisation are integrated (integrated approach), they have less power 

consumption compared to the caching-only approach. This is attributed to the fact 

that the virtualisation-only approach achieves much lower mobile functions power 

consumption compared to the caching-only approach as shown in Figure 7.5. 

Therefore, the total power consumption of caching-only approach is higher than the 
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virtualisation-only approach in spite of its lower video streaming service power 

consumption compared to the virtualisation-only approach as shown in Figure 7.6.  

 

 

Figure 7.5 Mobile function induced power consumption of caching and 

virtualisation only approaches 
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Figure 7.6 Video streaming service power consumption in caching-only and 

virtualisation-only approaches 

 

Figure 7.7 illustrates the saving in total power consumption of virtualisation-only 

approach compared to the caching-only approach for different times of the day and 

different number of users. Compared to the caching-only approach, the 

virtualisation-only approach achieves maximum total power saving of 7% (average 

5%) when no CNVMs inter-traffic is considered and 6% (average 4%) with CNVMs 

inter-traffic of 10% of the total backhaul traffic. According to these findings, the 

utilisation of virtualisation is better than content caching in 5G mobile networks in 

term of energy saving and power consumption.  
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a) Power saving at different times of the day 
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b) Power saving at different number of users 

Figure 7.7 Power saving of virtualisation-only compared with caching-only 

approach 

 

The deployment of virtualisation and content caching in one integrated 

architecture has a great impact on the total power consumption. Figure 7.8 illustrates 

the total power saving of the integrated approach compared with the virtualisation-

only and caching-only approaches. Compared with the virtualisation-only approach, 

the integrated approach has a maximum total power saving of 15% (average 9%) 

with and without CNVMs inter-traffic. This is due to the lower video streaming 

service power consumption of the integrated approach compared to the virtualisation 

only approach (as shown in Figure 7.9), where a maximum video streaming service 

power saving of 95% (average 90%) is achieved by the integrated approach 

compared with virtualisation-only approach.  
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Figure 7.10 depicts the integrated approach optimum cache utilisation of each 

node at different times of the day when there is no CNVMs inter-traffic and also for 

CNVMs inter-traffic of 10% of the total backhaul traffic. The optimum cache size at 

each node varies with the delivered traffic from the node over time. The optimum 

cache size is relatively high when the total number of users is high during the busy 

hours of the day and the caches are distributed close to the users. The OLT nodes are 

highly utilised by caches during the busy times of the day whilst the IP over WDM 

nodes are utilised when few users are active. During the busy time of the day, there 

is a large number of active users and therefore the demand for video streaming is 

high. In this case the integrated approach accommodates a large amount of the video 

files (objects) at OLT nodes to serve as much as possible users and offload the 

traffic away from the core network whilst in the virtualisation-only approach, the 

users are served by the video server in the core network.  

 

 

a) Total power saving compared to virtualisation-only approach 
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b) Total power saving compared to caching-only approach 

Figure 7.8 Power saving of integrated virtualisation and caching approach 

compared with other approaches at different time of the day 
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Figure 7.9 Video streaming service power consumption for virtualisation-only and 

integrated approaches at different times of the day 

 

 

a) Without CNVMs inter-traffic 
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b) With CNVMs inter-traffic 10% of the total backhaul traffic 

Figure 7.10 Cache utilisation of each nodes at different times of the day 

 

The integrated approach achieves a maximum total power saving of 21% 

(average 13%) without CNVMs inter-traffic and 20% (average 12%) when CNVMs 

inter-traffic is considered compared with the caching-only approach. Additionally, 

the integrated approach has a maximum mobile function power saving of 65% 

(average 57%) without CNVMs inter-traffic and 70% (average 58%) when CNVMs 

inter-traffic is considered 10% of the total backhaul traffic as compared with the 

caching-only approach. This is driven by the higher mobile functions power 

consumption in the caching-only approach which is much higher than the integrated 

approach as shown in Figure 7.11. It is worth mentioning that compared to Figure 

7.5, the integrated approach (Caching and virtualisation) in Figure 7.11 does not 
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provide improvement over the results of virtualisation only (Figure 7.5) as the traffic 

in Figure 7.11 does not include video traffic. 

Figure 7.12 depicts the integrated approach optimum VM (BBUVM and CNVM) 

utilisation of each node at different times of the day when the CNVMs inter-traffic is 

0% and 10% of the total backhaul traffic. The optimum utilisation of each node 

varies with the traffic delivered from the node at a certain time. The optimum VM 

(BBUVM and CNVM) workload at each node is relatively high when the total 

number of users served by the VM is high during the busy hours of the day where 

the VMs are distributed close to the small cells. The optimum VM workload and 

location are mainly driven by: the total number of active users, the amount of 

offloaded backhaul traffic, and the inter-traffic between CNVMs. It is clearly seen in 

Figure 7.12 that in the integrated approach, the OLT nodes are highly utilised by 

VMs during the busy time of the day to maximise the number of severed users by 

each VM and minimise the backhaul traffic carried over the core network. When the 

total number of users is low during off peak times of the day, IP over WDM nodes 

are utilised by VMs. In this case the traffic induced power consumption is low 

compared to the VM power consumption therefore, the total number of active users 

is served by a small number of VMs located far from the cells specifically in the IP 

over WDM network nodes.    
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Figure 7.11 Mobile functions power consumption of caching-only and integrated 

approaches at different times of the day 
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a) Without CNVMs inter-traffic 

 

b) With CNVMs inter-traffic 10% of backhaul traffic 

Figure 7.12 VM utilisation of each nodes at different times of the day 

 



233 

 

7.4  Real-time Energy-Efficient Virtualisation and content Caching 

(EEVIRandCa) heuristic  

This section introduces an Energy-Efficient Virtualisation and content caching 

(EEVIRandCa) heuristic approach for real-time implementation of the developed 

MILP model. The pseudocode of EEVIRandCa heuristic is shown in Algorithm A.5. 

The network is modelled by sets of network elements NE, and links L. The heuristic 

obtains the network topology G = (NE, L) and the physical topology of the IP over 

WDM network Gp = (N, Lp), where N is the set of IP over WDM nodes and Lp is the 

set of physical links. Network elements NE in the model are defined by group of 

sets. These sets are RRH, ONU, OLT, and IP over WDM nodes N. In addition to 

these sets, there are three network elements that contribute to the power 

consumption which are video streaming servers, cache nodes, and VM servers. The 

total download request (fronthaul traffic) by each eNodeB node is calculated based 

on the total number of active users in each cell (RRH node). Both video streaming 

and regular traffic are determined according to Cisco VNI data, whilst the cache size 

of each node is determined based on the optimised hit ratio of each cache node. The 

EEVIRandCa heuristic starts accommodating BBUVMs in such a way that they 

serve as many RRH requests as possible. The model examines the OLT nodes to 

determine the closest OLT for each RRH node to accommodate a BBUVM. 

To accommodate CNVMs, the EEVIRandCa heuristic sets an initial value for the 

number of CNVMs in the IP over WDM network. The initial number of CNVMs in 

the IP over WDM network is reduced by one every time the heuristic assesses the IP 

over WDM network power consumption to determine the optimum number of 
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CNVMs. To determine the highly recommended nodes for accommodating CNVMs, 

the heuristic builds a sorted list of IP over WDM nodes based on the total number of 

users connected directly to each node.  The first node at the top of the sorted list of 

IP over WDM nodes is assigned by the heuristic to accommodate the video 

streaming servers. 

Using the same methodology, the EEVIRandCa heuristic determines the location 

of the cache. It set an initial value for the maximum number of cache locations in the 

IP over WDM network and decreases this value every time it evaluates the IP over 

WDM network power consumption to obtain the best value for the number of caches 

in the IP over WDM network. The heuristic calculates the total number of active 

users and compares it to the maximum network capacity. If the total number of 

active users is less than 50% of the total network capacity, the EEVIRandCa 

heuristic examines the IP over WDM network otherwise it examines the OLT nodes 

to cache the contents.  

Once the CNVMs, BBUVM, video servers, and cache nodes location are 

determined, the traffic from these entities is determined and routed toward the RRH 

nodes. The traffic from CNVMs, video servers and the cache nodes should pass 

through BBUVMs for BBU processing. In addition, the inter-traffic between 

CNVMs and total traffic flows in the IP over WDM network are determined. 

The EEVIRandCa heuristic obtains the physical graph Gp = (N, Lp) and 

determines the traffic in each network segment. The IP over WDM network 

configuration such as the number of fibres, router ports, and the number of EDFAs 

is determined and the total power consumption is calculated. 
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7.4.1  EEVIRandCa heuristic model results 

For fair validation of the integrated approach MILP model, the network topology 

in Figure 7.2 is used by the EEVIRandCa heuristic. In addition, the parameters 

considered in the integrated approach MILP models such as the wireless bandwidth, 

number of resources blocks per user, and the parameters listed in Table 7.7 are 

considered in the heuristic. The number of users allocated to each cell in the 

heuristic is the same as in the MILP model to ensure the requested traffic by each 

RRH node is the same in both approaches.  

Figure 7.13 compares the total power consumption of the EEVIRandCa heuristic 

with the integrated approach MILP model at different times of the day when there is 

no CNVMs inter-traffic flows between the VMs. It is clearly seen that the 

EEVIRandCa heuristic has a higher power consumption compared to the integrated 

approach MILP model. The difference in power consumption between the two 

models varies according to the total number of users during the day and is 3.3% max 

(2% average).  
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Figure 7.13 Total power consumption of EEVIRandCa heuristic model compared 

with the integrated approach MILP model when no CNVMs is considered 

 

Figure 7.14 compares the total power consumption of the EEVIRandCa heuristic 

with the integrated approach MILP model when the CNVMs inter-traffic is 10% of 

the total backhaul traffic recorded at different times of the day. The EEVIRandCa 

heuristic successfully mimics the integrated approach MILP model when the 

CNVMs inter-traffic is 10%. The difference in power consumption between the two 

models varies during the day and is 2% max (average 1%).  
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Figure 7.14 Total power consumption of EEVIRandCa compared to the integrated 

approach MILP model when CNVMs inter-traffic is 10% of the total backhaul 

traffic 

 

 

 

7.5  Summary 

NFV and content caching are two promises technologies recognised by the 

network operators and designers. Integrating these technologies together can 

leverage the merits of both technologies. 

This chapter has compared the deployment of NFV and content caching in 5G 

networks and evaluated the associated power consumption. In addition, this chapter 
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has introduced an approach to combine content caching with NFV in one integrated 

architecture for 5G networks and has evaluated the associated power consumption. 

A MILP model was developed to minimise the total power consumption by jointly 

optimising the cache size, VM workload, and the locations of both cache nodes and 

VMs. The results of the developed model are investigated under the impact of 

CNVMs inter-traffic. The result show that the OLT nodes are the optimum location 

for content caching and hosting VMs during busy times of the day whilst IP over 

WDM nodes are the optimum locations for caching and virtualisation during off-

peak time. 

The results show that the virtualisation-only approach is better than caching-only 

approach for video streaming services where the virtualisation-only approach 

compared to caching-only approach, achieves a maximum power saving of 7% 

(average 5%) when no CNVMs inter-traffic is considered and 6% (average 4%) with 

CNVMs inter-traffic 10% of the total backhaul traffic. On the other hand, the 

integrated approach has a maximum power saving of 15% (average 9%) with and 

without CNVMs inter-traffic compared to the virtualisation-only approach, and it 

achieves a maximum power saving of 21% (average 13%) without CNVMs inter-

traffic and 20% (average 12%) when CNVMs inter-traffic is considered compared 

with the caching-only approach. 

In order to validate the MILP models and achieve real-time operation of our 

approaces, a EEVIRandCa heuristic was developed. The heuristic results are 

compared to the integrated approach MILP model with and without CNVMs inter-

traffic. The heuristic and the MILP model results are in close agreement. 
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Summary, Conclusions, and Future Work 

 

     This chapter summarises the work presented in this thesis and specifies the 

original contributions. In addition, this chapter suggests potential new directions for 

future research that could be conducted as a result of the work presented in this 

thesis.  

8.1  Summary of contributions 

This thesis investigated the high energy utilisation in 5G mobile networks and the 

energy efficiency challenges. It also introduced and evaluated possible solutions to 

cope with these challenges through the development of MILP models that were 

verified by real-time heuristics. 

The first contribution in this thesis was to develop a new optical-based 

architecture for 5G networks that exploits the benefits of network function 

virtualisation to bring about energy efficiency. A general framework for energy-

efficient NFV in 5G networks was proposed in Chapter 4. In this framework, an IP 

over WDM network was proposed as the backbone network whilst PON was 

proposed as an energy-efficient wired access network that carries the burden of 

backhaul/fronthaul traffic. The mobile core functions were virtualised and provided 

as virtualised network function (VM). In addition, the baseband function was 

abstracted from its underlying hardware and provided as a VM after being separated 

from RRH node. A MILP optimisation model was developed with the objective of 
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minimising the total power consumption. To capture a range of processing scenarios 

and account for factors such as variation in the BBU processor type or number of 

cycles per instruction, five scenarios were examined with different ranges of 

normalised workload (NWL) of BBUVMs and CNVMs. In addition, two main 

approaches were investigated: virtualisation in IP over WDM network only and 

virtualisation in both IP over WDM and PON networks. Virtualisation in the IP over 

WDM and PON networks approach showed an average saving in power 

consumption of 22% compared to the approach where virtualisation was restricted in 

the IP over WDM network.  

To investigate the impact of the traffic between CNVMs and the traffic reduction 

/ expansion caused by BBUVM, an MILP model was developed to extend the 

previous model by considering these factors with a wide range for VM workloads. 

The MILP model results show that scenario of virtualization in both IP over WDM 

and PON has less power consumption than the virtualisation in IP over WDM 

network only. It general, the virtualisation in both IP over WDM and PON shows a 

maximum power saving of 7% compared to the virtualisation in IP over WDM only 

recorded when high traffic (low reduction factor) flows in the network from CNVMs 

toward BBUVMs. 

In Chapter 5, an optical-based architecture for energy-efficient network function 

virtualisation in 5G networks is proposed as an extension to the work done in 

Chapter 4 by including the wireless resource blocks and the impact of the total 

number of active users in the network on the total power consumption and VM 

distribution. A MILP optimisation model was developed with the objective of 

minimising the total power consumption. In the developed MILP model, the impact 
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of baseband processing and the ratio of backhaul to the fronthaul traffic were 

investigated under different amount CNVMs inter-traffic and different total number 

of active users during different times of the day. The MILP model results showed 

that the deployment of energy optimised NFV results in a total power saving of 16% 

(average 8%) during peak hours of the day whilst it is better to run the network 

without virtualisation in case of low number of active users (around 13% of the full 

network capacity). In addition, the results revealed that the BBUVM distribution is 

mainly affected by the total number of active users in the network whilst the 

distribution of CNVMs is mainly affected by the inter-traffic between them. 

For real-time implementation and result validation, two heuristics were 

developed in this chapter. These are the Energy Efficient NFV without CNVMs 

inter-traffic (EENFVnoITr) and the Energy Efficient NFV with CNVMs inter-traffic 

(EENFwithITr) models. EENFVnoITr and EENFVwihtITr were developed to 

validate the MILP without and with the impact of CNVMs inter-traffic respectively. 

The results of the heuristics showed that the total power consumption of the 

EENFVnoITr heuristic is higher than the MILP by a maximum of 9% (average 5%) 

whilst it is higher than the MILP by a maximum of 9.5% (average 5%) in case of 

EENFVwithITr heuristic. 

Energy efficient caching of contents for VoD services in 5G networks was 

investigated in Chapter 6 with fixed and variable cache sizes. A MILP model was 

developed to investigate the impact of fixed-size cache on the total power 

consumption. Five scenarios were applied with different fixed-size caches for each 

scenario. The developed MILP model results revealed that the highest fixed-size 

cache scenario achieved a maximum power saving of 12% compared to the case 
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where no cache is deployed whilst the variable cache approach achieved further 

power saving of 9% compared with the fixed size cache approach in a fully loaded 

network.  

in addition, the investigation showed that OLTs are the optimum location to 

cache the content when the cache size is small and the total number of active users is 

high, whilst the IP over WDM nodes are the optimum place to cache the content 

when the number of users is low. As the cache size increases, more IP over WDM 

nodes are utilised to cache the content resulting in less participant OLTs. The MILP 

model results were successfully validated by two heuristics: Energy Efficient Fixed 

Cache Size (EEFCZ) heuristic and Energy Efficient Variable Cache Size 

(EEVarCZ) heuristic. The heuristics results were compared with their counterpart 

MILP models and they are close. 

In Chapter 7, an energy efficient integrated architecture that includes both 

caching the content and virtualisation in 5G networks was introduced. A MILP 

optimisation model was developed with the objective of minimising the total power 

consumption. Three main approaches were investigated, virtualisation only, caching 

only, and integrated approach. The MILP model results showed that virtualisation-

only approach is better than caching-only approach for VoD services where the 

virtualisation-only approach compared to caching-only approach achieves maximum 

power saving of 7% (average 5%) when no CNVMs inter-traffic is considered and 

6% (average 4%) with CNVMs inter-traffic that represents 10% of the total 

backhaul traffic. On other side, the integrated approach has a maximum total power 

saving of 15% (average 9%) with and without CNVMs inter-traffic compared to 

virtualisation-only approach, and it achieves a maximum total power saving of 21% 
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(average 13%) without CNVMs inter-traffic and 20% (average 12%) when CNVMs 

inter-traffic is considered compared with caching-only approach. The MILP model 

results were successfully verified by an Energy Efficient Virtualisation and Caching 

heuristic which was developed for real-time implementation of the MILP model. 

8.2  Future research directions 

Many research challenges could be brought under the roof of energy efficient 

NFV in 5G networks including delay, latency, optimum control and management. 

The following are some future directions for energy efficient NFV in 5G networks. 

8.2.1   Impact of latency on VM placement in energy efficient NFV in 5G 

One of the key requirements in 5G networks (for certain applications) is the 1ms 

end to end latency. Putting this requirement in consideration adds extra constrains 

and challenges to the work presented in this thesis. By exploiting NFV capabilities, 

VMs could be placed, migrated, and replicated to meet the 5G latency requirements. 

This adds another degree of improvement as the latency is reduced alongside 

reduction in the energy consumption.  

8.2.2  Backhaul traffic offloading in 5G HetNet using energy efficient 

NFV 

In HetNet networks, Pico and femto-cells could be deployed within the coverage 

of macro-cells. This architecture represent a raw material for NFV to work on since 

functionalities of mobile core network and baseband processing could be provided 

as a VM placed away from the mobile office centre. In such scenario the users of 

pico and femto-cells communicate with each other using their cell coverage whilst 

they use the macro-cell as backhaul to communicate with other users in different 
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cells. Consequently, the traffic will be offloaded from the network main backhaul 

resulting in low energy consumption. 

8.2.3  Renewable energy in NFV 5G networks 

The renewable energy availability represented by wind farms, solar energy, and 

hydropower can be investigated and its impact on NFV and VMs placement can be 

studied. With the renewable energy deployment, another challenge is added to the 

current work, where the placement and distribution of VMs over the network with 

the availability of renewable energy can be optimised. 

8.2.4  Markov models for resource provisioning in energy efficient NFV 

in 5G networks 

Stochastic models such as Markov models are promising tools to model randomly 

changing queueing systems. By using Markov chain model, the trade-off between 

delay, VM placement and energy efficiency can be analysed and studied. This is 

another dimension that can extend the current work. 

8.2.5  Energy efficient NFV for IoT 5G networks 

5G era is the era of IoT devices where everything is connected to everything 

anywhere and anytime. Therefore, by connecting IoT devices to 5G networks, many 

challenges are added to the current work. For instance, the optimum placement of 

VMs to process the IoT data and reduce energy consumption. In this scenario, 

different levels of processing priorities would be considered such as life-dependent 

data which are sourced by medical IoT devices. 
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Appendix A  

Real Time Heuristic Algorithms 

 

 

INPUTS:  

 number of RRH nodes (cells) RRH = 1 … NoRRH 

 number of ONU nodes ONU = 1 … NoONU 

 number of OLT nodes OLT=1 … NoOLT 

 number of IP over WDM nodes N=1 … N 

 number of users per cell usr(RRH) 

 network topology G 

 IP over WDM physical network topology Gp 

OUTPUTS: 

 VM Server utilisation at each node 

 Total power consumption TPC 

1: BEGIN: 

2: get network topology (G) 

3: 
get the number of users(USR(r)) for each RRH node (r 

∈ RRH)  

4: get the maximum workload capacity (NodeMXwl(h))  at 
each hosting node (h ∈ OLT) 

5: according to (USR(r)) in each cell (r ∈ RRH), 
calculated the download traffic (LR(r)) 

6: 
initialise the hosting nodes (h ∈ OLT) workload 

NodeWL(h)=0 

7: For each RRH node (r ∈ RRH) Do 

8: 
 calculate the BBUVM workload bbuWL(r) needed for 

 the traffic LR(r) 

9: 
 For each BBUVM candidate hosting node (h ∈ OLT) 

 Do 

10:   get the shortest path (dis(h,r)) 
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11: 
  if dis(h,r)=2 AND      

   bbuWL(r)+NodeWL(h)<NodeMXwl(h) Do 

12: 
   set the traffic from node h to r;  

   LB(h,r) = LR(r)  

13: 
   update the hosting node h workload 

   NodeWL(h)= NodeWL(h)+ bbuWL(r) 

14:   end if 

15:  End For 

16: 
 if node (r ∈ RRH) has not been served by any  

  BBUVM at any node (h ∈ OLT) Do 

17:   For each IP over WDM node (h ∈ N) Do 

18:    Get the shortest path (dis(h,r)) 

19:   End For 

20: 
  sort the IP over WDM node (h ∈ N)   

  ascendingly according to the shortest path  
  (dis(h,r)) 

21: 
  For each IP over WDM node (h) in the sorted 

   list (NS) Do 

22:    if bbuWL(r)+ NodeWL(h)< NodeMXwl(h) Do 

23: 
    set the traffic from node h to r;  

    LB(h,r) = LR(r)  

24: 
    update the hosting node h   

    workload 
    NodeWL(h)= NodeWL(h)+ bbuWL(r) 

25:    End if 

26:   End For 

27:  End if 

28: End For 

29: get CNVM workload (singleCNVMwl) 

30: 
calculate the total traffic at each BBUVM (LB(h,r)); 

LBvm(h) = ∑ LB(h, r)r∈RRH  

31: For each destination BBUVM in node (d ∈ OLT ∪ N) Do 

32:  if BBUVM requests traffic LBvm(d)>0 Do 

33:   set an initial long distance LongDist 

34:   set an initial location VMloc for CNVM 
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35: 
  set an initial total number of IPWDM   

   candidate locations totalCNVM=0 

36: 
  For each candidate IPWDM location  

   (vm ∈ OLT ∪ N) Do 

37: 
   if (singleCNVMwl     

    +NodeWL(vm)<NodeMXwl(vm)) Do 

38:     Find the shortest path dis(vm,d)  

39:     if dim(vm,d)< LongDist Do 

40:      LongDist = dim(vm,d) 

41:      VMloc = vm 

42:      totalCNVM = totalCNVM +1 

43:     End if 

44:    End if 

45:   End For 

46: 
  update the hosting node workload 

  NodeWL(VMloc)= NodeWL(VMloc)+ bbuWL(VMloc) 

47: 
  calculate the traffic from CNVM at VMloc to 

   BBUVM at d; LC(VMloc,d) 

48:  End if 

49: End For 

50: initialise the traffic (trf) in each network segment  

51: For each network node (s ∈ ONU ∪ OLT ∪ N) Do 

52: 
 For each network node (d ∈ RRH ∪ ONU ∪ OLT ∪ N)  

  Do 

53:   if (d ∈ RRH) AND (LB(h,r)>0) Do 

54: 
   Find the nodes (pNodes)in path between 

    (s,d) 

55: 
   For each two adjacent nodes (i,i+1) in 

     the path (s,d) Do 

56:     trf(i,i+1)=trf(i,i+1)+LB(s,d)  

57: 
   else if s has CNVM and d has BBUVM AND  

    (s ≠ d) Do 

58: 
    Find the nodes (pNodes)in path  

     between (s,d) 
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59: 
    For each two adjacent nodes  

     (i,i+1) in the path (s,d) 
Do 

60:     trf(i,i+1)=trf(i,i+1)+LC(s,d)  

61:     End For 

62:    End For 

63:   End if 

64:  End For 

65: End For 

66: get the physical topology Gph of IPWDM network 

67: 
Calculate number of wavelength W(i,j)in each physical 

link (i,j, ∈ N)in IPWDM network  

68: 
calculate number of aggregation ports AGR(i) for each 

IPWDM router (i ∈ N)  

69 
Calculate number of fibers f(i,j)in each physical 

link (i,j, ∈ N)in IPWDM network 

70: 
Calculate number of EDFA edfa(i,j)in each physical 

link (i,j, ∈ N)in IPWDM network 

71: calculate RRH nodes power consumption rrhPC 

72: calculates ONU nodes power consumption onuPC 

73: calculate OLT nodes power consumption oltPC 

74: calculate IPWDM network power consumption ipwdmPC 

75: calculate VM servers power consumption VMsrvPC 

76: calculate the total power consumption TPC 

77: END BEGIN 

Algorithm A.1 Pseudocode of the Energy Efficient NFV without CNVMs inter-

traffic (EENFVnoITr) heuristic model 
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INPUTS:  

 number of RRH nodes (cells) RRH = 1 …NoRRH 

 number of ONU nodes ONU = 1…NoONU 

 number of OLT nodes OLT=1…NoOLT 

 number of IP over WDM nodes N=1…N 

 number of users per cell usr(RRH) 

OUTPUTS: 

 Server utilisation at each node 

 Total power consumption TPC 

BEGIN: 

1: create network topology (G) 

2: 
get the number of users(USR(r)) for each RRH node 

(r ∈ RRH)  

3: 
get the maximum workload capacity (NodeMXwl(h))  at 

each hosting node (h ∈ OLT) 

4: according to (USR(r)) in each cell (r ∈ RRH), 
calculated the download traffic (LR(r)) 

5: initialise the hosting nodes (h ∈ OLT) workload 
NodeWL(h)=0 

6: For each RRH node (r ∈ RRH) Do 

7: 
 calculate the BBUVM workload bbuWL(r) needed for 

 the traffic LR(r) 

8: 
 For each BBUVM candidate hosting node (h ∈ OLT) 

   Do 

9:   get the shortest path (dis(h,r)) 

10: 
  if dis(h,r)=2 AND bbuWL(r)+ NodeWL(h)< 

    NodeMXwl(h) Do 

11: 
   set the traffic from node h to r;  

   LB(h,r) = LR(r)  

12: 
   update the hosting node h workload 

   NodeWL(h)= NodeWL(h)+ bbuWL(r) 

13:   end if 

14:  End For 

15: 
 if node (r ∈ RRH) has not been served by any 

   BBUVM at any node (h ∈ OLT) Do 
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16:   For each IP over WDM node (h ∈ N) Do 

17:    Get the shortest path (dis(h,r)) 

18:   End For 

19: 
  sort the IP over WDM node (h ∈ N)  

  ascendingly according to the shortest path 
   (dis(h,r)) 

20: 
  For each IP over WDM node (h) in the sorted 

   list (NS) Do 

21: 
   if bbuWL(r)+ NodeWL(h)< NodeMXwl(h) 

Do 

22: 
    set the traffic from node h to 

    r;  
    LB(h,r) = LR(r)  

23: 
    update the hosting node h  

     workload 
    NodeWL(h)= NodeWL(h)+ bbuWL(r) 

24:    End if 

25:   End For 

26:  End if 

27: End For 

28: 
set a range of maximum number of IPWDM candidate 

location to host CNVM  (MaxCNVMno to 1) 

29: 
For each total number of candidate locations 

(CanVMLoc  ∈  MaxCNVMno to 1) Do 

30:  get CNVM workload (singleCNVMwl) 

31: 

 calculate the total traffic at each BBUVM 
 (LB(h,r)); 

 LBvm(h) = ∑ LB(h, r)r∈RRH  

32:  For each IP over WDM node (s ∈ N) Do 

33: 
  For each candidate hosting node (d ∈ OLT ∪ 

    N) Do 

34:    find the shortest path dist(s,d)  

35:    if dist(s,d)<=1 Do 

36:     TRatIP(s)=TRatIP(s)+LBvm(d) 

37:    End if 

38:   End For 
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39:  End For 

40: 
 sort the IP over WDM nodes discerningly 

according  to the traffic (NS) 

41: 
 For each destination BBUVM in node (d ∈ OLT ∪ N) 

 Do 

42:   if BBUVM requests traffic LBvm(d)>0 Do 

43:    set an initial long distance LongDist 

44: 
   set an initial location VMloc for 

CNVM 

45: 
   set an initial total number of IPWDM 

    candidate locations totalCNVM=0 

46: 
   For each IPWDM candidate location (vm 

     ∈ NS) Do 

47: 

    if the (totalCNVM <= CanVMLoc) 
      AND (singleCNVMwl+ 
       NodeWL(vm)< 
       NodeMXwl(vm)) 
Do 

48: 
     Find the shortest path 

      dis(vm,d)  

49:      if dim(vm,d)< LongDist Do 

50:       LongDist = dim(vm,d) 

51:       VMloc = vm 

52: 
      totalCNVM = totalCNVM 

      +1 

53:      End if 

54:     End if 

55:    End For 

56: 

   update the hosting node workload 

   NodeWL(VMloc)= NodeWL(VMloc)+  
    bbuWL(VMloc) 

57: 
   calculate the traffic from CNVM at 

    VMloc to BBUVM at d; LC(VMloc,d) 

58:   End if 

59:  End For 

60:  initialise the inter-traffic for each two CNVM 
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at  nodes (s,d ∈ N); intCNVM(s,d)=0 

61:  For each CNVM in IPWDM node (s ∈ N) Do 

62:   if IPWDM node (s ∈ N) has a CNVM Do 

63:    For each CNVM in IPWDM node (d ∈ N)Do 

64:     If (s ≠ d) Do 

65: 
     calculate the traffic 

      intCNVM(s,d) 

66:     End if 

67:    End For 

68:   End if 

69:  End For 

70: 
 initialise the traffic (trf) in each network 

 segment  

71:  For each network node (s ∈ ONU ∪ OLT ∪ N) Do 

72: 
  For each network node (d ∈ RRH ∪ ONU ∪ OLT 

   ∪ N) Do 

73:    if (d ∈ RRH) AND (LB(h,r)>0) Do 

74: 
    Find the nodes (pNodes)in path 

     between (s,d) 

75: 
    For each two adjacent nodes 

     (i,i+1) in the path 
(s,d)Do 

76: 
     trf(i,i+1) = trf(i,i+1)+ 

      LB(s,d)  

77:     End For 

78: 
   else if s has CNVM and d has BBUVM 

AND      (s ≠ d) Do 

79: 
    Find the nodes (pNodes)in path 

      between (s,d) 

80: 
    For each two adjacent nodes 

      (i,i+1) in the path 
      (s,d) Do 

81: 
     trf(i,i+1) =   

      trf(i,i+1)+LC(s,d)
  

82:     End For 
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83: 
   else if both s and d have CNVM AND (s 

      ≠ d) Do 

84: 
     Find the nodes (pNodes)in 

      path between (s,d) 

85: 
    For each two adjacent nodes 

      (i,i+1) in the path 
      (s,d) Do 

86: 
     trf(i,i+1) =   

     trf(i,i+1)+intCNVM(s,d) 

87:     End For 

88:    End if 

89:   End For 

90:  End For 

91:  get the physical topology Gph of IPWDM network 

92: 
 Calculate number of wavelength W(i,j)in each 

 physical link (i,j, ∈ N)in IPWDM network  

93: 
 calculate number of aggregation ports AGR(i) for 

 each  IPWDM router (i ∈ N)  

94: 
 Calculate number of fibers f(i,j)in each 

physical  link  (i,j, ∈ N)in IPWDM network 

95: 
 Calculate number of EDFA edfa(i,j)in each 

 physical  link  (i,j, ∈ N)in IPWDM network 

96:  calculate RRH nodes power consumption rrhPC 

97:  calculates ONU nodes power consumption onuPC 

98:  calculate OLT nodes power consumption oltPC 

99: 
 calculate IPWDM network power consumption 

ipwdmPC 

100:  calculate VM servers power consumption VMsrvPC 

101: 
 Calculate the total power consumption 

 TPC(CanVMLoc) for  this total number of CNVM 
 candidate location (CanVMLoc) 

102: End For 

103: set initial total power consumption OpTPC 

104: set initial total CNVM location OpNoCNVM 

105: 
For each total number of candidate locations 

(CanVMLoc  ∈  MaxCNVMno to 1) Do 
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106:  if TPC() < OpTPC Do 

107:   OpTPC = TPC(CanVMLoc) 

108:   OpNoCNVM = CanVMLoc 

109:  End if 

110: End For 

111: 
get network configuration and VM server utilisation 

for OpNoCNVM 

112: minimum power consumption = OpTPC 

END BEGIN 

Algorithm A.2 Pseudocode of the Energy Efficient NFV with CNVMs inter-traffic 

(EENFVnoITr) heuristic model 

 

 

INPUTS:  

 number of eNB nodes (cells) eNB = {1…NoeNB} 

 number of ONU nodes ONU = {1…NoONU} 

 number of OLT nodes OLT={1…NoOLT} 

 number of IP over WDM nodes N={1…N} 

 number of users per cell usr(eNB) 

OUTPUTS: 

 Cache nodes distribution over the network 

 Total power consumption TPC 

BEGIN: 

1: get network topology (G) 

2: 
get the number of users(USR(r)) for each eNB node 

(r ∈ eNB)  

3: 
according to (USR(r)) in each cell (r ∈ eNB), 

calculated the download traffic (LR(r)) 

4: calculate the regular traffic (LG(r)) and video 
streaming traffic (LV(r)) for each eNB node in the 
network (r ∈ eNB) 

5: initialise IP over WDM nodes load (nL(n)) where (n 
∈ N) 
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6: For each IP over WDM node (n ∈ N) Do 

7:  For each eNB node (r ∈ eNB) Do 

8:   get the shortest path (dis(n,r)) 

9:   if n is closest node to r DO 

10:    get (USR(r)) 

11:    update the load of node n (nL(n)) 

12:   end if 

13:  End For 

14: End For 

15: 
sort IP over WDM node in descend order according to 

their loads(nL(n)) and put them in a list (sortN) 

16: get (fIPnode) where (fIPnode = sortN(1)) 

17: 
accommodate the mobile core node (ASR5000) at 

(fIPnode) 

18: 
initialise the mobile traffic (LAsr(fIPnode,r)), (r 

∈ eNB)   

19: For each eNB node (r ∈ eNB) Do 

20:  LAsr(fIPnode,r)=LGr 

21: End For 

22: get the cache node hit ratio (Ht) 

23: 
initialise the cache traffic (LCAur(u,r)), (u ∈ OLT 

,r ∈ eNB)   

24: For each eNB node r Do 

25:  if (r) has not been served Do 

26:   For each OLT node (u) Do 

27:    get the shortest path (dis(u,r)) 

28:    if u is closest node to r DO 

29: 
    Calculate the cache traffic 

     (LCAur(u,r)=Ht*LVr(r)) 

30:    End if 

31:   End for 

32:  End if 

33: End For 
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34: 
initialise the Video server traffic (LSsr(s,r)), (s 

∈ N ,r ∈ eNB)   

35: For each eNB node r Do 

36:  calculate the traffic from the video server 

37: End For 

38: get the backhaul to fronthaul traffic ratio (alpha) 

39: 
initialise the traffic (trf) in each network 

segment 

40: For each network node (s ∈ OLT ∪ N) Do 

41:  For each network node (d ∈ eNB) Do 

42:   if LAsr(s,d)>0 Do 

43: 
   Find the nodes (pNodes)in path 

between     (s,d) 

44: 
   For each two adjacent nodes (i,i+1) 

in      the path (s,d) Do 

45: 
    trf(i,i+1) = trf(i,i+1)+  

     alpha*LAsr(s,d) 

46:    End For 

47:   End if  

48:   if LCAur(s,d)>0 Do 

49: 
   Find the nodes (pNodes)in path 

between     (s,d) 

50: 
   For each two adjacent nodes (i,i+1) 

in      the path (s,d) Do 

51: 
    trf(i,i+1) = trf(i,i+1) 

      + alpha*LCAur(s,d) 

52:    End For 

53:   End if  

54:   if LSsr(s,d)>0 Do 

55: 
   Find the nodes (pNodes)in path 

between     (s,d) 

56: 
   For each two adjacent nodes (i,i+1) 

in      the path (s,d) Do 

57: 
    trf(i,i+1) = trf(i,i+1) 

      + alpha* LSsr(s,d) 
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58:    End For 

59:   End if  

60:  End For 

61: End For 

62: get the physical topology Gph of IPWDM network 

63: 
Calculate number of wavelength W(i,j)in each 

physical link(i,j, ∈ N)in IPWDM network  

64: 
calculate number of aggregation ports AGR(i) for 

each IPWDM router (i ∈ N)  

65: 
Calculate number of fibers f(i,j)in each physical 

link(i,j, ∈ N)in IPWDM network 

66: 
Calculate number of EDFA edfa(i,j)in each physical 

link(i,j, ∈ N)in IPWDM network 

67: calculate eNB nodes power consumption rrhPC 

68: calculates ONU nodes power consumption onuPC 

69: calculate OLT nodes power consumption oltPC 

70: calculate IPWDM network power consumption ipwdmPC 

71: calculates Cache nodes power consumption CachePC 

72: calculate BBU nodes power consumption bbuPC 

73: calculate mobile core node power consumption asrPC 

74: calculate video server power consumption VsrvPC 

75: 

minimum power consumption TPC=  

rrhPC+ onuPC+ oltPC+ ipwdmPC+ CachePC+ bbuPC+ 
asrPC+ VsrvPC 

END BEGIN 

Algorithm A.3 Pseudocode of the EEFCZ heuristic model 

 

 

INPUTS:  

 number of eNB nodes (cells) eNB = 1…NoeNB 

 number of ONU nodes ONU = 1…NoONU 

 number of OLT nodes OLT=1…NoOLT 

 number of IP over WDM nodes N=1…N 
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 number of users per cell usr(eNB) 

OUTPUTS: 

 Cache nodes distribution over the network 

 Total power consumption TPC 

BEGIN: 

1: create network topology (G) 

2: 
get the number of users(USR(r)) for each eNB node  

(r ∈ eNB)  

3: 
according to (USR(r)) in each cell (r ∈ eNB), 

calculated the download traffic (LR(r)) 

4: calculate the regular traffic (LG(r)) and video 

streaming traffic (LV(r)) for each eNB node in the 

network (r ∈ eNB) 

5: initialise IP over WDM nodes load (nL(n)) where(n ∈N) 

6: For each IP over WDM node (n ∈ N) Do 

7:  For each eNB node (r ∈ eNB) Do 

8:   get the shortest path (dis(n,r)) 

9:   if n is closest node to r DO 

10:    get (USR(r)) 

11:    update the load of node n (nL(n)) 

12:   end if 

13:  End For 

14: End For 

15: 
sort IP over WDM node in descend order according to 

their loads(nL(n)) and put them in a list (sortN) 

16: get (fIPnode) where (fIPnode = sortN(1)) 

17: 
accommodate the mobile core node (ASR5000) at 

(fIPnode) 

18: 
initialise the mobile traffic (LAsr(fIPnode,r)), 

(r ∈ eNB)   

19: For each eNB node (r ∈ eNB) Do 

20:  LAsr(fIPnode,r)=LGr 
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21: End For 

22: get the cache node hit ratio (Ht) 

23: 
get the maximum allowed cache nodes in the IP over 

WDM (MCacheNd) 

24: For each (nCacheNd) in (1 to MCacheNd) Do 

25: 
 initialise the cache traffic(LCAur(u,r)), 

 (u ∈OLT,r ∈eNB)   

26:  get the sorted list (sortN) 

27: 
 get the total network users (TUSR =∑ USR(r)𝑟 ), 

 (r ∈eNB)   

28:  For each eNB node d Do 

29: 
  if TUSR < 50% of the Max number of network 

  users AND node d has not been severed Do 

30:    For idx = 1 to (nCacheNd) Do 

31: 
    get the IP over WDM node 

    (sortN(idx)) 

32: 

    get the shortest path 

    distance(idx) 

    =(dis(sortN(idx),d)) 

33:    End For 

34: 
   get IP over WDM node (sn ∈ sortN) that 

   has min(distance) 

35: 
   Calculate the cache traffic   

   (LCAur(sn,d)=Ht*LVr(d)) 

36:   else if node d has not been severed Do 

37:    For each OLT node s Do 

38:     get the shortest path 

39: 
    if node s is the closest node  

    to d Do 

40: 
     Calculate the cache traffic 

     (LCAur(s,d)=Ht*LVr(d)) 

41:     End if 

42:    End For 
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43:   end if 

44:  End For 

45: 
 initialise the Video server traffic (LSsr(s,r)),  

 (s ∈ N ,r ∈ eNB)   

46:  For each eNB node r Do 

47:   calculate the traffic from the video server 

48:  End For 

49:  get the backhaul to fronthaul traffic ratio(alpha) 

50: 
 initialise the traffic (trf) in each network 

 segment 

51:  For each network node (s ∈ OLT ∪ N) Do 

52:   For each network node (d ∈ eNB) Do 

53:    if LAsr(s,d)>0 Do 

54: 
    Find the nodes (pNodes)in path 

    between (s,d) 

55: 
    For each two adjacent nodes 

    (i,i+1) in the path (s,d) Do 

56: 
     trf(i,i+1) = trf(i,i+1)+  

       alpha*LAsr(s,d) 

57:     End For 

58:    End if  

59:    if LCAur(s,d)>0 Do 

60: 
    Find the nodes (pNodes)in path 

    between (s,d) 

61: 
    For each two adjacent nodes 

    (i,i+1) in the path (s,d) Do 

62: 
     trf(i,i+1) = trf(i,i+1) 

      + alpha*LCAur(s,d) 

63:     End For 

64:    End if  

65:    if LSsr(s,d)>0 Do 

66: 
    Find the nodes (pNodes)in path  

    between (s,d) 
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67: 
    For each two adjacent nodes  

     (i,i+1) in the path (s,d) Do 

68: 
     trf(i,i+1) = trf(i,i+1) 

      + alpha* LSsr(s,d) 

69:     End For 

70:    End if  

71:   End For 

72:  End For 

73:  get the physical topology Gph of IPWDM network 

74: 
 Calculate number of wavelength W(i,j)in each  

 physical  link(i,j, ∈ N)in IPWDM network  

75: 
 calculate number of aggregation ports AGR(i) for 

 each  IPWDM router (i ∈ N)  

76: 
 Calculate number of fibers f(i,j)in each physical 

 link(i,j, ∈ N)in IPWDM network 

77: 
 Calculate number of EDFA edfa(i,j)in each physical 

 link(i,j, ∈ N)in IPWDM network 

78:  calculate eNB nodes power consumption rrhPC 

79:  calculates ONU nodes power consumption onuPC 

80:  calculate OLT nodes power consumption oltPC 

81:  calculate IPWDM network power consumption ipwdmPC 

82:  calculates Cache nodes power consumption CachePC 

83:  calculate BBU nodes power consumption bbuPC 

84:  calculate mobile core node power consumption asrPC 

85:  calculate video server power consumption VsrvPC 

86:  calculate power consumption TPC(nCacheNd) 

87: End For 

88: Get min(TPC) 

END BEGIN 

Algorithm A.4 The pseudocode of EEVarCZ heuristic model 

 

INPUTS:  

 number of RRH nodes (cells) RRH = 1…NoRRH 
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 number of ONU nodes ONU = 1…NoONU 

 number of OLT nodes OLT=1…NoOLT 

 number of IP over WDM nodes N=1…N 

 number of users per cell usr(RRH) 

OUTPUTS: 

 Total power consumption TPC 

BEGIN: 

1: create network topology (G) 

2: 
get the number of users(USR(r)) for each RRH node (r 

∈ RRH)  

3: 
get the maximum workload capacity (NodeMXwl(h))  at 

each hosting node (h ∈ OLT) 

4: according to (USR(r)) in each cell (r ∈ RRH), 
calculated the download traffic (LR(r)) 

5: calculate the regular traffic (LG(r)) and video 
streaming traffic (LV(r)) for each RRH node (r ∈ RRH) 

6: initialise the hosting nodes (h ∈ OLT) workload 
NodeWL(h)=0 

7: For each RRH node (r ∈ RRH) Do 

8:  calculate the BBUVM workload bbuWL(r) needed for 
 the  traffic LG(r) 

9:  For each BBUVM candidate hosting node (h ∈ OLT) 
 Do 

10:   get the shortest path (dis(h,r)) 

11:   if dis(h,r)=2 AND bbuWL(r)+ NodeWL(h)< 
   NodeMXwl(h) Do 

12:    set the traffic from node h to r;  
   LB(h,r) = LG(r)  

13:    update the hosting node h workload 
   NodeWL(h)= NodeWL(h)+ bbuWL(r) 

14:   end if 

15:  End For 

16:  if node (r ∈ RRH) has not been served by any 
  BBUVM at any  node (h ∈ OLT) Do 

17:   For each IP over WDM node (h ∈ N) Do 
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18:    Get the shortest path (dis(h,r)) 

19:   End For 

20:   sort the IP over WDM node (h ∈ N)  
  ascendingly according to the shortest path 
  (dis(h,r)) 

21:   For each IP over WDM node (h) in the sorted 
   list(NS) Do 

22:    if bbuWL(r)+ NodeWL(h)< NodeMXwl(h) Do 

23:     set the traffic from node h to 
    r;  
    LB(h,r) = LG(r)  

24:     update the hosting node h  
    workload 
    NodeWL(h)= NodeWL(h)+ bbuWL(r) 

25:    End if 

26:   End For 

27:  End if 

28: End For 

29: set a range of maximum number of IPWDM candidate 
location to host CNVM (MaxCNVMno to 1) 

30: For each total number of candidate locations 
(CanVMLoc ∈  MaxCNVMno to 1) Do 

31:  get CNVM workload (singleCNVMwl) 

32:  For each BBUVM at node h (h ∈ OLT ∪ N) Do 

33:   get the traffic from CNVMs to BBUVMs  
    Lph(CanVMLoc,h) 

34:  End For 

35:  get CNVMs inter-traffic (CNVMint) 

36:  evaluate the IP over WDM network power 
 consumption IPWDMpc(CanVMLoc) 

37: End For 

38: get min(IPWDMpc(CanVMLoc)) 

39: update nodes workload NodeWL(h) node h (h ∈ N) 

40: get number of CNVMs (CanVMLoc) at 
min(IPWDMpc(CanVMLoc)) 

41: get the location of CNVMs and network routing 
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42: accommodate the VoD server at the location of first 
CNVM (VoDLoc) 

43: get the total users in the network (netUsers) 

44: get the Maximum users in the network (MAXnetUsers) 

45: get the cache node hit ratio (Ht) 

46: initialise the cache traffic (LCAur(u,r)), (u ∈ OLT∪ 
N ,r ∈ RRH)   

47: set a range of maximum cache nodes at IPWDM network  
(MaxCacheNodes to 1) 

48: sort IPWDM nodes according to no users per node 

sIPWDM = sort(IPWDM, descend)  

49: For each cNode in the range (MaxCacheNodes to 1) Do 

50:  For each RRH node r (r ∈ RRH) Do 

51:   if netUsers < 0.5*MAXnetUsers AND  
   ∑ LCAuru (u, r) = 0  Do 

52:    For inx = 1 to MaxCacheNodes Do 

53:     get shortest path   
    dis(sIPWDM(inx), r) 

54:     if node sIPWDM(inx) is the  
     closest to r Do 

55:      Calculate the cache traffic 
    (LCAur(sIPWDM(inx),r)=Ht*LVr(r)) 

56:     end if 

57:    End For 

58:   else if ∑ LCAuru (u, r) = 0 Do 

59:    For each node u (u ∈ OLT) Do 

60:     get shortest path dis(u, r) 

61:     if node u is the closest to r Do 

62:      Calculate the cache traffic 
     (LCAur(u,r)=Ht*LVr(r)) 

63:     end if 

64:    End For 

65:   end if 

66:   get traffic from VoD server LS(VoDLoc,r) 
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67:  End For 

68:  evaluate the IP over WDM network power 
 consumption IPWDMpc2(cNode) 

69: End For 

70: get min(IPWDMpc2(cNode)) 

71: get number of cache nodes (cNode) at 
min(IPWDMpc2(cNode)) 

72: get the location of cache nodes and network routing 

73: Initialise a traffic between BBUVM and RRH nodes 
LVur(u,r) 

(r ∈ RRH, h ∈ OLT∪ N) 

74: For each RRH node r (r ∈ RRH) Do 

75:  For each node h (h ∈ OLT∪ N) Do 

76:   if LBhr(h,r)>0 Do 

78:    For each node u (h ∈ OLT∪ N) Do 

79:     if LCAur(u,r)>0 Do 

80:      route the traffic through 
     BBUVM 

     update LVur(u,r) 

81:      if h≠u Do 

82:       update backhaul  
      traffic LVhu(h,u) 

83:      end if 

84:     end if 

85:     if LSsr(u,r)>0 Do 

86:      route the traffic through 
     BBUVM 

     update LVur(u,r) 

87:      if h≠u Do 

89:       update backhaul  
      traffic LVhu(h,u) 

90:      end if 

91:     end if 

92:    End For 
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93:   end if 

94:  End For 

95: End For 

96: initialise the traffic (trf) in each network segment 

97: For each network node (r ∈ RRH) Do 

98:  For each network node (u ∈ OLT∪ N) Do 

99:   if LVur(u,r)>0 Do 

100:    Find the nodes (pNodes)in path between 
    (s,d) 

101:    For each two adjacent nodes (i,i+1) in 
     the path (s,d) Do 

102:     trf(i,i+1) = trf(i,i+1)+  
    LVur(u,r) 

103:    End For 

104:   End if  

105:   if LBh(u,r)>0 Do 

106:    Find the nodes (pNodes)in path between 
    (s,d) 

107:    For each two adjacent nodes (i,i+1) in 
     the path (s,d) Do 

108:     trf(i,i+1) = trf(i,i+1)+LBh(u,r) 

109:    End For 

110:   End if  

111:  End For 

112: End For 

113: For each network node (d ∈ OLT∪ N) Do 

114:  For each network node (s ∈ OLT∪ N) Do 

115:   if s≠d AND LCph(s,d)>0 Do 

116:    Find the nodes (pNodes)in path between 
    (s,d) 

117:    For each two adjacent nodes (i,i+1) in 
     the path (s,d) Do 

118:     trf(i,i+1) = trf(i,i+1)+  
       LCph(s,d) 
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119:    End For 

120:   End if  

121:   if s≠d AND LVhu(s,d)>0 Do 

122:    Find the nodes (pNodes)in path between 
    (s,d) 

123:    For each two adjacent nodes (i,i+1) in 
     the path (s,d) Do 

124:     trf(i,i+1) = trf(i,i+1)+  
       LVhu(s,d) 

125:    End For 

126:   End if  

127:  End For  

128: End For 

129: For each network node (d ∈ N) Do 

130:  For each network node (s ∈ N) Do 

131:   if s≠d AND CNVMint (s,d)>0 Do 

132:    Find the nodes (pNodes)in path between 
    (s,d) 

133:    For each two adjacent nodes (i,i+1) in 
     the path (s,d) Do 

134:     trf(i,i+1) = trf(i,i+1)+  
      CNVMint(s,d) 

135:    End For 

136:   End if  

137:  End For  

138: End For 

139: get the physical topology Gph of IPWDM network 

140: Calculate number of wavelength W(i,j)in each 
physical link(i,j, ∈ N)in IPWDM network  

141: calculate number of aggregation ports AGR(i) for 
each IPWDM router (i ∈ N)  

142: 
Calculate number of fibers f(i,j)in each physical 

link(i,j, ∈ N)in IPWDM network 

143: 
Calculate number of EDFA edfa(i,j)in each physical 

link(i,j, ∈ N)in IPWDM network 
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144: 
Calculate the total nodes workloads 

∑ NodeWL(h)h∈OLT∪N  and calculate the VMs server power 
consumption VMsrvPC 

145: calculate video server power consumption VsrvPC 

146: calculates Cache nodes power consumption CachePC 

147: calculate RRH nodes power consumption rrhPC 

148: calculates ONU nodes power consumption onuPC 

149: calculate OLT nodes power consumption oltPC 

150: calculate IPWDM network power consumption ipwdmPC 

151: 

minimum power consumption TPC=  

rrhPC+ onuPC+ oltPC+ ipwdmPC+ CachePC+ VsrvPC+ 
VMsrvPC 

END BEGIN 

Algorithm A.5 EEVIRandCa heuristic model pseudocode 
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