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Abstract

Large amounts of highly active nuclear waste in the UK is currently

under temporary storage in Highly Active Storage Tanks (HASTs) at

Sellafield. Before it can be safely transported into long-term storage,

there are some serious considerations that require thorough investi-

gation. Barium-strontium nitrate crystals (BaxSr1-x(NO3)2) can form

in the waste sludge and settle at the bottom of the HASTs. These

crystals may lead to corrosion hotspots and subsequent nuclear waste

leakages. As such, a thorough investigation into the fundamental

properties of this material is pertinent. Whilst there have been some

experimental studies into this material, theoretical methods may offer

a more in-depth, as well as practical, way to study such properties at

an atomic level. This thesis therefore aimed to use ab initio com-

putational methods to investigate the fundamental properties of the

barium-strontium nitrate complex, including defects and thermody-

namic properties. Furthermore, it aimed to develop a new force field

of interatomic potentials.

Ab initio DFT calculations were performed to calculate the structural

and elastic properties for (Ba(NO3)2, Sr(NO3)2, and Ca(NO3)2), us-

ing different functionals and methodologies. Benchmark calculations

were also performed, which demonstrated the accuracy and precision

of these methods in comparison to existing experimental data. The

mechanical and thermodynamic properties of BaxSr1-x(NO3)2 were

also calculated along with point defects and lattice parameters, with



good agreement with the literature. Finally, using the previous cal-

culations, a force field interatomic potential was created.

These studies demonstrate the ability of DFT to produce reliable re-

sults that are consistent with experimental data. This body of work

therefore provides strong and rigorous foundations for which future

work can be conducted to provide vital information relating to the

safety of transporting nuclear waste into long-term storage in the UK.
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Chapter 1

Introduction

1.1 Setting the scene

Currently, there are fifteen operational nuclear reactors in the UK, and several

reactors at various stages of decommissioning. Sellafield is the nuclear site (in

Cumbria) where decommissioning of spent nuclear waste is performed, which in-

volves reprocessing, treatment, storage, and disposal of waste products. Although

Sellafield currently stores highly active liquor (HAL) (the liquor resulting from the

reprocessing procedure) in Highly Active Storage Tanks (HASTs), these are only

a temporary storage solution. Eventually the HAL will need to be transported

into a more suitable facility for long-term storage.

There are many issues that can arise with long-term storage of HAL, which

require thorough investigation before transportation should be attempted. One

such problem is the formation of a barium-strontium nitrate crystal in the waste

sludge. This nitrate complex can settle within the HASTs and subsequently

lead to corrosion hotspots and nuclear waste leakages. Therefore, before trans-

portation to long-term storage can be attempted, a rigorous understanding of the

fundamental properties of barium-strontium nitrate is needed, to ensure the HAL

can be handled safely and appropriately.
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1.2 Material investigation methods

1.2 Material investigation methods

There are many different ways to investigate a material and there are many

different phenomena governing the characteristics. Before the recent development

in computational techniques and power, experimental methods lead the way with

observational science. With the development of computational methods over

the last half-century, particularly in the last 20 years, computational power and

computational methods have advanced dramatically. This has paved the way for

a whole host of new methodologies and scientific possibilities.

Experimental studies have previously been performed on BaxSr1-x(NO3)2, re-

porting signs of phase mixing at certain concentrations, and the likelihood of a

miscibility gap. They discovered that single phase mixed crystals form within

the range of x < 0.3 and x > 0.6. Furthermore, they have investigated the prop-

erties of co-precipitation and solubility of BaxSr1-x(NO3)2. However, no ab initio

techniques have been performed on divalent nitrates with particular reference to

high level waste decommissioning. Density Functional Theory (DFT) could be an

advantageous tool for investigating the fundamental properties of these nitrates,

given its ability for a high degree of control over the material’s form (compared

to experimental work where crystals are likely to have imperfections). Further-

more, if DFT can accurately calculate the basic properties of materials and be

shown to be consistent with experimental results, it can then be used to make

predictions about systems, or environments, that are not feasible or safe to test

experimentally.

In this body of work, ab initio DFT methods are used to investigate the

characteristics of isomorphous and isostructural divalent metal nitrates, includ-

ing barium-strontium nitrate. This will provide insight into the fundamental

properties of this material and will subsequently be used to develop parameters

to generate an interatomic potential for barium-strontium nitrates. This work

will provide a strong foundation for further research to build upon, which is
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necessary to help develop solutions for the issues relevant to HAL storage and

post-operation clean out of nuclear waste in general.

1.3 Thesis aims

This chapter has briefly outlined the context for which this work was conducted

and the nature of the problem with nuclear waste management. It has also briefly

discussed the methods that have previously been used to investigate the material

relevant to nuclear waste (barium-strontium nitrate) and outlined the relevance

of using ab initio methods. Given this, this thesis has the following aims:

1. To synthesize existing experimental research that has investigated the prop-

erties of barium and strontium nitrate

2. To investigate the fundamental properties of barium and strontium nitrate

using computational methods

3. To determine the reliability of computational methods through comparison

to existing experimental results

4. To investigate cationic substitutional point defects within barium nitrate

5. To investigate the structural and thermodynamic properties of the mixed

barium-strontium nitrate complex

6. To use the above findings to develop a new force field of interatomic poten-

tials.

1.4 Thesis overview

Prior to addressing the specific aims of this thesis, a full background of the nuclear

industry in the UK and the nuclear fuel cycle is given in Chapter 2, to provide
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context to this body of work. To address the aims of this thesis, a literature

review was conducted, as well as various calculations, which are reported in each

subsequent chapter.

Chapter 3 relates to aim 1. A review of the experimental literature was

conducted as well as a review of DFT and molecular dynamic calculations that

have been performed on similar materials. This review highlighted the absence of

research on divalent metal nitrates using ab initio methods, and highlighted the

limitations of using experimental methods to understand the properties of these

materials. This review informed the subsequent chapters.

Chapter 4 provides an overview of the computational theory behind the meth-

ods used throughout this body of work as well as a discussion of the limitations

and approximations.

Chapter 5 relates to aims 2 and 3. The structural and elastic properties for

Ba(NO3)2 and Sr(NO3)2 were calculated through ab initio methods, with in depth

study of different functionals and also different methodologies for calculating the

elastic properties. Benchmark calculations were also performed to develop a

greater understanding of the accuracy and precision of the methods and compare

the reliability and quality of the different results. Results from this chapter

informed calculations in the following chapter.

Chapter 6 relates to aims 4 and 5. DFT point defect calculations were per-

formed using the finite size scaling method. Furthermore, DFT solid solution

calculations were undertaken, calculating Gibbs free energy of BaxSr1-x(NO3)2 to

determined the T−x phase diagram.

Chapter 7 relates to aim 6. Using the ab initio results in this thesis, a in-

teratomic force field was fitted with the inclusion of a shell model potential to

make it more suitable for defect, and mixed phase, calculations. Suggestions for

further improvements are discussed as well.

Chapter 8 contains the final discussion, which synthesises the findings from

all of the calculations in the previous chapters to provide an overview of the
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reliability of using density functional theory with regards to the properties of

Ba(NO3)2 and Sr(NO3)2. This chapter discusses what the implications of these

findings are and suggests further work that could be performed using the results.
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Chapter 2

Scientific and technological

background

2.1 Introduction

This chapter aims to present an overview of the scientific and technological back-

ground of this project. A brief overview of the nuclear fuel cycle is given, includ-

ing a summary of nuclear fuel reprocessing. A detailed description of high level

waste treatment in the UK is also given, along with a look into the challenges

and solutions present.

2.2 The nuclear fuel cycle

An overview of the nuclear fuel cycle can be found in figure 2.1. The fuel cycle

consists of two distinct phases. The first phase, known as the front end, starts

at mining the fuel, through refining, conversion and enrichment, to creation of

fuel pins and finally power generation in the nuclear reactors. The second phase,

known as the back end, covers the processes applied to spent fuel, which undergoes

reprocessing to extract and recover as much fuel as possible to reuse for further
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Figure 2.1: A schematic diagram of the nuclear fuel cycle (taken from [1]).

power generation, and the treatment, storage, and disposal of the nuclear waste.

In the UK in 1956, the first commercial nuclear power station was connected

to the grid. Since then, there have been 51 commercial reactors built across 12

different sites. Currently, there are 15 operational nuclear reactors (generating

approximately 21 % of the UK’s electricity).

2.3 Reprocessing of spent nuclear fuel

Decommissioning of spent nuclear waste is performed at the Sellafield nuclear

site in Cumbria, which was commissioned in 1956. Sellafield is the main site in

the UK for dealing with nuclear waste and reprocessing, and it also deals with

a large range of operations in which one of the main challenges is fully dealing

with legacy waste from generation 1 reactors. Radioactive waste is typically

categorised three ways; low-level waste (LLW), intermediate-level waste (ILW),

and high-level waste (HLW), in which spent nuclear fuel is classed as HLW. The

majority of ILW and HLW in UK is transported to Sellafield for treatment.

Sellafield also houses several nuclear reactors that are at various stages of

decommissioning. Sellafield houses several departments such as the Thermal Ox-

ide Reprocessing Plant (THORP), the Sellafield MOX Plant, the Highly Active
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2.4 HALES overview

Figure 2.2: Liquid high-level waste (HLW) production and management at Sellafield
[4].

Liquor Evaporation and Storage department (HALES), and the Waste Vitrifica-

tion Plant (WVP).

2.4 HALES overview

The HALES facility accounts for more than 90 % of the on-site radioactivity at

Sellafield [2] and broadly consists of two areas: storage and evaporation. The

storage element comprises of a number of High Activity Storage Tanks (HAST)

divided into old side (essentially quiescent) and new side (in active operations)

[3]. HALES supports both the THORP and Magnox reprocessing operations by

receiving their highly active liquid waste streams, known as raffinate, into buffer

storage. The full procedure can be seen in figure 2.2.

Reprocessing is a chemical operation which is used to separate useful fuel for

recycling from nuclear waste. Most spent nuclear fuel undergoes reprocessing to

recover uranium and plutonium. The standard chemical method used today is

known is PUREX (Plutonium Uranium Redox Extraction). During the initial

stages, the nuclear fuel is chopped up and then dissolved in nitric acid (NO3),

removing the solids by filtration, and extracting the uranium and plutonium ions

as UO2(NO3)2 · 2 TBP (tributyl phosphate) or similar complexes, respectively.

The plutonium and uranium are separated through treatment with a kerosene
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Figure 2.3: Spent nuclear fuel reprocessing procedure.

solution which converts plutonium to the +3 oxidation state and then passes into

the aqueous state. The uranium is “back-extracted” into nitric acid so it can

be extracted from the kerosene solution. Figure 2.3 shows the basic reprocessing

procedure.

The raffinates contain fission products and waste actinides from the spent

fuel. Following dissolution, the raffinates are transferred to evaporators in which

they undergo a volume reduction of 30−60 times through the distillation process

(i.e. boiling up the liquor), the resultant concentrated liquor is known as Highly

Active Liquor (HAL). The HAL is transferred into Highly Active Storage Tanks

(HASTs), for temporary storage, prior to being transferred to the Waste Vitri-

fication Plant for final immobilisation and storage [5]. During the vitrification

process, the molten glass is poured into stainless steel containers ready for long

term storage in a passive immobile safe form [3].

Sellafield has been storing HAL for more than 40 years and at the peak of

operations there were 21 HASTs, with approximately 100 m3 per day throughput.

See figure 2.4 for an image of the inside of a HAST under construction. On

average, batch evaporator liquor contains 40–180 tonnes equivalent uranium (teU)

and usually requires 5 weeks for the full evaporation process. The only legacy
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2.4 HALES overview

Figure 2.4: A HAST under construction (taken from [6]).

HAL left is now the ‘Butex’ HAL, which presents less risk in storage than recently

produced HAL. Vitrification was originally scheduled for 2012, but instead oxide

fuel derived from HAL was vitrified as it was considered more hazardous [3].

2.4.1 HASTs overview

Crystallization of decay products

Altogether, the HAL typically has 100 g(metal)/l, with an activity of the order of

2× 1010 Bq ml−1 and a radioactive decay power output of approximately 5 kW m−3

[5]. HAL is highly exothermic and therefore constant cooling and temperature

monitoring is required. If there is sufficient heat generation in a HAST its contents

could eventually boil which could lead to a significant release of radioactivity. At

present Sellafield calculates that the contents of four HASTs has sufficient heat

generation to enable boiling to occur [3].
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During the dissolution stage, the fission products barium and strontium in-

teract with HNO3, leading to the formation of nitrates. These nitrates crystallise

during the evaporation stage and in strongly acidic solutions, barium nitrate can

co-precipitate with strontium nitrate to form a barium-strontium complex. The

complex is dense and can settle at the bottom of the HASTs. Due to the highly

active nature of strontium-90, this may lead to issues such as corrosion hotspots,

which may subsequently lead to leakages. Previously, waterside corrosion has

created pinholes in a number of cooling coils and small amounts of high level

liquid waste escaped into the cooling system [6].

To combat sedimentation, the HASTs are equipped with airlifts and jet bal-

lasts. The airlifts are used to keep the solids in suspension, whereas the jet

ballasts are used to re-suspend any settling. However, there is still major concern

about the effectiveness of these implements since it is difficult to replicate the

HAL for testing or to measure any change within the HASTs.

Cooling is achieved by cooling jackets, as well as several internal, horizontal

and vertical, cooling coils. The cooling coils circulate water, which removes heat

via a cooling tower, using the flow rate to control the liquor temperature. The

temperature is maintained between the lower crystallisation temperature and the

upper operational limit requirements. In practice, a working limit is implemented

for the liquor temperature to provide a margin of safety between operation tem-

perature and maximum permitted temperatures [7].

Due to the highly radioactive nature of the nuclear waste, and therefore the

requirement for safe, closed-circuit, treatment, there are a limited number of

measurement methods and experimental techniques that can be used to provide

insight into the characteristics and properties of the hazardous materials within

the HASTs. This is one reason why computational methods have been adopted.
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Other materials

The formation of zirconium molybdate (ZM) [ZrMo2O7(OH)2 · 2 H2O] from cae-

sium phosphomolybdate, is another issue for the operators of the HASTs. ZM

has a density of 3.4 kg l−1 and similarly to the nitrate complex it settles rapidly.

ZM has a much lower activity than strontium and therefore its decay heat is not

considered an issue for HAL processing. However, ZM crystallises in a cubic mor-

phology and can settle in a dense bed, which can cause issues with re-suspension.

This additional settling can further aid the settling and formation of hotspots

caused by strontium. ZM can also cause serious issues during post-operational

clean-out (POCO), and therefore it is important to understand the properties in

order to safely work with the waste [8]. However, this is beyond the scope of this

thesis.

2.5 Post operation clean out

Ultimately, the HAL will need to be transferred out of the HASTs and treated

for final storage. There are a number of issues that need to be addressed before

it is possible to do so, such as the possible crystallisation of decay products and

formation of corrosion hot spots, as previously mentioned.

It is currently proposed that the transfer of HAL will be carried out by re-

peated cycles of adding volumes of nitric acid or another reagent, agitation using

installed systems, then discharging part of the HAST content (the effluent being

termed as “flushings”). Initial flushings will be slightly diluted HAL, becoming

more dilute as the HAST is washed out. This will steadily reduce the amount of

HAL within the HASTs. It is expected that the wash-out process will recover ZM

and unconverted caesium phosphomolybdate [9]. The flushings will subsequently

be concentrated in an evaporator prior to vitrification.

In addition to crystallisation of decay products and formation of hotspots,

12



2.6 Conclusions

there is also concern around pipe blockages. The presence of large quantities

of solids within the POCO flushings could cause issues during mobilisation and

transfer to the vitrification plant. Therefore, before the POCO can commence, a

thorough understanding of the issues is needed, to ensure safe management and

storage of the nuclear waste.

2.6 Conclusions

In this chapter an overview of the nuclear fuel cycle, as well as nuclear fuel repro-

cessing and treatment of high-level waste has been given. Further detail of the

current circumstance and obstacles to overcome within the HALES and HASTs

have also been discussed, with particular focus on crystallisation of nuclear decay

products and the potential threat they cause.

In general, there is a limited amount of specific research that has been per-

formed on the solids that relates to the issues that are present at Sellafield.

However, with the advancement of computational modelling techniques in recent

years, ab initio and molecular dynamics calculations could be used to determine

valuable information about the properties and characteristics of the solids within

the HASTs. This will provide vital insight for the maintenance of the HASTs as

well as influencing important POCO decisions, ensuring safe handling and treat-

ment of the nuclear waste. These methods will be discussed in the subsequent

chapters.

Although the issues highlighted in this chapter are radiation based, the fun-

damental properties behind the relevant materials need to be understood before

specific radioactive effects can be considered. As such, the work carried out in

this thesis focussed on the fundamental properties of the divalent metal nitrates,

in which inclusion of the highly active strontium-90 atom, and other radioactive

properties, are beyond the scope of this work.
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Chapter 3

Literature review

3.1 Introduction

This chapter will review the experimental and computational studies that have

been performed on divalent metal nitrates and specifically BaxSr1-x(NO3)2. It

will outline the research that is relevant to the industrial issues discussed in

the previous chapter, as well as give a general understanding of the literature to

date. Furthermore, it will describe experimental data that will inform calculations

performed in the subsequent chapters.

It will be split into two main subsections;

1. Literature covering materials of interest (Ba(NO3)2, Sr(NO3)2, and

BaxSr1-x(NO3)2).

2. Literature covering computational work which shows how theoretical mod-

elling can be of use to help with the HALES problem.
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Table 3.1: Experimental lattice constants for barium nitrate (a Ref. [10] (room tem-
perature), b Ref. [11], c Ref. [12], d Ref. [13], e Ref. [14] (room temperature), f Ref.
[15]).

Space Lattice Temp. Radiation Sample R-value ICSD
group constant (Å) (K) type code

Pa3 8.1184(2) 293 X-ray single crystal 0.024 35495a

P213 8.126 neutron single crystal 0.07 34902b

Pa3 8.126 X-ray powder 52353c

Pa3 8.13 X-ray powder 56087d

Pa3 8.11021(7) 293 neutron powder 0.0659 95594e

Pa3 8.126 neutron powder 109281f

3.2 Experimental studies

3.2.1 Pure nitrates

Many experimental studies have looked into calculating the structure and lattice

parameters of Ba(NO3)2 and Sr(NO3)2. A summary of their work can be seen

in tables 3.1 and 3.2. Whilst the neutron methods are arguably higher quality

than X-ray studies, it is evident that they produce comparable results for both

powder and single crystal samples of Sr(NO3)2 and of Ba(NO3)2, with regards to

their lattice constants.

The elastic constants for both Ba(NO3)2 and Sr(NO3)2 have also been studied

experimentally. See figures 3.1 and 3.2 for graphs of the elastic constants as a

function of temperature. These graphs show that as temperature increases, the

elastic constants decrease, and that between 100 and 300 K the relationship is

almost linear.

3.2.2 Barium-strontium complex morphology

Large crystals of barium and strontium nitrate, (sizes greater than 60 mm ×
60 mm× 70 mm) have been successfully grown via the temperature cooling method

[18]. See figure 3.3 for a photograph of the crystals. Both crystals had the same
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Table 3.2: Experimental lattice constants for strontium nitrate (a Ref. [10] (room
temperature), b Ref. [16], c Ref. [12], d Ref. [13]).

Space Lattice Temp. Radiation Sample R-value ICSD
group constant (Å) (K) type code

Pa3 7.7813(2) Room neutron single crystal 0.024 35494a

Pa3 7.822(1) 173 X-ray single crystal 0.0292 59391b

Pa3 7.826 Room X-ray powder 52532c

Pa3 7.83 Room X-ray powder 56088d

Figure 3.1: Temperature dependence of C11 for strontium, lead, and barium nitrates.
Insert shows the amount of experimental error [17].
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Figure 3.2: Temperature dependence of C44 and C12 for strontium, lead, and barium
nitrates. Insert shows the amount of experimental error [17].

polyhedral morphology, typically with a dodecahedron shape bounded by the

{100} and {111} faces. They report that barium ions appear to change the prop-

erties of their BaxSr1-x(NO3)2 Raman shifter, simply suggesting that the barium

ions degrade the crystal perfection.

A series of BaxSr1-x(NO3)2 crystals were grown from aqueous solutions with

varying initial Ba2+:Sr2+ ratios to investigate the crystal growth and morphol-

ogy of Sr(NO3)2, Ba(NO3)2 and BaxSr1-x(NO3)2 crystals [19]. It was reported

that Ba(NO3)2 crystals grown always showed an octahedral habit with {111}
faces. They also showed that barium nitrate crystals precipitating from aqueous

solutions had an octahedral shape, strontium nitrate crystals had a tetragon-

trioctahedral shape, and crystals of their solid solution had irregular intermediate

shapes of truncated octahedron. Figures 3.4 and 3.5 show the illustrations of the

morphological changes on the crystals with regards to concentration.
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Figure 3.3: “Photograph of Sr(NO3)2 left and Ba(NO3)2 (right)” [18].

Since Ba2+ is larger than Sr2+ it can be expected that increasing the concen-

tration of Ba2+ should affect the growth and morphology of the complex crystal.

Figure 3.6a shows the relationship between lattice parameter a, and the solid

mole fraction, χBa,s, of Ba2+. The plot highlights that there is an almost linear

relationship between the concentration of Ba2+ and lattice size, which is in good

agreement with Vegard’s law. This linear correlation has been further verified in

more recent studies, see figure 3.6b [20]. In the limits of χBa,s, where you have

pure Sr(NO3)2 (χBa,s = 0 %) and pure Ba(NO3)2 (χBa,s = 100 %), the lattice pa-

rameter is in good agreement with the lattice parameters quoted in literature for

pure strontium nitrate and barium nitrate, 7.7813 Å and 8.1184 Å, respectively

[10].

Another experimental study investigated the crystal growth, surface topology,

and micromorphology of the surfaces of the mixed BaxSr1-x(NO3)2 crystal com-

plex, employing Atomic Force Microscopy [21]. The crystals were grown by slow

evaporation of aqueous solutions. The temperatures in which the crystals were

grown ranged from 25-35 ◦C and the size of the crystals ranged from 2–20 mm

with polyhedral morphologies. They reported that the crystal growth is favoured
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Figure 3.4: “Illustration of the morphological changes of the crystals grown through
the spontaneous nucleation procedure (a)-(c) represent the different habits at different
compositions of the crystals” (taken from [19]).

by two dimensional growth and the main factors governing the morphologies were

the concentration of Ba2+/Sr2+ ions in the solution, growth temperature, and the

degree of supersaturation.

3.2.3 Lattice parameter vs. composition

Lattice parameter as a function of composition can be seen in figures 3.6a, and

3.6b. The linear equation describing the trends for 3.6a is

y = 0.3371x+ 7.7813 (3.1)

The lattice constant has been determined through powder X-ray diffraction (PXRD)

patterns, using several reflections and applying least squares treatment [22]. Their

results supported the view that the lattice constants loosely follow Vegard’s law.

Although the results show deviations on either side of the linear fit, they are

within the “order of accuracy in the measurement of the lattice constants”. Other

studies also agree that BaxSr1-x(NO3)2 lattice parameters follow Vegard’s law [19].

Another study was only able to produce single phase mixed crystals in the

range x < 0.3 and x > 0.6, stating that crystals grown within that range con-
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3.2 Experimental studies

Figure 3.5: Crystal morphologies of BaxSr1-x(NO3)2. (a) x = 0.2, (b) x = 0.3, (c) x
= 0.6, (d) x = 0.7, (e) x = 0.8, and (f) x = 0.9 (taken from [21]).
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(a) (b)

Figure 3.6: (a) Lattice parameters of BaxSr1-x(NO3)2 solid solution vs. the solid mole
fraction of Ba2+ [19]. (b) Cubic unit cell parameter a and wavenumber of nitrate
ion peak ν as functions of the chemical composition of the Ba(NO3)2-Sr(NO3)2 solid
solution [20].

sisted of two phases, indicating a miscibility gap [22]. Where a miscibility gap

defines a region within a phase diagram in which mixtures exist as two or more

phases. Furthermore, within the same range (0.3 < x < 0.6) for BaxSr1-x(NO3)2,

all crystals grown in a separate study were said to have “no texture”, further

indicating the presence of the miscibility gap [20].

3.2.4 Solubility in water

In the interest of Raman laser application, the solubility and concentration dis-

tribution of Ba(NO3)2 and Sr(NO3)2 during the crystal growth and dissolution

processes has been investigated [18]. The experimental setup involved using a sat-

urated aqueous solution prepared by dissolving the chemical powder of Ba(NO3)2

(99.5 wt.%) and Sr(NO3)2 (99.5 wt.%) in de-ionized water. Single crystal growth

was achieved by solvent evaporation and by decreasing the temperature. Nucle-

ation and growth of BaxSr1-x(NO3)2 was achieved by mixing the Ba(NO3)2 and

Sr(NO3)2 raw materials, before dissolved in the de-ionised water. Their results
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Figure 3.7: Solubility of Sr(NO3)2 and Ba(NO3)2 in H2O as a function of temperature
[18].

for the relationship between temperature and solubility can be seen in figure

3.7. From which the relationship of solubility C (g nitrate/100 g H2O) and the

temperature T (◦C) are derived as

C = 0.22T + 81.17 for Sr(NO3)2 (3.2)

C = 0.204T + 4.19 for Ba(NO3)2 (3.3)

It can be seen that the solubility for both crystals increases with temperatures

and that Sr(NO3)2 has a much higher solubility than Ba(NO3)2.

3.2.5 Solubility in HNO3

A series of calculations have been performed to determine the solubility of Ba(NO3)2

and Sr(NO3)2 in HNO3 solutions at 25, 50 and 90 ◦C, the results can be seen in

table 3.3 [23]. The study also shows that in strongly acidic solutions Ba(NO3)2

coprecipitates with Sr(NO3)2. It was found that coprecipitation of Sr(NO3)2
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Table 3.3: Solubility (M) of Ba(NO3)2 and Sr(NO3)2 in HNO3 solutions at various
temperatures (taken from [23]).

with excess Ba(NO3)2 only occurs in water and sharply decreases with increased

acidity, disappearing entirely in certain acid concentrations.

3.2.6 Coprecipitation of barium and strontium nitrate

Mishina et al. examined the molar solubilities of barium, strontium and lead

nitrates, confirming formation of metastable adducts with nitric acid. Infrared

spectroscopy and X-ray diffraction studies also indicated a conversion of the mixed

salts into (Ba,Sr)(NO3)2 solid solution [24]. Figure 3.8 shows the formation of

(Ba,Sr)(NO3)2 as a function of nitric acid concentration. Extensive research on

the BaxSr1-x(NO3)2 complex, investigating the effect of HNO3 concentration on

precipitation, has also been performed [20].

3.3 Computational studies

A three-body potential was developed and used to describe cohesive and an-

harmonic properties of barium, strontium and lead nitrates of fluorite structure

[25]. Following this, a rigid ion model force field was derived by Hammond et
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Figure 3.8: “Formation of (Ba,Sr)(NO3)2 solid solution during coprecipitation at dif-
ferent nitric acid concentration and Ba:Sr initial molar ratios” [24].

al. [26] for divalent nitrates. The NO–
3 parameters were adapted from a pre-

vous study by Mort et al. [27], who originally optimised the values for Na(NO3)

and NH4NO3. Hammond et al. introduced a two body Buckingham potential

for M2+−O2– (where M = Ba, Sr, and Ca), optimising using empirical data of

the crystal structure (lattice constant, interatomic spacing, and symmetry). The

original NO–
3 potential values were used and only the M2+−O2– were optimised

for the new force field. They maintained a -1 charge on the overall anion, but

used partial charges on the oxygen and nitrogen ions. Their lattice parameters

for the fully relaxed crystal lattice for divalent species support findings from ex-

perimental crystal structures.

Rigid ion models have been shown to be inappropriate for defect calculations

and solid solution work [28]. It is likely that the introduction of shell model

potentials in the developed force field would improve the modelling of defects

and solid solutions for nitrates. This may specifically be the case with regards to

atom relaxation around point defects. The shell model has previously been used
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to develop a successful force field for MgO and water surface calculations [29].

Therefore, a shell model of nitrates would help with fitting a water potential,

which could be further adapted to perform solubility calculations.

A DFT study was performed using ab initio DFT to investigate the elastic and

photoelastic properties of oxides and nitrates of alkaline-earth metals (M(NO3)2,

MO, where M = Mg, Ca, Sr, Ba) [30]. They used a PBE functional in the CRYS-

TAL 14 software package [31], which uses atomic orbitals for their calculations

rather than planewaves basis sets (these are described in detail in section 4.3.2).

All their calculations were “performed without change in default settings of the

CRYSTAL 14 software package”, which undermines the reliability of the results

somewhat, since it is unknown whether the default settings are appropriate for

the system of interest.

3.4 Conclusions

In this chapter a review of the experimental, and computational, literature rel-

evant to Ba(NO3)2, Sr(NO3)2, and BaxSr1-x(NO3)2 has been given. The experi-

mental work ranges from structural refinement of the crystals, to co-precipitation

(and solubility) of Ba(NO3)2 in both water and HNO3. These studies provide

valuable information with regards to the HAST issues, but they provide lim-

ited insight into the physics of the crystal formation and the precise properties

that govern them, such as defect formation energies and solid solution thermody-

namics. This first step towards using classical computational methods to study

BaxSr1-x(NO3)2 was made by Hammond et al. [26] with their force-field, but it is

possible still to further improve on their work by introducing further interatomic

potentials. Furthermore, it is also possible to gather valuable insight into the

electronic properties (as well as stability) of the divalent nitrates through the use

of DFT.
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Chapter 4

Computational theory

4.1 Introduction

This chapter will outline and describe the theory that underpins density func-

tional theory. Starting from the original underlying theory it will then explain

the implementation of the theory into computational methods. Following this, the

methods and theory of interatomic potentials will be described, with particular

reference to fitting and developing an all-atom force field.

4.1.1 Computational software

For the DFT calculations the CASTEP code [32] was used, which uses a plane

wave basis set to perform electronic structure calculations. The following theory

section will be therefore written accordingly. All work on interatomic poten-

tials was performed using the General Utility Lattice Program (GULP) [33] is a

molecular dynamics program that can calculate properties of bulk materials, of

the order of thousands of atoms.
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4.2 Density functional theory

4.2 Density functional theory

4.2.1 The many-body problem

For a system of nuclei and electrons all physical quantities can be determined by

solving the Schrödinger equation, which states that the many-body wavefunction

ψ is an eigenstate of the Hamiltonian operator Ĥ

ĤΨ = EΨ (4.1)

where E is the total energy of the system. The Hamiltonian operator for a many-

particle system can be expressed as

Ĥ = T̂e + V̂ee + T̂N + V̂NN + V̂Ne (4.2)

where V̂ is the potential energy operator, T̂ is the kinetic energy operator, and

e and N indicate electrons and nuclei, respectively. Ĥ can also be expressed

explicitly as

Ĥ =−
∑
i

~2

2me

∇2
ri

+
1

2

∑
i 6=i′

e2

|ri − ri′ |
−
∑
j

~2

2Mj

∇2
Ri

+
1

2

∑
j 6=j′

ZjZj′e
2

|Rj −Rj′ |
−
∑
i,j

Zje
2

|ri −Rj|

(4.3)

where R and r represent the coordinates of the nuclei and electrons, whereas M

and me denote the mass of the nuclei and electrons, respectively. The ~ term is

Planck’s constant divided by 2π, and Z and e denote the charge of the nuclei and

electrons, respectively.

The wavefunction of a molecule is a function of the coordinates of all the

electrons and nuclei

Ψ(r1, r2, . .., rNelectrons
,R1,R2, . ..,RNnuclei

) (4.4)
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4.2 Density functional theory

Due to their difference in mass, nuclei move significantly slower than electrons,

so much so, that it is possible to consider electrons moving in a field of fixed

nuclei. This allows us to neglect the nuclear kinetic energy term (T̂N) in the

Hamiltonian and to consider the nuclei as a fixed external potential (V̂ext) acting

on the electrons. This is known as the Born-Oppenheimer approximation [34].

Using this approximation we can write the time-independent, non-relativistic,

Schrödinger equation as

ĤeΨ(r1, r2, . .., rN) = EΨ(r1, r2, . .., rN) (4.5)

where the Hamiltonian is now expressed as

Ĥ = T̂e + V̂ee + V̂ext (4.6)

where V̂ext is the potential acting on the electrons due to the nuclei. Again, this

can be explicity expressed as

Ĥ = − ~2

2me

∑
i

∇2
i +

∑
i 6=j

1

|ri − rj|
+ V̂ext (4.7)

Many attempts have been made to find an appropriate solution to the many-body

Schrödinger equation.

4.2.2 The Hartree approximation

The Hartree approximation introduced the first step towards overcoming the

many-body problem. This was achieved by considering individual electrons to be

acting under an effective potential generated by all other electrons. In doing so

the many-body problem is reduced to the solution of single-electron Schrödinger

equations. The idea was that the total wavefunction could be expressed as a

product of single-electron wave functions (assumed to be orthonormal) called
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4.2 Density functional theory

atomic orbitals where

Ψ(r1, r2, . .., rN) = ψ1(r1)ψ2(r2)...ψN(rN). (4.8)

This introduced the Hartree potential which replaces the electron-electron in-

teraction term within the Hamiltonian, making the Schrödinger equation more

manageable. However, the Hartree approximation neglects the fermionic proper-

ties of electrons and therefore does not satisfy Pauli’s exclusion principle which

states that no two identical fermions can occupy the same quantum state within

a quantum system simultaneously. Or in other words, particles of half-integer

spin must have antisymmetric wavefunctions. The implication of the exclusion

principle requires that the many-body wavefunction must be antisymmetric with

respect to the interchange of any two electron coordinates e.g.

Ψ(r1, r2, . .., rN) = −Ψ(r2, r1, . .., rN). (4.9)

This particular shortcoming was amended by the Hartree-Fock method which

introduced a way of describing a wavefunction that satisfies the principle of in-

distinguishability. This is done by building an antisymmetric solution through the

introduction of the Slater determinant, which instructs how to build up a properly

asymmeterized wavefunction as a product of one-electron wave functions.

Ψ(r1, r2, . .., rN) =
1√
N !

∣∣∣∣∣∣∣∣∣∣∣∣

ψ1(r1) ψ1(r2) ... ψ1(rN)

ψ2(r1) ψ2(r2) ... ψ2(rN)

... ... .. . . . .

ψN(r1) ψN(r2) ... ψN(rN)

∣∣∣∣∣∣∣∣∣∣∣∣
(4.10)

where the 1/
√
N ! term is a normalisation constant.

The Coulomb energy of the electron system is diminished by initiation of

the spatial separation of electrons which have the same spin. This reduction of
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4.2 Density functional theory

the Coulomb energy is known as the exchange energy (x). Whilst the electron

exchange energy is taken into account within the Hartree-Fock method, the elec-

tronic correlation (c), the effect of an electron on all the others, is neglected.

This electron correlation energy can be determined by calculating the difference

between the exact energy and the Hartree-Fock solution energy.

4.2.3 Hohenberg-Kohn theorems

DFT proposes a novel solution to the issues that arise within the Hartree-Fock

method. An alternative approach to overcoming the many-body problem began

with the introduction of the Hohenberg-Kohn theorems [35], which are as follows

Theorem 1 : For any system consisting of electrons moving under

the influence of an external potential Vext(r), that potential, and hence

the total energy, is determined uniquely by the ground state density

(electron density) n(r).

Corollary I: “Since the Hamiltonian is thus fully determined, except for a constant

shift in the energy, it follows that the many-body wavefunctions for all states

(ground and excited) are determined. Therefore all properties of the system are

completely determined given only the ground state density n0(r)” [36].

Theorem 2 : The total energy of a system can always be expressed as

a universal functional of the electron density, E(n(r)), for any external

potential Vext(r). The ground state energy located at E(n0(r)) is the

global minimum of the functional E(n(r)).

Corollary II: “The functional E[n] alone is sufficient to determine the exact ground

state energy and density. In general, excited states of the electrons must be

determined by other means” [36].

In other words they demonstrated that the electron density can completely

determine the total ground state energy (E) of a system of interacting particles.
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4.2.4 The Kohn-Sham equations

Following on from the Hohenberg-Kohn theorems, Kohn and Sham introduced the

Kohn-Sham ansatz which states that “the ground state of the original interacting

system can be mapped into a referenced system of non-interacting electrons with

the equivalent ground state density” [37]. Essentially, the Kohn-Sham method

uses a Hamiltonian that is easier to solve in place of the original, complex inter-

acting particle Hamiltonian. The Kohn-Sham Hamiltonian uses non-interacting

electrons and assumes their density to be the same as in the true interacting

system.

The single-particle density and the total densities of the system are described

by

ni(r) = |ψ(ri)|2 (4.11)

and

n(r) =
N∑
i

ni(r). (4.12)

It is then possible to express the Kohn-Sham equation, which is similar to a

single-electron Schrödinger equation, as

(
−1

2
∇2 + VKS(r)

)
ψj(r) = εjψj(r) (4.13)

where VKS is the Kohn-Sham potential (sometimes referred to as the effective

potential), which can be expressed as

VKS(r) = Vext(r) + VH(r) + Vxc(r) (4.14)

where Vext(r) is the external potential, VH(r) is the Hartree potential

VH =

∫
n(r′)

|r− r′|dr
′ (4.15)
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and Vxc(r) is the exchange-correlation potential, which can be written as

Vxc(r) =
δExc
δn(r)

. (4.16)

The functional Exc represents the exchange-correlation (xc) energy, which is a

composition of the exchange energy and the correlation energy (Exc = Ex +Ec).

4.2.5 The exchange-correlation functional

All the awkward terms are grouped together in the Exc term, which is unknown,

and has no analytical expression. As such, for any actual application of the Exc

functional, approximations are required.

The local density approximation

The so-called local density approximation (LDA) is the simplest method for de-

scribing the exchange-correlation functional. It assumes that the electron density

is uniform locally and is expressed as

ELDA
xc [n(r)] =

∫
n(r)εxc(n(r))dr (4.17)

where εxc(n) is the exchange-correlation energy density per electron in a homoge-

neous electron gas of density n. Although the LDA functional is arguably a crude

approximation, it has been widely used in the literature and has been shown to

be quite successful in producing good results for various systems although it is

widely known to generally underestimate lattice parameters [38; 39].

The generalised gradient approximation

Unlike the LDA functional, generalised gradient approximations (GGA) are adapted

to include, and account for, the gradient of the electron density. Generally, most

GGA functionals contain the LDA functional with an additional correction term,
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written as

εGGA
xc [n] =

∫
εLDA
xc [n] + ∆εx/c

[
|∆n(r)|
n

4
3 (r)

]
(4.18)

This can be further expressed as

EGGA
xc [n(r)] =

∫
n(r)εxc[n(r)]Fxc[n(r), |∇n(r)|]dr (4.19)

where Fxc[n(r),∆n(r)] is referred to as the enhancement factor. There are many

different approximations that exist such as the early GGA PW91 [40], which was

followed by the GGA PBE [41], and the GGA WC [42].

4.3 Computational methods

4.3.1 Bloch’s theorom and k-points

Bloch’s theorem states that the wavefunction of an electron in a periodic potential

may be written as a product of a periodic function u(r) and a plane wave with

wave vector k belonging to the reciprocal lattice,

ψk(r) = eik.ruk(r) (4.20)

where uk(r+L) = uk(r), in which L is any lattice vector, and eik.r is an arbitrary

phase factor. This implies that

ψk(r + L) = eik.(r+L)uk(r + L)

= eik.Lψk(r)
(4.21)

therefore it suffices to only determine the wavefunction within the unit cell, be-

cause those outside only differ by the phase factor.

33



4.3 Computational methods

(a)
(b)

Figure 4.1: Schematic diagram displaying the Brillouin zone for two different arrange-
ments of atoms (taken from [43]).

4.3.2 Plane waves

Since uk(r) is a periodic function, it can be expanded in terms of a three dimen-

sional Fourier series

uk(r) =
∑
G

CGke
iG.r (4.22)

where CGk are complex Fourier coefficients and eiG.r is a plane wave travelling

perpendicular to the reciprocal lattice vector G (which is defined such that G.L =

2πm). The coefficients become smaller as |G|2 becomes larger and since G is

infinite is necessary to define a cutoff energy Ecut as

Ecut =
~2

2m
|G|2 (4.23)

in which only plane waves within this cutoff are included. This will be referred

to as the plane wave cutoff energy.

4.3.3 k-point sampling

Practically, k-points are used to determined the electron density at a particular

point in the reciprocal lattice. Due to the repeating nature of crystals, it is

only necessary to sample the reciprocal lattice in the Brillouin zone (see figure

4.1), this will provide enough information for the rest of the crystal. One way
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rrc

ψps(r)

ψ(r)

Vps(r)

Vext(r)

Figure 4.2: Schematic of wavefunction, pseudo-wavefunction, and pseudopotential,
where rc is the core radius, and ψps(r) and Vps(r) are the pseudo-wavefunction and
pseudopotential, respectively (adapted from [45]).

to sample the electron density is to use a Monkhorst-Pack grid [44], which is an

equally space grid of k-points with dimensions Mx ×My ×Mz. Similar to the

plane wave cutoff energy, the k-point sampling needs to be carefully selected in

order to get accurate results. How this is achieved is discussed in more detail in

section 5.2.

4.3.4 Pseudopotentials

In order to reduce the number of calculations, and therefore computational re-

sources, pseudopotentials are used to replicate the wavefunction of the electrons

of an atom. For most calculations only the wavefunction of the outer electrons

is required, since it is the outer electrons that determine the chemical properties

of an atom. Instead of trying to calculate the wavefunction for all the individual

atoms, a plane wave expansion is used, which satisfies the fit of the wavefunc-

tion outside the atomic radius and therefore represents all the wavefunctions of

interest. See figure 4.2 for a schematic of the pseudopotential.

There are various different types of pseudopotenitals, such as ultra-soft pseu-

dopotentials [46]. Is it also possible to omit pseudopotentials entirely, which is
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the original method, performed by all-electron codes. Furthermore, there exist

other ways for calculating the electronic structure within the framework of DFT

such as the projector augmented-wave method (PAW) [47]. The merits of which

have been compared with the pseudopotential methods here [48].

On-the-fly pseudopotentials

With regards to the CASTEP code, different atoms require different pseudopo-

tentials and the pseudopotentials used for a particular calculation can either be

selected from a library, or alternatively they can be generated on-the-fly. The

advantage of using on-the-fly pseudopotentials is that there is a greater guaran-

tee that the pseudopotential is up to date with current knowledge of the atoms,

rather than a potentially outdated library.

4.3.5 Self-consistent field method

In practice, solving the Kohn-Sham equations requires that the total density n(r)

is consistent with the Kohn-Sham potential VKS. This is achieved by choosing

an initial estimate of the electron density, solving the Kohn-Sham equation for

the change in density and then using the resulting wavefunction to derive a new

charge density. This process is then repeated until a convergence threshold is

satisfied, this is known as the self-consistent field (SCF) method.

4.3.6 Reproducibility of DFT calculations

The main solid-state DFT codes were evaluated against each other in a major

study to provide a uniform benchmark of precision and reproducibility [49]. One

of the main outcomes of this study was that all the DFT codes were successful in

producing results of similar precision as advanced experimental techniques. The

implications of this is that computational methods can be on par with experi-

mental work [50].
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4.4 Classical interatomic potentials

4.4.1 Introduction

This section briefly introduces molecular dynamic calculations, including the fun-

damental theory, as well as implementations. However, first the fundamental dif-

ferences between DFT and classical forcefields will be explained, along with an

explanation as to why it is necessary for this body of work.

As previously discussed, DFT is a powerful tool that can be used to calculate

atomic forces from first principles. It calculates the electronic structure which

is important, but also very computationally expensive, and so is limited by the

number of atoms in the calculation. Classical molecular modelling instead uses

interatomic forcefields to calculate the atomic forces and system energy. Since

the electrons are not described in classical mechanics the calculations are less

computationally expensive and therefore the system size can be considerably

larger (100,000s of particles as opposed to 100s).

4.4.2 Theory

Development of a forcefield

Developing a force field requires evaluation of all the appropriate energy terms

for every atom-atom interaction within the system. The total energy is expected

to have contributions from both short and long range interactions, or namely,

bonded and non-bonded interactions [51]. The energy contributions are defined

as being additive, so that the total energy Etotal can be expressed as the sum of

all the contribution terms, such as

Etotal = ECoul + EVDW + Ebond stretch + Eangle bend + Etorsion. (4.24)
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4.4 Classical interatomic potentials

The first two terms are the Coulombic and van der Waals contributions, which

account for the non-bonded interactions. The last three terms account for the

energy contribution from the bonded interactions.

4.4.3 Bonded interactions

The contributions to the bonded, or local, energy are bond length, bond angle,

and torsion. These can be written as

Vb(rij, θ, φ) =
1

2
ks(rij − r0)2 +

1

2
kb(θ − θ0)2 + kt[1− S cos(nφ)] (4.25)

where ks, kb, and kt are the bond-stretching, bond-bending, and torsional force

constants, respectively. The equilibrium bond length is denoted as r0, whereas

the equilibrium bond angle is given as θ0. Parameters S and n relate to the sign

and phase of the torsion, respectively, and φ is the torsion angle. Finally, rij is

the distance between atoms i and j.

4.4.4 Non-bonded dispersion and repulsion parameters

There are two contributions to the non-local energy

1. Van der Waals forces

2. Coulombic forces

and there are a number of ways of describing these forces. One way is to use the

Lennard-Jones potential

VLJ(rij) = −Aij
r6ij

+
Bij

r12ij
, (4.26)

where Aij and Bij determine the strength of the attractive and repulsive forces,

respectively. For a pair of atoms, the parameters Aij and Bij can be calculated
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Figure 4.3: Lennard-Jones potential.

from a plot of the energy Vij against distance rij (see figure 4.3). In a simplified

case of two isolated atoms, if the parameters are known, then the Lennard-Jones

potential could be used to determine, and govern, how non-bonded atoms respond

to exterior forces.

Another way of describing both the Pauli repulsion energy as well as the

Van der Waals energy, is to use the Coulomb-Buckingham potential in which

interactions between non-bonded atoms i and j, can be described in terms of

dispersion and repulsion interactions, and coulombic interactions, given as

Vnb(rij) = −Aij
r6ij

+Bij exp

(−rij
ρij

)
+
qiqj
rij

(4.27)

where rij is the separation between atoms i and j, and qi and qj are the partial

atomic charges of atoms i and j, respectively, and Aij, Bij and ρij are the unique

parameters for the ion pair involved (see figure 4.4). These can be determined

through empirical fitting or via ab initio calculations [52]. A pair of atoms i and j

are usually considered non-bonded if they are in different molecules or are atoms

in the same molecule separated by two or more atoms.

The Buckingham potential is usually cut-off, or truncated, at a certain distance

to minimise the computational effort when calculating short-range interactions.
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Figure 4.4: Coulomb-Buckingham potential.

The function is often varied as to approach zero at the truncation. This is to

prevent drifts in energy, which can otherwise occur if the potential is far from

zero at the cut-off.

The short-range interaction parameters are assumed to be related by combin-

ing rules of the form

Aij = (AiiAjj)
1/2 (4.28)

Bij = (BiiBjj)
1/2. (4.29)

ρij = (ρii + ρjj)
1/2 (4.30)

Substituting these rules into equation 4.27 shows that there are nine short-range

parameters to determine as well as a charge quantity to be specified. It is pos-

sible to derive these quantities by a trial-and-error approach based on molecular

dynamics simulations, as successfully shown by Lynden-Bell et al. [53].
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4.4.5 Fitting

Once all the necessary interatomic potentials have been selected to describe the

interactions of the material (or molecule) of interest, the parameters of these po-

tentials need to be derived. There are two main ways to fit interatomic potentials;

firstly, one can derive empirical potentials by trying to reproduce experimental

data. Secondly, parameters can be determined by fitting to data from calcula-

tions, such as ab initio ones.

One quantity that measures how good a fit is, is the sum of squares (F ),

which is defined as

F =

Nobs∑
i=1

wi(fobs,i − fcalc,i)2 (4.31)

where w is a weighting factor, and fobs and fcalc are the observed and calcu-

lated quantities, respectively. The fitting process involves varying the potential

parameters to minimise F , ideally to zero.

Due to the nature of the weighting factor, there is now an additional con-

sideration that has no official procedure to follow. The weighting factor has an

infinite number of possible solutions, therefore the choice of a sensible weighting

factors is completely down to the user. That being said, there are still several

criteria that help influence the choice. Firstly, the weight factor should be in-

versely proportional to the magnitude of the observable squared to ensure that

irrespective of units, all values will be compared equally. Secondly, the reliability

of the data should be carefully considered. For example, elastic constants are

generally less reliable than crystal structures. The default method for minimising

F is to use the BFGS algorithm [54] (which is also the default method in the

geometry optimisation calculations in CASTEP).
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4.4 Classical interatomic potentials

Table 4.1: List of interatomic potential parameters published by Bush et al. [55].

4.4.6 Empirical vs. ab initio observables

Deriving force fields from ab initio calculations can provide several benefits; firstly,

it is possible to guarantee there are no differences in temperature, pressure, vari-

able uncertainties, or sample quality providing the ab initio data is treated ap-

propriately. Secondly, the data calculated from first principle methods are free of

statistical mechanical errors, such as zero point motion and thermal vibrations.

Finally, there are more possibilities for obtaining data for systems that are not

available from experimental studies.

4.4.7 Published interatomic potentials

There exists a database of published interatomic potentials, known as the Database

of published interatomic potential parameters, maintained by University College

London, (http://www.ucl.ac.uk/klmc/Potentials/), which, for the example

of barium, has a list of potentials from: [55; 56; 57; 58]. A table of the results

published by [55] can be see in table 4.1. When fitting new interatomic potentials,

it is common practice to use a similar pre-existing potential to provide an initial

42

http://www.ucl.ac.uk/klmc/Potentials/
http://www.ucl.ac.uk/klmc/Potentials/


4.5 DFT vs. classical methods

starting point and refit the parameters accordingly.

4.4.8 Ab initio molecular dynamics

As the name suggests, ab initio molecular dynamics (AIMD) unifies both molec-

ular dynamics and density functional theory [59]. The classical dynamics of the

interacting nuclei can be simulated by either of the following methods

1. Ab initio molecular dynamics

• This method, whilst being very computationally demanding, is a very

accurate method for studying the dynamics of interacting many-body

systems. Each time the nuclei move, direct electronic structure calcu-

lations are performed, to determine the effective potential energy.

2. Classical molecular dynamics

• Where the potential energy Ee,0(rI) is approximated by a fixed func-

tional form V (rI) such that:

Ee,0(rI) ≈ V (rI) (4.32)

Whilst classical MD is much less computationally demanding than ab initio MD

it is also less accurate. It does however, allow simulations of phenomena which

occur over both long time-scales and large lengths.

4.5 DFT vs. classical methods

The strength of computational calculations over experimental methods is that

computational work allows absolute control over the structure of interest (partic-

ularly when investigating the physics of defects), and all you to explore conditions
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beyond what is possible experimentally. DFT calculations can be used to pro-

vide valuable insight into various properties of materials which are hard to probe

experimentally. One of the main limitations however is that DFT calculations

generally scale O(n3) with the number of atoms (n), and therefore quality cal-

culations are limited to several hundreds atoms. Classic calculations, based on

interatomic potentials, can be used to overcome the scaling issues. These calcula-

tions can be used for systems of up to millions of atoms, however the increase in

scaling comes at a cost of reduced accuracy and the loss of electronic information,

making it difficult to describe phenomena such as bond breaking/formation.

4.6 Conclusions

In this chapter, an overview of the underlying theory of density functional the-

ory was presented alongside specific theory underpinning the application of DFT

within the CASTEP code. Furthermore, the underlying theory of classical inter-

atomic potentials has also been outlined and explained, including an overview of

the relevant interatomic potentials to this particular body of work, as well as a

description of the fitting procedure. Finally, a comparison of the two computa-

tional methods was given as well as a general discussion of the limitations and

applicability of both the methods.
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Chapter 5

Pure nitrates: DFT calculations

5.1 Introduction

The aim of this chapter is to use ab initio DFT calculations to determine the

structural and elastic properties of Ba(NO3)2 and Sr(NO3)2. Before any calcula-

tions are performed the necessary convergence criteria are explained and deter-

mined. Following this, the fully relaxed crystal structures were calculated (using

the PBE, WC, PW91, and LDA xc functionals) to determine the atomic arrange-

ment and lattice constants. Using these relaxed structures, the bulk modulus was

determined by calculating the electronic ground state energy as a function of unit

cell volume and fitting the Birch-Murnaghan equation of state (EOS). Finally, the

C11, C12, and C44 elastic constants were calculated by use of the stress-strain and

energy-strain methods. These calculations will help compare different function-

als to determine which is the most appropriate for further work. The relaxed

structures will be used as the pure nitrates in the solid solution work of chapter

6. Finally, the results here will be used as observables for fitting interatomic

potentials in chapter 7.

As mentioned in section 4.1.1, all DFT calculations were performed using

the CASTEP code (version 7.0.1) and were conducted on the second phase Ad-
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5.2 Convergences

vanced Research Computing (ARC2) supercomputer at the University of Leeds.

The unrelaxed initial crystal structures are imported from the Inorganic Crystal

Structure Database (ICSD) [60]. Each file is taken from a published piece of work

and has a unique ICSD number. Throughout this work when the initial structure

is taken from the database it is referenced with the ICSD number, followed by a

reference of the original paper, in the format of “ICSD xxxxx”.

5.2 Convergences

Prior to performing any realistic DFT calculations, it is essential to determine

the appropriate plane wave cutoff energy (Ecut) and k-point sampling (see section

4.3.1 for the underlying theory). With regards to the plane wave cutoff energy,

since pseudopotentials are specific to individual atoms, the cutoff energy needs to

be converged whenever a new type of atom is introduced into the calculation. Sim-

ilarly, for the k-point sampling, different materials require different treatments,

due to the dependence of cell size, symmetry, and electronic arrangement.

Convergence in this case refers to increasing the value of one of the param-

eters until the resulting change in the calculated ground state energy is within

a predefined limit. Therefore, any further increase in said parameter will have

a negligible effect on the final result. One reason for this is to try and limit

the computational power required for the calculations, without compromising

the quality of the results, since a greater cutoff energy and/or greater k-point

sampling requires more computational power.

Single point ground state energy calculations were used for the initial conver-

gences of plane wave cutoff energies and k-point spacing. However, it is crucial

to ensure that these parameters are also fully converged with respect to the final

property of interest. For example, with regards to calculating the bulk modulus,

preliminary convergences of the plane wave and k-point spacing were performed

to deduce initial values. These values were then used in the bulk modulus cal-
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5.2 Convergences

Table 5.1: ICSD and references for all initial structures used for geometry optimisation.

Material ICSD code Reference

Ba(NO3)2 35495 [10]
Sr(NO3)2 35494 [10]
Pb(NO3)2 62698 [62]
Ca(NO3)2 52351 [12]

culations, however, the bulk modulus calculations were repeated again with an

increased cutoff energy and k-point grid size, to ensure that the change in the

parameters did not alter the predicted result of interest.

5.2.1 Convergence procedure

The initial nitrate structures used for the calculations can be found in table

5.1. All convergence calculations were performed using the primitive cell and,

other than the parameter being converged, all variables were fixed. The plane

wave cutoff energy and k-point spacing are independent parameters, therefore

one is fixed at a low value whilst the other is converged. For the preliminary

convergences, the plane wave cutoff energy calculations started from 50 eV and

were increased in increments of 50 eV until the change in the ground state energy

converged within 0.1 eV. Likewise, for the k-point spacing, centred at the gamma

point, the Monkhorst-Pack grid (n × n × n) was increased in increments of

n = 1 until the calculated ground state energy converged within 0.1 eV. The

convergence criteria of 0.1 eV is widely used for similar materials throughout

the literature although it is not often justified in publications. In this body of

work it is used only as a preliminary tolerance which will be further verified

for all further calculations. For the solid solution work in chapter 6, results for

Ba(NO3)2, Sr(NO3)2, and BaxSr1-x(NO3)2 will be compared, therefore the cutoff

energies and k-point spacings were selected to be consistent across all systems to

help eliminate certain systematic errors [61].
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Figure 5.1: Change in electronic ground state energy as a function of plane wave cutoff
energy for Ba(NO3)2.

5.2.2 Results

The results for the plane wave cutoff energy and k-point grid convergences, for

Ba(NO3)2, Sr(NO3)2, and BaxSr1-x(NO3)2, can be found is figures 5.1, 5.2, 5.3,

5.4, 5.5, and 5.6, respectively. The rest of the convergence results can be found

in the appendix. The convergences for the individual structures of Ba(NO3)2,

Sr(NO3)2 and BaxSr1-x(NO3)2 were reasonably consistent, with a plane wave cut-

off of 900 eV satisfying the 0.1 eV ground state energy criteria for all materials.

Similarly, a k-point Monkhorst-Pack grid of 10 × 10 × 10 (giving a 0.0123 Å−1

k-point spacing for Ba(NO3)2) satisfied the 0.1 eV convergence tolerance for all

nitrates of interest too. Using identical convergences has been shown to reduce

particular errors when direct comparison are made between materials [61].

5.3 Structure refinement

Barium nitrate crystallises in a face centred cubic (FCC) system, within the T6
h

group. A summary of the experimental studies investigating the Ba(NO3)2 and
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Figure 5.2: k-point sampling grid convergence for Ba(NO3)2.
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Figure 5.3: Change in electronic ground state energy as a function of plane wave cutoff
energy for Sr(NO3)2.
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Figure 5.4: k-point sampling grid convergence for Sr(NO3)2.
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Figure 5.5: Change in electronic ground state energy as a function of plane wave cutoff
energy for BaxSr1-x(NO3)2.
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Figure 5.6: k-point sampling grid convergence for BaxSr1-x(NO3)2.

Sr(NO3)2 structure can be found in table 3.1. Figure 5.7 shows a schematic

diagram of a barium nitrate unit cell.

Before more advanced crystal properties can be calculated it is paramount

to have an accurate, fully relaxed, starting structure. For example, if the lattice

parameters of a crystal are underestimated, and therefore the atoms are too close

together, the value of the elastic constants calculated from that particular struc-

ture will be overestimated. An incorrect starting structure will lead to incorrect

advanced properties. Additionally, geometry optimisations are a useful tool to

get a relatively, computationally cheap insight into how successfully functionals

describe the structure of interest, how they compare to each other, and their level

of agreement with any available data in the literature. Experimentally, structure

refinement and lattice constants are likely the most investigated properties of

Ba(NO3)2 and Sr(NO3)2 and arguably produce the most reliable results, with re-

ports showing that uncertainty from experimental lattice constants, using X-ray

diffraction, can reach 0.0001 Å [63; 64].
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5.3 Structure refinement

Figure 5.7: A schematic diagram of the barium nitrate unit cell. The green, blue and
red atoms are barium, nitrogen, and oxygen, respectively. The bars signify covalent
bonds between the relavant atoms.

5.3.1 Theory

Geometry optimisation (or structural relaxation) is a search for the lowest ground

state energy a particular structure can have. It is achieved by performing a series

of ground state energy calculations across varying atomic positions, until mini-

mum enthalpy (zero force and stress) is found. There exists a range of different

minimisation algorithms and the BFGS (Broyden-Fletcher-Goldfarb-Shanno) [54]

method was used throughout this study.

Generally, finding an atomic arrangement in which the forces and stresses on

the atoms are truly zero is impractical. Therefore, additional convergence criteria

tolerances are used. These are the free energy per atom (eV), maximum atomic

force (eV Å−1), atomic displacement (Å), and maximum stress component (GPa)

(the chosen tolerances can be found in table 5.2). The importance of selecting

appropriate tolerances should not be overlooked. Therefore, additional calcula-

tions were performed to investigate the effect of further reducing the tolerances

by up to an order of magnitude, however the change in the lattice parameter was
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5.3 Structure refinement

< 0.1 % and considered to be negligible. The initial starting structures for the

geometry optimisation calculations were taken from experimental results found

in the literature (see table 5.1). Alternative initial starting positions were also

tested to verify that the final, relaxed, structures are independent of the starting

positions.

5.3.2 Exchange-correlation functionals

A selection of exchange-correlation functionals (PBE, LDA, WC, PW91, see sec-

tion 4.2.5 for more about these) were used for the geometry optimisations, which

will assist in determining how suitable a given functional is for further calculations

in this study.

5.3.3 Methodology

The preliminary nitrate structures and their respective ICSD can be found in

table 5.1. Both Ba(NO3)2 and Sr(NO3)2 have Pa3 symmetry. The geometry

optimisation was performed without any imposed symmetry (also known as P1

symmetry) and all properties of the unit cell were allowed to relax (including cell

lengths and angles). A plane wave cutoff energy of 900 eV as well as a 10×10×10

Monkhorst-Pack grid sampling of the first Brillouin zone were used. Both the

cutoff energy and k-point sampling were further increased in separate calculations

to confirm that they have negligible effect on the final value of interest. The PBE,

WC, and LDA exchange-correlation functionals were used as well as on-the-fly

pseudopotentials. The geometry optimisation convergence thresholds used can

be found in table 5.2.

5.3.4 Results

The calculated equilibrium lattice constants (a0) of Ba(NO3)2, Sr(NO3)2, Ca(NO3)2,

and Pb(NO3)2 are shown in table 5.3 (alongside available experimental data from
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5.3 Structure refinement

Table 5.2: Parameters for geometry optimisation calculations.

Parameter Tolerance Units

free energy per atom 4× 10−6 eV/atom
atomic force 1× 10−2 eV Å−1

atomic displacement 4× 10−4 Å
maximum stress component 1× 10−2 GPa

the literature). As mentioned previously, various alternative initial atomic posi-

tions, without imposed symmetry, were used to ensure the final relaxed structure

is independent of the starting structure. The final relaxed structures were all

found to relax to a structure with Pa3 symmetry and all the predicted lattice

constants were within 3 % of the experimental range. As you can see from the re-

sults, the LDA functional gave the smallest value of a0, for all nitrates. Whereas

the PBE functional gave the largest values for the lattice constants.

A selection of interatomic distances for Ba(NO3)2 and Sr(NO3)2 can be found

in table 5.4. The LDA calculated a bond length of 1.252 Å for the N−O bonds,

whereas the nearest neighbour, Ba−N, was 3.244 Å. (There are six nitrates within

3.244 Å distance, the next nearest is 4.814 Å, then 5.410 Å.) The O−N−O are

120◦. WC gives 1.259 Å for the N−O bond and 3.331 Å for the near neighbouring

Ba−N atoms.

Ba(NO3)2, Sr(NO3)2, Ca(NO3)2 and Pb(NO3)2 are isomorphic and the calcu-

lated lattice constants are consistent with the ionic radius of the cation [65; 66]

which are

ρCa2+(1.12 Å) < ρSr2+(1.27 Å) < ρPb2+(1.32 Å) < ρBa2+(1.43 Å). (5.1)

An overview of all the experimental data used in tables 5.3 can be found in

table 3.1 and 3.2. Both single crystal and powder sample types have been used

in the literature as well as X-ray and neutron radiation. Unfortunately, only half

of the studies have provided information on the temperature of the experiment
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and these were almost all done at 293 K. One study did calculate a0 for Sr(NO3)2

at 173 K however, the value was still given to be within 0.001 % of the values

calculated at room temperature. With only two points of reference it has not

been possible to deduce any temperature effects on the lattice constants for the

nitrates. With regards to the errors on the experimental lattice constants, it has

been claimed that the uncertainty from X-ray diffraction can reach 0.0001 Å or

even smaller [63; 64]. A more detailed discussion on the experimental literature

can be found in chapter 3.

5.3.5 Discussion

As is consistent with DFT literature, for all nitrates, the LDA functional gave

the smallest value of a0, underestimating, relative to the experimental data, the

lattice constants for Ba(NO3)2, Sr(NO3)2, Ca(NO3)2, and Pb(NO3)2 by up to

2.6 %, 3.7 %, 4.1 % 2.8 %, respectively. It is shown throughout the literature

that LDA often under estimates the lattice parameters [38]. Since the LDA

exchange functional assumes a uniform electron density throughout the struc-

ture, it is unsurprising that it does not necessarily provide an accurate descrip-

tion of the electron arrangement of a material that has both covalent and ionic

bonds present, such as the nitrates of interest. The PBE functional gave the

largest lattice constants for all nitrates, overestimating the experimental data

of Ba(NO3)2, Sr(NO3)2, Ca(NO3)2, and Pb(NO3)2 by up to 2.1 %, 1.7 %, 1.7 %

1.8 %, respectively. The WC functional proved to be most consistent with ex-

perimental work, producing lattice parameters within 0.32 %, 0.76 %, 0.01 %, and

0.32 %, for Ba(NO3)2, Sr(NO3)2, Ca(NO3)2, and Pb(NO3)2, respectively. Fur-

thermore, the relaxed structures were all found to have Pa3 symmetry, which

is in good agreement with the experimental literature (as shown in tables 3.1

and 3.2). These results show that ab initio DFT calculations describe the po-

sitional relationship between the atoms appropriately (regardless of whether a
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5.4 Bulk modulus

LDA, GGA, WC, PW91 functional is used).

Reliability of experimental results

An important notion to bear in mind, when deciding upon the accuracy of ab

initio calculations is whether experimental results are a reliable comparison. Ar-

guably for simple structures in simple conditions the experimentally determined

properties (like lattice parameters) will be good results to compare to. How-

ever, the range of published lattice parameters are from 0.25 % for barium and

0.4 % for strontium. In these cases it is justifiable to compare the DFT results to

experimental results to determine which functional is the most appropriate.

5.4 Bulk modulus

The bulk modulus (B) describes a material’s resistance to an applied uniform

stress through the equation

B = V
δ2E(V )

δV 2

∣∣∣∣
V=V0

= −V δP
δV

∣∣∣∣
V=V0

(5.2)

where E(V ) is the total ground state energy, P is the pressure, and V is the

volume. Experimentally, B can be determined using powder diffraction under

applied pressure, measuring the change in volume and then fitting a suitable

equation of state (EOS). There exists a number of different EOSs, such as the

Murnaghan, Rose-Vinet, and Poirier-Tarantola [69; 70; 71]. The relative merits

have been discussed in detail by [72], who conclude that “for strains less than

30 %, it probably doesn’t matter what equation of state you use”. The maximum

strain used in this study is ±3 % and a comparison of the different EOSs gave

negligable difference in the final value. That being said, the third-order Birch-
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5.4 Bulk modulus

Table 5.3: Calculated lattice parameters a0 (Å) for Ba(NO3)2, Sr(NO3)2,
Ca(NO3)2 and Pb(NO3)2, alongside available literature data. For exper-
imental data the temperature (K) is given when available.

Material Method xc functional a0 Reference

Ba(NO3)2 DFT PBE 8.277
DFT WC 8.136
DFT LDA 7.925
DFT PW91 8.275
exp. (293 K) 8.1184(2) [10]
exp. (293 K) 8.11021(7) [14]
exp. 8.126 [11]
exp. 8.126 [12]
exp. 8.13 [13]
exp. 8.126 [15]
DFT† PBE 8.370 [67]

Sr(NO3)2 DFT PBE 7.911
DFT WC 7.767
DFT LDA 7.547
DFT PW91 7.916
exp. (293 K) 7.7813(2) [10]
exp. (173 K) 7.822(1) [16]
exp. 7.826 [12]
exp. 7.83 [13]

Ca(NO3)2 DFT PBE 7.748
DFT WC 7.616
DFT LDA 7.318
exp.‡ 7.6150 [12]

Pb(NO3)2 DFT PBE 7.996
DFT WC 7.834
DFT LDA 7.648
DFT PW91 7.979
exp. 7.8586(2) [62]
exp. 7.853 [17]

† Calculated with Quantum-Espresso software
‡ Naturally hydrated, included for completeness [68]
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5.4 Bulk modulus

Table 5.4: Selected interatomic distances (Å) and angles (◦). Experimental data taken
from [10]. n is the number of equivalent values and t is the type of distance.

Atoms t n xc functional Ba(NO3)2 Sr(NO3)2

MO12 polyhedron
M−O a 6 PBE 2.935 2.760

WC 2.882 2.703
LDA 2.805 2.650
exp. 2.8789 (6) 2.7153 (5)

M−O b 6 PBE 2.999 2.886
WC 2.947 2.828
LDA 2.866 2.726
exp. 2.9414 (6) 2.8381 (5)

Nitrate group
N−O PBE 1.271 1.263

WC 1.259 1.257
LDA 1.252 1.250
exp. 1.2465 (6) 1.2467 (5)

O−O PBE 2.201 2.188
WC 2.180 2.178
LDA 2.168 2.165
exp. 2.1589 (12) 2.1594 (10)

O−N−O PBE 120.00 120.00
WC 120.00 120.00
LDA 120.00 120.00
exp. 120.00 (07) 120.00 (06)

Short N−N distances
N−N 1 PBE 4.261 4.229

WC 4.205 4.146
LDA 4.097 4.032
exp. 4.1794 (6) 4.1753 (6)

N−N 6 PBE 4.466 4.255
WC 4.386 4.172
LDA 4.272 4.080
exp. 4.3803 (6) 4.1626 (6)
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Murnaghan EOS [73] will be presented in this work

P (V ) =
3B0
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]}
(5.3)

where P represents the pressure, V0 the equilibrium volume, V is the strained

volume, B0 is the bulk modulus at zero pressure, and B′0 is the first derivative

with respect to pressure,

B′0 =
δB0

δP

∣∣∣∣
V=V0

=
δ

δP

(
V
δ2E

δV 2

)∣∣∣∣
V=V0

(5.4)

The internal energy E(V ) can be found by integration of the pressure to give

E(V ) = E0 +
9V0B0

16


[(
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3

− 1

]3
B′0 +
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]2 [
6− 4
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V0
V

) 2
3

]
(5.5)

where E0 is the equilibrium energy at zero pressure.

Computationally, B can be calculated in a similar fashion in which the lattice

constants are adjusted across V0 and the subsequent change in total energy are

calculated. The data can then be fitted to equation 5.5 to get a value for B.

5.4.1 Methodology

The unstrained structure was taken from the geometry optimised calculations

in section 5.3. a0 denotes the unstrained lattice constant and for these set of

calculations the lengths along all planes were set to be consistent with each other

(a = b = c). A uniform strain was applied to a0, ranging from ± 3% in steps

of 0.5%. For each step a geometry optimisation calculation was performed with

fixed lattice parameters and unit angles, but allowing internal atoms to fully

relax. The electronic ground state energy (E) was then plotted against unit cell

volume (V ) and the Birch-Murnaghan EOS was fitted via equation 5.5.
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The EOS has four unknown parameters (V0, E0, B0, B
′) and so in order to fit

the equation, a second order parabolic fit (y = ax2 + bx+ c) was first used. This

provided analytic guesses for the unknown parameters, where

V0 = −b/(2a). (5.6)

Since the minimum volume is when dE/dV = 0, a preliminary guess for E0 was

therefore

E0 = aV 2
0 + bV0 + c (5.7)

and from 5.2 we have

B = V0
d2E

dV 2
(5.8)

to provide an initial estimation for B. The initial estimation for B′ was chosen to

be 4 as it has been shown to lie between 3 and 5 for most real solids [74]. Least

squares regression was then used to find the actual fit of the EOS to give the final

values of V0, E0, B0, and B′. In this context, the volume per formula unit is of

interest, where the unit cell volume V (a) = qa3 uniquely determines the lattice

parameter a through a dimensionless constant q which depends on the crystal

symmetry (q = 1, q = 1/4, and q = 1/2 for sc, fcc, and bcc lattices, respectively)

[75]. Finally, it has been shown that the final values are dependent on the choice

of V0, E0, B0, and B′ [76], therefore alternative values were also investigated to

ensure the chosen values are appropriate.

5.4.2 Results

The bulk moduli of Ba(NO3)2 and Sr(NO3)2 were calculated using the PBE,

WC and LDA functionals. Figures 5.8 and 5.9 show the change in ground state

energy as a function of volume for Ba(NO3)2 and Sr(NO3)2 with a fitted Birch-

Murnaghan EOS (equation 5.5), respectively. From these EOS fits, the bulk

moduli were determined and these are given in table 5.5.
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5.4 Bulk modulus

Table 5.5: Bulk modulus (B GPa) for Ba(NO3)2 and
Sr(NO3)2, calculated using the Birch-Murnaghan EOS.
Where a0 is given in Å and temperature is given in K (a

Ref. [65], b Ref. [77]).

Material Method Functional a0 B

Ba(NO3)2
DFT PBE 8.277 27.29
DFT WC 8.136 28.03
DFT LDA 7.925 38.64
exp.a 23.52

exp.b (0 K)* 29
Sr(NO3)2

DFT PBE 7.911 27.72
DFT WC 7.767 33.48
DFT LDA 7.547 45.89
exp.a 33.66

exp.b (0 K)* 38

* extrapolated from data

5.4.3 Discussion

Both the PBE and WC functionals produced values that were in reasonable agree-

ment with the experimental results, particularly for Ba(NO3)2 where the values

were within 10 % of the extrapolated 0 K values. However, the LDA functional

overestimated the bulk modulus by up to 50 %, relative to the experimental val-

ues. This is because the LDA functional predicts a lower lattice constant com-

pared to the PBE and WC functionals, therefore B calculated using the LDA

functional bulk modulus is greater than the other two. Since the atoms are closer

to each other they would give a greater resistance to a given strain compared with

a unit cell with a larger lattice parameter. Likewise, the PBE functional predicted

a smaller lattice parameter compared to the WC functional and therefore a larger

value for B was calculated from the structure.
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Figure 5.8: For Ba(NO3)2, the change in ground state energy, due to an applied strain,
against unit cell volume. The markers are the calculated values, whereas as the solid
lines represent the fitted EOS.
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Figure 5.9: For Sr(NO3)2, the change in ground state energy, due to an applied strain,
against unit cell volume. The markers are the calculated values, whereas as the solid
lines represent the fitted EOS.
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Figure 5.10: The variations about ratio of the normalized volume V/V0 with the
applied pressure for Ba(NO3)2.

5.4.4 Pressure dependence

Following on from the Birch-Murnaghan equation of state, the pressure P versus

the normalised volume (V/V0) can be obtained through the following thermody-

namic relationship

P = −dE
dV

=
B0

B′0

[(
V

V0

)−B′0
− 1

]
, (5.9)

where B′0 = dB0

dp
and B0 are the pressure derivative of the bulk modulus and zero

pressure bulk modulus, respectively. The relationship of pressure as function of

normalised volume can be seen in figures 5.10 and 5.11

5.5 Elastic constants

The stress-strain and energy-strain [78] have been applied extensively in the lit-

erature, however they have yet to be applied to Ba(NO3)2 or Sr(NO3)2. Barium

nitrate crystallises in a face centred cubic system and therefore it has three elastic
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Figure 5.11: The variations about ratio of the normalized volume V/V0 with the
applied pressure for Sr(NO3)2.

constants, C11, C12 and C44 [17].

5.5.1 Theory

Elastic constants are used to describe the response of materials to external forces.

Experimentally, the elastic properties of a material can be determined by applying

forces, which are described in terms of stress σ and determining displacements of

atoms which are described in terms of strain ε.

Stress has components σij, where the force can be applied along three direc-

tions (i) and on three faces (j ). It is defined locally, so that σij = σij(r) and there

are two main types of stresses; compression and shear. Of these, there are three

types of compression stress (σxx, σyy, σzz), where

σxx =
Fx
Ax

(5.10)

and Fx and Ax are the force and the area in the x direction, respectively. There

are also six types of shear stress (σxy, σxz, σyx, σyz, σzx, σzy). The shear stress of
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5.5 Elastic constants

force acting in the y direction on an area in the x direction is given by

σyx =
Fy
Ax

. (5.11)

Similarly to stress, strain has compression strain (εxx, εyy, εzz)

εxx =
dux
dx

(5.12)

as well as shear strain (εxy, εxz, εyx, εyz, εzx, εzy)

εyx =
duy
dx

. (5.13)

Elastic constants (C) are used to relate the strain and stress in a linear fashion,

where

σij =
∑
ij

Cijklεkl . (5.14)

In its most general form, the matrix C has 3 × 3 × 3 × 3 = 81 components.

However, due to the symmetrical form of σij and εij only 36 elastic constants

are required. These constants are denoted by Cmn, where indices m and n are

defined as 1 = xx, 2 = yy, and 3 = zz for the compression components and as

4 = yz, 5 = zx, and 6 = xy for the shear components. In full we have the matrix
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equation

compression mixed

σxx

σyy

σzz

σyz

σzx

σxy


=



C11 C12 C13 C14 C15 C16

C21 C22 C23 C24 C25 C26

C31 C32 C33 C34 C35 C36

C41 C42 C43 C44 C45 C46

C51 C52 C53 C54 C55 C56

C61 C62 C63 C64 C65 C66





εxx

εyy

εzz

εyz

εzx

εxy



compression

shear

stress mixed shear strain

(5.15)

where all 36 elastic constants are independent. However, in cubic crystals, x, y

and z are identical by symmetry therefore C11 = C22 = C33, C12 = C21 = C23 =

C32 = C13 = C31, and C44 = C55 = C66. Furthermore, the off diagonal shear

components are zero, i.e. C45 = C54 = C56 = C65 = C46 = C64 = 0, and mixed

compression/shear coupling does not occur, i.e. C14 = C41 = ... = 0. The cubic

elasticity matrix now has the form

compression mixed

σxx

σyy

σzz

σyz

σzx

σxy


=



C11 C12 C12

C12 C11 C12 0

C12 C12 C11

C44 0 0

0 0 C44 0

0 0 C44





εxx

εyy

εzz

εyz

εzx

εxy



compression

shear

stress mixed shear strain

(5.16)

For a cubic crystal, like barium nitrate, there are only three independent elastic

constants (C11, C12, C44), see figure 5.12. C11 is the longitudinal compression
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Figure 5.12: The elastic constants for a fcc structure.

(Young’s modulus),

C11 =
σxx
εxx

=
F/A

u/L

C12 is the transverse expansion,

C12 =
σxx
εyy

and C44 is the shear modulus,

C44 =
σxy
εyy

=
F/A

φ
.

A simple test to see whether the elastic constants for cubic materials are mechan-

ically stable is if the conditions

B > 0,

C11 − C12 > 0,

C44 > 0,

are all satisfied.

5.5.2 Temperature dependence

Elastic constants are temperature dependent and therefore consideration is re-

quired when comparing computational results with experimental data. Figure
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3.1 and 3.2 show the temperature dependence of barium nitrate for a range of 4–

300 K. Typically, phonon zero-point and thermal effects that are usually present

in experimental data are absent for theoretical DFT calculations. A proposed

way around this is to extrapolate experimental data to zero temperature and

then subtract the zero-point contribution, yielding a value that is directly com-

parable to calculated ab initio results [74]. The extrapolated values of C11, C12

and C44 are 36, 25 and 15 GPa, respectively. All experimental data referenced in

this work have the temperature given when possible.

5.5.3 The energy-strain method

The first approach outlined in this study is the energy-strain method. This

has been used successfully to calculate the elastic constants of a large range

of materials, such as Ni3Al [79] and Al−Li compounds [80]. The elastic constants

for a cubic structure can be determined by applying two independent volume

conserving strains and, as the name suggests, calculating the energy as a function

of specific lattice strains (typically ±5 %). A benefit of using a volume conserving

strain to determine the elastic constants using DFT is that it reduces errors that

may arise from differences in volume.

To calculate C11−C12, for a cubic structure, the volume-conserving orthorhom-

bic strain tensor is used,

ε =


1 + δ 0 0

0 1− δ 0

0 0 1 + δ2

1−δ2

 (5.17)

which comprises a dimensionless relative strain δ, leading to the changes

a = a0(1 + δ),
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b = b0(1− δ),

c = c0(1 +
δ2

1− δ2 )

where a0, b0, and c0 are the lattice parameters for the unstrained cell. The angles

remain unchanged, α = β = γ = 90◦. The change in the total energy from the

unstrained value can be expressed as

E(δ) = E(−δ) = E(0) + (C11 − C12)V δ
2 +O[δ4] (5.18)

where E(0) is the energy of the unstrained lattice and V is the volume of the

unit cell (Note: there are no pressure terms because ∆V = 0.). C11−C12 can be

determined by taking the differential of E(δ) against δ2, calculated via a line of

best fit, using the following relationship from equation 5.18,

C11 − C12 =
1

V

dE(δ)

dδ2
. (5.19)

To determine the two elastic constants the bulk modulus also needs to be calcu-

lated (this is typically done using an equation of state). Equation 5.19 can be

solved simultaneously with

B =
1

3
(C11 + 2C12) (5.20)

to calculate both C11 and C12.

For C44, the volume conserving monoclinic strain tensor is used,

ε =


1 1

2
δ2 0

1
2
δ2 1 0

0 0 1 + δ2

4−δ2

 (5.21)
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which produces the following changes to the lattice parameters and angles

a = b =

√
a20 + a20

δ2

4
, (5.22)

c = a0

(
1 +

δ2

4− δ2
)
, (5.23)

γ = arccos

(
4δ

4 + δ2

)
. (5.24)

Similarly to C11 −C12, C44 is determined by calculating the ground state energy

against δ2 using the relationship

E(δ) = E(−δ) = E(0) +
1

2
C44V δ

2 +O[δ4]. (5.25)

The relationship between E(δ) and δ2 can then be plotted, in which the elastic

constant is simply

C44 =
2

V

dE(δ)

dδ2
. (5.26)

The energy-strain calculation procedure

The cutoff energy and k-point spacing used are the same used throughout this

study. The initial, unstrained, structure is the geometry optimised structure

determined from section 5.3 (in which the results from a given functional are

used for the same functional only).

The procedure for calculating the elastic constants using the energy-strain

method is as follows: Using P1 symmetry (since applying a strain will break the

original symmetry) perform geometry relaxation calculations with fixed lattice

constants and angles. Apply the strain (δ) to the system (using equation 5.17

for C11 − C12 and equation 5.21 for C44), where δ = 0.00, 0.01,. . . , 0.05. Plot

a graph of the difference between strained and unstrained ground state energy
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(E(δ) − E(0)) against the applied strain squared (δ2). Then apply a linear fit,

in which the differential (dE(δ)/dδ2) can be substituted into equation 5.19 to

calculate C11 − C12 (or equation 5.26 to calculate C44 if using the monoclinic

strain tensor).

5.5.4 The stress-strain method

Rather than calculating the ground state electronic energy as a function of strain,

it is also possible to use the fundamental stress-strain relationship

σ = Cε

to calculate C as a function of stress. DFT calculations can be used to determine

the stress on a system and therefore it is possible to apply a strain, calculate the

resulting stress and determine the gradient between the two to get the elastic

constant. For a cubic structure, the strain tensor

ε =


1 + δ 0 0

0 1 1
2
δ

0 1
2
δ 1

 (5.27)

contains all the appropriate strains on a cubic system to allow all three elastic

constants (C11, C12 and C44) to be determined. The values of strains typically

used are δ = -0.003, -0.001, 0.001, 0.003. Therefore, in total 5 relaxation calcula-

tions are required; one for the original structure and one for each of the 4 strains

applied to the structure. The strain gives the following changes to the lattice

constants

a = a0(1 + δ);

b = c =

√
a20 + a20

δ2

4
;
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γ = arccos

(
4δ

4 + δ2

)
.

The value of stress is plotted against the value of strain for each elastic constant.

Where the gradient is simply the elastic constant

dσ

dε
= C. (5.28)

The stress-strain calculation procedure

The procedure for calculating the elastic constants using the stress strain-method

is as follows: Apply strain from equation 5.27 with δ = -0.003, -0.001, 0.001, 0.003.

Using P1 symmetry (since applying a strain will break the original symmetry)

perform geometry optimisation calculations with fixed lattice parameters and

angles. Obtain the stress tensor results from the DFT calculations. Plot strain

(δ) against stress (ε) for C11, C12, C44. Apply a linear fit in which the gradient is

the elastic constant (see equation 5.28).

5.5.5 Benchmarking

To increase confidence in the methods described within this section, benchmark-

ing calculations were performed for various structures found within the literature

(both experimental and theoretical studies) to investigate consistency and repro-

ducibility. The materials selected for this were Al, Ni3Al, MgO, and BaO. The

elastic constants for a selection of materials can can be found in table 5.6. All

the materials chosen have a cubic structure. The plane wave and k-point conver-

gences can be found in Appendix A. The approach used for these convergences

are the same used for the nitrates, outlined in section 5.2.

MgO was chosen for the large range of literature available, both experimen-

tal and from DFT, performed with both the LDA and PBE functional. The

lattice parameter calculated using the PBE functional was within 0.35 % of the
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PBE results in the literature and 0.8 % of the available experimental data. The

elastic constants in this study with the energy-strain and stress-strain methods

are within 2 %, 3 %, and 3 %, for the C11, C12, and C44 elastic constants. The

strain-stress results in this study compared to the stress-strain data in the lit-

erature are within 4 %, 4.1 %, and 5 %, for C11, C12, and C44, respectively. The

LDA functional has similar agreements compared to other studies using the LDA

functional. Available experimental data for the elastic constants of MgO has also

been included, with the temperature and lattice constants given when available.

Data for the temperatures of 80 K and 298 K are available. However, the data

was deemed insufficient to allow a meaningful attempt to extrapolate the data

to 0 K (furthermore, the inclusion of a zero-point energy correction has also been

neglected). Nonetheless, to get a feel for the difference between the experimental

data and DFT calculations a comparison of all the data in this study and the

experimental data at 80 K was made and all the ab initio values are within 8.5 %,

4.5 %, and 8.6 %, for the C11, C12, and C44 elastic constants. In this particular

case, the stress-strain method with the PBE functional had the least agreement

with the experimental data for all given elastic constants. The LDA functional,

for all studies considered, estimated values closer the experimental data for MgO,

than the PBE functional.

Extensive step by step calculations of the elastic constants of Ni3Al have been

published using the energy-volume method [79]. Unfortunately, the DFT code

and convergence tolerances and method of wavefunction description is not avail-

able, so a detailed comparison of their energy-strain results and the energy-strain

results performed in this study is not possible. However, the lattice constant cal-

culated in this study is within 0.2 % of theirs, are within 8 %, 5 %, and 1.5 %, for

C11, C12, and C44, respectively. The stress-strain and energy-strain calculations

performed in this study used the same structures, plane wave cutoff energies,

and k-point sampling, where the only variable is the method used. The percent

differences for C11, C12, and C44 elastic constants are within 2.5 %, 5.5 %, and
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2.5 %, respectively.

Due to the lack of literature for BaO only the stress-strain method with the

PBE method was conducted. The interatomic potentials were fitted with the

experimental data so it is expected to be consistent. However it is interesting to

note the disagreement with the C44 which differs by 26 % (in this instance the

stress-strain PBE data seemingly estimates the experimental value perfectly). a0

was within 1.4 % whereas C11, C12, and C44 where within 5.2 %, 13.5 %, and 8.7 %,

respectively.

Finally, Al was also investigated due to the large amount of available data in

the literature, with a particular interest to see how the LDA functional compares

with the PBE functional. As is consistent with general expectations, the PBE

functional estimates a greater lattice constant compared with the LDA. Unfor-

tunately, the experimental elastic constant results were not presented with the

lattice constants used. However, values were extrapolated to 0 K by both authors

of the respective studies and are included here. The two sets of extrapolated data

for Al at 0 K differ by up to 15 %, 9.5 %, and 2.5 %, for C11, C12, and C44, respec-

tively. The method of extrapolation and whether or not any sort of corrections

or whether any metallic phenomena of Al occur or were included were not stated

in the studies. However the aim of this discussion is just to consider the level of

consistencies between studies on what is an arguably simple structure.

The practice of benchmarking within this study has highlighted a number of

considerations that provide insight into the reliability and quality of DFT calcula-

tions. The reproducibility of DFT data has been touched upon. Despite the large

number of different assumptions, within different codes, and the different ways

these codes perform DFT calculations, results can still be relatively consistent.
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Table 5.6: The elastic constants (GPa) for a selection of materials, where a0 (Å)
is the lattice constant, and SS and ES indicate the stress-strain and energy-strain
methods, respectively. For DFT calculations, the xc functionals are given in paren-
theses. For experimental data, the temperature (K) is given when available.

Material Method a0 C11 C12 C44 Ref.

Al
SS (PBE) 4.035 117.5 58.6 39.2
(PBE) 110.2 54.8 30.4 [81]
(PBE) 110.5 58.0 31.1 [82]
SS (LDA) 3.976 132.1 62.1 43.1
(LDA) 3.95 124 65.2 45.5 [83]
(LDA) 3.99 121±2 63±1 33±5 [84]
(LDA) 4.05 100±3 50±2 31±1 [84]
exp. (0 K)* 123 70.8 30.9 [85]
exp. (293.2 K) 112.9 66.5 27.83 [85]
exp. (0 K)† 114.3 61.9 31.6 [86]
exp. (300 K) 106.8 60.7 28.2 [86]

MgO
SS (PBE) 4.245 269.5 89.5 143.3
ES (PBE) 4.245 274.0 86.9 143.7
SS (PBE)‡ 4.231 276 86 149 [87]
SS (PBE)‡ 4.251 279.9 90.9 136.7 [88]
ES (GGA)** 4.237 279 93 146 [89]
SS (LDA) 4.204 272.1 85.6 148.6
ES (LDA) 4.204 277.1 83.1 149.1
SS (LDA) 4.231 291 92 156 [87]
SS (LDA) 4.251 291 91 139 [90]
exp. (298 K) 297.1 95.4 156.1 [91]
exp. (80 K) 298.7 85.6 156.7 [92]
exp. (300 K) 289.3 87.7 154.8 [92]
exp. 4.213 294 93 155 [87]

BaO
SS (PBE) 5.610 119.6 42.3 36.6
exp. 5.534 124.4-126.1 48.69-50.03 33.68 [93]
MD†† 5.54 126.30 49.20 49.40 [94]

Ni3Al
SS (PBE) 3.576 260.9 140.9 127.43
ES (PBE) 3.576 255.1 148.9 130.48
ES 3.569 243.1 155.9 131.9 [79]

* Extrapolated from measurements between 773 K and 63 K
† Extrapolated from measurements carried out down to 4 K
‡ DFT calcualtions performed using VASP
** Specific type of GGA not specified
†† Molecular dynamics (MD)
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Figure 5.13: Calculated energy as a function of applied strain squared, for C11 − C12

and C44, for Ba(NO3)2.

5.5.6 Results: barium and strontium nitrate

The unstrained starting structure for the elastic constants calculations are the

refined structures shown in table 5.3, all with Pa3 symmetry, and lattice constants

(a0) of 8.277 Å, 8.136 Å, and 7.925 Å for the PBE, WC, and LDA functionals,

respectively. Identical plane wave cutoff energies and k-point grid spacings were

used throughout all calculations.

The Ba(NO3)2 energy-strain results for C11−C12 and C44 can be found in fig-

ures 5.13a and 5.13b, respectively. Whereas, the equivalent results for Sr(NO3)2

are shown in figures 5.14a and 5.14b. Graphs of the stress-strain results for

Ba(NO3)2 and Sr(NO3)2 can be seen in figures 5.15 and 5.16, respectively. Simi-

larly to the energy-strain method, deviations from the linear fits can be seen for all

stress-strain graphs, however, they also all fall within the convergence tolerances

of the relaxation calculations.

The calculated elastic constants for Ba(NO3)2 and Sr(NO3)2 can be seen in

table 5.7, alongside experimental data from the literature [77], in which the elastic

constants were calculated via the ultrasonic pulse superposition method. For both

Ba(NO3)2 and Sr(NO3)2, the energy-strain and stress-strain results are compared
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by first considering the difference between C11 − C12 for the two methods. With

regards to Ba(NO3)2, the difference is within 28.5 %, whereas for Sr(NO3)2 the

difference is within 25 %. These are rather large, however when using B (taken

from 5.4) to separate C11 and C12 for the energy-strain results and then comparing

them to the stress-strain method individually produces differences of 1.5 % and

11 % for C11 and C12, respectively, for Ba(NO3)2. As for Sr(NO3)2, the differences

are 5.2 % and 6.2 % for C11 and C12, respectively. Similarly to the benchmark

calculations in section 5.5.5, the energy-strain and stress-strain results are in good

agreement.

The experimental data available ranged from 300 K to approximately 30 K (see

figures 3.1 and 3.2). It is clear to see from the graphs that the extrapolation is a

rather crude one. However, the figures do highlight the effect temperature has on

the elastic constants, showing that they are inversely related to temperature: the

elastic constants increase by approximately 23 %, 21 %, and 17.5 % for C11, C12,

and C44, respectively, for Ba(NO3)2 from 294 K to 0 K. Whereas for Sr(NO3)2,

the increases are approximately 15 %, 13 %, and 19.5 %, for C11, C12, and C44,

respectively.

5.5.7 Discussion

A useful quirk of both methods is that the elastic constants are determined from

linear fits, which therefore provides preliminary reassurance that the calculations

have performed as expected. In figure 5.13a, slight deviations from the line of

best fit exists, although the differences are within the tolerances of the relaxation

calculations and therefore to be expected.

Contrary to what one may expect, it is interesting to note that the elastic

constant estimations are seemingly uncorrelated to the size of lattice constants

used, with respect to comparison of the functionals used. Whether or not this

is due to the precision, accuracy, or errors, or whether this simply highlights the
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5.5 Elastic constants

differences of the functionals used, has yet to be deduced.

Regardless of the discrepancies of the lattice parameters when comparing lat-

tice parameters and functionals, the elastic properties of Sr(NO3)2 to Ba(NO3)2

do reflect the behaviour of the ionic radii

ρSr2+(1.27 Å) < ρBa2+(1.43 Å) (5.29)

in that on a whole, all of the elastic constant estimations for strontium nitrate

are larger than their barium nitrate equivalents. The only exception being WC

C12 which appears to overestimate C12 for Ba(NO3)2 (if one were to expect the

value to be between the PBE and LDA estimates) and to underestimate the C12

for Sr(NO3)2 (again, with regards to what one may expect comparing it to the

LDA and PBE estimates). Experimental studies show that the thermoelastic

properties between Ba(NO3)2, Sr(NO3)2, and Pb(NO3)2 are influenced more by

the cationic radius than the electronic structure of the cation [77].

One would expect the elastic constants to be a function of lattice constant,

with a smaller lattice constant producing a larger elastic constant. Since the

lattice constant increases from LDA to WC to PBE, it may be expected that the

elastic constants follow in inverse trend, with LDA estimating the largest value

and PBE the smallest. The prediction is satisfied when considering just PBE and

LDA, however, C12 for WC does not follow this relation.

Michard et al. investigated Cauchy’s relationship, ∆ = C12 − C44, and com-

pared the value of ∆ for barium, strontium, and lead nitrate [17]. A weak value for

barium nitrate was deduced, (∆ = 13.6 GPa, 7.8 GPa, and 14.3 GPa for Sr(NO3)2,

Ba(NO3)2, and Pb(NO3)2, respectively) with the suggestion that the larger unit

cell, and therefore longer NO–
3−NO–

3 distance, is the reason for the relatively

low ∆ value. Using the stress-strain in this study, for Ba(NO3)2 for PBE, WC,

and LDA, ∆ is 12.33 GPa, 16.69 GPa and 17.24 GPa, respectively. Whereas for

Sr(NO3)2, ∆ is 12.42 GPa, 7.28 GPa and 12.89 GPa, respectively. These values
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Figure 5.14: Calculated energy as a function of applied strain squared, for C11 − C12

and C44, for Sr(NO3)2.

are not consistent with the weak Ba(NO3)2 ∆ findings within the literature.

5.6 Conclusions

In this chapter ab initio relaxation calculations were performed to determine

the crystal structure of Ba(NO3)2, Sr(NO3)2, Ca(NO3)2, and Pb(NO3)2, using

the PBE, WC, and LDA functionals. The results were compared alongside data

within the literature and the refined structures of Ba(NO3)2 and Sr(NO3)2 were

then used for ab initio bulk modulus and elastic constants calculations. The re-

sults of which, were show to be in good agreement with experimental results from

the literature. It has been shown that ab initio DFT calculations can determine

the structure of divalent nitrates that are in agreement with computational re-

sults. Furthermore, DFT calculations have calculated the elastic moduli of said

divalent nitrates with agreeable results to experimental methods. This shows

that DFT is a reliable tool for similar calculations but for mixed nitrates (such

as BaxSr1-x(NO3)2), which will be the focus of the following chapter.
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Figure 5.15: The C11, C12, and C44 of Ba(NO3)2 elastic constants calculated using
the stress-strain method. Where (a) is the GGA PBE functional, (b) the GGA WC
functional, and (c) is the LDA functional.
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Figure 5.16: The C11, C12, and C44 of Sr(NO3)2 elastic constants calculated using
the stress-strain method. Where (a) is the GGA PBE functional, (b) the GGA WC
functional, and (c) is the LDA functional.
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Table 5.7: Calculated elastic moduli (GPa) for Ba(NO3)2 and Sr(NO3)2, using the
energy-strain (ES) and stress-strain (SS) methods, alongside experimental data for
both 293 K and 0 K (extrapolated). Where a0 is given in Å (a Ref. [65], b Ref. [77]).

Material Method Functional a0 C11 C12 C44 B

Ba(NO3)2
ES PBE 8.277 34.94 23.93 11.60 27.26†

SS PBE 8.277 35.42 26.85 10.16 29.71‡

SS WC 8.136 35.46 31.16 13.92 32.59‡

SS LDA 7.925 39.29 33.15 18.62 35.20‡

exp.a (0 K)* 36 25 15 29
exp.a (298 K) 8.11 29.21 20.57 12.82
exp.b (293 K) 29.25 20.65 12.77 23.52

Sr(NO3)2
ES PBE 7.911 44.02 31.00 15.20 29.52†

SS PBE 7.911 46.40 29.20 16.78 34.93‡

SS WC 7.767 45.03 27.81 20.53 33.55‡

SS LDA 7.547 52.14 36.96 24.07 42.02‡

exp.a (0 K)* 49 33 19 38
exp.a (298 K) 42.81 29.46 15.84
exp.b (293 K) 7.7798 42.55 29.21 15.90 33.66

* extrapolated from data range 4-300 K
† calculated using EOS from equation 5.5
‡ calculated from C11 and C12 from equation 5.20
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Chapter 6

Solid solutions

6.1 Introduction

This chapter covers all the DFT calculations relative to the BaxSr1-x(NO3)2 com-

plex, as well as including BaxCa1-x(NO3)2 for comparison. The cohesive energy

for Ba(NO3)2, Sr(NO3)2, and Ca(NO3)2 were first calculated. Then the formation

energy of various point defects within the barium nitrate structure were calcu-

lated. The effect of the composition of BaxSr1-x(NO3)2 on the lattice parameter,

and atomic position, were also investigated. This was done using the unit cell at

concentrations of x = 0.25 ranging from 0−1. Following this, the thermodynam-

ics of the complex were investigated with properties such as Gibbs free energy

and mixing enthalpy calculated, leading to the T−x phase diagram.

6.2 Cohesive energy

The cohesive energy (also known as the atomisation energy) of a crystal is defined

as the energy required to separate a crystal at equilibrium into neutral free atoms

at rest, at infinite separation, with the same electronic configuration, at 0 K [86].

To clarify the difference, the cohesive enthalpy includes the additional energy to
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6.2 Cohesive energy

Table 6.1: Taken from the CRC handbook, thermodynamic properties of ions and
neutral species in aqueous solution [96].

Species ∆fH
◦ ∆fG

◦ S◦ Cp
(kJ mol−1) (kJ mol−1) (kJ mol−1 K−1) (kJ mol−1 K−1)

Ba2+ -537.6 -560.8 9.6
Sr2+ -545.8 -559.5 -32.6
NO–

3 -207.4 111.3 146.4 -86.6
Ba(NO3)2 -942.4 -783.3 302.5
Sr(NO3)2 -960.5 -782.0 260.2

convert the materials of interest at desired temperatures, such as 298 K. Finally,

lattice potential energy of an ionic solid is the total energy required to separate

a solid to form independent gaseous ions. It is important to be careful when

defining reference states and comparing experimental to ab initio data, as it

has been shown that there has been much confusion between cohesive energy

and enthalpy throughout the literature, particularly when comparisons are made

between empirical and ab initio studies [95].

The results presented in this chapter will all be of the cohesive energy, but they

will be compared with experimental data accordingly (table 6.1 shows published

experimental enthalpies for the nitrates of interest). The cohesive energy Ecoh

can be expressed as

Ecoh = Esolid −
∑
A

Eisolated
A (6.1)

where Esolid is the energy of the solid material and Eisolated
A is the energy of an

individual atom A at ground state. Calculating a material’s cohesive energy can

subsequently provide information on the most likely crystal structure a solid will

adopt, which is the system with the lowest energy and therefore the highest Ecoh.

6.2.1 Methodology

Periodic boundary conditions are inherent within the CASTEP code, therefore

in order to determine the energy of an isolated atom, boundary effects need to be
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6.2 Cohesive energy

Table 6.2: Calculated cohesive energies (eV) for divalent metal nitrates. Experimental
results taken from [96].

Material PBE WC LDA exp.

Ba(NO3)2 19.62 20.49 21.21 20.49
Sr(NO3)2 19.48 20.46 21.66 21.70
Ca(NO3)2 19.43 20.20 21.69 21.44

carefully catered for. The isolated atom is placed in the centre of a cubic supercell,

with lattice parameter a. To eliminate any interference from the atom’s periodic

image, finite energy calculations are performed across increasing cell sizes until

the change in energy converges within a chosen tolerance. It is then possible to

extrapolate the data to a→∞. The bulk material results are taken from section

5.3. Appropriate plane wave cutoff energies and k-point sampling calculations

were performed before the calculations, in accordance to section 5.2.

6.2.2 Results and discussion

The change in energy as a function of supercell size for the isolated atoms of Ba,

Sr, N, and O can be found in figure 6.1. All atoms converged within 1 meV/atom

with a supercell of 14 Å. The calulated cohesive energies of Ba(NO3)2, Sr(NO3)2,

and Ca(NO3)2 can be found in table 6.2, along with experimental results for

comparison.

The overbinding of LDA is evident in the results, with it producing the largest

cohesive energy for all nitrates. What is also interesting is that both the GGA

functionals estimate increasing cohesive energies as ionic radii increase, Ca > Sr >

Ba. Whereas LDA shows the opposite trend but with larger differences between

the materials. This may be due to the larger electron density gradient present in

Ca(NO3)2 due to the atoms being closer together.
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Figure 6.1: The change in energy (∆E) between successive total energy calculations
of a single atom in a cubic supercell. Calculated with the WC functional.

6.3 Point defects of Ba(NO3)2

Defects can play a major role in a material’s properties and have been studied

using DFT across a broad range of applications. The main types of point defects

can be found in figure 6.2. With regards to Ba(NO3)2, only the cationic substi-

tution and vacancy defects will be studied in this body of work. Specifically, the

defect formation energy of single cationic substitution was calculated for both

Sr2+ and Ca2+, as well as for a Ba2+ neutral vacancy.

There is much greater scope for work if surface adsorptions are considered as

well as edge effects and defect diffusion. However, these are beyond the scope of

this current report, which will focus on defects within bulk materials.

6.3.1 Defect formation energy

The defect formation energy Ef of a crystal is defined as

Ef = Edefect − E0 +
∑
i

niµi − q(εv + εF ) (6.2)
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6.3 Point defects of Ba(NO3)2

Figure 6.2: Schematic of the main types of point defects (taken from [97]).

where Edefect is the total energy of the crystal with the defect, E0 is the total

energy of the pure crystal without a defect, and ni is the number of particles, of

species i, added or removed from the supercell to make the defect. For atoms

removed ni < 0, whereas for atoms added ni > 0. Furthermore, µi is the chemical

potential of the particle reservoir of species i, and εF is the Fermi level, referenced

to the valence-band maximum εv in the bulk. Finally, q represents the charge state

of the created defect (if one electron is removed, q = +1; if one electron is added,

q = -1, etc).

The defects of interest in this work are neutral vacancies and cationic sub-

stitutions (e.g. one Ba2+ substituted with one Sr2+) which also produce neutral

defects, therefore q = 0 is used for all calculations throughout this work. Fol-

lowing from equation 6.2, we now have the neutral defect formation energy in a

supercell, defined as

Ef = Edefect − E0 +
∑
i

niµi. (6.3)

Specifically, with regards to a single cation substitution of Ba2+ with Sr2+, the
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6.3 Point defects of Ba(NO3)2

equation reduces to

Ef = Edefect Ba(NO3)2
− Epure Ba(NO3)2

+ µSr − µBa. (6.4)

Chemical potentials

The next important step is defining what the chemical potentials µSr and µBa

actually are, which is a non-trivial consideration. With regards to experimental

work, elementary phases at standard conditions are usually employed (temper-

ature = 273.15 or 298.15 K, and pressure = 100 or 101.325 kPa). Typically, in

electronic structure calculations, the chemical potentials are referenced to the

total energy of the elementary phases at T = 0 K, often neglecting zero-point

vibrational effects [98].

Freysoldt et al. used DFT to investigate charged vacancy defects in GaAs,

defining the chemical potential µGa as being equal to that of Ga metal [99].

Castleton et al. calculated defects in InP and GaP and chose the chemical po-

tential (µIn, µP, and µGa) corresponding to stoichiometric conditions [100]. Li et

al. performed calculations of vacancy defect formation energies in graphite. In

their work, the chemical potential was simply that of carbon and it was taken as

the total energy of graphite [101]. Sun et al. took a more rigorous approach when

investigating MoS2 and calculated the defect formation energies as a function of

the chemical potential, in which the range of µ was determined by the richness

of Mo and S availabilities [102].

In the specific case of the HASTs at Sellafield, the composition of the waste

sludge is highly complex due to the range of materials, changing over time due

to radioactive decay, and with variations from one tank to the next. A precise

description, or estimation, of the chemical composition throughout the HASTs is

beyond the scope of this body of work. That being said, the range of conditions

investigated were barium and strontium rich environments and oxygen rich.

In this study the chemical potential was deduced in two conditions, in barium
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6.3 Point defects of Ba(NO3)2

and strontium rich environments, in which

µBa = µBa(bulk). (6.5)

The other environment is in oxygen rich environments, in which BaO and SrO

are used as sources. In this case we have

µBaO(bulk) = µBa +
1

2
µO2(gas)

(6.6)

where µBaO(bulk) is the formula unit energy of BaO solid and µO2(gas)
is the total

energy of a O2 molecule in gaseous form. In oxygen rich environments the value

of µBa is simple equated as

µBa = µBaO(bulk) −
1

2
µO2(gas)

. (6.7)

For the substitutional defects µSr and µCa the sources were assumed to be from

bulk metal, µSr(bulk) and µCa(bulk), respectively.

Kröger-Vink notation [103] will be used to illustrate the defects, where for

MS, M corresponds to the species and S indicates the lattice site that the species

occupies. For example, SrBa represents a strontium atom on a barium lattice site

and VBa represents a vacancy on a barium lattice site. All defects within this

study are neutral so charge notation has been omitted.

6.3.2 Finite size scaling

Now all the terms in the formation energy (equation 6.3) have been defined, the

next step is to deduce an appropriate method of calculating them. Calculations

of the defect crystal fall victim to the same periodic boundary issues that the

isolated particles in a box in the cohesive energy calculations had. Namely, that

defect-defect interactions between repeating cells may lead to spurious energy
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6.3 Point defects of Ba(NO3)2

errors.

One solution to this issue is to incorporate finite size scaling, which is the

method of calculating defect formation energies in a range of supercell sizes and

then extrapolating the data to an infinity sized supercell. To do this, the same

defect formation energy must be calculated for at least three symmetrical, yet

varying in the number of atoms, supercells. To then determine what the defect

formation energy would be for an infinite sized supercell, a fit as a function of

the inverse supercell size must be performed [100].

According to Castleton et al. [104], the two main sources of errors of the

finite size scaling method are; elastic errors which arise from using a supercell

that does not contain all the elastic effects, giving overestimates of the formation

energy, and errors which arise from the defect interacting (via both elastic and

electrostatic interactions) through an infinite array of spurious images of itself.

They claim it is possible to truncate the direct elastic interactions by freezing all

atoms lying on the surface of the cell at their ideal lattice positions.

6.3.3 Non-fixed cell shapes

A practical limitation with using finite size scaling methods is that for systems

with large unit cells the number of atoms required for successive supercell sizes

quickly runs into scaling issues. For the case of barium nitrate, the 1× 1× 1 unit

cell contains 36 atoms, therefore a 3× 3× 3 supercell requires 972 atoms per cal-

culation, which would be a very computationally and time expensive calculation

to perform. With this being the case, it was not possible to perform converged

3× 3× 3 supercell calculations within the scope of this work. This unfortunately

limits the possibility of extrapolating the data. However, Hine et al. [105] argued

that it is not necessary to restrict calculations to a fixed cell shape. They have

shown that using a suitable correction, it is possible to use alternative shapes

(a 6= b 6= c) to allow access to a much larger range of cells. Table 6.3 shows
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6.3 Point defects of Ba(NO3)2

Figure 6.3: Schematc of the defect 4×1×1 supercell. Where light blue represents the
defect atom, green barium, blue nitrogen, and red oxygen.

Figure 6.4: Schematic of the defect 2 × 2 × 2 supercell. Where light blue represents
the defect, green the barium atoms, blue nitrogen, and red oxygen.

the number of atoms needed for various supercell sizes that could be used for

Ba(NO3)2.

6.3.4 Methodology

For a summary of the number of atoms in a supercell and the corresponding

concentrations that can be calculated, see table 6.3. As mentioned previously,

the large number of atoms (36) in a unit cell a 3 × 3 × 3 supercell (972 atoms)

unfortunately proved to be too large for the available resources within this study.
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6.3 Point defects of Ba(NO3)2

Table 6.3: Summary of supercell sizes and number of atoms for BaxSr1-x(NO3)2 (and
therefore also BaxCa1-x(NO3)2).

Supercell size No. of Total no. Defect-defect
molecules of atoms spacing (Å)

1× 1× 1 4 36 8.14
2× 2× 2 32 288 16.27
3× 3× 3 108 972 24.41
4× 4× 4 256 2304 32.54
2× 1× 1 8 72 -
3× 1× 1 12 108 -
4× 1× 1 16 144 -
2× 2× 1 16 144 -
3× 3× 1 36 324 -
4× 4× 1 64 576 -

Therefore, supercells of 2× 1× 1, 3× 1× 1, and 4× 1× 1 were used, along with

a 2× 2× 2 supercell. Figure 6.3 shows a schematic of the 4× 1× 1 supercell.

For the case of a 2×2×2 Ba(NO3)2 supercell, the central Ba atom was replaced

by a Sr atom (and in another calculation by a Ca atom), as well as simply removed

for the vacancy defect. See figure 6.4 for a schematic of this supercell. Defect

energies for both the unrelaxed and relaxed structure were calculated, and similar

to Castleton et al. [100], the atoms located on the boundary of the cell were not

allowed to relax.

The same plane wave cutoff energy was used throughout all supercell calcu-

lations, in order to take advantage of the cancellation of errors [100]. Similarly,

for the k-point sampling, a Monkhorst-Pack grid of 12 × 12 × 12 was used for

the unit cell. This satisfied the convergence criteria and also ensured that all

supercells could have identical k-point spacing of 0.010 24 Å−1. For example, the

3 × 1 × 1 cell had a k-point grid of 4 × 12 × 12 which produces 0.010 24 Å−1

spacing throughout. All calculations were performed using the WC functional,

as this was determined to be the most appropriate functional for the materials of

interest in this study in chapter 5.
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Figure 6.5: Defect formation energies as a function of the change in barium chemical
potential, plotted is the range M-rich sources (where M = Ba, Sr, and Ca) and an
O-rich source. Calculated using 2× 2× 2 supercells.

6.3.5 Results

Figure 6.5 shows the formation energies for SrBa, CaBa, and VBa defects in

Ba(NO3)2, calculated using a 2 × 2 × 2 supercell, as a function of ∆µBa. The

range of chemical potential is from two conditions; oxygen rich (O-rich) and M-

rich (where M = Ba, Sr, and Ca).

Figure 6.6 shows the formation energies calculated using the uneven super-

cells (2 × 1 × 1, 3 × 1 × 1, and 4 × 1 × 1). The defect formation energies are

all positive which is consistent with the notion that the host crystal would be

unstable otherwise. A table of the calculated defect formation energies can be

found in table 6.4. It shows the raw data of the formation energy across varying

supercell sizes.

Table 6.5 shows the relaxation distances of the atoms surrounding the defects.

Both cationic substitution defects replace a barium atom with an atom of smaller

ionic radius, therefore it is no surprise that the surrounding atoms relax towards

the defect. The neutral vacancy shows a decrease in distance, relative to the pure
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Figure 6.6: Defect formation energies calculated from the non-fixed supercell shapes
for cationic substitutions (where M = Ba, Sr, and Ca).

Table 6.4: Formation energy, Ef (eV), for point defects in Ba(NO3)2, calculated at
various supercell sizes.

Defect supercell size Ef
M-rich O-rich

SrBa 2× 2× 2 -0.46 0.42
2× 1× 1 0.64 1.52
3× 1× 1 0.80 1.68
4× 1× 1 0.83 1.71

CaBa 2× 2× 2 0.18 1.61
2× 1× 1 0.63 2.06
3× 1× 1 0.85 2.28
4× 1× 1 0.95 2.38

VBa 2× 2× 2 10.6 0.97
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Table 6.5: Geometry change caused by point defect. Distances given in Å and angles
in ◦, where nn stands for nearest neighbours with respect to the defect (2nn is next
nearest neighbours, and so fourth). M represents the cations and in the case of the
vacancy defect M represents the site of the defect.

Atoms Type Pure Defects
Ba(NO3)2 VBa SrBa CaBa

M−Ba
nn 5.75 5.76 5.67 5.67
2nn 5.75 5.80 5.67 5.67

M−N
nn 3.33 3.42 3.16 3.10
2nn 4.94 4.91 4.77 4.84
3nn 5.55 5.63 5.61 5.59
4nn 6.65 6.63 6.61 6.64

furthest 11.10 11.07 11.05 11.14
O−N−O

nn a 120.0 121.8 119.9 119.7
nn b 120.0 119.2 119.9 120.2
nn c 120.0 119.2 120.2 120.1

structure, for the nn and 3nn, whereas the 2nn and 4nn nitrates are actually

further away than they are in the pure system.

The O−N−O angles of the nn nitrate group are also presented in table 6.5.

With respect to the defect atom, the oxygen and nitrogen atoms all lie in the

same 2-dimensional plane, in which the elastic effects were contained. For all

three point defects, the nn O−N−O angles were affected, with a decrease in

angle between the two oxygen atoms that are equidistant to the defect for both

Sr and Ca. For the vacancy defect the angle between the two oxygen atoms

increased. This shows that the oxygen are attracted to the former and repelled

from the later. A schematic of the nn nitrate to the Sr defect can be seen in

figure 6.7.
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6.3 Point defects of Ba(NO3)2

Figure 6.7: Schematic of the nearest NO3 to the Sr atom defect in a 2×2×2 Ba(NO3)2
supercell. The nearest two oxygen are equidistant from the strontium.

6.3.6 Discussion

The results calculated in this study give smaller formation energies for struc-

tures with a strontium atom than the structure with the calcium defect, in both

conditions investigated, which indicates that the synthesis of the former struc-

ture is relatively easier. This is likely due to the smaller difference in ion radius

between strontium atoms (1.27 Å) and barium atoms (1.43 Å) compared with cal-

cium atoms (1.12 Å) and barium atoms. This is in agreement with similar studies

[106; 107] which also found that the relative atomic radii, between the original

and the defect atom, is related to the defect formation energy.

Similarly, with respect to the changes in position of the surrounding nitrates,

as seen in table 6.4, calcium atoms have a smaller ionic radius than strontium,

therefore shorter distances between the defect and surrounding atoms are ex-

pected for calcium.

For all defects, all atoms (apart from those fixed at the boundaries) change

position during the relaxation calculations and therefore they are affected by the

elastic effects of the defect. This means that 2×2×2 supercells are not substantial

enough to contain all the elastic effects, and thus the associated errors will need

to be considered.

The formation energy for a barium vacancy is 10.6 eV for a barium rich condi-

tions compared with 0.97 eV is the O-rich conditions, which show that the defect
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6.4 Mixed nitrates

is more favourable in the oxygen rich conditions. The formation energies are rel-

atively small, indicating that the formation of defects is likely to occur. In the

case of SrBa calculated from the 2 × 2 × 2 supercell, in the M-rich environment,

the formation energy is negative which indicates that a strontium defect within

Ba(NO3)2 is energetically more favourable. However, this is not the case for the

uneven supercell calculations.

6.4 Mixed nitrates

The following piece of work aims to investigate the properties of BaxSr1-x(NO3)2

and BaxCa1-x(NO3)2. The relationship between the composition of BaxSr1-x(NO3)2

(and also BaxCa1-x(NO3)2) and the lattice parameter of the unit cell was calcu-

lated.

6.4.1 Theory

For two compounds, A and B, with identical crystal structures in their pure form,

Vegard’s law states that, at a constant temperature, the volume of an alloy can

be determined from a linear interpolation of the constituent’s volume through the

equation

aA1−xBz = (1− x)aA + xaB (6.8)

where aAxB(1−x)
is the lattice parameter of the solution, aA and aB are the lattice

constants for A and B, respectively. Finally, x is the molar fraction of B in the

solution. In reality, Vegard’s law is seldom perfectly obeyed, however it usually

acts as a good approximation to draw comparison to.

6.4.2 Methodology

The BaxSr1-x(NO3)2 structure was created by replacing a Ba2+ ion in the opti-

mised Ba(NO3)2 unit cell with a Sr2+ ion. The initial lattice parameter was then

97



6.4 Mixed nitrates

changed assuming Vegard’s law is followed. This may not be the fully relaxed,

realistic, atomic positioning for the new structure, however with regards to these

convergence calculations any error will be negligible.

A single cubic unit cell for BaxSr1-x(NO3)2 contains four molecules, therefore

x can only have the value of x = 0, 0.25, 0.5, 0.75, and 1. Furthermore, due to

the cubic symmetry (x plane = y plane = z plane) the number of unique arrange-

ments for the different compositions is simply one, therefore there are no further

considerations required with regards to determining the correct substitution site.

The pure nitrate structures (x = 0, 1) are the geometry optimised results

from section 5.3 and the preliminary convergence criteria for the plane wave

cutoff energy and k-point spacing are as determined in section 5.2.

Calculation procedure

The calculation procedure was as follows: Perform a geometry optimisation for

all mixed compositions of BaxSr1-x(NO3)2 achievable with a unit cell (x = 0.25,

0.5, 0.75). The substitution of the Sr atoms break the Pa3 symmetry, therefore

P1 symmetry was used. The lattice constants were allowed to relax but set to be

consistent with each other (a = b = c). The cell angles where set to be identical

(α = β = γ = 90◦). The calculations were repeated with increased plane wave

cutoff energy and k-point grid to ensure correct convergence.

6.4.3 Benchmarking

Benchmarking calculations were also performed to test how well these calculations

reproduce results for similar materials, such as BaxSr1-xO. The lattice parameter

of BaxSr1-xO as a function of x was calculated (see figure 6.8a). This is in good

agreement with the results published in a study by Ghebouli et al. who used

similar DFT methodologies (see figure 6.8b) [108]. Both sets of results were

based on unit cell calculations, performed using the PBE functional.
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6.4 Mixed nitrates

6.4.4 Results

See figures 6.9, 6.10, and 6.11 for the lattice parameters for BaxSr1-x(NO3)2 cal-

culated using the PBE, WC, and LDA functionals, respectively. The lattice

parameters as a functional of x were also calculated for BaxCa1-x(NO3)2 using

the WC functional, which can be seen in figure 6.12.

For BaxSr1-x(NO3)2 both the PBE and WC functionals produced a negative

bowing, with respective to Vegard’s law, in which the percent differences are all

within 0.2 %. Whereas, the LDA functional predicts a near perfect agreement,

in which all three lattice constants for x = 0.25, 0.5, and 0.75 are within 0.01 %.

Experimental results (see figure 3.6) have shown that the lattice parameters of

various structures BaxSr1-x(NO3)2 produce values above and below the Vegard’s

law. This could be explained by imperfections through the grown crystals or due

to the miscibility gap which has been show to exist in the 0.3 < x < 0.6 region,

which will be investigated in the following section.

6.4.5 Discussion

Comparing the results for BaxSr1-x(NO3)2 and BaxCa1-x(NO3)2 from WC, both

show negative bowing, with the BaxCa1-x(NO3)2 results showing greater depar-

ture from the linear fit. This is likely due to the larger difference in sizes of the

Ca and Ba cations (compared to Sr and Ba). This is consistent with findings in

similar studies of similar structures [108; 109].

Multiple defects

The scope of this study was only with regards to individual point defects. How-

ever, to gain a even greater understanding of strontium incorporation in Ba(NO3)2,

multiple defects would be a worthwhile investigation. This would require larger

supercells (such as 3×3×3) and greater computational resources. A larger super-

cell would introduce more options for a greater range of different defect sites for
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Figure 6.8: (a) Composition dependency of the lattice parameter for BaxSr1-xO, com-
pared alongside Vegard’s law (dashed line). (b) Taken from [108].

the same value of x. This would allow a wider range of defect arrangements and

provide insight into strontium mixing, such as whether it is energetically more

favourable for the atoms to clump together or be dispersed evenly throughout

the lattice, for example. Furthermore, these calculations could be used to judge

the reliability of classical computational methods (such as molecular dynamics

(MD)). If the MD calculations were consistent with the DFT results then these

could be used for much larger systems to investigate further characteristics of the

crystals.

6.5 Thermodynamics

The aim of this piece of work was to determine the thermodynamic properties of

BaxSr1-x(NO3)2 and BaxCa1-x(NO3)2, to see which states are the most favourable.

The thermodynamics of materials provide information on properties such as phase

mixing, which has implications on crystal size and morphology (as discussed in

chapter 3). There have been a wealth of studies performed using DFT which

again demonstrates the appropriateness of this method for these calculations

[108; 110; 109; 111].
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Figure 6.9: Composition dependency of the lattice constant of BaxSr1-x(NO3)2, com-
pared alongside Vegard’s law (dashed line). Calculated using the PBE functional.
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Figure 6.10: Composition dependency of the lattice constant of BaxSr1-x(NO3)2, com-
pared alongside Vegard’s law (dashed line). Calculated using the WC functional.
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Figure 6.11: Composition dependency of the lattice constant of BaxSr1-x(NO3)2, com-
pared alongside Vegard’s law (dashed line). Calculated using the LDA functional.
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Figure 6.12: Composition dependency of the lattice constant of BaxCa1-x(NO3)2, com-
pared alongside Vegard’s law (dashed line). Calculated using the WC functional.
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6.5 Thermodynamics

6.5.1 Gibbs free energy

The phase stabilities of the BaxSr1-x(NO3)2 and the BaxCa1-x(NO3)2 solid solu-

tions, at ambient pressure, were determined by use of the Gibbs free energy of

mixing. In a regular solution model the Gibbs free energy can be expressed as

∆G(x, T ) = ∆H(x, T )− T∆S(x, T ) (6.9)

where ∆H is the mixing energy (also known as the formation enthalpy), T is

the absolute temperature, and ∆S is the mixing entropy, which can be further

expressed as

∆S = −kB[x lnx+ (1− x) ln(1− x)] (6.10)

in which kB is the Boltzmann constant. The mixing energy of BaxSr1-x(NO3)2

can be calculated using the equation

∆HBaxSr1−x(NO3)2
= EBaxSr1−x(NO3)2

− xEBa(NO3)2
− (1− x)ESr(NO3)2

(6.11)

where EBaxSr1−x(NO3)2
is the total energy per molecule of the mixed nitrate com-

plex, and EBa(NO3)2
and ESr(NO3)2

are the energy per molecule of Ba(NO3)2 and

Sr(NO3)2 in the Pa3 structure, respectively. The mixing energy can also be

expressed as

∆H = Ωx(1− x) (6.12)

where Ω is the interaction parameter, which depends upon the material and has

the form Ω = αx+ β.

6.5.2 Methodology: phase diagram

The DFT calculations required for this piece are the same used to determine the

lattice parameter as a function of x for BaxSr1-x(NO3)2. But rather than being

interested in the size of the unit cell we just need the ground state energy.
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6.5 Thermodynamics

After calculating the ground state energy for BaxSr1-x(NO3)2 as a function

of x, it is possible to determine ∆H by substituting the results into equation

6.11. The values of ∆H can now be plotting as a function of x. A third order

polynomial can then be fitted and rearranged to solve

∆H = (αx+ β)x(1− x) (6.13)

giving material specific values for the constants α and β. Using the trend for ∆H,

and equation 6.12, it is now possible to predict the value of ∆H at any value of

x. With regards to ∆S, equation 6.10 can simply be determined by using kB

(8.6217× 10−5 eV K−1). With the values for ∆H and ∆S it is then possible to

calculate ∆G for any given value of x at a given temperature (T ).

The trend of Gibbs free energy as a function of x changes with respect to

T . It is possible to use this relationship to extract values for the spinodal and

binodal trends of T against x as follows. The spinodal curve can be determined

by plotting the values of x that produce δ2(∆G)/δx2 = 0 on the Gibbs free energy

plot across a range of temperatures. The binodal curve is determined by deducing

the points of common tangent for x on the Gibbs free energy curve across a range

of temperatures. The value of the two x values for the T value can be plotted on

the T−x graph to get the binodal curve.

6.5.3 Results and discussion

The enthalpy of mixing as a function of x for BaxSr1-x(NO3)2 can be found in

figure 6.13. The ∆H curve is asymmetric, being slightly skewed to the lower

concentration of Sr, suggesting that concentrations above 0.5 are energetically

more favourable.

Figure 6.14 shows the Gibbs free energy as a function of Sr at T = 400 K.

Figure 6.15 shows Gibbs free energy across a range of temperatures. The value

of ∆G governs whether mixing will occur or not. In the case of a positive Gibbs
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free energy of mixing, the components are immiscible and will result in a two

phase dispersion (of a pure A phase and pure B phase mixed together), rather

than forming a solution when brought together. Alternatively, in the case of a

negative Gibbs free energy of mixing, when the pure components are brought

together, they will form a solution, due to the thermodynamic driving force for

mixing.

Finally, figure 6.16 shows the T−x phase diagram, with both the spinodal

and binodal curves. The formation energies are all positive, which indicates

that the systems will have a tendency to segregate into their constituents at low

temperatures. The region between the binodal and spinodal curve is where the

system becomes metastable and phase separation can take place. The spinodal

curve marks the equilibrium solubility limit, i.e. the miscibility gap. This is the

region in which the system is unstable, and phase separation must take place.

The critical temperature for BaxSr1-x(NO3)2 was estimated to be 660 K, this

value is relatively low (compared to what have been predicted for similar struc-

tures such as BaxSr1-xO [108]), and suggests that the mixing of Ba(NO3)2 and

Sr(NO3)2 is not difficult to achieve. For temperatures and compositions above

this curve a homogeneous mix is predicted.

6.6 Conclusions

In this chapter, the cohesive energies of Ba(NO3)2, Sr(NO3)2, and Ca(NO3)2 were

calculated using ab initio DFT methods and were shown to be in good agreement

with experimental results. Following this, the defect formation energies were

calculated for the point defects SrBa, CaBa, and VBa in the barium nitrate crystal.

These were determined across a range of conditions, from oxygen-rich to metal-

rich, and the results revealed that a strontium defect on a barium site is more

favourable than calcium or a barium vacancy.

The lattice parameters of mixed BaxSr1-x(NO3)2 (and BaxCa1-x(NO3)2) were
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Figure 6.13: The enthalpy of mixing (∆H) as a function of composition for
BaxSr1-x(NO3)2. Calculated using the WC functional.
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Figure 6.14: Gibbs free energy (∆G) as a function x for the BaxSr1-x(NO3)2 complex
at T = 400 K.
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peratures ranging from 300 to 650 K.
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also calculated, with the results agreeing with experimental results. The lattice

constant as a function of composition calculations shows that the WC is more

appropriate than the GGA and LDA, which is similar to what Labidi et al.

found for the SrxCd1-xO [112]. The thermodynamics of BaxSr1-x(NO3)2 were

investigated by calculating Gibbs free energy and subsequently determining the

T−x phase diagram, which in turn shows the range of the miscibility gap and also

the critical temperature for BaxSr1-x(NO3)2, which was estimated to be 660 K.
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Chapter 7

Interatomic potential fitting

7.1 Introduction

This section will cover and explain the procedure and results for fitting a new

interatomic force field for BaxSr1-x(NO3)2. The observables used for the fitting

procedure were the ab initio results calculated in chapter 5 and chapter 6. The

derived interatomic forcefield will allow for calculations to be performed with a

significantly larger number of atoms to examine a larger range of mixed phases

and atomic arrangements. The emphasis of this potential is firstly fitting to

ab initio (the benefits of which were discussed in section 4.4.6), but also the

introduction of a shell parameter for the oxygen atom which has been proved

to improve defect calculations [28]. The fitting, and calculations in the chapter,

were all performed using the GULP program.

7.2 Examples in the literature

Many studies have been performed to successfully fit a shell model for titanates

such as BaTiO3 and SrTiO3, as well as a shell model fitting of (Ba,Sr)TiO3 for

solid solutions, which was done by adding Sr−O interactions to a pre-existing
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BaTiO3 force field [113]. Starting with an already developed anisotropic shell

model of BaTiO3, which they show is unsuitable for transition temperatures,

they developed an isotropic shell model.

7.3 Theory

The basic principles and underlying theory of classical forcefields have been previ-

ously discussed in section 4.4. However, the shell model potential will be explained

here in further detail.

7.3.1 The shell model

The shell model was first introduced by Dick and Overhauser in 1958 [114]. The

idea behind the shell model is that atoms are described as a massive charged core

surrounded by a massless charged shell, which are attached by a spring, see figure

7.1. The original expression of the shell model was given as

α =
1

4πε0

(
Y 2

k

)
(7.1)

where Y is the charge of the shell, k is the harmonic force constant (eV Å−2),

ε0 is the permittivity of free space, and α is the polarisability. However, in this

body of work we have opted for the more modern expression, which describes the

relationship of the core and shell through the harmonic spring equation

V ij
core-shell(r) =

1

2
k2r

2
ij +

1

24
k4r

4
ij (7.2)

where k2 and k4 are the spring constants, rij is the distance between the core and

the shell.
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Figure 7.1: A schematic of the shell model. Where the black circles represent positive
charges and the blue circle depicts the massless shell, with negative charge. The two
images represent the response of the shell-core spring to an external body.

7.4 Methodology

The interatomic potential chosen for the force field were the two-body Bucking-

ham potential, to govern the coulomb forces between atoms, the harmonic po-

tential to describe the covalent characteristics of the nitrogen and oxygen atoms

(which requires a cut off radius). The three-body potential to govern the angle

and interactions of the O−N−O bond. And finally the shell potential will will be

adapted for the Ocore−Oshell interactive. The starting parameters for the fitting

of the potentials was taken from Hammond et al. [26], apart from the shell model

which was adapted from [115].

The fitting was performed using the sum of squares (F ) equation, which is

defined as

F =

Nobs∑
i=1

wi(fobs,i − fcalc,i)2 (7.3)
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where w is a weighting factor, and fobs and fcalc are the observed and calculated

quantities, respectively. The BFGS algorithm [54] was used to minimise F .

Many potentials are infinite and so it is important to define a cutoff function

for the potentials. There are two main reasons to have a cutoff radius rmax

1 Save computational cost. The number of pair interactions grows as N2n

2 Periodic boundary conditions. We do not want an atom interacting with

itself.

Weighting factors were chosen to normalise the magnitude of the observables,

with these final values slightly altered further to represent uncertainties in the

given observable (for example the positioning of the atoms was given more weight

then the elastic constants). The fitting process was iterative, fitting one potential

constant at a time.

7.5 Results and discussion

7.5.1 Force field testing

The fitted force field for BaxSr1-x(NO3)2 can be found in table 7.1. The developed

force field in this study has been used for static calculations of pure barium and

strontium nitrate, as well as for preliminary defect calculations using a 2× 2× 2

supercell (similar to that performed in section 6.3). The lattice parameters for

Ba(NO3)2 and Sr(NO3)2 nitrate were calculated to be 8.11 and 7.73 Å which are

within 1 % of the observable parameters used for the fitting. The point defect cal-

culation was performed with a Sr defect in the centre of barium nitrate supercell

and the elastic response of the defect was consistent to the findings within chap-

ter 6. Unfortunately, it has not been possible to perform large scale molecular

dynamics calculations with the potential within this study.
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Table 7.1: Fitted interatomic potentials for BaxSr1-x(NO3)2. Where M = Ba, Sr.

Buckingham
potential A (eV) rho (Å) C (eV Å6)

Bacore−Oshell 3566.14 0.288 0
Srcore−Oshell 4982.74 0.269 0
Ncore−Oshell 5042.82 0.113 0
Oshell−Oshell 35186.62 0.197 24

Harmonic
potential k (eV Å−2) r0 (Å)

Ncore−Oshell 50.00 1.24

Three-body
potential k3 (eV) θ0 (◦)

Oshell−Ncore−Oshell 14.582 120.0

Ionic
charges Core charge (eV) Shell charge (eV)

Mcore 2 n/a
Ncore 0.6392 n/a
Ocore 0.91 -1.45

Shell
potential k2 (eV Å−2) k4 (eV Å−4)

Ocore−Oshell 28.4 3932
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7.6 Conclusions

In this chapter an interatomic force field was derived for the solid solution mix

of BaxSr1-x(NO3)2. This was developed by fitting the parameters for the Buck-

ingham potential, Harmonic potential, three-body potential, as well as the shell

potential to observables calculated using ab initio DFT (calculated in previous

chapters of this thesis). A description of the shell model potential was also pre-

sented, along with the overall fitting procedure for the force field.
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Chapter 8

Summary and outlook

8.1 Chapter summary

In depth discussions related to the individual studies have been provided in each

previous chapter. This chapter aims to bring all of the findings together in a

summary and relates them back to the original aims of the thesis. General re-

flections, limitations, and strengths of the thesis are also discussed, along with

suggestions for future research.

8.2 Thesis aims and summary

Before nuclear waste can be safely transported from temporary to long-term

storage, there are various issues that must first be properly investigated and un-

derstood. One such issue is the formation of a barium-strontium nitrate crystal

in the highly active liquor (HAL), also referred to as ‘waste sludge’. This ni-

trate complex may settle within the Highly Active Storage Tanks at Sellafield

and has the potential to lead to corrosion hotspots. This may subsequently re-

sult in nuclear waste leakages. It is evident that a thorough understanding of the

properties of this nitrate is needed, to ensure safe and effective handling of this
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material for long-term storage. Whilst experimental methods have been previ-

ously used to investigate the properties of barium and strontium nitrates, and the

barium-strontium nitrate complex, they are unable to investigate the properties

occurring on an atomic scale. As such, the aims of this thesis were to:

1. Synthesize existing experimental research that has investigated the proper-

ties of barium and strontium nitrate

2. Investigate the fundamental properties of barium and strontium nitrate

using computational methods

3. determine the reliability of computational methods through comparison to

existing experimental results

4. Investigate cationic substitutional point defects within barium nitrate

5. Investigate the structural and thermodynamic properties of the mixed barium-

strontium nitrate complex

6. Use the above findings to develop a new force field of interatomic potentials.

To address these aims, a literature review, ab initio DFT calculations were

performed, and a new interatomic potential was fitted. In chapter 2, an overview

of the scientific and technological background was given, to set the context for

studying the materials in question and highlight the origin of the interest in these

materials. In chapter 3, a literature review was conducted to explore what has

been done experimentally, and dissect the limitations of experimental methods.

Additionally, ab initio calculations that have been performed on similar materials

were reviewed, to gather an understanding of the methodologies used for perform-

ing DFT. In chapter 4, the theory behind the computational methods was given

and discussed. In chapter 5 the structural and elastic properties for Ba(NO3)2,

Sr(NO3)2, and Ca(NO3)2 were calculated through ab initio methods, with in
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depth study of different functionals and also different methodologies available for

calculating the elastic properties. Benchmark calculations were also performed

to develop a greater understanding of the accuracy and precision of the methods

and to compare the reliability and quality of the different results. In chapter 6,

following on from the groundwork laid out in preceding chapter, the mechanical

and thermodynamic properties of BaxSr1-x(NO3)2 were calculated. Firstly, point

defects within the Ba(NO3)2 crystal were examined and then lattice parameters

as a functional of strontium-barium concentration were calculated, drawing com-

parison with the literature. Finally a T−x phase diagram was calculated and

examined. Each of the above aims are addressed in turn, below. Finally, in

chapter 7 an interatomic force field was fitted and developed to enable large scale

static calculations and the possibility of molecular dynamic calculations in future

work.

8.3 Thesis reflections and limitations

Here I will discuss the limitations and possible extensions of this work and include

the overall picture and relevance as well.

8.3.1 Supercells

One unfortunate limitation of this body of work is the size of the supercells used

for the BaxSr1-x(NO3)2 calculations. An obvious improvement would be to incor-

porate larger supercells (such as 3× 3× 3). This would provide a greater number

of concentrations (x) providing greater detail for the mixing energy and there-

fore thermodynamics. A large supercell would also introduce multiple options for

cationic substitutions for the same value of x. Which particular site the substi-

tution should occur is a non-trivial issue and there are a number of techniques

that have been developed to solve this.
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Two of the main methods are special quasirandom structures (SQS) and co-

herent potential approximation (CPA) [111]. Many papers have cited special

quasirandom structures (SQS) as a successful way of determining the mix of two

cations within an alloy. One particular way of determining the position of the

mixed atoms is to use the Alloy Theoretic Automated Toolkit (ATAT). This

approach has been used for solid solutions as well.

There also exist variations such as the Quasirandom Structure method (QRS)

which searching various arrangements to find structures in which the frequencies

of the cation-cation, AB pairs, deviate as little as possible from the product [116].

8.4 Future work

8.4.1 Calculations of phase diagrams

Another way of determining phase diagrams is through using the CALPHAD

(CALculation of PHase Diagrams) method, [117], which relies on Gibbs energy

database which typically consists of experimental work. This is an approach,

which typically combines experimental information on phase equilibria and cre-

ates a mathematical model, with adjustable parameters, to describe the ther-

modynamic properties of each phase. There have been numerous studies that

compare DFT results alongside CALPHAD [118; 119], the results from this body

of work could be used to help improve or verify CALPHAD calculations, which

may in turn provide a greater understanding of the solid solution.

8.4.2 Interatomic potentials for radioactive environments

Chen et al. developed further modifications to the shell model to accommodate

radiation effects in BaTiO3 [120]. Such effects caused by radiation bombardment

on the system of interest may force unusual particle interactions. Using the
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anharmonic spring expression

V ij
core-shell(r) =

1

2
k2r

2
ij +

1

24
k4r

4
ij (8.1)

they defined the distance-dependent spring constant k2 as

k2 = 0.99 + 1000r5ij (8.2)

this prevents unstable dynamics by inhibiting unphysical separation of the core

and the shell. For shorter separations (< 0.1 Å), the core-shell interaction is

considered harmonic.

8.4.3 Breathing shell model

One drawback from the use of the shell model is that it violates the Cauchy

relationship, which states that (for cubic crystals) the elastic constants C12 and

C44 are equal. It has been shown in previous sections of this work that the nitrates

of interest violate this relationship and the C12 is less than C44. A breathing shell

model has been introduced to help overcome this [121]. The breathing shell model

has been compared to the shell model for calculating defect energies for MgO [122]

with specific interest in the large Cauchy violation found in MgO. Their results

were insensitive to the choice of model, stating only small changes in the defects

energies were found, as long as the model reproduces the dielectric behaviour

correctly.

The main drawback with the breathing shell model is that it is notoriously

difficult to derive and requires significantly more computational power. Therefore,

it is only recommended if a specific scenario arises which the shell model is known

to not work well.
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Figure 1: Plane wave cutoff energy as a function of electronic ground state energy for
Ca(NO3)2.
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Figure 2: k-point sampling grid for Ca(NO3)2.
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Figure 3: Plane wave cutoff energy as a function of electronic ground state energy for
BaxCa1-x(NO3)2.
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Figure 4: k-point sampling grid for BaxCa1-x(NO3)2.

200 400 600 800 1000

−1150

−1140

−1130

Cutoff energy (eV)

G
ro

u
n

d
st

at
e

en
er

g
y

(e
V

)

Figure 5: Plane wave cutoff energy as a function of electronic ground state energy for
BaO.
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Figure 6: k-point sampling grid for BaO.
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Figure 7: Plane wave cutoff energy as a function of electronic ground state energy for
MgO.
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Figure 8: k-point sampling grid for MgO.
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Figure 9: Plane wave cutoff energy as a function of electronic ground state energy for
Ni3Al.
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Figure 10: k-point sampling grid for Ni3Al.
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Figure 11: Plane wave cutoff energy as a function of electronic ground state energy
for Al.
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Figure 12: k-point sampling grid for Al.
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