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Abstract
Chinese hamster ovary (CHO) cells are an important host cell system for the manufacturing of biopharmaceuticals. Epigenetics have been shown to have an important role in controlling gene expression in CHO cells, and thus affect the rate of protein production. It is hoped that by understanding the role of epigenetics in CHO cells improvements can be made in the production of biopharmaceuticals. In this work we have studied how histone PTMs differ between cell lines and throughout culture. These changes have then been correlated with growth rate, cell size and specific productivity.
Mass spectrometry (MS) has been used as an unbiased quantitative technique to study how histone PTMs differ between four cell lines and throughout cell culture. The data generated in this study is the first global analysis of histone PTMs in CHO cells to date. The relative abundances of histone PTM were compared across different CHO-S and CHO-K1 cell lines with different productivities. Similar patterns of histone PTMs were observed. The most abundant modifications identified included H3K9me3, H4K20me2 and H3K27me1. Furthermore the results show no significant differences between different clones within a lineage, but the abundance of H3K23ac differed between lineages.
In addition, the relative abundances of histone PTM for the different cell lines were compared throughout batch culture. Over 20 proteoforms were identified having different abundances at different stages of culture. The most prominent change was on H4K20 where methylation was progressive. The majority of the modifications that changed were associated with quiescence such as H3K9me3K14ac and H3K27me3 which increased through culture. Given that changes occurred through culture these were then correlated with the cellular phenotypes of growth rate, cell size and specific productivity. H3K27me3 and acetylation of H4 which correlated with growth rate were identified as possible engineering targets. 
Finally alterations to the epigenetic profile of CHO cells were made by small molecule inhibitors targeting methyltransferases and Histone deacetylases with the aim of improving specific productivity and growth rates of CHO cells. The results showed that addition of the small molecules inhibitors affected the growth rate through altering the epigenetic profile but in an unpredictable manner as multiple modification need to be altered to successfully alter the phenotype.
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[bookmark: _Toc532636264]Introduction
[bookmark: _Toc532636265]Abstract
CHO cells are an important host cell system for the manufacturing of biopharmaceuticals. Whilst there have been significant improvements in the productivity of CHO cells over the past few decades, CHO cells still suffer from cellular limitations such as limited growth, low productivity, stress resistance and are typically more expensive compared to microbial cell systems. Epigenetic studies in CHO cells is currently limited and further studies into the epigenetics of CHO cells has the potential to provide further insight into novel targets for engineering approaches. Epigenetics controls the gene expression, and thus cellular activity. One major component of epigenetics are the histone PTMs. Histones bind to DNA and the PTMs present on the histone tail control chromatin packing as well as recruitment of transcription factors among other proteins. Different histone PTMs have different functions, some are related to preventing gene expression while others increase gene expression. Histone PTMs also have key roles in the cell cycle and in senescence. There are several methods to study epigenetics broadly falling into two groups, mass spectrometry methods and antibody-based techniques. Mass spectrometry is an unbiased quantitative technique, which gives information on the abundance of all histone PTMs, but no information on the location in the genome of the modification. Antibody techniques are limited by the antibodies specificity and the PTM you have chosen to study. However, coupling to either qPCR or sequencing can give detailed information on the genome wide location of each modification. Through studying the epigenetics in CHO cells will enable further insight into the role of epigenetics in relation to important phenotypes such as cell growth and productivity. Furthermore, such studies will potentially identify possible targets for engineering CHO cells for optimal performance in biomanufacturing by increasing specific productivity or growth rate in an attempt to lower the manufacturing cost of biopharmaceuticals.


[bookmark: _Ref518037458][bookmark: _Toc532636266]Role of CHO cells in industrial processes
Chinese hamster ovary cells (CHO) have been used to produce complex biopharmaceuticals since 19871. CHO cells are the most widely used host cells for the production therapeutic antibodies, as they are capable of the complex glycosylation necessary for functional activity. Despite the expense of using CHO cells for production, mammalian cells are currently the only cell type capable of producing human like glycosylation2 with industrially relevant titres which is essential for many biopharmaceuticals 2. Incorrectly glycosylated or folded proteins can trigger an immune response which can be extremely harmful. Glycosylation is also important in determining binding specificity, stability and solubility of the antibody3. As CHO cells have been used for over 40 years there is a well-defined set of controls and tests that regulatory bodies request before products can be approved. This means that businesses can accurately plan and budget for the required experiments to prove the safety and efficacy of the product. 
CHO cells are expensive to use as they are slow growing compared to bacterial systems with doubling times of 24 hours and 2 hours respectively. Mammalian cells are also more vulnerable to contamination as they will not outgrow fungal or bacterial contaminants. This can lead to batch loss being a more common problem if stringent sterility protocols are not followed. CHO cells also require more expensive media than bacterial cells as they require amino acids in the media rather than inorganic molecules. This makes the cost of biopharmaceuticals high. Typically, protein drugs require higher mass per dose compared to small molecules, thus more product needs to be made. As good protein yields in CHO cells are at around the 5 g/l, though 10 g/l can be reached4, large volumes of culture need to be grown. This in turn leads to large amounts of expensive media required as first seed cultures for a 2000 L bioreactor5. However, as mammalian cells are the only cell types that can produce human like glycosylated proteins at g/l titres, CHO cells are the most common host cells used to produce complex biopharmaceuticals. While bacterial and yeast systems have been engineered to produce human like glycosylation, the yield from these systems is 100-1000 fold lower than CHO cells and therefore not economically viable6.
Currently many different host cell CHO lines have been developed by different companies for protein production7, 8. Most of these lines have been adapted to grow on serum free media and in suspension for ease of scale up and regulatory approval. The lines differ in how clones are selected and gene amplification systems. One of these systems is the GS (glutamine synthase) knockout that was developed by Lonza. In this system glutamine synthatase is removed from the cells so they cannot make glutamine themselves, turning it into an essential amino acid9. This means that when cells are grown without glutamine in the media, the only cells that survive are the ones that have been transfected with glutamine synthase. It is also possible to use Methyltrichlorosilane (MTS), an inhibitor to glutamine synthase, to trigger gene amplification10. Another system is the dihydrofolate reductase (DHFR) system. In this system DHFR is essential to nucleotide creation and provides resistance to geneticin. By culturing cells without hypoxanthine and thymidine and with geneticin it can be used to select for transfected cells10. By adding Methotrexate (MTX) it is possible to trigger gene amplification10. Gene amplification is a method for increasing the integrated gene copy number. This tends to lead to more mRNA transcripts due to more places where transcription can occur, and a reduced chance of every transgene being silenced.
Typically, a biopharmaceutical company will have a panel of clonal populations which do not produce protein. They are known as the host cells and different cell lines will have been optimised for different products, for example antibody products or enzyme products. This clonal population will be transfected and once the culture has recovered, single cells will be isolated using fluorescence-activated cell sorting (FACs) screening and the resulting clones tested. Therefore, the resulting clones generated in the biopharmaceutical industry will almost certainly have the transgene inserted in different places and possibly different copy numbers of the transgene cassette. 
There is large variation between different CHO cells lines8, as well as large amounts of intraclonal variation11. This intraclonal variation is not solely explained by different copy numbers12 as even if one of these clonal populations is sub clones there will still be large variations in phenotypes demonstrating intraclonal variation11. Differences between host cell lines have been shown to be both genetic7 with large numbers of single nucleotide polymorphisms as well as epigenetic13. It has also been shown that many mutations arise as a clonal population is generated from a single cell. This means that there will be several genetic variances even within clonal lines13.  The differences have arisen both due to the way CHO cells have been adapted over the years through directed evolution and radiation treatment14 as well as the fact they are immortalized cell lines which are known for genetic instability. This instability has been used by the industry to identify better producers through clonal selection and directed evolution. However, approaches used to increase protein production in one cell line may not be widely applicable.
[bookmark: _Toc532636267]Structure and function of Antibodies
[bookmark: _Ref387420670]Antibodies are complex proteins made up of two heavy chains and two light chains. They have a constant region (Fc), that determines the type of antibody and variable regions that determine the specificity of the antibody( see Figure 1.1)15. Antibodies are a key part of the immune system. They bind to antigens, which are biological molecules identified as foreign and either inhibit its function or recruit other components of the immune system such as B cells to destroy what they have bound. Most of the interactions are between receptors to the constant region on the cell surface and the Fc region which triggers the appropriate response16.
There is a key glycosylation site on each of the heavy chains of an antibody. Glycosylation at these sites help to control the stability, solubility and specificity of the antibody15, 17. The pattern of glycosylation is also essential for cells to recognise which antibodies are self and which are foreign bodies that may have been introduced 15. There are also 8 disulphide bonds that form within chains as and 4 disulphide bonds that form between chains (see Figure 1.1). These disulphide bridges strongly link the peptides together and so it is important that these bonds form correctly. This means that folding of the protein can sometimes be problematic. Generally more light chain than heavy chain is needed as each light chain needs to bind a heavy chain before the two dimers come together for correct folding18. 
[image: ]
[bookmark: _Ref520111500][bookmark: _Toc534537212]Figure 1.1- IgG structure. Schematic of an IgG molecule showing the heavy chains (blue) the light chains (green), glycosylation sites (star) and disulphide bonds (red). The disulphide bonds between the chains keep the all the peptides strongly linked to one another.
[bookmark: _Toc532636268]Role of antibody drugs as biopharmaceuticals
A large number of drugs currently in the pipeline are biopharmaceuticals with complex post translational modifications (PTMs), such as glycosylation. One key therapeutic protein has proven to be antibodies19. They are the active component of many key cancer drugs such as Herceptin20, Nimotuzumab, Catumaxomab and cetuximab21. Antibodies have also been developed to treat many more conditions including cystic fibrosis22, 23, hypercholesterolemia24, mixed dyslipidemia24 and asthma25, 26.
The monoclonal antibody share of biopharmaceutical market reached 90 billion dollars in 201627 and is predicted to rise over the next decade. This will happen as more cancer treatments and other therapies turn to antibodies and other complex proteins for therapeutic potential1. In 2017, 9 antibodies were approved by the FDA and one antibody-drug conjugate. The number approved rose from 2016 where 7 antibody based drugs were accepted28. In the first quarter of 2018 another 3 antibody based drugs were approved29. It appears that the small chemicals drugs are slowly being taken over by biologics in new drug approvals, with the expectation that in 2018 once again the number of biologics approved will increase28. 
[bookmark: _Toc532636269]Direction of the pharmaceutical market
[bookmark: _Ref518037399]With the expansion and improvements in sequencing technology, the biopharmaceutical industry is moving towards treatments which are more personlised30. This means that patient cohorts are reducing in size as the drugs become more targeted, but hopefully more effective in each select cohort. Antibody based treatments to specific biomarkers is one way in which personalised medicine is being realised. However, as the number of patients for each treatment reduces the cost increases as economy of scale is no-longer possible. To bring down these costs finding more economical ways to make the complex drugs is essential.
[bookmark: _Toc532636270]Improvements to production processes using CHO cells
Over the past 40 years CHO cells have been adapted to suspension culture and can be grown to high densities in bioreactors producing IgG in up to 10 g/l quantities4. Despite significant work optimising CHO cells, including improving gene copy numbers in the cell by gene amplification systems such as DHFR and GS systems and reducing apoptosis, a wide number of therapeutic proteins can still not be produced in high quantities31-33. Dealing with so called “difficult to express” proteins has been the focus of many studies34 as many of these proteins could have high therapeutic potential. Often difficult to express protein are limited by low transcription rates, or problems associated with the folding or glycosylation process within the cell. These problems are often harder to fix as they require manipulating several genes at once.
Another issue CHO cells may have is instability of protein expression after initial integration of the transgene35-38. Expression needs to be stable enough that the cell line will still be producing at a high concentration after cells have been expanded from a single vial to a culture large enough populate a 200L bioreactor. Therefore, cell lines which lose their productivity before 50 generations are not useful35. The need to screen many clones to identify populations without this problem is currently one of the rate limiting steps in cell line development. Some of this silencing has been shown to be caused by changes in epigenetic markers over the transgene. Both loss of acetylation38 and promoter methylation39 have been linked to loss of productivity in long term culture. 
As producing protein in CHO cells is expensive due to media, cell line development and downstream processing, increasing the amount of high quality protein per batch could bring down the costs of new and existing drugs. As the market is moving towards smaller patient cohorts, making drugs which are still economically viable when only small amounts are needed is critical40. Therefore, manufacturing costs need to be reduced.
[bookmark: _Ref518037425][bookmark: _Toc532636271]Techniques for CHO cell engineering
For biopharmaceutical production in bioreactors cells first need to grow to a high density before large amounts of product can be made. This means that cultures are generally split into two phases, biomass accumulation and product production10. Choosing when to harvest is a careful balance between obtaining the maximum amount of product and reducing the complexities of downstream processing. While the amount of product to be harvested is highest in the decline phase of culture, it is also the stage of culture where large amounts of HCPs (host cell proteins) have been released into the supernatant of the culture due to cell death 41. HCPs are a highly problematic contaminant in downstream processing. This provides two areas for the improvement of production rates, either cells can be made to grow faster meaning it is a shorter time before high concentration of protein are being produced, or the amount of protein each cell produces can be increased. More research has focused  on boosting the specific productivity of cells, but improving their growth or death rates has also been studied42.
There are three categories of CHO cell engineering, all of which have been used to greater or lesser degrees; bioprocess engineering, targeted engineering and system characterisation43.
Bioprocess engineering involves techniques such as clonal selection, vector engineering and media design. Most of the techniques are about improving parts of the system rather than changing the CHO cells themselves. These techniques have been applied for years and while improvements can still be found, they are more limited in scope than other techniques as most solutions have already been found and implemented. Using these techniques CHO production has been raised 1000 fold between the 1980’s and present day44. Vector engineering has involved adding an intron to encourage splicing, codon optimisation and adding insulators to the transgene cassette45. Other strategies have involved dropping the temperature of culture to 32 degrees which boosts specific productivity46 as well as additions to media feeds such as sodium butyrate which have been shown to boost productivity up to three fold 47.
Targeted engineering is when the CHO cells themselves are altered, for example particular genes are eliminated or added to improve production conditions. One example of this is the addition of XBP-1, which is a regulator of the unfolded protein response. It has the effect of increasing the endoplasmic reticulum in cells, and it has been shown to increase protein production up to 2.5 fold48. Another example is the reduction of cellular apoptosis which has been achieved through several different methods42, the most common being over expression of BCL-2. Reducing apoptosis makes it easier to purify the product, as there are less host cell proteins in the media. It also elongates culture length which gives an increase in titre. There has also been more gene specific engineering at the level of individual proteins in the glycosylation pathway to ensure that the final glycosylation pattern is more human like2.
The last category is system characterisation and has become more popular over the past 5-10 years as relevant technologies have become available and affordable. This direction for engineering uses omic data to determine novel targets by data mining large data sets generated from multiple conditions and discovering what is elevated or reduced in favourable conditions49. Proteomes of different CHO lines have been produced50 as has the genome of several lines7. Using comparisons between clonal lines with different phenotypes, engineering targets are being identified to improve CHO cells production capacity. These techniques have the downside that large amounts of data processing and analysis are necessary before useful information can be extracted. It is also limited by the number of data sets available. Other than revealing the differences between different CHO lineages, omic techniques also identified that by up regulating the glutathione synthetic pathway protein production can be increased51. It has also provided insights into the lipid synthesis pathway and secretory pathway identifying other targets for engineering43. While this category won’t directly engineer the cells on its own, it will provide many targets for targeted engineering without being limited to testing only a few genes at a time.
Currently a wide number of approaches targeting the most obvious pathways and proteins have been used to improve protein production in CHO cells, and the ones that work implemented32. However, further improvement will be essential to bring down costs as medicine tends towards more personalised systems.  Therefore, more targets need to be identified. Omic techniques are useful for identifying unobvious targets, as they do not require a hypothesis suggesting a target to test, just comparison between two different conditions to identify possibilities. Due to this they will also identify things that people do not expect and thus are novel. 
One understudied possibility is the epigenetics of CHO cells. Epigenetics have been shown to be predictors for gene expression52 and therefore may control gene expression. Currently there is one large omic dataset available for CHO cell epigenetics and this only examined 6 histone PTM’s13 This thesis will examine the histone PTM profile of CHO cells with the attempt to use the data set generate to engineer CHO cells to a more useful phenotype.
[bookmark: _Toc532636272]Epigenetics
Epigenetics is the study of mechanisms that cause heritable changes in gene expression without a change in the DNA sequence53. While traditionally epigenetic mechanisms must be inheritable through mitotic divisions, more recently the term has been expanded to include temporary changes in gene expression due to a change in conditions54. This happens as the same mechanisms are often used for both temporary and stable changes. The main epigenetic mechanisms include DNA methylation, histone post translational modification and RNA interactions with the DNA. The term epigenome is used to describe the epigenetic control of the DNA which affects how accessible the DNA is to transcription factors and thus which regions are transcribed. Other theories include the histone code which implies that each combination of histone PTMs has a specific function and if the code over a region of DNA is known then the activity of that region can be predicted55.
[bookmark: _Toc532636273]DNA methylation
DNA methylation often occurs on cytosine. Generally, in mammalian cells most of the CpG duplets in DNA is methylated apart from CpG islands which are often found in gene promoters. However in CHO cells the amount of methylation is lower than other cell types56. Approximately 62% of the DNA is methylated but there is higher than expected methylation at CpG islands near promoters56 . DNA methylation over a gene promoter leads to gene silencing12. DNA methylation is also known to be linked with histone modifications, such as H3K4me3, where it is antagonistic. The enzymes that methylate DNA bind to unmodified H3K4, but not the methylated form making the creation of de-novo DNA methylation unlikely when H3K4methylation is present57, 58. 
How DNA methylation is inherited is well known, as there are several enzymes that will place new methylation on the unmarked strand of hemi-methylated DNA. Hemi methylated DNA is formed when a replication fork passes through a region of DNA adding a unmodified strand of DNA to both of the original strands.59
[bookmark: _Toc532636274]Histone post translational modifications
The nucleosome is made up of two H3-H4 dimers and two H2A-H2B dimers. 147bp of DNA winds around this octamer twice60, see Figure 1.2A. H1 is the linker histone which is placed between nucleosomes61. H3 and H4 in particular have long lysine rich N-terminal tails which can be heavily modified although PTMs on H2A and H2B are also known62. At least 20 different chemical modification have been reported 62. The most common modifications are methylation, acetylation, and phosphorylation. Methylation and acetylation can occur on lysine and methylation on arginine. Phosphorylation can occur on serine, threonine, tyrosine and histidine62. On lysine’s methylation can occur in three different states, mono, di and tri methylation. Arginine can also be methylated, (mono-methylated and dimethylated)62. Other modifications that have been identified include butyrylation, crotonylation, ubiquitination, SUMOylation, 2- hydroxylisobutyrylation, malonylation, succinylation, glutarylation, formylation, hydroxylation, O-GlcNAcylation, ADP-ribosylation, proline isomerization, propionylation,  and citrullination62.  Figure 1.2B shows a summary of  locations where a number of the PTMs have been identified. These modifications can affect the packing of nucleosomes63 which in turn affects which sequences of DNA are accessible and thus which transcription factors can bind64 which contols which genes are transcribed. However often different transcription factors will bind to the DNA and then recruit histone modifing enzymes to restructure the surrounding chromatin to make the region accessible for transcription. Often histone PTMs are refered to as marks on the histone tail.
[bookmark: _Toc532636275][bookmark: _Ref513122864]Histone PTM naming convention throughout the thesis
In this thesis modifications are named by the lysine residue they are found on. H3K9 refers to lysine 9 on histone 3; me1 is used for mono methylation, me2 for dimethylation, me3 for trimethylation and ac for acetylation. With mass spectrometry data H3K4, H3K56 and H3K79 as well as H4K20 are the only lysines in their peptide while H3K9 and H3K14 are found on the same peptide, as are H3K18 and H3K23, and H3K27 and H3K36. Each form of a peptide (which modifications are present on it) is known as a proteoform. If in the peptides with pairs on the second position is not mentioned, then the proteoform being mentioned has an unmodified lysine in the other position. Entirely unmodified proteoforms will be referred to by the peptide sequence. On the GKGGKGLGKGGAKR peptide from the tail of H4 many of the acetylations co-elute. For example, the H4K5ac, H4K8ac H4K12ac and H4K16ac all elute in two peaks. The intensity of these peaks is added together and used to calculate the relative abundance of the GKGGKGLGKGGAKR peptide with 1 acetylation. The same process is done for the peptide with two acetyl marks and three acetyl marks. While this means that some information is lost, mainly which exact modifications are the most abundant, it prevents incorrect conclusions from misidentified proteoforms.
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[bookmark: _Ref387652996][bookmark: _Ref514680079][bookmark: _Toc534537213]Figure 1.2 - Histone structure and PTM's A) crystal structure of the nucleosome generated from the protein data bank using Davey et al’s crystal structure60, 65 from two orientations. B) Methylation, acetylation, phosphorylation, ubiquitination, SUMOylation, crotonylation and butyrylation identified on the tails of H3 and H4 and their locations. data from Huang et al62

Maintenance and placement of histone PTMs
[bookmark: _Ref519092637]Histone modifications are added and removed by families of proteins, collectively known as writers and erasers of the histone code66. Other proteins known as readers bind to different modifications and recruit other proteins to the region such as Transcription factors (TFs) or modifiers of the histone code. Readers are proteins with bromo (acetylation binding) or chromo (methylation binding) domains. They are often found in complexes with other proteins involved in managing DNA either for transcription, replication and repair or controlling the histone code67.
Unlike DNA methylation, the details on how histone PTMs are maintained is unclear. As histones appear to bind to newly replicated DNA is a random manner how marks are re-established is unclear. Given that some histone modifications are known to associate with early origins, and other modifications with late origins, it is possible that different modifications are placed at different times during replication68. Also some writers of the code such as the polycomb repressor complex 2, which contains the writer for H3K27 methylation EZH2, can bind to the replication fork, allowing modification of histones as the fork passes through a region of DNA68. As this complex contains proteins who read the code, it will only place modifications where there is some of the modification nearby. 
There evidence that some marks can spread out from where they originate, such as K9me3 which does so with the help of HP169. Cells use insulator regions to prevent this type of modification placement occurring in unwanted places70. Other marks could be placed during transcription such as H3K36me3 with the writer (set2) being attached to the RNA polymerase II in S .Pombe71.
[bookmark: _Toc532636276]Techniques for studying histone PTMs
The most commonly used approach for studying Histone PTMs is chromo-immunoprecipitation. This approach is limited by several factors. Firstly, you need to know which modification you wish to study, and you need to find a specific antibody for the histone modification of interest. Given that the amino acids around each lysine on the histone tail are often similar it can be difficult to find a specific antibody72. Once chromatin containing the modification has been enriched and the DNA isolated qPCR or sequencing can be used to identify where the histone modification was, and how much the histone modification is enriched over the region of DNA.
There have been many ChIP-Seq studies in several organisms which have been compared with RNA-Seq data to identify which modifications are associated with actively transcribed genes or silenced genes73-75. As the results have been consistent between organisms it is believed that the role of different modifications is consistent across most organisms76. This finding has given rise to the idea of a histone code, where which modifications are present provide a fairly universal signal determining what should be done with the region of DNA each modification is present over55, 77, 78.
Other ways of studying the roles of epigenetics can come from altering the system. This can be done by adding inhibitors to particular writers and erasers and seeing what effects happen. In this case the efficacy of the inhibitor is normally investigated by western blot, which also requires specific antibodies79, as well as only providing information on what occurs with the monitored histone modifications. Another method of altering the system is using an editing system, such as a CRISPR/cas system, which can be used to identify what the effect of changing a particular mark over a region of DNA is80.
[bookmark: _Toc532636277]Chromo immunoprecipitation
[bookmark: _Ref518037329]There are several ways in which epigenetics can be investigated.  Chromo immunoprecipitation (ChIP) uses antibodies against a histone modification to enrich chromatin and the DNA associated with the histones bound to the antibody is isolated. 
In ChIP the DNA is cross-linked to any proteins bound to it, including histones. The DNA is then sheared; either through sonication or micrococcal digestion to fragments of around 200 bp. This means that each fragment should be a single nucleosome, allowing for accurate localisation of each histone PTM. Antibodies against the protein or histone PTM of interest are used to isolate the DNA protein complex, enriching for regions where the target is present. 
For histone modifications care must be taken in the selection of the antibody used. As the sequence of the tail is fairly repetitive many antibodies raised against a target are not specific to that modification. One example of this is an antibody to H3K56ac, which was also shown to bind H3K9ac, H3K14ac and H3K18ac72. However, for the most commonly studied modifications specific antibodies are available and a peptide array can be used to confirm specificity of less commonly used antibodies. For histone modifications occasionally the binding site of the antibody can be occluded by other modifications on the tail, for example antiH3K9me3 antibodies may be blocked by the presence of H3S10 phosphorylation81. This means that antibody choice is critical in the analysis, as many antibodies are either not specific or are biased towards particular combinatorial modifications. Knowledge of exactly what the chosen antibody binds is crucial for understanding the data produced81.
After immunoprecipitation, the cross links are removed, and the protein digested leaving purified fragments of DNA which is where the histone PTM of interest was located. Subsequently the DNA is sequenced and normally compared with a control of 10% input to determine what sequences have been enriched. Some modifications such as H3K9me3 produce broad peaks, which require a greater depth of sequencing to allow accurate identification of which regions have been enriched, compared to modifications such as H3K27ac, which has narrow peaks around enhancers. This is due to the copy number of each fragment of DNA left in the enriched fragment. Broad peaks are when the modification is found on stretches of DNA that are > 1000bp in length while narrow peaks tend to be modifications that are found over 2-3 nucleosomes at a time.
Sequencing can be performed by several techniques, one of which is Illumina sequencing. In Illumina sequencing the DNA fragments first have adapters ligated to both ends of the fragmented DNA. Each fragment of DNA is then attached to a flow cell plate and amplified using bridge amplification to form clusters of the same sequence of DNA. Sequencing is then performed by flowing fluorescently labelled nucleotides over the clusters and analysing which one has bound where. This is repeated until an appropriate read length has been reached. After sequencing the reads are aligned with a reference genome to locate the position of each fragment in the genome. The number of reads over an area is then compared to the control, 10% input which should contain all of the genome. This allows for losses that occurred during the process to be accounted for and prevent erroneous results.
[bookmark: _Toc532636278]Mass spectrometry Techniques
Mass spectrometry is a technique capable of identifying and quantifying peptides. It does this through calculating the intensity of each ion it detects82. It determines mass through the mass to charge ratio (m/z). The charge of an ion can be determined by looking isotope series. This is caused by naturally occurring C13 in the environment. A gap of 0.5 (m/z) between the isotopes indicates a 2+ ion and a gap of 0.33 indicates a 3+ ion83. 
One of the more common ways of producing Ions for proteomic mass spectrometry is through electrospray ionisation (ESI). In ESI the acidic sample is passed through a high electric charge as it exits a capillary needle84. This causes protons from the acid in the sample to bind to the peptides producing a positive charge as well as converting the sample to gaseous form85. This produces the ions essential for mass spectrometry to function. 
There are two main types of detectors found in mass spectrometers used in proteomic work, time of flight (TOF) where the ions are separated by the time they take to fly down the flight path86 and orbitrap where different m/z ratios are identified by the different frequencies they oscillate at87. Both types can use quadrupoles to isolate different m/z windows and thus change what enters a collision chamber.87 In a Q-Exactive mass spectrometer after ions are created then sent through an S-lens which focuses the ion stream and filters out any peptide that was unsuccessfully ionised at the source. The ions are then sent through another focusing quadrupole before entering the selective quadrupole88. When the electrostatic field is not active then all ions pass through into the C-trap to reduce their energy before being sent into the orbitrap detector. However, when the selective quadrupole has the electrostatic field active then only ions within the isolation window will pass into the C-trap to once again reduce in energy before being sent into the collision chamber. By controlling the loss of energy in the C-trap, ions entering the collision chamber can be sent through with the appropriate energy to ensure the most common bond to break the peptide bond ensuring predictable ions are formed89. Once the peptides have been fragmented they are sent back into the C-trap before being passed on to the detector. With this set up the time between scans can be reduced as ions can be fragmenting while the previous set are being analysed (see Figure 1.3). 
MS1 scans will give the mass to charge ratios of all peptides entering the instrument at that moment. MS1 scans are generated by not using the quadrupole to filter ions or the collision chamber to fragment the peptides therefor all m/z detected are those from intact peptides. In a MS2 scan the quadrupole applies an electromagnetic field which will exclude everything except ions within the isolation window88. These ions will then be sent into a collision chamber filed with nitrogen which will cause the ions to fragment. As the mass spectrometer can control the energy of the collisions the majority of peptides break along the peptide bond forming b or y ions89. These are then analysed in the detector providing the results of a MS2 scan. The pattern produced in a MS2 scan can be used to identify a peptide, as each unique sequence will produce a different pattern of y and b ions. The instrument can only perform 1 type of scan at a time, it is possible to generate several MS1 and MS2 scans before the elution peak from the HPLC ends90. The more overlapping peaks that are present, the more likely it is that the mass spectrometer will not have time to generate multiple MS2 peaks for every peptide eluting at that time. This means that the gradient on the HPLC needs to be designed to reduce the number of peptides eluting at each time point. MS2 scans will also allow the [image: ]

[bookmark: _Ref387493400][bookmark: _Toc534537214]Figure 1.3 - Orbitrap mass spectrometer - A) the parts of a Q-Exactive-HF mass spectrometer. B) The path ions take in both a MS1 and a MS2 scan in a Q-Exactive HF.

location of a modification to be determined as it will only change the mass of some fragment ions, allowing the position to be identified91, see Figure 1.3.
However, as most proteomic samples are highly complex it is important to separate the peptides so fewer enter the instrument at once allowing for more complete analysis. Given the mass spectrometer can only identify a single peptide at a time, keeping the number of peptides entering the mass spectrometer at a time low allows for the analysis of more peptides. This is normally accomplished by using High Pressure Liquid chromatography (HPLC) to separate the peptides before they enter the mass spectrometer.92 Typically a reverse phase column is used to separate peptides, with an ideal elution peak being about 30 seconds in length, giving the mass spectrometer plenty of time to isolate and fragment each ion a multiple times. 
Data acquisition methods
There are three main ways to decide which ions the mass spectrometer fragments. The first is DDA (data dependent analysis) where the mass spectrometer performs a MS1 scan then will automatically select the most intense ions for MS2 analysis. The number of ions it chooses can be set by the user, as can the number of times an individual m/z can be isolated in a given time period. This method is ideal when the aim of the experiment is to discover what is present as no prior knowledge is required. However, for lowly abundant peptides there can be poor coverage as well as many differences between replicates as they are not consistently selected for MS2 analysis.
The second method is parallel or serial reaction monitoring (PRM/SRM). This is a data independent method where the user informs the mass spectrometer which ions to isolate and fragment93, 94. In a SRM/PRM method a list of ions are provided and the mass spectrometer will cycle through the m/z isolating and fragmenting them each in turn, usually with MS1 scans performed every 10 scans93. This has the advantage of always fragmenting the same ions which leads to consistent data. However, there are limitations in the number of ions that can be examined. With this method much of a sample will be ignored as the instrument will not select anything it was not programmed to; therefore, it is impossible to re-interrogate the data later to find evidence for anything else.
The other method is known as data independent analysis (DIA) where an m/z window wider than a single peptide is used. This means that more than one peptide will be permitted through to the collision chamber giving a much more complicated spectrum to analyse. However, everything will be fragmented ensuring that even lowly abundant peptides can be identified95. In this method searching is more complicated as the MS2 spectra is full of overlapping peptides so differences between the peaks in MS2 cannot be used to identify which amino acids are present. Therefore, it is not possible to map the spectra to a peptide, which is how most search engines determine identity. Instead the MS2 spectra you wish to find is searched for in the data. This requires there to be a good spectral library available for the peptides you wish to look for.
Sequential Window Acquisition of all Theoretical Mass Spectra (SWATH) is another method of data acquisition that has been developed for histone analsyis96, 97. This is a DIA method with variable windows, by having smaller windows at the m/z range where most histone peptides fall (400-600 m/z) and wider ones, where few histone peptides produce a m/z, at below 400 and greater than 600m/z the MS2 spectra become less complicated and identification of the peptides is easier. SWATH and DIA methods have been shown to be more consistent when analysing histone PTMs in comparison to DDA methods96.
Sample preparation for histone analysis
There are three ways to identify histones PTMs using MS; bottom up where the histones are digested into small peptides of 6-12 amino acids long, middle down where longer fragments are produced of about 50 amino acids using the protease gluC, and top down where the intact histone is analysed. The smaller the peptides the easier it is to analyse as the spectra are simpler and the abundance of each individual proteoform is higher. However, the amount of information that can be gained about modification crosstalk diminishes98-100. In bottom up there is enough of each peptide that even lowly abundant modifications will give enough signal on the mass spectrometer for identification. In middle down this may not be the case as there may not be enough identical ions formed identify every possible combination of modifications. Each differently modified histone tail will produce different ions during electrospray ionisation (ESI), and the greater the number of combinations possible the fewer identical ones will be formed. In top down analysis is complicated and requires specialist software and instruments.
Histones are more complicated to prepare than typical proteomic samples as most peptides are highly modified101-103. However, if the mass of the modification is known we can incorporate this into the reference database and thus identify the position and type of modification present. Given that some common modifications such as trimethylation and acetylation have very similar masses, with a 36 ppm difference, m/z ratio may not be enough to correctly identify them. Fortunately, the chemical properties of the two modifications are very different leading to large differences in retention time on a C18 column104, 105.  Different modifications can affect the ionization efficiency of the peptide and thus can affect the intensity of the spectra, it is important to account for this when quantifying the modification106.
Use of SILAC for mass spectrometry analysis
One way of improving the accuracy of MS quantitation techniques is to use labelling. One way of doing this is through Stable Isotope Labelling by Amino acids in Cell culture (SILAC) 107, 108. In SILAC experiment a heavy and light pair of essential amino acids is used. The heavy version is created by synthesising the amino acid using 13C and 15N isotopes rather than the common 12C and 14N isotopes. Given the mass spectrometer measures differences in mass to charge ratio, a mass difference of at least 8 between the heavy and the light amino acid is generally required for identification or separate isolation of each labelled peptide. A 2+ ion where the difference in mass is 8 would have an m/z difference of 4 and a 3+ ion a difference of 2.6. For most proteomic work lysine and arginine are used as this means that when trypsin is used to digest the peptides every peptide will have at least one labelled amino acid. To ensure complete labelling the cultures must be grown in the labelled media for at least three passages prior to analysis. If labelling is not complete, then some of the signal from the heavily labelled culture will be assigned to the unlabelled culture making the results inaccurate.
The main advantage of using SILAC is that it reduces the variance in the experiment. As both the heavy and light samples are prepared in the same tube the conditions they are exposed to are identical, making the variance between the samples smaller. This allows for more accuracy and precision when identifying differences between the samples107.
[bookmark: _Toc532636279]Function of Histone PTM’s
[bookmark: _Toc532636280]Gene expression
There are two main forms of chromatin structure heterochromatin and euchromatin109. Heterochromatin where the DNA is tightly packed and is difficult to transcribe. These regions are late to be replicated during the cell cycle68, 110. Euchromatin adopts an open chromatin structure which is often highly acetylated resulting in active gene transcription.
From ChIP-Seq studies acetylation is known to be an active mark103. Acetylation is known to open chromatin because it increases the overall negative charge of the nucleosome by removing the positive charge on the lysine it is placed on. This change prevents close packing of nucleosomes. Acetylation is also found on active enhancers (regions of DNA linked to improving the transcription rate of other genes)111 (H3K27ac) as well as the 5’-end of active genes (H3K14ac,H3K18ac) . Other acetylation marks such di-acetylated H4K5acK12ac are known to be a marker of a newly synthesised histones112.
Methylation is more complicated with different levels (mono-methylation demethylation or trimethylation) and modified lysines on the tail having different functions. The trimethylation of H3K9 and H3K27 are known to be repressive modifications while the mono- methylation forms are active113. H3K9me3 is mostly found in constitutive heterochromatin114 whereas H3K27me3 is mostly associated with inactive gene promoters113. On the other hand, any modification on H3K4 is believed to be activating, as well as H3K36me3 which is found on active gene bodies. H3K18me1 and H3K23me1 are thought to be inactivating marks while most other mono-methylated lysines  are activating113. There is a lack of direct evidence for this as comprehensive ChIP-Seq data is lacking. Most of the reason for assuming H3K18me1 and H3K23me1 are inactivating is the fact that the lysine residue is mono-methylated it cannot be acetylated, which is a more active mark while for other positions acetylation is less common. For most lysines other than H3K4 and H3K36 the higher states of methylation (me2, me3) are repressive and the singly methylated state is thought to be activating103. This may be mostly due to lysine mono-methylation not affecting the recruitment of transcription factors, rather than mono-methylation actively recruiting them 103. For some other modifications such as H3K27me1 where there is not a wealth of ChIP-Seq information available, the role is less clear. H3K27me1 is placed by the same enzymes the place the repressive marks H3K27me2 and H3K27me3115, but is normally found on more active regions of DNA113. A more detailed summary of the role of range of histone PTMs is shown in Table 1.

[bookmark: _Ref518037568][bookmark: _Toc532636281]Cell cycle
There have been several studies into how histone PTMs are affected by the cell cycle, partly to determine how epigenetics are conserved throughout generations and partly to understand how the unpacking of chromatin as the replication fork passes is controlled. There is also some evidence that histone PTMs may have a functional role to play in the cell cycle. H3K4me3 appears to play a role in origin licencing implying a more direct role during the cell cycle. Acetylation is also essential for unpacking nucleosomes so replication forks can move through116.
Due to difficulties in aligning cells to the same point in cell cycle the points normally examined are synthesis phase (S-phase), gap 2/ mitosis phase (G2/M) and gap 1 phase (G1). Evertts et al., found that several modifications changed during cell cycle, with H3K9ac increasing in G1 phase but dropping in G2/M phase117. H3K18ac was lower in G2/M than the other phases, whereas K18acK23ac was higher in G2/M than G1. H3K27me2K36me2 and K27me3K36me2 were also lower in G2/M phase than other phases of cell culture117. However, the histone PTM with the largest change in relative abundance was H4K20, with the unmodified form being fourfold lower in G1, but threefold higher in S phase than its average abundance117, 118. H4K20me1 was four-fold lower in S phase than G2/M and was increased in G1 phase. While H4K20me2 and me3 were slightly increased in S phase117. There is also evidence that over cell divisions the amount of methylation on H4K20 increases119. Newly synthesized H4 does not have any methylation but after two to three cycles 98% of H4K20 is dimethylated in Hela S3 cells119.
There are also several marks which have been shown to be enriched on new histones, namely H3K27me1 and H4K5acK12ac112. These will often be found on cytoplasmic histones as the modifications are likely to be altered quickly after incorporation with newly synthesised DNA 112.
Cell cycle in CHO cells
CHO cells have a doubling time of 22 hours. At different stages of cell culture, a different proportion of CHO cells are in each stage of culture. In lag phase the majority of cells are in G1 phase, in early log phase the proportion of cells in S phase increases while the proportion in G1 phase decreases120. In mid log phase about 60% of cells are in S phase120, 121. As cells enter stationary phase the number of cells in G2 phase increases, then drops again with most cells being in either G1 or apoptotic by late stationary phase120.
Given the changes in proportion of cells in each phase of the cell cycle changes at different points in culture some of the changes seen throughout culture may be reflective of this, as some histone modifications have been associated with different phases of the cell culture.

[bookmark: _Toc532636282]Quiescence/senescence
[bookmark: _Ref518037607]Quiescence occurs when cells enter a state where they stop dividing. This is often known as G0. Senescence occurs when the cells cannot restart the cell cycle, and therefore cannot multiply again even if culture conditions change122. What is interesting is that the histone PTMs appear to behave the same in both states when examined by mass spectrometry117, 118.
The acetylation and methylation dynamics are different in exit from the quiescent state of cells due to increasing nutrient availability. H3K9ac. H4K5ac and H4K8ac increase in abundance as cells exit quiescence123. Using SILAC techniques it was shown that H3K9 and K14 acetylation takes place in the first few minutes after the addition of new media. However, methylation abundance remained constant through the exit, though the genes where they can be found do change. In Quiescence methylation patterns switch from growth genes to stress genes but do not change back until several cell cycles post exiting the quiescent state. This appears to occur as the majority of changes in histone methylation state appears to occur by the dilution of old modifications through the insertion of newly synthesised histones which occurs during DNA replication124.
Evertts et al., looked at the epigenetics of senescent fibroblasts through mass spectrometry and Chicas et al., looked at quiescent cells117,118. Their findings are similar and suggest that there is not a difference in histone modification abundance between senescence states and quiescence states though the locations of modifications may vary. They found that several modifications increased during quiescence or senescence including H3K9me3K14ac, H3K27me3 and H3K27me2k36Me2 (see table 1 for more detailed information). Several modifications, typically more active modifications, such as H3K4me2 and H3K36me1 were associated with actively dividing cells. The histone PTM where the greatest change observed was H4K20 methylation, where the di and trimethylation states are increased in the senescent or quiescent state of the cell117, 118. The singly and unmodified form of KVLR are increased in dividing cells.
[bookmark: _Toc532636283]Cross talk
Cross talk is also known to happen and this can change the active status of a gene125. As multiple marks cannot easily be investigated by ChIP-Seq there is not much information on how these marks behave. To investigate multiple marks using ChIP-Seq a double pull down must be performed, or regions the data from two separate pull downs may be compared. However, both approaches have the limitation of being unable to prove both modifications were found on the same histone tail or nucleosome. Given each nucleosome has two H3-H4 dimers present it is impossible to tell using ChIP methods if the mark is on the same H3 tail, or there is one on each tail, even if the assumption that sonication has precisely broken the DNA between each nucleosome is made.
However, it is possible to study crosstalk through middle down mass spectrometry. There are several modifications that have been shown to cross talk in this way. There are two types of cross talk, positive where the presence of one mark encourages the placement of another. This has been shown between H4K20me2 and acetylation at H4K12 and H4K16126. The other sort is negative correlation where the presence of one modification reduces the placement of another. this has been shown between  H3K27me3 and H3K9me3127. Cross talk is important to consider when a system is perturbed as it means that changes in one modification can cause changes in another through cross talk.
There are some modifications that are known to crosstalk where the combined role is known to be different to either of the single modifications. One example of this is H3K9me3K14ac. K14ac is an activating mark mostly found on active genes, but when found in conjunction with K9me3 the gene is not transcribed, but instead described as poised, so can be switched on with little effort128. Other examples of cross talk are where one modification either encourages another modification to be placed or prevents one. K4 and K27 have an antagonistic relationship. Any region where K4 is methylated, K27 cannot have trimethylation and vice versa. This is possibly due to the opposite roles of each modification103.

[bookmark: _Ref518037538][bookmark: _Toc532636284]Details on known roles of each proteoform
[bookmark: _Ref387567407]The roles for proteoforms commonly seen through bottom up mass spectrometry methods have been summarised in the Table 1. Cross talk between modifications on lysines which fall onto separate peptides when the bottom up approach is used are also listed. Data from ChIP-Seq experiments has been assigned to the targeted singly modified proteoform, but the data may also be applicable to proteoforms containing multiple modifications as long as the targeted modification is present.


[bookmark: _Toc520125159]Table 1 - Summary of the roles of histone PTMs typically identified in bottom up MS approaches. In addition, the data from ChIP-Seq sources has been included for each modification. Where ChIP-Seq information is include it is associated with the singly modified proteoform targeted in the experiment
	Modification
	Experimental method
	Known roles
	Crosstalk 

	H3 - TKQTAR

	H3K4me0
	Mass spec
	Not associated with growing or senescent cells118
	DNA methylation58

	H3K4me1
	ChIP-Seq
ChIP-MS
	active genes113, 3'end129,
Changes throughout culture13,
Binds to BRD which correlates with actively expressed genes130
	H3K27me3103
DNA methylation58

	H3K4me2
	ChIP-Seq, 
Mass spec
ChIP-MS
	active genes113, 
increase in growing cells118
Binds to BRD which correlates with actively expressed genes130
	H3K27me3103
DNA methylation58

	H3K4me3 
	ChIP-Seq
Mass spec
ChIP-MS
Western blot
	Active regions68, 5’ end113,
Increase in growing cells13, 118,
Prevents DNA methylases binding131,
Increase in oxidative stress132
Binds to BRD which correlates with actively expressed genes130,
	H3K27me3103


	H3 - KSTGGKAPR

	H3K9me0K14ac0
	Mass spec
	Not associated with growing or senescent cells118
	

	H3K9me1k14me0 
	ChIP-Seq
ChIP-qPCR
ChIP-MS
Binding Arrays

	Active genes TSS113 , active genes transcribed regions103
Maintenance of pericentric chromatin through HP1 recruitment133, 134
	 K27me3103

	H3K9me2K14ac0 
	ChIP-Seq
ChIP-qPCR
	Silent genes TSS113, key marker of the inactivated x chromosome133, 135
Position depends on developmental state of cell, increasing throughout differentiation136.
	H3K27me2 - negative
H3K36me3- positive127

	H3K9me3K14ac0 
	ChIP-Seq
CRISPR/Cas editing
ChIP-MS
	Transcriptionally inactive regions68, found in broad domains137
Not sufficient for gene repression80 
Binds to HP1 a marker of heterochromatin130
	DNA methylation58
H3K36me2-positive
,H3K27me3- negative 127

	H3K9ac1K14ac0 
	Mass spec
Western blot ChIP-MS

	Higher in G1 than quiescent fibroblasts117
Reduced in response to oxidative stress132
Active genes TSS103
Binds to BRD which correlates with actively expressed genes130
	H3K27ac127

	H3K9me0K14ac1
	ChIP-Seq
	5’ end of active genes137
	H3K27ac, K18ac, K23ac127

	H3K9me1K14ac1
	ChIP-MS
	Binds to BRD which correlates with actively expressed genes130
	

	H3K9me2K14ac1 
	ChIP-MS
	Binds to BRD which correlates with actively expressed genes and HP1 which is a heterochromatin protien130
	

	H3K9me3K14ac1 
	Mass spec
ChIP-Seq
Western Blot
	Increase in senescent cells118
Found on a subset of inactive gene promoters128
Reduced in response to oxidative stress132

	

	H3K9ac1K14ac1 
	Mass spec
ChIP-MS
	In young cells only it decreases in response to damage in muscle cells138
Binds to BRD which correlates with actively expressed genes130
	

	H3 - KQLATKAAR

	H3K18ac0K23ac0
	ChIP-MS
	Does not bind to BRD130
	

	H3K18ac1K23ac0 
	ChIP-Seq
ChIP-MS
	5’ end of active genes137
TSS of active genes103
Binds to BRD which correlates with actively expressed genes and HP1 which is a heterochromatin protien130

	K14ac127

	H3K18k23me
	Binding Arrays
ChIP-MS
	Involved in the recruitment of HP1β to heterochromatin134
Binds to BRD which correlates with actively expressed genes and HP1 which is a heterochromatin protien130
	

	H3K18me1K23un
	ChIP-MS
	Binds to BRD which correlates with actively expressed genes130
	

	H3K18ac0K23ac1 
	ChIP-MS
	Doesn’t bind either HP1 Or BRD130
	K14ac127

	H3K18ac1K23ac1
	Mass spec
ChIP-MS
	Higher in growing cells117
Binds to BRD which correlates with actively expressed genes130
	

	H3 - KSAPATGGVKKPHR

	H3K27me0K36me0 
	Mass spec
	Increased in growing cells117, 118
Increases in response to damage in muscle cells138
	

	H3K27me0K36me1
	ChIP-Seq
Mass spec
	Slight preference to active promoters113
Increases in growing cells118
Doesn’t bind either HP1 Or BRD130

	

	H3K27me0K36me2
	Western blots
ChIP-qPCR
ChIP-MS
MS
	Recruits repair factors to DNA139
Doesn’t bind either HP1 Or BRD130
Increases in response to damage in muscle cells138
	K9me3127

	H3K27me0K36me3
	ChIP-MS
ChIP-Seq
	Marks transcriptionally active gene bodies68, 113
Involved in silencing cryptic splice sites during transcription137
May help to define exons140
Binds to HP1 a marker of heterochromatin130
	

	H3K27me1K36me0
	ChIP-Seq
Western blots
	Downstream of active TSS103, 113
PC2 recruitment to H3K27me is believed to be involved in maintenance of the inactive x chromosome76
Found on newly synthesized histones112
	

	H3K27me1K36me1
	Mass spec
	Increased in growing cells118
	

	H3K27me1K36me2
	ChIP-MS
	Doesn’t bind either HP1 Or BRD130
	

	H3K27me1K36me3
	Mass spec
	Slight increase in s phase compared to g1117
	

	H3K27me2K36me0
	ChIP-Seq
	Correlates with gene silencing103, 113
	H3K9me2-negative
H3K9me3-positive127

	H3K27me2K36me1
	ChIP-MS
	Binds to BRD which correlates with actively expressed genes and HP1 which is a heterochromatin protien130
	

	H3K27me2K36me2
	Mass spec
	Increased in senescent and quiescent cells117, 118
	

	H3K27me3K36me0 
	ChIP-Seq
CRISPR/cas editing
Mass spec
Western blot
	Repressive mark103
Not sufficient for gene repression80
Increases in senescent and quiescent cells117, 118
Increased in aggressive melanoma lines141
Increase in response to oxidative stress132
	H3K4me1, H3k4me2, H3K9me1103
H3K9me2-positive
H3K9me3-negative127


	H3K27me3K36me1
	Mass spec
ChIP-MS
	Increased in senescent and quiescent cells117, 118
Binds to HP1 a marker of heterochromatin130
	

	H3K27me3K36me2 
	Mass spec
	Increased in senescent and quiescent cells117, 118
	

	H3K27ac1K36me0 
	ChIP-Seq
Western blot
	Found on TSS of active genes103
Increased in cells adapted to oxidative stress132
Changes throughout culture13
	K14ac, K9ac127

	H3- YQKSTELLIR

	H3K56ac
	Mass Spec
	Higher in growing cells118
	H4K16ac,H4K12ac (positive)142

	H3K56me0 
	Mass spec
	Not associated with growing or senescent cells118
	

	H3-EIAQDFKTDLR

	H3K79me0 
	Mass spec
	Not associated with growing or senescent cells118
	

	H3K79me1
	Mass spec
ChIP-Seq
	Increase in quiescent and senescent cells117, 118
Linked to active genes103
	H2BK16142

	H3K79me2 
	Mass spec
ChIP-Seq
	Increase in quiescent and senescent cells117, 118
Linked to active genes103
	H2BK16, H4K16ac,H4K12ac(positive)142

	H4 - KVLR

	H4K20me0
	Mass spec
ChIP-MS
	Specific to new histones143
Binds to BRD which correlates with actively expressed genes130
	

	H4K20me1
	Mass spec
ChIP-MS
	Increased in growing cells117, 118
Methylation is placed sequentially through many cell cycles119
Binds to BRD which correlates with actively expressed genes130

	

	H4K20me2
	Mass spec
Western blots
ChIP-MS
	Increased in senescent and quiescent cells117, 118
Methylation is placed sequentially through many cell cycles119
Binds to HP1 a marker of heterochromatin130
	H4K12acK16ac (positive)
H4K8acK12acK16ac (positive)126

	H4k20me3
	Mass spec
Western blots
ChIP-MS

	Increased in senescent and quiescent cells117, 118
Repressive mark103
Methylation is placed sequentially through many cell cycles119
Binds to HP1 a marker of heterochromatin130
	

	H4 - GKGGKGLGKGGAKR

	0ac
	ChIP-MS
	Binds to HP1 a marker of heterochromatin130
	

	4ac
	Mass spec
	Higher in growing cells118
	

	3ac
	Mass spec
ChIP-MS
	Higher in growing cells118
Binds to BRD which correlates with actively expressed genes130
	

	2ac
	Mass spec
ChIP-MS
	K5acK12ac is often found on newly synthesised histones112
Binds to BRD which correlates with actively expressed genes130
	

	1ac

	H4K5ac
	ChIP-Seq
Western blots
Mass spec
	Elevated in promoter and transcribed regions of active genes103
Brings the TF Brdt to the transcription site143
	

	
	H4K8ac
	ChIP-Seq
Western Blots
Mass spec
	Elevated in promoter and transcribed regions of active genes103
Brings the TF Brdt to the transcription site143

	

	
	H4K12ac
	ChIP-Seq
	Elevated in promoter and transcribed regions of active genes, possibly has a role in transcriptional elongation103
	H3K79me2,H3K56ac(positive)142

	
	H4K16ac
	ChIP-Seq
	Elevated in promoter and transcribed regions of active genes103

	H3K79me2,H3K56ac(positive)142





H4K20
Methylation of H4K20 is a critical modification. It has been shown to be important in many cellular processes. H4K20me2 has been shown to be important in origin licencing144 showing its critical role in the cell cycle. Increase in H4K20me3 has been shown to be increased in quiescent and senescent cells117, 118 which confirms its importance in regulating the cell cycle. Unmethylated H4K20 is a mark of new histones and in non-origin locations methylation has been shown to occur in a sequential way through successive cell cycles119.
H4K20 has also been implicated in DNA repair where the H4K20me2 has been shown to recruit 53BP1 to double strand breaks and facilitate non-homologous end joining to repair the damage143, 145, 146.
[bookmark: _Toc532636285]Known effects of changing histone PTMs in CHO cells 
[bookmark: _Ref518037483][bookmark: _Ref518037586]The epigenetics of CHO cells have not been widely studied. The majority of studies on CHO cell epigenetics have been focused over the inserted transgene rather than globally with omic techniques147. Paredes et al., noted that when CHO cells lose productivity over several generations this is associated with hypoacetylation of H338. In this paper they used ChIP-qPCR methods over the transgene with an antibody general to H3 acetylation and H4 acetylation. This means that they gained no information on which acetylations on H3 are critical and what occurs throughout the rest of the genome. What is interesting is while H4 ac also decreased in the unstable cell line, a large decrease in acetylation was not observed. Acetylation over the transgene region is reduced over long term culture even in the stable lines which might be indicative of an overall change in CHO cells38. Loss of productivity has also been shown to be accompanied by DNA methylation over the promoter of the transgene although in the cell lines looked at in this study, gene copy number loss was also partly responsible12.
Veith et al., used ChIP-qPCR to gain a more complete view of the epigenetics of the promoter of the transgene148. They investigated four different cell lines with different productivities with antibodies against H3K9ac, H2A, H3K27me3, H3K4me3, H3.3 and H3K9me3. They found that the cell line with the highest productivity was enriched with H3K9ac and H3K9me3, while the second highest and most stable was enriched for H3K9ac. Less productive lines had more H3K27me3 and H3K9me3. It is possible that the highest producer also had enrichment for repressive marks as it had a higher copy number than the other cell lines and thus could have some copies repressed while others are very active. H3.3 was also found to be enriched over more active genes. It is worth noting that despite H3K9me3 being correlated with inactive genes its correlation is weak and it has been known to exist on active genes as well149.
Feichtinger et al., have more recently used ChIP-Seq to examine epigenetics over evolution and throughout a  batch culture in CHO cells with samples taken every 12 hours13. They looked at H3K27me3, H3K36me3, H3K9me3, H3K27ac, H3K4me3 and H3K4me1. They found that the location and amount of the modifications was different at different stages of culture. By examining the location of each mark, they showed that the activity of different genes was being controlled by the epigenetics throughout culture.
Histone deacetylase inhibitors (HDAC) such as valproic acid and sodium butyrate have been shown to increase protein production in CHO cells 150-152. However, they also cause strong reductions in growth rate and an increase in apoptosis47, 152, 153. Omic data In CHO cells have shown that sodium butyrate has many effects on the cell from altering the proteome154 which raised the response to toxin pathways and reduced protein metabolic processes. Metabolic analysis has shown that early butyrate treatment causes a sustained increase in nutrient consumption153. This shows that HDAC treatment on CHO cells has wide ranging effects far more than just at the epigenetic level. It also suggests that increasing acetylation across the genome overall leads to a drop in total protein production, while boosting the transcription rate of the transgene. This may occur as the inserted transgene does not have other control signals present that would allow the cell to lower its transcription rate.
Most work on epigenetics in CHO cells has focused on linking specific histone PTMs to active transgenes. Identifying and categorising the system is often limited. While identifying which histone PTMs are present on active transgenes provides an engineering strategy, you first need a way of targeting the region. This is becoming possible with emerging applications of adapting CRISPR/ CAS systems for epigenetic modifications 155-157. It is not as straightforward as altering the system by knocking out genes or chemical inhibitors. It is also worth noting that while Feichtinger et al., has looked at epigenetics on a global scale, they have only investigated a very small percentage of the histone PTMs that are assumed to be present in CHO cells.
[bookmark: _Toc532636286]Indications of why epigenetics might be relevant for improving CHO cells productivity
[bookmark: _Toc532636287]Control of growth rate
[bookmark: _Ref518037488]There are several experiments that suggest that controlling epigenetics may provide a way of altering the phenotype of CHO cells. Given that different levels of histone PTMs over a gene are predictive for the activity of the gene52, 158, 159 it follows that by altering the epigenetics it may be possible to control gene expression. This has been shown by the addition of HDAC inhibitors, whereby increasing the amount of acetylation has increased expression of several protiens47, 160. Kwaks et al., has also shown that by targeting an acetyltransferase (p300) to a gene, the expression level can be increased161. Increasing active marks over the transgene has been used before to boost productivity, but doing this in a specific manner has mostly been done by incorporating chromatin opening elements into the inserted gene cassette45. By including one of these elements it prevents the CHO cell from silencing the gene and thus ensures more stable expression45. Other ways of producing the same effect come from targeted insertion where the gene is inserted to open regions of the chromatin162. 
All of the above techniques have effects on the epigenetics directly over the transgene, thus increasing the amount of mRNA in the cell. Addition of HDAC inhibitors will have more general effects over the rest of the proteome in the cell, which results in the arrest of the cell cycle152. Given that increasing mRNA production is only one way of increasing production, it may be the case that by changing the epigenetics it is possible to cause a different phenotype, such as a state more primed for cell division or protein production.
Improving growth rate would also be a useful phenotypic change. Improving the growth rate reduces the amount of time to scale up from vial to bioreactor resulting in a cheaper product. While there is currently little data in CHO cells to suggest how this might be achieved it is hoped by examining the epigenetics of CHO cells we can identify possible targets. Given that in cancer, which is fundamentally a cell growing faster than it should, the epigenetics are often altered163-165it is possible that some epigenetic states are permissive to higher growth rates. However, increasing the final density of cells in the bioreactor is not ideal for the industry as large cell numbers cause complications in downstream processing166.
[bookmark: _Toc532636288]Epigenetic engineering in CHO cells
With the exception of the addition of HDAC inhibitors, where both sodium butyrate and valproic acid have been shown to cause cell cycle arrest in G1 and a boost in product titre47, 152, little has been published on engineering the epigenetics of CHO cells. The work that has been published suggests that more information is needed to allow for engineering targets to be generated147. There have been several papers on how epigenetics can be engineered in cancer cells163, 167-169, but as in these cases they are searching for a cure and therefore something that will reduce the growth rate and malignancy of the cells. Therefore, what has been found in cancer is not directly useful for trying to improve production in CHO cells, especially as many of the results suggest that the effect seen is dependent on the type of cell and type of cancer.


[bookmark: _Toc532636289]Aims of thesis
CHO cells are an important host cell system for the manufacturing of biopharmaceuticals. Whilst there have been significant improvements in the productivity of CHO cells over the past few decades, CHO cells still suffer from cellular limitations such as limited growth, low productivity, stress resistance and are typically more expensive compared to microbial cell systems.  The epigenetics of CHO cells has not been widely studied and therefore offers potential for the identification of useful targets for engineering applications.
The overall aim of this Thesis is to use high throughput mass spectrometry to identify and characterise histone PTMs in CHO cells. It is proposed to use bottom up MS methods, focusing on lysine methylation and acetylation, as these are predicted to be the most abundant histone PTMs. Moreover, quantitative MS approaches will be used to study changes in the relative abundance of histone PTMs in different CHO cell lines during cell culture. The application of these high throughput quantitative MS methods, will provide further insight into the epigenetics of CHO cells and the potential role of histone PTMs. In this thesis mass spectrometry techniques will be used to identify possible engineering targets in CHO cells with the aim of targeting important phenotypes such as growth rate and protein production.
Chapter 3 focuses on different ways of quantifying the antibody produced during cell culture, to allow for correct characterisation of different CHO clones. Chapter 4 focuses on identifying the epigenetic profile in CHO cells and how this varies between cell lines. Chapter 5 looks at how the epigenetic profile alters throughout cell culture. It also looks at how these changes can be correlated to cell phenotypes that also change throughout culture. Chapter 6 examines the effectiveness of using small molecule inhibitors against writes or erasers of the epigenetic code as and engineering strategy for CHO cells.


[bookmark: _Toc532636290]Materials and Methods
A full list of chemicals used, and their suppliers can be found in appendix 9.1.1.
[bookmark: _Toc532636291]CHO cell Culture
[bookmark: _Toc532636292]Cell lines in use
[bookmark: _Ref517692183]	CHO-S lineage and growth media
Two CHO-S derived clonal cell lines (clone 22 and clone 54) were selected for analysis as they were derived from a single producing Clonal CHO line.  They were generated through limited dilution cloning as described in Davies et al170 from a line obtained from Cobra biologics. The clones were chosen as any differences in productivity should arise from epigenetic influences rather than genetic ones. The media these clones used was CD-CHO supplemented with 8mM L-glutamate, HT supplement and 12.5 µg/ml puromycin
[bookmark: _Ref517692190]	CHO-k1 lineage and growth media
Two CHO-K1 derived clonal lines (clone72 and clone 150) were selected from the panel described in O’Callaghan et al171.  They were generated from limited dilution cloning after transfection into a clonal host cell line. They were selected for being two clones with vastly different productivities reported. It was hoped that by having vastly different productivities some of the difference could be attributed to the epigenetics, thus allowing investigation. The CHO-K1 clones used un-supplemented CD-CHO media.
[bookmark: _Toc532636293]Cell Culture
	Typical maintenance procedures
Typical maintenance of CHO cell culture involves keeping cells in log phase. This is achieved by taking an aliquot of cells from mid log culture and re-suspending in fresh media. CHO cells are seeded at 0.2x106 cells/ml in 30ml of the growth media for the cells as described above and then cells are incubated for 3-4 days at 37 °C, 140 rpm, 70 % humidity, 5 % CO2 in an infors orbital shaker. The amount of culture to transfer is determined by analysing the mid log culture on a Vi-cell (Beckman coulter, C.A., USA) then the required volume is reseeded in fresh media. Cells are discarded by passage 25 post revival and are not used for experiments until passage 4 after revival.
Cell storage procedures - cryopreservation
Cells are kept long term in liquid nitrogen using DMSO as a cryopreservant. Cells are frozen in 1.5ml aliquots of cells at a concentration of 106 cells/ml in CD-CHO supplemented as required for the line + 10% DMSO. Cells are slowly brought down to -80 °C before being placed in the cryostat. Revival is done by slowly thawing the vial at room temperature then re-suspending the cells in 10ml of cold media. The cells are then spun down, and the media is discarded before the contents is resuspended in 30ml of warm supplemented CD-CHO. This gives a seeding density of around 0.3x106 cells/ml in the first flask (passage 0). A working cell bank of each line worked with in this thesis was produced, the passage frozen at is reported in Table 2. Passage numbers reflect the number of passages post limited dilution cloning.
[bookmark: _Ref517353846][bookmark: _Toc520125160]Table 2 - passage numbers of working cell bank
	[bookmark: _Ref390607509]Cell line
	Passage number of WCB

	54 – CHO-S
	18

	22 – CHO-S
	16

	72 – CHO-K1
	10

	150 – CHO-K1
	9




	Growth and sampling conditions for batch cultures
For batch culture analysis 75 ml of media appropriate to the cell line was seeded at 0.2 million cells per ml and incubated at 37 °C, 140 rpm, 70 % humidity, 5 % CO2 in an infors orbital shaker. A maximum of 2.5 ml of culture was harvested at any given time point. Up to 10 million cells with 8 million being more typical were collected daily from day 2 for the CHO-S clones and day 3 for the CHO-k1 clones. The number of cells in the culture was determined by analysis by the vi-cell, and then cells were pelleted at 200 g for 5 mins. The supernatant was transferred to a fresh tube and both were stored at -20°C for short term or -80°C for long term storage.
SILAC batch analysis was performed for the CHO-S lines. Bespoke CD-CHO media with no lysine or arginine was ordered. Lysine was supplemented to a final concentration of 3 mM and arginine to a final concentration of 2.5 mM. The arginine used for supplementation was either labelled with heavy isotopes arginine (13C615N4) or unlabelled arginine depending on the cell line for each experiment. Media was supplemented with 8 mM l-glutamine, HT and 12.5 µg/ml puromycin. A flask of each clone was grown for three passages in SILAC media to ensure complete incorporation. Clone 54 was grown in labelled and 22 in unlabelled, and then it was repeated with the label swapped to the other clonal line. From each fully labelled flask three 30ml cultures were set up. Cells were harvested on day 3 and day 6 only. Culture growth and viability was measured daily on the Vi-cell. Cells were incubated at 37 °C, 140 rpm, 70 % humidity, 5 % CO2 in an infors orbital shaker.
	Sampling and feeding schedule for fed batch cultures
A SILAC fed batch study was performed for the CHO-S cell lines. Bespoke CD-CHO media without lysine and arginine was ordered. Lysine was supplemented to a final concentration of 3 mM and arginine to a final concentration of 2.5 mM. The arginine used for supplementation was either labelled with heavy isotopes arginine (13C615N4) or unlabelled arginine depending on the cell line for each experiment. The bespoke CD-CHO media was supplemented with 8 mM l-glutamine, HT supplement and 12.5 µg/ml puromycin. 
Bespoke efficient feed B was also ordered, and the lysine was added to make the final concentration 9 mM. Either unlabelled arginine or arginine (13C615N4) was added to 60 ml to make the final concentration 5.8 mM. 
A flask for each clone was grown for three passages in SILAC media to ensure complete incorporation. 54 was grown in media containing arg-10 and clone 22 in media containing arginine without heavy isotopes. From each these flasks three 30ml cultures were set up and supplemented with 4.5 ml (15%) of efficient feed B on day 0. Every two days 3 ml (10%) of efficient feed was added until day 8 where feeding was stopped. 10 million cells were removed from the culture each day and pelleted at 200 g for 5 mins before the cell pellet and the supernatant was stored at -20 °C before histone analysis. Cells were incubated at 37 °C, 140 rpm, 70 % humidity, 5 % CO2 in an infors orbital shaker. 
[bookmark: _Toc532636294]	Addition of small molecule inhibitors to cell culture
Several small molecules known to inhibit readers or writers of epigenetic marks were analysed. These were all done in batch culture, and concentrations used were taken from literature.
	NaBu
The effect of sodium butyrate on the CHO-S clones was analysed. Five 60 ml cultures of supplemented CD-CHO were set up for each clone and incubated at 37 °C, 140 rpm, 70 % humidity, 5 % CO2 in an infors orbital shaker. On day 3 sodium butyrate to a final concentration of 1 mM was added to three of the flasks.  Cell counts were taken daily on the vi-cell and histone samples of 8 million cells were taken on day 3, 4, 5 and 6.  
	Unc1999
The effects of Unc1999 on the CHO-S clones were analysed. Six 60ml cultures of supplemented CD-CHO were set up for each clone incubated at 37 °C, 140 rpm, 70 % humidity, 5 % CO2 in an infors orbital shaker. To three of the flasks UNC1999 to a final concentration of 1 µM was added and to the other three DMSO was added as UNC1999 was dissolved in DMSO. A repeat was also performed with a final UNC1999 concentration of 2 µM. Final DMSO concentration was 0.05 %. Cells were harvested on day 3 and day 6 and the culture analysed on a vi-cell every day.
		GSKj1
The effects of GSKj1 on the CHO-S clones was analysed. Six 60 ml cultures of supplemented CD-CHO were set up for each clone incubated at 37 °C, 140 rpm, 70 % humidity, 5 % CO2 in an infors orbital shaker. To three of the flasks GSKJ1 to a final concentration of 5 µM was added and to the other three DMSO was added as GSKj1 was dissolved in DMSO. Final DMSO concentration was 0.05 %. Cells were harvested on day 3 and day 6 and the culture analysed on a vi-cell daily.
		UNC0368
The effect of UNC0368 on the CHO-S clones was analysed. Four 35ml cultures of supplemented CD-CHO were set up for each clone incubated at 37 °C, 140 rpm, 70 % humidity, 5% CO2 in an infors orbital shaker. On day 3 UNC0368 was added to a final concentration of 8 µM to two of the flasks, the other two had DMSO added to a final concentration of 0.02%.  Cell counts were taken daily on the vi-cell and histone samples of 8 million cells were taken on day 6.

[bookmark: _Toc532636295]Antibody quantification
[bookmark: _Ref517692014][bookmark: _Toc532636296]ELISA
To determine IgG concentration by ELISA methods the RD-Biotech fast ELISA kit was used. Supernatant Samples were diluted according to expected IgG concentrations in the dilution buffer provided. See Table 3 for details. The kit directions are then followed.  First 20 µl of diluted sample was added to the plate and then 100 µl of HRP-conjugate containing solution was added and mixed. The plate was then incubated for 15 mins at room temperature. Then the liquid was discarded, and the plate was washed with 3 x 300 µl of 0.1 % Tween 20. Next 100 µl of TMB substrate was added and the plate incubated for 10 mins at room temperature. Finally, 100 µl of STOP solution was added and the plate was read at 450 nm and 650 nm on a power wave XS (BIO-TEK). The 650 nm reading value was subtracted from the result at 450 nm to reduce noise in the sample and the value was compared to the standard curve.
[bookmark: _Ref390609036][bookmark: _Toc520125161]Table 3 - Dilution factors for ELISA
	Day of culture
	Dilution factor
	serial dilution steps

	3
	500
	1 in 10, 1 in 10, 1 in 5

	4
	500
	1 in 10, 1 in 10, 1 in 5

	5
	1000
	1 in 10, 1 in 10, 1 in 10

	6
	1000
	1 in 10, 1 in 10, 1 in 10

	10 (fed batch)
	2000
	1 in 10, 1 in 10, 1 in 20


[bookmark: _Ref517692044][bookmark: _Ref517692222][bookmark: _Ref517692473][bookmark: _Toc532636297]Protein A chromatography. 
For quantification of IgG concentration through protein a chromatography 60 µl of sample is filtered through a 0.22 µm filter to remove cell debris.  Then 10 µl of sample is loaded onto a Protein A mab-Pac column on a U3000 HPLC (dionex thermofisher). Buffer A was150 mM NaCl, 50 mM sodium phosphate, 5% ACN pH 7.5 and buffer B is 150mM NaCl, 50mM sodium phosphate, 5% ACN pH 2.5. Samples were analysed on a 5-minute gradient that starts in 100% A then changes to 100% B over 42 seconds where it is held for 2 minutes before once again becoming 100% A, see Figure 2.1 for details. The Flow rate was set to 1 ml/min. The elution off the column was monitored by UV Absorbance at 260 nm and 280 nm. 

[bookmark: _Ref519162130][bookmark: _Toc534537215]Figure 2.1- Gradient of the Protein A column – Gradient run over the HPLC column for each sample. Buffer A was 100% until 0.5 minutes then reduced to 0% over 0.7 minutes. Buffer A remained at 0% for 2.8 minutes. Buffer A was set back to 100% over 0.8 minutes and then held for 1.2 minutes.

[bookmark: _Ref517692068][bookmark: _Toc532636298]ValitaTITER
IgG concentration analysis was also performed using ValitaTITER assay kit. The kit instructions were followed. First samples were diluted 1 in 5 in fresh CD-CHO if from batch culture or 1 in 20 if from fed batch culture. Dilution is required to reduce interference from other proteins in the conditioned media which can have non-specific binding. Next 60 µl of Valita titre buffer to plate was added to the plate, and then 60 µl of diluted sample was added and thoroughly mixed through aspiration. The plate was then incubated for 30 mins at room temperature in the dark. The plate is then read using a PHERAstar (BMG labtech) reading fluorescence polarisation with excitation at 502 nm and emission at 512 nm172. The value for the blank (media only wells) was taken from the rest of the plate before samples were compared to the standard curve.


[bookmark: _Ref517692113][bookmark: _Toc532636299]Mass spectrometry
Production of peptide samples from antibodies through in gel digestion
IgG concentration in the supernatant was also measured by Mass spectrometry methods. 10 µl of IgG containing supernatant or standard was run on a 12.5 % acrylamide gel with 5 µl of loading buffer. It was run for 15 mins at 80 V followed by 45 minutes at 180V. The gel was stained with Coomassie overnight. The IgG bands were extracted and cut into 1mm square pieces. They were de-stained by repeated incubation with 100 µl 100 mM ABC for 5 minutes at 37 °C followed by addition of 100 µl ACN and incubating for another 10 minutes before removing the liquid. This was repeated at least 3 times or until no blue colour was left in the pieces whichever took longer. 200 µl of reduction buffer (10 mM DTT in 50 mM ABC) was added to dry gel pieces and incubated at 56°C for 1 hour. The liquid was then removed and 200 µl of Alkylation buffer (IAA in 50 mM ABC) was added and incubated for 30 minutes at room temperature in the dark. The gel pieces were then washed with 200 µl of 50 mM ABC for 15 mins at room temperature, and then with 50 mM ABC, 50 % ACN for 15 minutes at 37 degrees. Next 30 µl of a 20 µg/ml solution of trypsin was added and incubated for 15 mins at 4 degrees to ensure the trypsin was absorbed by the gel pieces. Then 75 µl of (40 mM ABC 9 % ACN) was added and the gel pieces incubated at 37 °C overnight. Peptides were extracted from the gel pieces by incubating with 40 µl ACN for 15 minutes at 37 °C followed by the addition of 75 µl of 5 % formic acid and a further incubation of 15 minutes at 37 °C. The liquid was then transferred to a fresh lo-bind Eppendorf. A further 40 µl of ACN was then added to the gel pieces and incubated for 10 minutes at 37 °C and then the liquid was also transferred to the same tube. The liquid was then dried down using a concentrator plus (Eppendorf).
Sample preparation and analysis through LC-MS
 Samples were resuspended in 10 µl 0.1 % TFA before 2 µl was run on the HPLC-MS. the HPLC used was a U3000 dionex RSLC nano liquid chromatography system (thermo scientific).  Buffer A = 0.1 % formic acid, 3 % ACN, Buffer B= 80 % ACN, 0.1 % Formic acid. 2 µl of sample was loaded onto a (5 mm x 300µm) trapping column and washed for 2 minutes using 1 % B. the sample was then transferred to an analytical PepMapC18 column (75 µm x 15 cm) and the % of B increase from 1 % to 30 % over 28 minutes. The column was washed with 95 % B for 5 minutes from minute 32 to 37 before returning to 1 % B. see Figure 2.2. The MS was a MaXis TOF instrument that ran in DDA mode with a threshold of 5000 counts and active exclusion putting a hold on M/Z after 2 spectra for 0.25 minutes. The top 3 spectra were selected for fragmentation and then another MS1 scan was run covering the range 50-2200 m/z. the data was analysed in data analysis 4.0. A MGF file was created and that was searched against both CHO Uniprot and Human Uniprot by MASCOT daemon. The human data base was used as the antibody the CHO cells are producing is human in origin. Fixed modifications were carbamidomethyl (C) and variable modifications were amidated C terminus and Oxidation on (cysteine (C)) and (methionine (M)). The enzyme selected was trypsin with 4 max missed cleavages. MS1 tolerance was 0.6 Da and MS2 tolerance was 0.6 Da. 
[bookmark: _Ref504645206][bookmark: _Toc517355640][bookmark: _Toc534537216]Figure 2.2 - Gradient of LC-MS used for antibody quantification – Gradient used for mass spectrometry analysis. A 1-30% gradient was used to separate the peptides with a 95% wash.
	Quantification of IgG using SILAC labelling
SILAC labelling was achieved through spiking in an unlabelled human kappa IgG (sigma) to supernatant samples from clone 54 SILAC fed batch samples, where all arginine was replaced with heavy labelled arginine. 1.25 µg of light antibody was added to 10 µl of day 10 supernatant and this was run on a 12.5 % acrylamide gel. In gel digest and analysis was the same as described above. Data analysis was also performed in data analysis 4.0 and the ratio between the heavy and light ions of each pair calculated.
[bookmark: _Ref519089975][bookmark: _Ref519089979][bookmark: _Toc532636300]Histone preparation and analysis
[bookmark: _Toc532636301]Acid extraction of Histones from CHO cells
The cell pellets harvested from CHO cell culture were used for histone PTM analysis, histones are extracted using acid extraction173. Cell nuclei are extracted using hypotonic lysis buffer (10 mM Tris-HCL pH8, 1 mM KCl, 1.5 mM MgCl2, 1 mM DTT, protease inhibitors) through shaking on ice for 30 minutes. The nuclei are then pelleted at 10000g at 4 °C for 10 minutes. The supernatant is discarded then the nuclei are then dissolved in 400 μl 0.2 M H2SO4. The resuspended nuclei are then shaken on ice for 4 hours to allow the histones to dissolve in the acid. Afterwards the cell debris are pelleted at 16000g for 10 mins at 4°C and supernatant transferred to a fresh lo-bind tube. Histones are precipitated overnight at 4 °C using 33 % TCA (137 μl). The histones are then pelleted by centrifugation at 16000g for 10 mins and are then washed twice with ice cold acetone. Finally, the histones are dissolved in H2O, using 50-100 μl dependent on initial cell count in the pellet.
[bookmark: _Toc532636302]Bradford Assay for quantification of histones
To determine the concentration of the extracted histones so the correct amount could be taken forward for MS analysis a Bradford assay was performed. 5 µl of dissolved histones were mixed with 250 µl of Bradford reagent (Thermo Scientific) in a 96 well plate, mixed and then absorbance read at 595 nm on a power wave XS (BIO-TEK). This was compared to a standard curve made up from calf histone.
[bookmark: _Toc532636303]12.5% Acrylamide gel preparation and use
Gels were run both for quality control checks on the extracted histones, and for in gel digest of IgG samples for quantification by MS analysis. 12.5 % acrylamide gels were made in the lab using the following recipe:
[bookmark: _Toc520125162]Table 4 – Components of 12.5 % acrylamide gels.
	
	Upper gel (stacking)
	Lower gel (resolving)

	Water
	3.66 ml
	4.38 ml

	Upper/lower buffer
	1.5 ml
	2.5ml

	acrylamide
	0.75ml
	3ml

	APS
	0.075ml
	0.1ml

	TEMED
	0.015ml
	0.02ml


Upper buffer = 0.5 M Tris-HCl pH 6.8 0.4 % SDS, lower buffer = 1.5 M Tris-HCl pH 8.8, 0.4 % SDS. Gels were run for 15 mins at 80 V to allow protein to move into the staking gel, then at 180V for 45 minutes to separate proteins. They were stained with Coomassie stain overnight then de-stained with water for 24 hours before imaging.
[bookmark: _Ref517692283][bookmark: _Toc532636304]Preparation of histones and derivatisation with propionic acid
Histones were prepared for MS analysis through derivatisation with propionic anhydride and trypsin digestion as described174, 175. 7-10 µg of histones were transferred to a fresh lo-bind tube and mixed 1:1 with 100 mM Ammonium bicarbonate. Next 10 μl of a 1:3 propionic anhydride to isopropanol mix is added and pH is adjusted to 8 with ammonium hydroxide using universal indicator paper. This is incubated at 37 °C for 15 minutes and then dried in a concentrator plus (Eppendorf). Next the histones are resuspended in 10 μl 100mM ABC and the propionylation is repeated as described previously. After the second round of propionylation the derivatised histones are then dissolved in 40 µl of 100 mM ammonium bicarbonate and 1.5 µg of trypsin is added. Samples are incubated at 37 °C overnight before the reaction is quenched with 4 μl of acetic acid. After incubation on Ice for 1 hour the samples are dried down in the concentrator plus (Eppendorf).  2 more rounds of derivatisation with propionic anhydride are then performed.
For any SILAC analysis 5 µg of the heavy histone and 5 µg of its light histone pair were mixed before propionylation was started. Preparation was then identical to label free experiments.
[bookmark: _Ref517692263][bookmark: _Ref517692310][bookmark: _Toc532636305]Purification of Histone peptides
Propionylated histones are resuspended in 30 µl of 0.1%TFA. Hypersep tips (thermofisher) are primed with 5x20 µl washes with elution solvent (90 % ACN, 0.1 % TFA) and 5x20 μl washes with binding solvent (0.1 % TFA). Peptides are absorbed onto the hypercarb tip by aspirating the liquid for 2 minutes with a volume of 20 µl (~100 times). The tip is then washed with 2x20 µl volumes of binding solvent. The peptides are eluted off the tip into a fresh tube with 200 µl of elution solvent in sets of 20 µl with at least 10 aspirations before the next set of 20 μl is taken. The ACN concentration is reduced by adding 80 µl of binding solvent before drying down in a speed vac.
[bookmark: _Toc532636306]Gradient and sample preparation for HPLC MS analysis
Samples were resuspended in 0.1 % TFA and run on a QE-HF orbitrap mass spectrometer coupled with a U300 HPLC. A PepMap300 C18 tapping column was used with a 50 cm x75 µm Easy-spray PepMap C18 analytical column. A flow rate of 300 nl/min was used and column temperature was maintained at 40 °C. Solvent A = 0.1 % formic acid and 3 % ACN, Solvent B= 0.1 % Formic acid and 80 % ACN. Loading buffer = 0.1 %TFA and 3 % ACN. Samples were injected onto the trapping column and washed with solvent A for 1 minute, followed by elution onto the analytical column with solvent B rising from 3 % to 8 % in 5 mins then from 8 % to 25 % over 55 min and then from 25 % to 60 % over 26 minutes see Figure 2.3.

[bookmark: _Ref390613972][bookmark: _Toc534537217]Figure 2.3 - Gradient used on QE for histone analysis - Two step gradient used for histone analysis. after the sample is loaded (post mite 1) the % B increases over 5 ins to 8% where it then slowly increases to 25% over 55 minutes before rising more rapidly to 60% by 81 minutes. The column is then washed with 90% B before resetting to 1%B.

[bookmark: _Ref517692394][bookmark: OLE_LINK1]Data collection through DIA
Data was collected using a DIA method for the m/z range 300-1100 for MS1 scans. MS1 resolution was 60,000, ACG target of 3e6 and a maximum fill time of 55 ms. A MS1 scan was performed every 10 MS2 scans. MS2 resolution was 30,000, with an ACG target of 1e6. m/z isolation window = 20 m/z. isolation windows spanned the range 300 – 900 m/z. see Table 5. SILAC data, Clones 72 and 150 and all epigenetic inhibitor for NaBu, GSK-J1 and UNC1999 was collected using this method. This method was used for most of mass spectrometry data collected.
[bookmark: _Ref517690646][bookmark: _Toc520125163]Table 5 - DIA isolation list. Window reported by the centre of the 20 m/z window
	[bookmark: _Ref390614340]m/z

	310.3910

	330.4001

	350.4092

	370.4183

	390.4274

	410.4365

	430.4455

	450.4546

	470.4637

	490.4728

	510.4819

	530.4910

	550.5001

	570.5092

	590.5183

	610.5274

	630.5365

	650.5456

	670.5547

	690.5638

	710.5729

	730.5820

	750.5911

	770.6002

	790.6093

	810.6184

	830.6275

	850.6366

	870.6457

	890.6548



[bookmark: _Ref517692641]	Data collection through PRM
Data was collected using a PRM method for the m/z range 300-1500. MS1 resolution was 60,000, ACG target of 3e6 and a maximum fill time of 55 ms. A MS1 scan was performed every 10 MS2 scans. MS2 resolution was 30,000, with an ACG target of 1e6 with a maximum fill time of 100 ms. m/z isolation window = 0.7 m/z.  The Full inclusion list of 59 masses can be found in Table 6. This was used to collect data for the epigenetic inhibitor UNC0368.
[bookmark: _Ref517354745][bookmark: _Toc520125164]Table 6 - PRM isolation list -m/z = centre of the m/z window of 0.7 used by the Q-Exactive. The Proteoform each m/z responds to is also reported.
	[bookmark: _Ref390614360]Mass [m/z]
	Proteoform(s)

	307.2052
	K[me3+NtermPr]VLR  

	307.2234
	K[ac+NtermPr]VLR  

	314.213
	K[Pr+NtermPr]VLR  

	321.2209
	K[me1+ntremPr]VLR  

	376.2363
	K[Pr+NtermPr]QLATK[me2]AAR  

	390.2398
	K[Pr+NtermPr]QLATK[me1]AAR  

	393.7452
	A[Pr]K[ac]AK[me2]SR  

	394.7349
	T[Pr]K[me2]QTAR  

	394.9117
	K[Pr+NtermPr]QLATK[Pr]AAR[me2]  

	401.2426
	K[me2+NtermPr]SAPATGGVK[me2]K[Pr]PHR  

	401.7245
	T[Pr]K[me3]QTAR  

	401.7427
	T[Pr]K[ac]QTAR  

	404.7465
	K[me2+NtermPr]SAPATGGVK[ac]K[Pr]PHR,  K[ac+NtermPr]SAPATGGVK[me2]K[Pr]PHR  

	405.2413
	K[me2+NtermPr]SAPSTGGVK[me2]K[Pr]PHR  

	408.2504
	K[ac+NtermPr]SAPATGGVK[ac]K[Pr]PHR  

	408.7323
	T[Pr]K[Pr]QTAR  , K[me3+NtermPr]SAPSTGGVK[me2]K[Pr]PHR  

	408.7452
	K[me2+NtermPr]SAPSTGGVK[ac]K[Pr]PHR  

	415.7402
	T[Pr]K[me1]QTAR  

	450.2539
	Y[Pr]QK[ac]STELLIR  

	478.5805
	E[Pr]IAQDFK[ac]TDLR  

	478.5927
	E[Pr]IAQDFK[ac]TDLR  

	503.623
	G[Pr]K[ac]GGK[ac]GLGK[ac]GGAK[Pr]R  

	508.2949
	G[Pr]K[ac]GGK[ac]GLGK[Pr]GGAK[Pr]R  

	512.9667
	G[Pr]K[Pr]GGK[Pr]GLGK[Pr]GGAK[ac]R , G[Pr]K[Pr]GGK[Pr]GLGK[ac]GGAK[Pr]R,  G[Pr]K[Pr]GGK[ac]GLGK[Pr]GGAK[Pr]R,  G[Pr]K[ac]GGK[Pr]GLGK[Pr]GGAK[Pr]R  

	512.9789
	G[Pr]K[Pr]GGK[Pr]GLGK[Pr]GGAK[ac]R  

	514.2984
	K[me2+NtermPr]STGGK[ac]APR  

	521.288
	K[me3+NtermPr]STGGK[ac]APR  

	521.3062
	K[me2+NtermPr]STGGK[Pr]APR , K[ac+NtermPr]STGGK[ac]APR  

	528.2958
	K[me3+NtermPr]STGGK[Pr]APR  , K[Pr+NtermPr]STGGK[ac]APR  

	528.314
	K[ac+NtermPr]STGGK[Pr]APR  

	535.3037
	K[Pr+NtermPr]STGGK[Pr]APR , K[me1+ntremPr]STGGK[ac]APR  

	539.3141
	K[me3+NtermPr]SAPATGGVK[me2]K[Pr]PHR  

	539.986
	K[me2+NtermPr]SAPSTGGVK[me2]K[Pr]PHR  

	542.3115
	K[me1+ntremPr]STGGK[Pr]APR  

	543.986
	K[Pr+NtermPr]SAPATGGVK[me2]K[Pr]PHR, K[me2+NtermPr]SAPATGGVK[Pr]K[Pr]PHR   

	544.6458
	K[me3+NtermPr]SAPSTGGVK[me2]K[Pr]PHR  

	544.6579
	K[me2+NtermPr]SAPSTGGVK[ac]K[Pr]PHR, K[ac+NtermPr]SAPSTGGVK[me2]K[Pr]PHR  

	544.8142
	Y[Pr]RPGTVALR  

	548.6458
	K[me3+NtermPr]SAPATGGVK[Pr]K[Pr]PHR  

	548.6579
	K[Pr+NtermPr]SAPATGGVK[me3]K[Pr]PHR,  K[me1+ntremPr]SAPATGGVK[me2]K[Pr]PHR , K[me2+NtermPr]SAPATGGVK[me1]K[Pr]PHR,  K[me3+NtermPr]SAPATGGVK[Pr]K[Pr]PHR  

	549.3055
	K[me3+NtermPr]SAPSTGGVK[ac]K[Pr]PHR  

	549.3177
	K[me2+NtermPr]SAPSTGGVK[Pr]K[Pr]PHR, K[Pr+NtermPr]SAPSTGGVK[me2]K[Pr]PHR    

	549.3298
	K[ac+NtermPr]SAPSTGGVK[ac]K[Pr]PHR  

	553.3177
	K[Pr+NtermPr]SAPATGGVK[Pr]K[Pr]PHR, K[me3+NtermPr]SAPATGGVK[me1]K[Pr]PHR  

	553.3298
	K[ac+NtermPr]SAPATGGVK[me1]K[Pr]PHR  

	553.9774
	K[me3+NtermPr]SAPSTGGVK[Pr]K[Pr]PHR, K[ac+NtermPr]SAPSTGGVK[Pr]K[Pr]PHR  

	553.9895
	K[me1+ntremPr]SAPSTGGVK[me2]K[Pr]PHR , K[me2+NtermPr]SAPSTGGVK[me1]K[Pr]PHR  

	557.9895
	K[Pr+NtermPr]SAPATGGVK[me1]K[Pr]PHR, K[me1+ntremPr]SAPATGGVK[Pr]K[Pr]PHR     

	558.6493
	K[me3+NtermPr]SAPSTGGVK[me1]K[Pr]PHR ,  K[Pr+NtermPr]SAPSTGGVK[Pr]K[Pr]PHR  

	558.6614
	K[me1+ntremPr]SAPSTGGVK[ac]K[Pr]PHR, K[ac+NtermPr]SAPSTGGVK[me1]K[Pr]PHR  ,  

	562.6614
	K[me1+ntremPr]SAPATGGVK[me1]K[Pr]PHR  

	563.3212
	K[me1+ntremPr]SAPSTGGVK[Pr]K[Pr]PHR,  K[Pr+NtermPr]SAPSTGGVK[me1]K[Pr]PHR  

	563.8326
	K[me3+NtermPr]QLATK[ac]AAR  

	563.8508
	K[Pr+NtermPr]QLATK[me2]AAR  

	567.9931
	K[me1+ntremPr]SAPSTGGVK[me1]K[Pr]PHR  

	570.8404
	K[ac+NtermPr]QLATK[Pr]AAR,  K[Pr+NtermPr]QLATK[ac]AAR  

	575.2868
	K[Pr+NtermPr]S[Phos]TGGK[Pr]APR  

	577.8482
	K[Pr+NtermPr]QLATK[Pr]AAR  

	584.8561
	K[me1+ntremPr]QLATK[Pr]AAR,  K[Pr+NtermPr]QLATK[me1]AAR  

	591.8639
	K[Pr+NtermPr]QLATK[Pr]AAR[me2]  

	667.8876
	Y[Pr]QK[me2]STELLIR  

	674.8954
	Y[Pr]QK[ac]STELLIR  

	681.885
	Y[Pr]QK[Pr]STELLIR  

	688.8928
	Y[Pr]QK[me1]STELLIR  

	710.3775
	E[Pr]IAQDFK[me2]TDLR  

	717.3672
	E[Pr]IAQDFK[ac]TDLR  

	717.3854
	E[Pr]IAQDFK[ac]TDLR  

	724.375
	E[Pr]IAQDFK[Pr]TDLR  

	731.3828
	E[Pr]IAQDFK[me1]TDLR  

	747.923
	G[Pr]K[ac]GGK[ac]GLGK[ac]GGAK[ac]R  

	768.9647
	G[Pr]K[Pr]GGK[Pr]GLGK[Pr]GGAK[ac]R  

	775.9543
	G[Pr]K[Pr]GGK[Pr]GLGK[Pr]GGAK[Pr]R  



[bookmark: _Ref517692340]	Data collection through DDA
Data was collected using DDA for spectral library creation. The m/z range was 375-1500 m/z. ms1 resolution was 120,000 with an AGC target of 1e6 and a maximum IT of 60ms. MS2 resolution was 30,000 with an AGC of 1e5, maximum IT of 60ms and a topN of 10. The isolation window was 2 m/z and active exclusion after 2 scans for 20 seconds. This was used to generate data for spectral libraries.
[bookmark: _Toc532636307]Raw data analysis
Use of Skyline
Data was analysed using Skyline176. A spectral library was created using DDA analysis of CHO histones. Where possible the highest intensity 5 y and b ions are used for peak analysis. Where this was not possible due to poor spectral library creation (which occurred as proteomic search engines such as MASCOT are not designed to cope well with multiple variable modifications) all singly charges y and b ions were used to help identify the correct peak. Modifications to the N-terminus were set up as separate modifications contains both the N terminal modification and all possible modifications of the first amino acid which is often lysine. See Table 7. Each modified peptide is entered as a separate protein, the peptides included were based on previous data from the lab and literature on which modifications are commonly found on histones. H3 and H4 were analysed. MS2 data is used to identify the correct peak. This is done manually for each peptide as well as checking retention times and patterns. Multiple charge states are analysed where typically more than 10 % of the total peptide is found at a different charge state.  The area under the ms1 peak was extracted using the MSstats package. This intensity is imported to excel where correction factors are applied, and relative abundances calculated. Relative abundances were calculated by dividing the intensity of a proteoform by the sum of the intensities of all proteoforms for the peptide.
[bookmark: _Ref390614454][bookmark: _Toc520125165]Table 7 – The mass increase associated with each modification – Δ mass increase for each post translational modification searched for on the histone peptides. Propionylation is a fixed modification while methyl propionyl, dimethyl, trimethyl and acetyl are variable ones.
	Modification
	Increase in Mass

	Propionyl (Pr)
	56.06

	Methylpropionyl (me1)
	70.09

	Dimethyl (me2)
	28.05

	Trimethyl (me3)
	42.08

	Acetyl (ac)
	42.03

	Double Propionyl (N-term lysine) 
	112.11

	Methylpropionyl Propionyl (N-term lysine)
	126.11

	Dimethyl Propionyl (N-term lysine)
	84.11

	Trimethyl Propionyl (N-term lysine)
	98.14

	Acetyl Propionyl (N-term lysine)
	98.1



	Intensity data collected from multiple charge states of the peptide ion
Several peptides have their intensity split between two or three different charge states, while in others over 90 % of the intensity is found on one charge state. See the list in appendix 9.1.2 for information on each peptide proteoform searched for in DIA datasets.
	Correction factors for ionisation efficiencies
As shown in Lin et al106 the ionisation efficiencies and Isotope-correction factor both play a role in the intensity measured by the mass spectrometer. As this is peptide specific and not instrument specific it is possible to correct for this, giving more accurate information on the relative abundance of each modification. The intensity from the mass spectrometry is first divided by the ionisation efficiency correction factor and then by the isotope correction factor. See Table 8 for a list of the correction factors used.
[bookmark: _Ref517354810][bookmark: _Toc520125166]Table 8- Isotope correction factors – correction factors used to correct for differing ionisation efficiencies of peptides and column retention abilities.
	[bookmark: _Ref390614580]Proteoform
	Sequence
	Isotope correction factor
	Relative abundance correction factors 

	H3K18ac0K23ac0 
	K[+112.1]QLATK[+56]AAR
	1.36
	1.608

	H3K18ac0K23ac1 
	K[+112.1]QLATK[+42]AAR
	1.3
	1.43

	H3K18ac1K23ac0 
	K[+98]QLATK[+56]AAR
	1.3
	1.43

	H3K18ac1K23ac1 
	K[+98]QLATK[+42]AAR
	1.33
	1.711

	H3K18me0K23me
	K[+112.1]QLATK[+70]AAR
	1.28
	1.591

	H3K18me1K23ac0
	K[+126.1]QLATK[+56]AAR
	1.38
	1.21

	H3K27ac1K36me0 
	K[+98]SAPATGGVK[+56]K[+56]PHR
	1.84
	2.305

	H3K27me0K36me0
	K[+112.1]SAPATGGVK[+56]K[+56]PHR
	1.86
	1.885

	H3K27me0K36me1
	K[+112.1]SAPATGGVK[+70]K[+56]PHR
	1.83
	1.87

	H3K27me0K36me2
	K[+112.1]SAPATGGVK[+28]K[+56]PHR
	1.79
	1.678

	H3K27me0K36me3 
	K[+112.1]SAPATGGVK[+42]K[+56]PHR
	1.81
	1.762

	H3K27me1K36me0
	K[+126.1]SAPATGGVK[+56]K[+56]PHR
	1.88
	2.081

	H3K27me1K36me1
	K[+126.1]SAPATGGVK[+70]K[+56]PHR
	1.79
	1.377

	H3K27me1K36me2 
	K[+126.1]SAPATGGVK[+28]K[+56]PHR
	1.75
	1.377

	H3K27me1K36me3
	K[+126.1]SAPATGGVK[+42]K[+56]PHR
	1.88
	1.67

	H3K27me2K36me0 
	K[+84.1]SAPATGGVK[+56]K[+56]PHR
	1.84
	3.201

	H3K27me2K36me1 
	K[+84.1]SAPATGGVK[+70]K[+56]PHR
	1.71
	2.288

	H3K27me2K36me2 
	K[+84.1]SAPATGGVK[+28]K[+56]PHR
	1.77
	1.619

	H3K27me3K36me0
	K[+98.1]SAPATGGVK[+56]K[+56]PHR
	1.79
	3.176

	H3K27me3K36me1 
	K[+98.1]SAPATGGVK[+70]K[+56]PHR
	1.77
	2.84

	H3K4me0
	T[+56]K[+56]QTAR
	1.14
	0.0326

	H3K4me1
	T[+56]K[+70]QTAR
	1.15
	0.178

	H3K4me2 
	T[+56]K[+28]QTAR
	1.12
	0.0018

	H3K4me3
	T[+56]K[+42]QTAR
	1.13
	0.0019

	H3K56ac
	Y[+56]QK[+42]STELLIR
	1.54
	0.512

	H3K56me0 
	Y[+56]QK[+56]STELLIR
	1.56
	0.217

	H3K79me0
	E[+56]IAQDFK[+56]TDLR
	1.61
	0.125

	H3K79me1
	E[+56]IAQDFK[+70]TDLR
	1.63
	0.069

	H3K79me2
	E[+56]IAQDFK[+28]TDLR
	1.59
	0.548

	H3K9ac1K14ac0 
	K[+98]STGGK[+56]APR
	1.25
	0.378

	H3K9ac1K14ac1 
	K[+98]STGGK[+42]APR
	1.27
	0.276

	H3K9me0K14ac0
	K[+112.1]STGGK[+56]APR
	1.3
	0.571

	H3K9me0K14ac1 
	K[+112.1]STGGK[+42]APR
	1.25
	0.378

	H3K9me1K14ac1
	K[+126.1]STGGK[+42]APR
	1.3
	1.014

	H3K9me1k14me0 
	K[+126.1]STGGK[+56]APR
	1.31
	1.295

	H3K9me2K14ac0 
	K[+84.1]STGGK[+56]APR
	1.28
	0.303

	H3K9me2K14ac1
	K[+84.1]STGGK[+42]APR
	1.26
	0.177

	H3K9me3K14ac0 
	K[+98.1]STGGK[+56]APR
	1.23
	0.252

	H3K9me3K14ac1
	K[+98.1]STGGK[+42]APR
	1.23
	0.156

	H4K20me0
	K[+112.1]VLR
	1
	1

	H4K20me1
	K[+126.1]VLR
	1
	1

	H4K20me2
	K[+84.1]VLR
	1
	1

	H4k20me3
	K[+98.1]VLR
	1
	1

	H4K5Ac0K8Ac0K12Ac0K16Ac0
	G[+56]K[+56]GGK[+56]GLGK[+56]GGAK[+56]R
	1.71
	1.872

	H4K5Ac0K8Ac0K12Ac0K16Ac1
	G[+56]K[+56]GGK[+56]GLGK[+56]GGAK[+42]R
	1.72
	1.5

	H4K5Ac0K8Ac1K12Ac0K16Ac0
	G[+56]K[+56]GGK[+42]GLGK[+56]GGAK[+56]R
	1.63
	1.357

	H4K5Ac1K8Ac0K12Ac0K16Ac0
	G[+56]K[+42]GGK[+56]GLGK[+56]GGAK[+56]R
	1.59
	1.95

	H4K5Ac1K8Ac0K12Ac1K16Ac1 - 3ac
	G[+56]K[+42]GGK[+56]GLGK[+42]GGAK[+42]R
	1.68
	1.644

	H4K5Ac1K8Ac1K12Ac0K16Ac0 - 2ac
	G[+56]K[+42]GGK[+42]GLGK[+56]GGAK[+56]R
	1.57
	1

	H4K5Ac1K8Ac1K12Ac1K16Ac0 - 3ac
	G[+56]K[+42]GGK[+42]GLGK[+42]GGAK[+56]R
	1.55
	1.589

	H4K5Ac1K8Ac1K12Ac1K16Ac1
	G[+56]K[+42]GGK[+42]GLGK[+42]GGAK[+42]R
	1.63
	1.399

	YRPGTVALR
	Y[+56]RPGTVALR
	1
	1



[bookmark: _Toc532636308]Statistical analysis performed on relative abundance data
	Production of graphs and comparisons between time points
As multiple samples were taken from the same flask (different days) paired ANOVA was the statistical test used for significance while comparing across time in culture. Where one condition is compared with another as when comparing the control flasks with cells incubated with different chemicals then an unpaired AVOVA or multiple T-Tests is used.  This was performed in Prism 7.03 and the Holm-Sidack method used for multiple test corrections. 
	Linear regression analysis
Linear regression for each modification vs growth rate, specific protein production and cell size was performed in R177 for each clone individually. The slope, R2and p-value were extracted for further analysis. The p values were subjected to Benjamini Hochberg correction to account for the large number of tests.
Growth rate was calculated by   where Xv1 is the cell density measured at the second time point in culture, Xv0 is the cell density measured at the first time point in culture and Δt is the difference between the time points in days.
 Specific protein production was calculated by QP= ((P1−P0)/ (X1−X0)) ∗μ, where p = IgG titre, x = viable cell density and µ = growth rate.
After analysis had been performed for each clone the data was combined and only modifications where the slope had the same sign in every clone were taken forward. Only modifications where the regression had a corrected p-value of < 0.05 were extracted and analysed further by searching the literature for known functions. R code can be found in appendix 9.1.3
PCA analysis
PCA was performed in R using calculated relative abundances for each modification that was consistently identified over H3 and H4. The prcomp command in R was used. The matrix provided was either the mean abundance of each modification (all clones analysis) or the individual replicates. Stage of culture was determined through examination of the growth curves. Lag phase was determined as being before the graph was exponential, log phase was while the cells were doubling in number each day. Stationary was determined to be at the point where the cell number was increasing by less than half of the previous days cell count. Decline was when viability dropped below 96 % and cell count was decreasing. Code for the PCA analysis can be found in appendix 9.1.4


[bookmark: _Toc532636309]Comparative analysis of analytical methods for the quantification of antibody product from CHO cells
Abstract
The quantification of IgG produced from CHO cells is essential for characterisation of CHO clonal populations.  Antibody titre is an important consideration when defining clones, as well as making decisions in which ones to take forward in cell line development, given that low producers will not be economically viable. In this chapter, four different techniques for quantifying IgG in cell culture medium are compared; ELISA, ValitaTITER, protein A HPLC coupled with UV spectroscopy and liquid chromatography interfaced with mass spectrometry. Analysis was performed using IgG kappa standards and supernatants from CHO cells expressing IgG.  Supernatant from two different points in culture from two differently producing CHO cells were used, providing 4 concentrations of IgG.  In each method standard curves were generated to assess dynamic range and limits of quantification and coefficients of variance were determined. The results show that the ELISA had the lowest limit of quantification (LLOQ) at 0.05 µg/ml and therefore is the most sensitive technique. However, the ELISA method had a dynamic range 100-2000-fold lower than typical samples, which for the CHO-S clones range from 0.04 mg/ml to 0.5 mg/ml. Protein A chromatography the highest LLOQ at 118 µg/ml with a dynamic range of up to 5mg/ml which is the same as typical samples.  Protein A HPLC had the lowest co-efficient of variance (CV) at 6% with label free mass spectrometry the highest at 55%. The ValitaTITER came second with a LLOQ of 7.1 µg/ml and CVs of 13%. In summary, the comparative analysis demonstrated that protein A chromatography coupled with UV spectroscopy was the optimum method that will be predominately used for antibody quantification in subsequent Chapters. However, ValitaTITER will also be used for samples where the clone tested has a very low productivity, due to the simplicity and accuracy of the techniques.

[bookmark: _Toc532636310]Introduction
CHO cells are commonly used to produce antibodies for therapeutic purposes178. Different clonal CHO cell lines are developed to produce each antibody as different antibodies require slightly different conditions for optimal production. This process often involves large scale screening of productivity and cell growth as well as stability of protein production, which is essential for the scale up from flask to 2000 L bioreactor9. When choosing which clonal CHO cell line to use, analysing the productivity of each line is important as cell lines that do not make enough product will not be economically viable. 
Biopharmaceutical producing CHO cells make and secrete the product, such as monoclonal antibodies, into the cell culture medium179. While the medium starts out serum and protein free, by the end of a batch for fed batch culture the media will contain a multitude of proteins derived from the host cell, some of which will be the IgG produced41. Other proteins will also have been secreted by the cells and others may arise from cell death, either necrosis or apoptosis32. When cells die they release their proteins into the culture medium.41 Therefore to quantify the IgG produced a method to both isolate or uniquely identify it and quantify it, is needed. There are several techniques for quantifying protein, such as Bradford or BCA assays and UV absorbance that can be used to measure the amount of protein in a sample, but these methods will not work here as they will not distinguish between the product (IgG) and other proteins in the media. There is a wide range of alternative analytical methods available for quantifying antibodies specifically, including ELISA, Protein A affinity chromatography, ValitaTITER and mass spectrometry which are described below.

[bookmark: _Toc532636311]ELISA
There are two main types of ELISA (enzyme linked immuno-absorbent assay), competition and sandwich, see Figure 3.1. Competition ELISAs work by having a well that is coated for an antibody to your antigen of interest. The sample containing the antigen is added, and your antigen binds to the well180. Antigen tagged with an enzyme, typically horseradish peroxidase (HRP) is subsequently added to the well. This leads to competition for binding sites between untagged sample and tagged antigen. The more sample present the less tagged enzyme that binds, thus the weaker the signal, the more sample present. The signal is often produced by the HRP oxidises TMB (3, 3’, 5, 5’-tetramethylbenzidine) causing its colour to shift from red to blue, which then turns yellow on the addition of acid which halts the reaction. This colour shift can then be measured by spectrophotometry181.
The other method is a sandwich ELISA, where the wells are coated with an antibody to your antigen. However, in this case another antibody to a different part of the antigen is tagged with the HRP. Here your antigen binds to the well, and then the more antigen is bound, the more HRP tagged antibody can also bind. This leads to a greater signal meaning more antigen is present181. Sandwich ELISAs are generally considered to be better as a positive signal is needed to confirm presence of antigen. However if the binding sites used occlude each other, getting both antibodies to bind can be difficult182. 
As the ELISA relies on an enzymatic assay to generate the signal, it is sensitive to differences in reaction time, temperature and media components. Some components of media such as salt could also interfere with antibody -antigen interaction. This means it is relatively easy to skew the results of an ELISA through varied incubation times or temperature changes.


[image: ]
[bookmark: _Ref513119543][bookmark: _Toc534537218]Figure 3.1 - Comparison of ELISA techniques. Schematic of how the antibody binds the antigen in different ELISA techniques. In competition ELISA the antigen and the label compete for binding sites in the well. In sandwich ELISA two different antibodies are required, one to bind the antigen to the well and another tagged one to recognise it and produce a signal.
The ELISA used in this chapter is a sandwich ELISA with both antibodies being polyclonal antibodies against both the heavy and light chain of human IgG. As the antibody used is poly clonal there are many different binding sites available for use, so the same antibody is used for both halves of the sandwich. For the ELISA used here the typical LLOQ is 100-1000-fold lower than the typical antibody concentration in CHO cell supernatant samples. Using the provided dilution buffer prevent media components interfering with the assay.

In industry this technique is sometimes used in during cell line development as it can quantify small amounts of protein which may be generated from a very small number of cells, but due to relative cost often other techniques such as the octet is used31, 183. ELISAs can be generated for many different proteins and have the advantage of being very sensitive. A few ELISAs have been generated for measuring the amount of drugs in human serum.  One of these, for measuring Eculizumab concentration in serum had a LLOQ of 0.091 μg/ml, and a LLOD of 0.025 μg/ml184, while one for adalimumab had a LLOD of 0.022 μg/ml and a LLOQ of 0.073 μg/ml185. The RD-Biotech anti human ELISA that is used for analysis in Johari et al34 and is designed for Human IgG detection in serum free media has a LLOQ of 0.016µg/ml and a LLOD of 0.004 µg/ml.
[bookmark: _Toc532636312]Protein A chromatography
Protein A chromatography uses the binding interaction between IgG and protein A to provide a method of affinity purifying IgG out of a complex mix of proteins186. Protein A is derived from Staphylococcus aureus where it is found in the bacteria’s cell wall. It binds to the constant region of many sorts of antibody, including IgG as a defence mechanism for S. aureus187. By lowering the pH, IgG bound to protein A will be released allowing separation of IgG188 and therefore the quantity of IgG can be calculated by the absorbance of UV light on the peptide bond (214 nm)or by aromatic amino acids such as tryptophan (280 nm) allowing quantification. Protein A chromatography is often used in industry for product purification,189 as it is the first step in purification, quantification from the spectra is not often performed as there are several steps further down the line where some of the product will be lost. 
According to the manufacturer of the MabPac protein A column used here, the dynamic range is 0.025 mg/ml to 5 mg/ml190, which would make the LLOQ 25µg/ml with a 20 µl injection. Other work using HPLC-UV has found LLOQ’s of 0.2 µg/ml191 and 0.96 μg/ml192 though in both of these studies a reverse phase column was used, rather than protein A which will make a difference in what the LLOQ will be.  While the amount of protein needed to produce a sufficient signal will be dependent on the detector, the rate at which a column can release the protein will determine the concentration of protein passing through the detector. The rate at which the protein is released will depend on the binding kinetics of the column. Protein A chromatography has been used for over 30 years, and in 1989 had a detection limit of 100 ng on column193. More recently Protein A has been shown to have a LLOQ of 23 µg/ml with a detection limit of up to 4 µg/ml when injection volumes are increased194.
[bookmark: _Toc532636313]ValitaTITER
ValitaTITER is an assay that uses fluorescence polarisation to determine the amount of IgG in the sample. In the assay the antibody is mixed with protein G that has been tagged with the fluorophore FITC172.  Large molecules and complexes tumble slower than smaller ones therefore when IgG binds to protein G the resulting complex is much larger than protein G on its own. If a fluorophore is excited, when it emits the light released will be in the same plane, assuming the molecule has not moved. This means that when polarized light is then passed through the mixture of IgG and tagged protein G, only fluorophores in the same orientation will be excited. The protein G molecules that have bound IgG molecules will not rotate in the nano seconds before light is emitted. Therefore, only these fluorophores will emit light that can be seen by the polarised light detector, giving a measure of IgG abundance. The less IgG present the more the Protein G tumbles and thus the more polarization is lost, allowing the amount of IgG to be measured172, see Figure 3.2. This technique has been introduced to the market in the last two years. Due to this it is not currently heavily used in industry. The reported dynamic range is from 2.5 μg/ml to 80 μg/ml, suggesting a LLOQ of 2.5 μg/ml.172


[bookmark: _Ref513119852][bookmark: _Toc534537219]Figure 3.2 - Mechanism of the ValitaTITER assay[image: ].  Schematic of how ValitaTITER works. Polarised light is used to excite the fluorophore on protein G. If IgG is bound to the protein G then it doesn’t rotate in the nano seconds between excitation and emission. If the protein G does tumble light is not emitted on the same plane (it scatters) and so does not reach the detector. Other proteins present in the sample do not bind to protein G and therefore have no effect on the measurement in the assay.

[bookmark: _Toc532636314]Mass spectrometry
Mass spectrometry can be used to quantify proteins through measuring the peptide abundance for a given protein. It does this through measuring the intensity of peptide ions that are generated through tryptic digestion of the protein followed by electrospray ionisation as described in chapter 1.6.2. Several peptides need to be measured, as each peptide will have different ionisation efficiencies. This means that a minimum of three peptides are typically required for accurate quantification through label free techniques.
Given that mass spectrometry is measuring the abundance of the peptides directly it is possible to remove the requirement for a standard curve through SILAC labelling. In this method a known concentration of the peptide ions or the antibody made in conjunction with stable isotope labelled amino acids. This gives an internal standard that can be used to quantify the amount of unknown protein from. The differently labelled peptides can arise from either an isotopically labelled form of the protein to be quantified or a QconCAT which is an artificial protein made up of a set of peptides you wish to monitor195. This is then added to the sample at the beginning of preparation. With this method as the isotopic label makes no difference to the chemical properties of the protein/peptide any losses that arise during processing should be equal to each107, 196. This means if a known amount of heavy labelled protein is added the ratio between the heavy and light charge states can be used to quantify the protein more accurately. This method does however have a limited dynamic range as ionisation efficiencies can cause problems if the ratio is greater than 10:1 between labelled and unlabelled peptides195. Using this method puts the detection and quantification limits at the sensitivity of the mass spectrometer, as if you can confidently quantify the peak for both the labelled standard and your unlabelled peptide you can calculate the amount of IgG in your sample.
Mass spectrometry has been used in industry for quantification. It takes a lot of optimisation to develop a method for using this technique. Often the method used is targeted such as SRM. This has been shown to reach detection limits of 0.02 μg/ml.197 due to the large amount of optimisation needed the technique is mainly used for QC at the production scale, rather than during cell line development. This technique can also give critical information on the quality of the product such as glycosylation states, which in industry it is mostly used for
[bookmark: _Toc532636315]Comparative analysis of alternative analytical methods for antibody quantification
Each of the methods described above have a number of advantages and disadvantages. Protein A chromatography and ValitaTITER both rely on the interaction between protein A/G and the constant region of IgG 1,2 and 4 as well as variants  of IgM and IgA187. This makes the assays specific to IgGs in general, however there are many types of IgG that it will bind. This means that if the sample has other IgGs present other than the particular IgG of interest they will be included in the assay which would give inaccurate quantification as the amount of your specific IgG is overestimated. However, the fact that they are dependent on the structure of the constant region of an antibody means that the same assay can be used for many different products. The ELISA uses antibodies for specificity, so depending on which region of the product is targeted (constant regions or variable regions) will determine how specific it is. Mass spectrometry has the advantage that you can identify the sequence of peptides providing both validation of the antibody (including associated PTMs) and quantification in the same experiment. However, this does require ensuring that the peptides chosen are unique to the antibody you wish to quantify. 
Protein A chromatography and mass spectrometry can be partly automated, once samples are prepared than they can be placed in queue and left to run. However, they run sequentially which makes data collection for large numbers of samples time consuming. Both ELISA and ValitaTITER are plate based so they can be used to analyse up to 96 samples in one run. This makes them more appropriate to screening applications and if a liquid handling robot is available can be fully automated198.
There are several ways to compare between different analytical methods. The most appropriate one to use will score well in several key parameters199. First it is essential to know how the absolute quantity is determined. This is most commonly done by comparison to a standard. For this to work the dynamic range, defined by the range for which the standard curve is linear, wants to be as large as possible to increase the range of concentrations that can be measured. The lower end of this range can be defined by the lower limit of quantification (LLOQ) or detection (LLOD). The LLOQ is the minimum concentration that can be accurately quantified, and detection the minimum concentration where the signal is identifiable above the noise199.
The lower limit of Quantification and the lower limit of detection can be calculated using the gradient and the standard deviation of the standard curve. They provide information on the minimum amount of IgG that can accurately be quantified or detected. The lower limit of quantification can be calculated by  and the Lower limit of detection by  where m = gradient of the standard curve and σ = standard deviation of the curve199
Secondly the precision of the assays can be measured using the co-efficient of variance of a single sample measured multiple times. The lower the CV the more precise the assay. For most assays CVs under 20% are acceptable and under 15% are good. 
Accurate quantification will be necessary for this project as later as it will attempt to determine if any changes in histone modification abundance are linked to the productivity of the CHO clones examined. If the numbers obtained for titre measurements in these experiments are inaccurate it will mean that correlations between histone abundance with specific productivity and titre will be meaningless.  For my project a method that is simple, precise and capable of handling about 50 samples at a time will be needed. The aim of this chapter is to evaluate several alternative techniques including, ELISA (RD Biotech), ValitaTITER, HPLC and mass spectrometry for antibody quantification. The technique that will be selected will be simple to use, have low CVs and a LLOQ that is below the concentration that my CHO clones produce.

[bookmark: _Toc532636316]Results and Discussion
The four methods described above were used to quantify the amount of IgG present in supernatants obtained from two different CHO cell clones at a minimum of two different points in culture. Comparative analysis of the different methods was performed by examining the dynamic range of a standard curve (generated using IgG standards), limits of quantification and the repeatability of the results measured through the CV of technical replicates. 
[bookmark: _Toc532636317]ELISA
The ELISA used in this study was sourced from RD-Biotech, the human IgG fast ELISA kit (see chapter 2.2.1). It is a quantitative sandwich ELISA where IgG is incubated on the plate with a HRP-conjugated anti human IgG polyclonal antibody. Once everything is bound and unbound proteins have been washed off the samples are incubated with TMB, a substrate which HRP oxidises producing a compound with a yellow colour which for which the concentration can be determined by spectrophotometry at 450 nm.
A standard curve was generated using a two-fold serial dilution (of a human IgGκ) down from 1000 ng/ml and fitted using a cubic equation (R2 value of 0.9894) see Figure 3.5A. The standard curve is not linear which means the accuracy of the reading changes with concentration. Small shifts in concentration at <250 ng/ml will have a much greater effect on the absorbance reading than changes at >500 ng/ml. The ELISA kit works at concentrations between 15 ng/ml to 500ng/ml. This dynamic range is 100 to 1000-fold lower than the concentration of IgG in supernatant produced by CHO cells, which means extensive dilution is required which can potentially be a source of error. As the ELISA did not produce a linear curve, a straight line was fitted to the first 4 points and this was used for the calculations. This gave a LLOD of 17.3 ng/ml and the LLOQ = 52.3 ng/ml. 
Samples from log through to stationary phase of batch culture for two clones were measured. Clone 22 produced less antibody than clone 54 reaching a final concentration of 0.05mg/ml. Clone 54 reached 0.42 mg/ml (see Figure 3.6A).  CVs of 38% were achieved for concentrations of <50 ng/ml IgG and 21% for >100 ng/ml IgG. CV was calculated from a technical triplicate of each of four different conditions.

[bookmark: _Toc532636318]Protein A affinity chromatography
HPLC in conjunction with UV spectroscopy at 280 nm was used in conjunction with a MabPac Protein A column to isolate and quantify IgG from supernatants obtained from CHO cells. HPLC analysis was performed utilising a short gradient of 5 minutes, using low pH to elute the antibody from the stationary phase (see Chapter 2.2.2). Following HPLC analysis of the IgG kappa standards (see Figure 3.3) the area under the curve (AUC) was determined and used to generate a standard curve (see Figure 3.5B).  The standard curve is a straight line with a R2 value of 0.9944. This dynamic range means that supernatant samples do not need to be diluted before analysis, as the titre of the clones used is within this range.
Further analysis of CHO cells supernatant was performed using 10 µl of supernatant injected on to the column and the area under the curve was used to determine the IgG concentration (see figure 3.6B). 
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[bookmark: _Ref505956768][bookmark: _Toc534537220]Figure 3.3 – Protein A HPLC chromatogram for IgG standards. IgG standards were injected (5 mg/ml to 0.015 mg/ml) and analysed using protein A affinity chromatography. Gradient as described in chapter 2.2.2, flow rate = 1ml/min.  UV absorbance was recorded at 280 nm.  

For HPLC the LLOQ was determined to be 0.118 mg/ml and the LLOD was 0.039mg/ml. The lower limit of quantification is slightly higher than the IgG concentration in the supernatant in early culture especially for the low producer. However, by late culture, which is the more relevant time point, the IgG concentration is above the limit of quantification. As the amount of IgG being injected onto the column is not approaching its binding capacity, by doubling the injection volume it may be possible to reduce the LLOQ.
Samples from log through to stationary phase of batch culture for two clones were measured. Clone 22 produced less antibody than clone 54 reaching a final concentration of 0.045mg/ml. clone 54 reached 0.23 mg/ml. CVs of approximately 15 % were achieved for <0.1mg/ml and CVs of 5-6% were achieved for >0.1mg/ml (see Figure 3.6B). CV was calculated from 3 technical replicates from 4 conditions. Given the accurate CVs for titres between the detection limit and quantification limit, working in this range does not appear to be imprecise.

[bookmark: _Toc532636319]ValitaTITER
A standard curve was generated using a 1.25 mg/ml IgG standard first diluted to 80 µg/ml and then serially diluted twofold. The relative polarisation values were normalised by removing the value for blanks (wells containing only media) and used to plot a standard curve (see Figure 3.5C). For ValitaTITER the standard curve is a straight line with a R2 value of 0.995. This range requires samples to be diluted 5-fold before they can be measured.
As the range of the suggested standard curve is below the titre the CHO cells produce, 30 µl of supernatant sample was diluted 1 in 5 in fresh media before 60 μl was added to the ValitaTITER plate. The protocol can be found in Chapter 2.2.3. The relative polarisation value is used to calculate how much IgG is present.
For the ValitaTITER the LLOQ was determined to be 7.12 µg/ml and the LLOD was 2.14 µg/ml. The limit of quantification is far below the antibody concentration the CHO cells produce, so there is no difficulty in quantifying even in early days of culture. Samples from both log and stationary phase of fed batch culture were measured, clone 22 produced 0.05 mg/ml by day 4 while clone 54 produced 0.06 mg/ml. By day 10 clone 22 had produced 0.85mg/ml and clone 54 1.7 mg/ml. CVs of 45% were obtained for concentrations in the well < 3µg/ml and approximately 13 % for concentrations > 40 µg/ml in the well (see Figure 3.6C). Three technical replicates were used for each condition (time point) for the calculation of CV.
[bookmark: _Toc532636320]Label free liquid chromatography mass spectrometry (LC MS) analysis
Label free LC MS methods were also used to quantify IgG. Samples were generated by in gel trypsin digestion prior to analysis using LC-MS using a MaXis TOF instrument (see Chapter 2.2.4). Extracted ion chromatograms (EICs) were generated for 2+ charge state of the peptides identified. The areas under the curve for the corresponding peptides were used for quantification.
A standard curve was generated for three different tryptic peptides corresponding to the antibody. The tryptic peptides were generated by running a gel with 1.25 µg/μl, 0.625, 0.31, 0.16, and 0.078 µg/μl of IgG kappa.  Reduction and alkylation followed by in gel digestion was performed on the heavy and light chain bands on the gel, and then peptides were extracted and dissolved in 10 µl of 0.1 % TFA. 2µl of the solution was analysed by LC MS and the area of the MS1 peak used to quantify the amount of antibody (see figure 3.4)  
[bookmark: _Ref513120912][image: ]A
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[bookmark: _Toc534537221]Figure 3.4-Label free quantification of IgG using mass spectrometry. A) Total ion chromatogram generated from the in gel tryptic digestion of IgG. B) Extracted Ion chromatograms for 2 tryptic peptides identified in the IgG standard. Area under the curve from the EIC was used to quantify each peptide.

6 peptides identified by MASCOT which were reliably found in both the standard and the samples were analysed further. Extracted ion chromatograms (EICs) of the 2+ charge state for each peptide were created and smoothed. The area under the curve for the corresponding peptide peak was used to generate a standard for each of the 6 peptides (see figure 3.4)
[bookmark: OLE_LINK92][bookmark: OLE_LINK93]Standard curves for 3 of the peptides showed poor correlation (R2 value was <0.7), while three peptides resulted in R2 values of >0.9. These three were taken forward and used to calculate concentration of the samples. These peptides were DSTYSLSSTLTLSK, SGTASVVCLLNNFYPR and VYACEVTHQGLSSPVTK.
Each of the three peptides produced a different standard curve, though all are straight lines with R2 values from 0.9512 to 0.9989 (see Figure 3.5D). This is due to differing ionisation efficiency of different peptides, and thus the amount that the MS can detect will vary for each peptide. Digestion efficiency and gel retention can also affect how much of a peptide is detectable. For this reason it is best to use several peptides to quantify a protein rather than relying on a single peptide191, 200.
As each peptide gives a different standard curve, different limits can be calculated for each peptide. For the peptide DSTYSLSSTLTLSK the LLOQ was 0.05mg/ml and the LLOD 0.015 mg/ml. For SGTASVVCLLNNFYPR the LLOQ was 0.03 mg/ml and the LLOD 0.009mg/ml and for VYACEVTHQGLSSPVTK the LLOQ was 0.1 mg/ml and the LLOD 0.03 mg/ml. These values are slightly higher than what the CHO cells make in early culture but by late culture the antibody concentration is higher than the LLOQ.
Samples from both log and stationary phase of fed batch culture were measured on d4 clone 22 had produced 0.03 mg/ml and clone 54 0.05 mg/ml. By d10 clone 22 had produced 0.56 mg/ml and clone 54 1.35 mg/ml. (see Figure 3.6C).  CVs of 40% were achieved for concentrations <0.05 mg/ml and approximately 80 % for concentrations > 1 mg/ml. The CV was generated from three technical replicates for four conditions. The CV for each peptide was averaged with the other peptides from each condition (clone/time point). Different CVs were achieved for different peptides with them ranging from 13% to over 100%. This shows that I was unable to achieve precise results with this technique. This is probably due to the complex preparation process where losses may happen unequally across the samples. 
Stable isotope dilution LC MS analysis
One way of improving the precision of label free MS quantification is to use a labelled internal standard107. This way the standard experiences the exact conditions as the sample. As the standard ideally should be chemically identical to the sample, it would follow that each would be treated equally with respect to losses and incomplete reactions. With the only difference being a change in mass, the standard and sample will have the same retention time on the LC system and be identifiable by the MS. this should make the technique a more accurate way of quantifying the sample.
[bookmark: OLE_LINK95][bookmark: OLE_LINK96][bookmark: OLE_LINK97]In this experiment instead of generating a stable isotope labelled (heavy) standard and spiking into the experimental sample (light) the opposite approach was taken, Clone 54 was cultured in SILAC media where only heavy arginine was available. Heavy arginine contains 6 13C atoms and 4 15N atoms, which means it has a mass of 10 greater than light arginine. This provides a way of distinguishing between a standard peptide with light arginine in and the sample with heavy arginine as there is an m/z difference of 5 in a 2+ ion. By mixing the sample with a known amount of standard (light), in this case 1.25 µg in a 10 µl sample it is possible to calculate the concentration of antibody by using the ratio of heavy to light peptides. 
To determine if this could improve the reliability of the MS quantification, 6 samples harvested from day 10 of culture were analysed with 1.25 µg of heavy labelled IgG standard added. The ratio of heavy to light peptides was used to calculate the concentration of IgG in the supernatant was calculated to be 2.2 mg/ml with a CV of 10% (see Figure 3.7C).
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[bookmark: _Ref505941998][bookmark: _Toc534537222]Figure 3.5 - Standard curves generated using a range of IgG standard across a number of techniques A) Standard curve for the ELISA generated from a 1.25 mg/ml IgG kappa solution which was serially diluted down to 1 µg/ml before a 1 in 2 serial dilution was performed to give the points on the curve. Dilutions were performed with the provided dilution buffer. Absorbance was read at 450 nm. Red points are statistically determined outliers (regression analysis) and are not included in the calculations. Line of best fit is a cubic expression. n=3 Error bars are 1 std. B) Standard curve generated using protein A chromatography using 5 mg/ml IgG kappa solution which was serially diluted in water. Standards were analysed by HPLC coupled to UV absorbance at 280 nm and area under the curves determined.  n = 3, error bars = 1 std. C) Standard curve for the ValitaTITER was made by diluting a 1.25 mg/ml solution of antibody down to 80 µg/ml and then serially diluted 1 in 2. Dilutions were made using CD-CHO media. n=3, error bars = 1 std. D) Standard curve was created by serially diluting a 1.25 mg/ml IgG kappa solution with water 1 in 2. Samples were analysed using SDS PAGE prior to in gel digestion and LC-MS analysis. The area under the curve for the MS1 spectra of the 2+ ion was used to determine intensity, and this is plotted against IgG concentration for 3 different peptides. n=2, error = 1 std.
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[bookmark: _Ref505943724][bookmark: _Toc534537223]Figure 3.6 - IgG concentration in supernatant samples on different days in culture.  A) IgG quantification using ELISA. Supernatant from the cell culture of two different clones was harvested on day 3, 4, 5 and 6. This was diluted with the dilution buffer and analysed by ELISA and compared to the standard curve. n = 3, error bars = 1 std.  B) IgG quantification using by protein A chromatography. Supernatant from days 3, 4, 5 and 6 of culture from two different clones was analysed by HPLC-UV. The area of the peak at 280nm was compared with the standard curve to determine the concentration.  n=3 error bars = 1std. C) IgG quantification using ValitaTITER. Samples from day 4 and day 10 of fed batch culture were analysed from two clones. Samples were diluted 1 in 5 before analysis.  n= 3 error bars = 1 std. D) IgG in quantification using mass spectrometry. 10µl of supernatant was run on a gel for two clones on two days of fed batch culture. Amount of IgG was calculated by comparing the area under the curve of the relevant peak to each standard curve and taking the average of the three concentrations calculated. n=3 error = 1std.


[bookmark: _Toc532636321]Comparative analysis of different analytical methods for antibody quantification
Comparing the LLOQ across the different methods the results showed that the ELISA had the lowest LLOQ of 0.053 μg/ml by a three log difference to the next lowest, the ValitaTITER with 7.12 μg/ml (see Figure 3.7A). MS had the next lowest at 50 μg/ml. HPLC was twice as high as mass spectrometry at 118 μg/ml giving a 6-log difference between ELISA with the lowest LLOQ and HPLC with the highest. The advantage of a low LLOQ is a more sensitive assay allowing detection of more dilute samples, and the ability to use less sample. However, in this work supernatant samples are not limited, and the IgG production rate of the cell lines in use are not low therefore sensitivity of the assay is not a key parameter. 
Both HPLC and MS have the advantage that samples do not need to be diluted before they can be measured as large dilutions may introduce error. For this reason, while ELISA is the most sensitive technique, the fact that it requires up to 2000-fold dilutions before it can measure the IgG concentration in the supernatant of this could potentially lead to inaccuracies and requires further sample processing.
The more complex the procedure the more likely it is that error will be introduced. HPLC has a very simple procedure once the method for the machine has been set up and optimised. ValitaTITER is the next simplest, dilute samples in one step, add buffer to plate then add sample, incubate for 30 mins and read. ELISA is more complicated with several steps where different solutions need to be added to the plate and wash steps. Mass Spectrometry is the most complicated technique with the whole protocol taking several days to complete, and thus has many steps where error can be introduced. The more places where errors can be introduced, the greater the CV.
A comparison of the CV across the different methods is shown in Figure 3.7B. The results show the label free MS method gave the highest CV of 55% possibly due the large number of steps in this process. However, when using MS in conjunction with stable isotope labelling to spike in the sample to calculate concentration was more precise with a CV of 10%. This CV is much lower as even though the number of steps is the same as in the label free experiment, any losses that happen to the sample will also happen to the standard, unlike in label free where losses can happen to both the sample and the standard independently. However, obtaining the labelled sample is expensive.
HPLC analysis gave the lowest CVs both above and below the quantification limit (see Figure 3.7A. ELISA gave higher CVs at 21% than both HPLC, at 6%, and ValitaTITER at 13% which is probably due to the need to serially dilute to get down to the working dynamic range. ValitaTITER gave reasonable CVs above the quantification limit but very poor ones at the limit of the dynamic working range, label free MS gave very high CVs. These results therefore show that the most precise technique is the HPLC. 
The dynamic working range is the range from the detection limit to where the system becomes saturated and increasing the concentration of sample does not give a change in what is measured. The greater the working range the easier it is to ensure your samples will be determined accurately. The best way of telling this is at what point does the standard curve stop being linear. ELISA has the narrowest dynamic range of the 4 techniques other than spike MS (see Figure 3.5). For SILAC MS the standard needs to be within a 1:10 ratio with the sample, which without prior knowledge can be a difficult value to estimate, making the dynamic range very narrow, with only a 1 log range195. However, if the correct amount of standard to add can be estimated, the range of concentrations identifiable is comparable to label free.
A comparison the final concentrations of IgG determined across each of the different methods is shown in Figure 3.7C, D. The results show that the different techniques gave similar concentrations of the IgG, though there was more variation at higher concentrations of IgG than lower ones. Mass spectrometry was the technique that gave the most different results. This is probably due to the complexity of the procedure and thus the increased chances for error. The ratios I achieved for the SILAC MS were around 30:1, so the concentration may be overestimated due to ion quenching during ionisation and thus inaccurate. This means that the concentration of the sample will probably be overestimated, as the signal from the standard will have been reduced.



[bookmark: _Ref505943798][bookmark: _Toc534537224]Figure 3.7 - Comparison of key parameters in different analytical methods for IgG quantification. A) Lower limit of quantification calculated for all techniques. LLOQ determined for each technique calculated by  where m = gradient of the line and σ is the standard deviation of the standard curve, for MS the LLOQ is the average of the three calculated LLOQ’s B) Average CV obtained for each technique. Average CV is calculated by taking the mean of the CV calculated for different days and/or clone of culture. Mass spectrometry data uses the average of different days and different peptides. N = ELISA: 8, VT: 8, HPLC: 16, LF MS; 16, SILAC MS: 2. Error bars = 1std C) IgG concentration as determined by all techniques. Samples from clone 54 on different days in culture was analysed by each technique. D3 and d6 are from batch culture and d4 and d10 are from fed batch culture. Gaps are where one technique was unable to be performed on the same samples as the others. n= 3 error = 1 std. D) Same data as panel C with axis scaled for the lower IgG concentrations.


[bookmark: _Toc532636322]Conclusions
[bookmark: _Toc532636323]Comparison of each technique
In this Chapter a comparative analysis of several analytical methods for the quantification of IgG produced in CHO cells was performed.  The LLOQ, coefficient of variances for samples and standard curves were all examined. LLOQ was determined by using the gradient and standard deviation of the standard curve to determine the amount of signal needed to be confidently out of the noise. CVs of the technique were calculated by analysing 4 different samples each run in triplicate, with the exception of MS where they were run in duplicate.
Of the two plate systems ValitaTITER demonstrated advantages over ELISA. The ELISA required large dilutions which can result in large errors as seen in the CVs obtained (21%), while ValitaTITER also required dilution, it was 2-10-fold rather than 100 - 1000-fold. It also has a linear standard curve allowing quantification accuracy to remain the same throughout its range. 
Of the two chromatography approaches, HPLC interfaced with UV spectrophotometry was the simplest approach. It required no sample preparation other than filtering the supernatant and transferring to a sample vial, compared to the long and complicated in gel digest protocol that was used for liquid chromatography interfaced with mass spectrometry. Although the HPLC-UV method resulted in the highest LLOQ at 0.118 mg/ml, it had the lowest CV (6%) of the techniques that do not require expensive standards, which is what my project will require. All the above techniques successfully quantified IgG present in supernatant samples from CHO cell culture, with all samples producing concentrations within 25% of the others at high concentrations and 12% at low concentrations. However, some were considerably simpler to use than others. Ease of use and scalability is a key feature as up to 50 samples will be taken over a short time, which will then need analysing in an accurate manner.
[bookmark: _Toc532636324]Comparison of achieved LLOQ with LLOQ from literature
In comparison to typical LLOQs in the literature, I have achieved the LLOQ reported only in the case of ValitaTITER. For the ELISA this is probably because the standard curve is not linear and thus using a LLOQ calculation appropriate to linear curves is inappropiate199, although it does make comparisons across the techniques easier. The difference in my calculated LLOQ (mine at 0.118 mg/ml and the reported at 0.025mg/ml191) and the reported for HPLC UV analysis is probably caused by the amount of antibody loaded. Given that the greater the amount of antibody bound to the column the greater the signal will be. As I did not reach the reported binding capacity of the column with the use of a 10 μl aliquot, using a 20 or 30 μl aliquot would give a greater signal and thus a lower LLOQ without changing the concentration in the sample192. 
For MS techniques a large difference in LLOQ was also observed, 0.12 μg/ml compared to 0.02μg/ml197. This shows that further optimisation of this method is needed for accurate quantification. For the MS analysis used in this chapter DDA was used as the sequence of the antibody to be quantified was unknown. This made it impractical to use a PRM based technique which would give more accurate quantification and allow identification of peaks with lower abundance. It would also be possible to load more peptides as column binding capacity was not reached, and the signal intensity measured was not above the dynamic range of the MS, which would also decrease the LLOQ. To further optimise the MS technique, now that the peptides generated are known, a PRM method could be produced allowing the identification of lowly abundant peaks. Given that all the LLOQs calculated were higher than what is reported in the literature it shows that there is large variance in the reproducibility of different techniques and to reach the reported limits of an assay, significant optimisation must be performed.
In summary, the ValitaTITER was optimal when working with the low IgG concentrations in supernatant samples collected from cell lines with poor productivity. It is optimal in this scenario as it had a CV of 13% when the concentration of IgG in the supernatant is around 8 µg/ml making accurate for antibody quantifications at low concentrations. However, although the HPLC UV methods had the highest LLOQ across the different methods examined in this study, it was the most precise and one of the easier techniques to use. Therefore, for further downstream analysis of antibody titre across the different CHO cells lines used in this study it is proposed to use Protein A affinity HPLC UV analysis (In chapters 4,5 and 6). The one exception being quantification of antibody produced by cell line 72 where the amount of antibody it produces is below the LLOQ of HPLC and therefore ValitaTITER will be used.

[bookmark: _Toc532636325]Chapter 4 Identification and quantification of histone PTMs in CHO cells 
[bookmark: _Toc532636326]Abstract
Epigenetics plays a potentially important role in cellular protein production and regulation of cellular phenotypes38, 201. However, to date there have been limited studies in the role of epigenetics in protein production in CHO cells. Moreover, there is currently no large-scale studies characterising histone PTMs in CHO cells and the associated effects of such modifications. In this Chapter for first time a comprehensive profile of histone PTMs in CHO cells focussing on lysine methylation and acetylation over H3 and H4 has been generated.
Four different cell lines were characterised, two clones from the CHO-S lineage and two clones from the CHO-K1 lineage. Specific productivity varied from 0.48 fg/cell/day to 17 fg/cell/day across the cell lines. The epigenetics of each cell line were examined and differences between clones and lineages were discovered.
Using a bottom up mass spectrometry approach, the relative abundance of over 50 peptide proteoforms (differently modified versions of each peptide) covering H3 and H4 proteins have been quantified in 4 different clones, from two different lineages. This provides the first profile of histone modification abundance in CHO cells. The quantitative analysis of histone PTMs in CHO cells in conjunction with PCA analysis revealed a few differences between different lineages, but not between clones within a lineage. One of the key differences between lineages was H3K23ac which is higher in CHO-S lines than CHO-K1 lines.



[bookmark: _Toc532636327]Introduction
[bookmark: _Toc532636328]The Role of CHO cells and how histone PTMs may affect them
CHO cells are important for the production of biopharmaceuticals31. With the emergence of new biopharmaceuticals including monoclonal antibodies, antibody-drug conjugates and other complex protein-based drugs, the associated costs of such biopharmaceuticals are expensive. Therefore, there is significant demand to reduce the cost so novel treatments can be affordable. As CHO cells have been used or the best part of 40 years for therapeutic protein production, they are well characterised and many strategies for increasing production have been implemented4. To further improve CHO cells as a vessel for biopharmaceutical production new targets are needed. Omic strategies are a possible way of determining new targets as described in Chapter 1.4.1.  
There is also further data in the literature to suggest that epigenetics plays a role in  protein production, with several ChIP-Seq studies linking mRNA copy numbers to particular marks covering the promoter, enhancer and gene body of the DNA sequence coding for the protein113. Chromatin opening elements called UCOEs (ubiquitous chromatin opening elements) when inserted with the transcript for the antibody also increase production, suggesting that keeping the chromatin active around the gene is useful for increasing titre202. 
ChIP-Seq studies provide information on where a mark is found on the DNA sequence but are limited to one modification examined per experiment. Mass spectrometry on the other hand can look at all abundant histone PTMs in the same experiment but cannot give information on which DNA sequence those marks were associated with. This means that ChIP-Seq data is useful for identifying where marks are and assigning function to them based on gene expression or gene ontology methods. In contrast, mass spectrometry is good for discovering targets that change in different conditions as well as identifying what is present in the first place. In ChIP-Seq experiments the modification to be investigated has to be chosen by the researcher and is restricted by which high quality antibodies are available. Mass spectrometry on the other hand does not require this making it an unbiased method for histone analysis. The “histone code” is made up of both combinatorial and cross talking modifications both of which ChIP does not give reliable data on. Mass spectrometry is required for combinatorial modification analysis. In CHO cells there has been one reported large scale ChIP-Seq study where 6 different modifications were examined13 but no mass spectrometry based studies. As mass spectrometry is unbiased and can give information on combinatorial histone modifications a large-scale investigation using this technique would provide important information on CHO cell epigenetics.
[bookmark: _Toc532636329]The heterogeneity of CHO cells
CHO cells are known to have highly dynamic genomes with karyotype often varying in different lines and even throughout culture203, 204. The genome is also known to contain single nucleotide polymorphisms in different cell lines7 as well as ones that arise through line development13. Due to the large amount of variation in CHO cells that can’t be removed, to identify what is occurring it is necessary to either do full characterisation of the cell line that will be used for further production, or to study multiple lines with the aim to identify what changes are common to most.
Therefore, by studying multiple cell lines with differing phenotypes it may be possible to determine if epigenetics plays a role in determining the behaviour of different cell lines.
[bookmark: _Toc532636330][bookmark: _Ref390700710]Aims
The overall aim of this Chapter is to generate an unbiased quantitative profile of histone PTMs in CHO cells. Moreover, it is proposed to compare histone PTMs between different CHO cell lines. Mass spectrometry will be used to identify which histone PTMs are present in CHO cells in an unbiased quantitative manner. It also has the advantage of providing information on combinatorial modifications where multiple modifications can be seen on the same histone tail. To determine differences between different cell lines, four lines from two different lineages will be studied.


[bookmark: _Toc532636331][bookmark: _Ref519003891]Mass spectrometry techniques
[bookmark: _Ref519090696][bookmark: _Toc532636332]Identification and quantification of histone PTMs in CHO cells.
As limited work has been performed on epigenetics in CHO cells (see Chapter 1.7), it would be informative to first determine which histone modifications are present in CHO cells and their typical abundances. In this study a bottom up approach was used, as it is relatively simple to perform the data analysis, and still provides some combinatorial information on the histone PTMs present. The workflow for bottom up analysis is summarised in Figure 4.1. 10 million cells were harvested from CHO cell culture and the histones purified using acid extraction, as described in Chapter 2.3. Due to their basic nature, histones remain soluble under the acidic conditions in contrast to the majority of soluble proteins and therefore can be efficiently purified (see Figure 4.1). 
Histone samples were subsequently propionylated using propionic anhydride (see Chapter 2.4). Propionylation prevents cleavage at lysine by trypsin providing many advantages for histone PTM analysis. The first thing is that it prevents cleavage at lysine residues. This means that the peptides generated using trypsin become an appropriate length (5-10 amino acids).  If trypsin was cleaved at all the lysine residues then the typical peptides generated would be 3-4 amino acids in length, which are too small to be easily seen through proteomic mass spectrometry methods. Preventing lysine cleavage also makes histone peptides consistent, as peptides with certain lysine modifications such as trimethylation will prevent trypsin cleavage, while others such as monomethylation will not. Therefore, by blocking all other lysines the peptides produced by trypsin will be consistent regardless of the modification state. Consistent peptides are essential for relative quantification of histones as it relies on identification of all the modification states of a peptide. Secondly, the addition of the propionyl group increases the hydrophobicity of the peptides. This increases their retention on a C18 column allowing better separation of the peptides175. Finally, propionylation also reduces the charge states the peptide ions. Propionylation makes the 2+ ion the most common and reduces the amount of higher (3,4,5+) states that occur which allows for more accurate quantification174 as well as making fragmentation easier, as the 2+ charge state is favoured for collision induced dissociation. After two rounds of propionylation which ensures complete reactions, the histones are digested by trypsin.
After digestion the samples are then propionylated again. This increases retention on a C18 reverse phase column which allows for better separation and less chance of the peptides being removed in a wash step. After the propionylation the leftover salts are removed by binding the peptides to a hypersep tip, using 0.1% TFA. This is the buffer that the peptides are resuspended in prior to loading on the mass spectrometer, which aids in the binding to the column and the ionisation step (see Chapter 2). The peptides are then eluted into a fresh tube using 90% ACN and 0.1% TFA. Salts can interfere with ionisation on by the mass spectrometer and thus can prevent some modifications from being identified. In mass spectrometry, to be able to identify and quantify a proteoform, there needs to be enough of that proteoform to fill the collision chamber so when it is fragmented there is enough signal from the fragment ions to allow for a positive ID. Generally, MS2 scans are 10-fold less intense than MS1 scans. With histone modifications several fg of each proteoform is needed to allow identification.
[bookmark: _Ref514149670][image: ]
[bookmark: _Ref519003490][bookmark: _Toc534537225]Figure 4.1. - Schematic illustration of a bottom up mass spectrometry workflow for histone analysis. Cells are grown in 60 ml cultiflask cultures, histones are purified using acid extraction, propionylated, digested with trypsin and propionylated again. Peptides are purified through hypersep tip clean-up prior to analysis using nano flow LC MS in conjunction with DIA analysis on a Q-Exactive HF mass spectrometer.

Liquid chromatography – mass spectrometry analysis
Following purification of the peptides from the histone tryptic digests, the samples were analysed using nano-flow liquid chromatography interfaced with mass spectrometry. LC-MS was performed using online C18 reverse phase column in conjunction with first DDA mass spectrometry analysis to create a spectral library (see Chapter 2.3.6.1 for details.). To improve the separation of hydrophilic histone peptides the use of a two-step gradient to ensure retention and separation on the hydrophilic peptides was performed96.  
Data analysis
Following LC MS analysis the identification and quantification of the histone PTMs was performed using Skyline176. Generally, histone modification abundances when calculated from MS data are given by relative abundance96, 98, 205. This corrects for differences in the amount loaded on the mass spectrometer. However, if an abundant modification is ignored or not quantified then the data can be skewed. Relative abundance is calculated by taking the intensity of one proteoform (differently modified versions of each peptide) and dividing it by the sum of the intensities of all proteoforms of the peptide.
The relative abundance of each different proteoform present in the sample is determined through integrating the extracted ion chromatogram (EIC) of the precursor ion (see Figure 4.2A). Several proteoforms can share the same m/z ratio, for example the peptides KSTGGKAPR and KmeSTGGKacAPR 2+ ions are 535.3 m/z as two propionyl modifications have the same mass as methylation + acetylation. Which peak corresponds to which precursor ion is determined by the MS2 spectra. With DIA data EICs for the predicted fragment ions are created from the MS2 data, see Figure 4.2B. As the two proteoforms have modifications with different masses in different locations the fragment ions are different for each proteoform. Therefore, comparing the retention time of the correct set of fragment ions to the MS1 peak, the peaks can be accurately assigned to each proteoform. This occurs as each proteoform will have a unique set of MS2 peaks present at the same time as the ms1 peak for the proteoform. This can be further confirmed by comparing with a spectral library to give the expected fragmentation efficiencies, and thus identify which peaks in the MS2 spectra should be more intense. A spectral library also gives information on which fragment ions you will expect to see and which are not commonly formed, see Figure 4.2C. 
After intensities are extracted for each proteoform, correction factors are applied as described in Lin et al106. These correct for different ionization efficiencies of each proteoform.  While ionization efficiency doesn’t tend to affect comparisons between two conditions, it does make a difference in the abundance of each modification reported106. As in this work we intend to produce an accurate profile of the abundance of lysine modifications in CHO cells, using the correction factors will be essential to correct for the inhibition of ionisation some modifications put on the peptide.  The corrected intensities are then used to calculate relative abundance. Relative abundance numbers are used for all further analyses. 
[bookmark: _Ref511034580]
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[bookmark: _Ref514151114][bookmark: _Toc534537226]Figure 4.2 - Identification of peptide abundances from MS data. A) Extracted ion chromatogram generated using Skyline for the precursor mass 535.3 m/z (blue), precursor+1(purple) and precursor +2(red) chromatograms are shown. B)  EIC from MS2 scans for the 5 most abundant y or b ions (from spectral library) for the peptide KSTGGKAPR. C) the extracted ion chromatograms from MS2 scans for the 5 most abundant y or b ions(from spectral library) for the peptide Kme1STGGKacAPR.Panel B):on the left is the spectra collected at the top of the peak for the window 520-540m/z. with the ions identified for each peptide highlighted. On the right is the spectral library scan for each peptide.
[bookmark: _Ref519002954][bookmark: _Toc532636333]Histone analysis using SILAC MS techniques
 In addition to label free approaches the application of stable isotope labelling by amino acids in cell culture (SILAC) offers a powerful alternative method for the relative quantification of histone PTMs as it is more sensitive to differences between the two conditions108, 206. Previous approaches have used SILAC for investigating crosstalk networks. Guan et al investigated the effect of mutating the histones H3,H4 and H2A to mimic constitutively acetylated or methylated and then comparing the histone modification abundances to the wild type142. In this work they used heavy isotope labelled lysine and were able to distinguish crosstalk networks involving H3K56ac and H3K79 methylation in yeast. Sowers et al used SILAC in conjunction with heavy isotope labelled arginine to investigate the effects of a set2 knock out in mice207. 
SILAC experiments require growing cultures in two different sets of media, one labelled with heavy amino acids and one without. Therefore, bespoke CHO media was required which contained all the components of CD-CHO except the lysine and arginine. For the protocol used here, in the heavy labelled flasks, light arginine was replaced with arginine (13C6 15N4), which has a mass 10 Da greater than unlabelled arginine. Given that the propionylation step in sample preparation prevents trypsin from cutting at lysine, only arginine needs to be incorporated. The SILAC workflow used is summarised in Figure 4.3. Samples from cell culture are harvested and the histones extracted. The purified heavy and light histones are then quantified and mixed 1:1. By mixing the histones at this point any variance that occurs downstream processing should occur equally to both samples (the heavy histones and the light histones). This means that smaller differences in the samples can be seen, as there is less variance in the results142, 207, 208. However, in SILAC only two conditions can be compared at once. Samples are treated in exactly the same way as label free until the data analysis stage. At this point the heavy/light pairs of ions are identified (see Figure 4.3) where the unlabelled triplet of a 2+ ion (535.3, 535.8, 534.3 m/z) can be seen at the same time as the labelled 2+ ion (540.3, 540.8, 541.3 m/z) both of which correspond to the unmodified KSTGGKAPR peptide. There will be a 5 m/z difference between the heavy and the light 2+ ions and a 3.3 m/z difference between the 3+ ions the pair will always have the same retention time as the chemical properties of the peptide are identical. They will have different y ions where a y+ ion will have an m/z of 10 greater than the other as this is where the labelled amino acid will be found. Once identified, extracted ion chromatograms for both the light and the heavy ions are created as can be seen in Figure 4.3, where peaks with the same retention time have been extracted. The area under the curve is extracted for both and the ratio between them determined. To correct for inaccurate mixing all heavy: light ratios were divided by the ratio given for the YRPGTVALR peptide (see Figure 4.3) as previously described by Sowers et al207. This peptide was chosen as the normalisation peptide as it remains unmodified as there are no lysines present and so the total abundance of this peptide should be entirely determined by the amount of H3 in the sample. A ratio of 1 means that there is no difference between the samples. Often the ratios are reported as by the log2 of the ratio as this makes the scale even in both directions.
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[bookmark: _Ref390523611][bookmark: _Ref390699859][bookmark: _Toc534537227]Figure 4.3 - SILAC MS workflow.30 ml cultures are grown in cultiflasks in both media containing light arginine and heavy arginine. Histones are extracted quantified and subsequently mixed with a 1:1 ratio. Sample preparation occurs in the same manner as label free experiments and the sample is analysed by mass spectrometry. Heavy and light pairs are then identified and the area under the curve extracted. This is used to determine the ratio of heavy to light pairs for each peptide proteoform. Data is normalised to the YRPGTVALR peptide to correct for any inaccuracies that may have occurred during mixing. 

[bookmark: _Toc532636334]Results and discussion
[bookmark: _Ref519091165][bookmark: _Toc532636335]Characterisation and quantification of histone PTMs in different CHO cell lines.
There is a large amount of heterogeneity in CHO cells (see Chapter 1) as even sub clones have been shown to have differences at the epigenetic and genetic level13. Therefore, to obtain an accurate picture of how histone PTMs in CHO cells behave through culture, multiple lines must be investigated. The use of multiple cell lines will allow changes that are general to CHO cells to be distinguished from those that are lineage or even clone specific. Therefore, four cell lines (two CHO-S and two CHO-K1 lines) were studied, with pairs from two different lineages, see Figure 4.4. As different lineages have been used it may be possible to determine how much the epigenetics differ between lineages. Moreover, the four different clones were chosen to have different productivities, enabling the study of the potential role of epigenetics on product titre. To characterise the different cell lines, they were each grown in batch cultures using the media reported as optimised for each cell line (see Chapter 2.1).  Growth profile, cell size and productivity were all monitored (see Figure 4.4). The two CHO-S clones were both derived from the same producing clonal cell line and thus should be very similar genetically as the integration sites of the transgene will be the same. The two CHO-K1 lines are clones from the same non-producing host cell line. This means that the transgene integration site location and number may vary between the lines. The CHO-S clones are named clone 22 and clone 54 while the CHO-K1 clones are 72 and 150.
Phenotypic characterisation of each line
Each of the clones was characterised by their growth profile, productivity and the cell size throughout culture as seen in Figure 4.4. For this experiment the CHO cells were grown in 60 ml cultures with daily sampling. 
Growth 
The growth profile for each of four lines was determined using a Vi-cell using a tryphan blue exclusion assay to determine viable cells (see Figure 4.4A, D). The results show that the CHO-S clones had similar growth profiles, remaining viable till day 7 before declining rapidly. Clone 22 reached a viable cell density of 8 million cells/ml and clone 54 reaching 10 million cells/ml (see Figure 4.4A). The CHO-K1 clones had differing growth profiles with clone 72 remaining viable till day 8 and clone 150 till day 11. Clone 72 reached a viable cell density of 8 million cells/ml and clone 150 reached 10 million cells/ml (see Figure 4.4D).
Titre
Productivity was monitored through the antibody titre at different points in culture. This was measured by HPLC analysis of cell culture supernatant taken from day 2 to day 7 (see Chapter 3). The titre results are shown in Figure 4.4B, E. The amount of antibody produced from at day 2 and  for clone 72 was too low to be accurately determined by HPLC so the FP assay (ValitaTITER) was used for antibody quantification (see Figure 4.4E).  
The data shows that there was a three-fold difference in the titre between the two CHO-S clones, with clone 54 producing 0.37 mg/ml and clone 22 making 0.12 mg/ml of an IgG kappa (see Figure 4.4B). In addition, there was a much greater difference between the two CHO-K1 clones (150 and 72) with clone 150 reaching a titre of 0.7 mg/ml compared to clone 72 only reaching 0.009 mg/ml, a hundred fold difference in productivity (see Figure 4.4E). Clone 54 had a specific productivity of 0.017 pg/cell/day while for clone 22 it was 0.0048 pg/cell/day. The difference between the CHO-K1 clones was much greater, with clone 72 having a specific productivity of 0.00043 pg/cell/day and clone 150 0.0158 pg/cell/day.
Cell size
The cell size was monitored throughout culture by the Vi-cell (Beckman coulter). The average cell diameter taken from different days in cell culture is shown in Figure 4.4C. In the CHO-S clones cell size doesn’t change until the culture starts declining and viability has dropped below 80%. Clone 22 is typically larger than clone 54 (see Figure 4.4C). In the CHO-K1 cells, clone 72 has a similar pattern to the CHO-S cells, where no change in cell size was observed until viability declines. However, clone 150 cell size decreases slowly throughout culture. Clone 72 is much bigger than clone 150 (see Figure 4.4F). All the clones were similar in cell size throughout log phase to early stationary of culture with clone 72 being the largest at 17.3 µm, followed by clone 22 at 16.6 µm then clone 54 at 16.1 µm and finally clone 150 at 15.6 µm. It is interesting to note the trend between cell size and productivity, cells with the lowest cell size throughout culture have the highest titre. [image: ]
[bookmark: _Ref511034687][bookmark: _Ref514148397][bookmark: _Toc534537228]Figure 4.4 - Growth productivity and size throughout batch culture. 
A) Viability and viable cell count throughout batch culture for the CHO-S clones 54 (red) and 22 (blue). n=3 error bars = 1 std. B) Titre in the supernatant for the CHO-S clones throughout batch culture. n=3 error bars = 1 std C) Average cell diameter throughout batch culture for the CHO-S clones 54(red) and 22(blue). n=3 error bars = 1 std.  D)  Viability and viable cell count throughout batch culture for the CHO-K1 clones 150(purple) and 72(green). n=3 error bars = 1 std.  E) Titre in the supernatant for the CHO-K1 clones throughout batch culture. n=3 error bars = 1 std. F) Average cell diameter throughout batch culture for the CHO-K1 clones 150(purple) and 72(green).  n=3 error bars = 1 std.



In summary, the results shown in Figure 4.4 demonstrate that there are large phenotypic differences between the different CHO cell lines used in this study. However, in contrast to the CHO-K1 clones, the two CHO-S clones are broadly similar with only differences in their productivity observed. This similarity may be due to how the lines are produced. The CHO-S clones were developed by single cell dilution from an antibody producing clonal line. This means that the genetics of the two lines should be identical as differences arising from transfection differences would have been eliminated when the original line isolated using limited dilution cloning. The two CHO-K1 clones have a much greater difference in their phenotype. However, these cell lines were isolated after transfection of a clonal host cell line. This means that there are likely differences in integration site and number between the clones.  These pairs of clones within lineages will allow for investigation into whether epigenetic differences are involved in causing the differences between clones of the same line allowing determination of how great a role epigenetics play in intraclonal variation. Having two different lines will allow for investigation into differences between CHO lineages and whether or not it may be possible to devise general engineering strategies or if they will have to be line specific. The large differences between the productivities in the four lines may allow the identification of histone PTMs that may be linked to recombinant protein production.
[bookmark: _Toc520125167]Table 9. Comparison of different CHO cell clones used in this study. Summary of the way each clonal line is generated, and the phenotypes determined in batch culture using a Vi-cell.
	Clone
	Lineage
	Clone production method
	Specific productivity
(fg/cell/day)
	Cell size 
(μm)
	Maximum viable cells (x106 cells)
	Day viable till

	22
	CHO-S
	Single cell dilution of producing cell
	4.8
	16.6
	8
	7

	54
	CHO-S
	Single cell dilution of producing cell
	17.0
	16.1
	10
	7

	72
	CHO-K1
	Transfection of clonal host cell line
	0.44
	17.3
	8
	11

	150
	CHO-K1
	Transfection of clonal host cell line
	15.8
	15.6
	10
	8



Identification of which histone PTMs are present in CHO cells
In order to determine which histone PTMs are present in CHO cells as well as provide a baseline for further experiments, the mass spectrometry technique described above was used to identify and quantify lysine methylation and acetylation on histones H3 and H4 in CHO cells. Methylation and acetylation were focused on as they are highly abundant, and thus easy to identify. Lowly abundant modifications are hard to be sure of the location of and accurately quantify. The biological functions of lysine methylation and acetyl modifications are often well characterised. In contrast, the function of more uncommon modifications such as crotonylation have less information in the literature describing their function. Also, the more modifications searched for, the greater the rate of false IDs when creating the spectral library as the greater the search space, the less confidence is possible in identification209-211. 
Following LC MS analysis using the workflow outlined in Figure 4.1, a summary of the results are shown in Figure 4.5. These results show for the first time a comprehensive picture of histone PTMs in CHO cells. The results show that a total of 23 different histone PTMs on H3 and 7 on H4 were identified. The unmodified form of each peptide was also identified. The LC MS analysis also identified 11 combinatorial modifications seen on H3, (marked by dashed lines in Figure 4.5) and 6 on H4. In total 40 proteoforms were identified for H3 and 15 on H4. Most of these modifications were found on the histone tails of H3 and H4. However, mono and di methylation were also identified in the core of H3 on K79, as well as methylation and acetylation on H3K56 in the core of H3.  Acetylation, mono, di and tri methylation was identified on lysine residues in several positions, see Figure 4.5.
Mono methylation was identified on lysines 4, 9, 18, 23, 27, 36, 56 and 79 of H3 and lysine 20 of H4. Dimethylation was identified on lysines 4, 9, 27, 36 and 79 of H3 and lysine 20 of H4. Trimethylation was identified on lysines 4,9,27 and 36 of H3 and lysine 20 of H4. Acetylation was identified on lysines 9, 14, 18, 23, 27 and 56 of H3 and lysines 5,8,12 and 16 of H4. See Figure 4.5. Combinatorial lysine modifications were seen between acetylation on H3K14 and all methylation states on H3K9, acetylation on both H3K18 and H3K23, and between several methylation states on H3K27 and H3K36. See Figure 4.5 for details.
Previous studies have demonstrated significant differences in the patterns of histone PTMs depending on the organism212. The results identified in this study demonstrate a similar profile to those previously obtained in mouse212. Low abundant histone PTMs were consistent with the data from CHO cells. In addition, trimethylation of H3K36 was identified which was not seen in the mouse lines but was seen in the human lines. This difference may be due to the use of a different organism but also may be due differences in the LC MS analysis instruments and methods used.  This shows that CHO cells do not have a set of modifications that are significantly different from mammalian cell types. 
Leroy et al also have produced the epigenetic profile from 24 human cancer cell lines from a variety of tissues. They found that histones abundances varied widely over different cancer cell lines164. This may suggest that different CHO lines might also have widely different profiles as CHO cells are an immortalised line which behaves similarly to cancer lines.
[bookmark: _Ref511034966][bookmark: _Ref514231983]
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[bookmark: _Ref519003501][bookmark: _Toc534537229]Figure 4.5 - Identified modification patterns in CHO cells.  Modifications identified on H3 and H4. Solid green lines show where the peptide is cut during preparation for mass spectrometry. Dashed lines indicate modifications seen on the same peptide. Numbers indicate the position of the lysine in the protein. Me1 = monomethylation, me2 = dimethylation, me3 = trimethylation, ac = acetylation.

[bookmark: _Ref518575973]Comparative analysis of histone PTMs between clones from the same lineage
Previous work demonstrated the successful optimisation of LC MS workflows for the analysis of histone PTMs in CHO cells, enabling for the first time a comprehensive picture of histone PTMs in CHO cells. Further work was performed in an effort to compare the histone PTMs between clonal pairs within a lineage. Previous data (see Figure 4.4) demonstrated that, clones 22 and 54 had a three-fold difference in antibody production despite being clones that should have minimal genetic differences. In addition, clone 72 and 150 also had large differences in growth rate, cell size and productivity and it is hypothesised that some of these differences are controlled through epigenetic regulation.
To determine what the similarities and differences are between clonal pairs, samples were taken from d2 (lag), d4 (log) and d6 (stat) for the CHO-S lines while in the CHO-K1 clones samples were taken from d3 (lag) d5 (log) and d8/9 (stat). The histones were extracted and analysed through LC-MS as described above to identify the epigenetic profiles. This allowed investigation on the differences and similarities of the epigenetic profile between clones from the same parental cell line (see Figure 4.6). ANOVA analysis was performed to identify statistical differences between the clonal pairs (see Table 10).
A comparison between the two CHO-K1 clones, 72 and 150 was performed (see Figure 4.6C/D). The results show that the relative abundance of the majority of histone PTMs identified were consistent. The results also show that there were small differences on individual days (d3, d5 and d8) which were not seen at different points in culture, apart from H4K20me1 which was higher in clone 72 than clone 150 consistently throughout culture in the CHO-K1 clones (with a comparable drop in the amount of H4K20me2). The relative abundance of H3K14ac was higher in clone 150 on day 5 and the last day of culture by about 5%. 


	Modification
	CHO-S (54 - 22) relative abundance (p-value)

	
	d2
	d4
	d6

	
	difference in relative abundance
	p-value
	difference in relative abundance
	p-value
	difference in relative abundance
	p-value

	H4K5-K16-3ac
	 
	 
	-3.0
	5.5E-04
	 
	 

	H4K5-K16-4ac
	-1.0
	6.3E-04
	 
	 
	 
	 

	H3K18ac0K23ac0 
	 
	 
	28.7
	1.7E-05
	22.9
	1.3E-03

	H3K18ac1K23ac0  
	 
	 
	 
	 
	-12.5
	1.1E-03

	H3K18ac1K23ac1  
	 
	 
	-1.8
	2.1E-04
	-1.4
	7.8E-04

	H3K27ac1K36me0
	 
	 
	 
	 
	-0.8
	5.7E-04

	H3K27me0K36me0
	 
	 
	-16.0
	1.7E-03
	-14.2
	1.2E-04

	H3K27me0K36me2
	 
	 
	 
	 
	4.0
	6.3E-04

	H3K27me1K36me0 
	 
	 
	 
	 
	-19.5
	6.0E-04

	H3K27me1K36me2
	 
	 
	 
	 
	10.0
	2.0E-04

	H3K27me1K36me3 
	 
	 
	 
	 
	-3.1
	1.5E-05

	H3K27me2K36me0 
	 
	 
	 
	 
	17.8
	7.3E-05

	H3K27me2K36me1 
	 
	 
	7.8
	5.7E-04
	9.4
	2.2E-07

	H3K27me2K36me2
	-4.5
	4.0E-04
	8.1
	2.2E-04
	 
	 

	H3K9ac1K14ac0 
	 
	 
	-1.2
	1.1E-03
	-0.8
	1.6E-03

	H4K20me0
	-43.7
	1.5E-03
	-74.3
	9.8E-06
	-83.6
	6.7E-06

	H4K20me2
	 
	 
	82.8
	4.4E-05
	88.2
	3.2E-05

	Modification
	CHO-K1 (150-72) relative abundance (p-value)

	
	d3
	d5
	d8

	
	difference in relative abundance
	p-value
	difference in relative abundance
	p-value
	difference in relative abundance
	p-value

	H3K18ac0K23ac1
	-1.5
	4.9E-04
	 
	 
	 
	 

	H3K27ac1K36me0 
	 
	 
	 
	 
	0.1
	6.7E-04

	H3K9me0K14ac0
	 
	 
	11.0
	1.0E-03
	 
	 

	H3K9ac1K14ac0 
	 
	 
	1.5
	2.7E-04
	 
	 

	H3K9me0K14ac1
	 
	 
	4.7
	1.2E-03
	 
	 

	H3K9me1K14ac1
	 
	 
	2.4
	1.1E-03
	 
	 

	H3K9me1k14me0
	 
	 
	5.3
	1.1E-03
	 
	 

	H3K9me2K14ac0
	13.0
	3.5E-06
	 
	 
	 
	 

	H4K20me0
	 
	 
	14.9
	7.5E-05
	 
	 

	H4K20me1
	25.2
	1.0E-03
	62.1
	4.0E-06
	57.3
	5.3E-04

	H4K20me2
	 
	 
	-75.6
	6.6E-06
	-68.0
	1.0E-03

	H4k20me3
	 
	 
	-1.4
	3.4E-04
	 
	 


[bookmark: _Ref519003391][bookmark: _Toc520125168]Table 10. – Summary of the significant differences in histone PTMs within a lineage at different points in culture. Significant differences were identified by multiple T-Tests at different stages of culture within a lineage then multiple test corrected using the Holm Sidack method. Calculations performed between A) CHO-S clones 54 and 22 B) CHO-K1 clones 72 and 150. 

A comparison of the relative abundance of histone PTMs between the two CHO-S clones is shown in the heat map in Figure 4.6 A/B.  Red indicates that the proteoform is lowly abundant while proteoforms in green are found on over 15% of all the histones in the nucleus. When the abundance of a modification is similar there will not be a change in colour across the different conditions. The data shows that there are no major differences between the two CHO –S clones in the majority of peptides. There are some differences in the H3K27me2 containing proteoforms. However, the data also shows that there were more differences in the CHO – S clones than between the CHO-K1 clones. The relative abundance of 8 different proteoforms was significantly different at multiple points in culture (see Table 10). The relative abundance of the unmodified peptide KVLR was higher in clone 22 at 3 points different stages in culture and the H3K18acK23ac proteoform in clone 22 had a relative abundance of about 1.6 % points higher at 2 different stages. The relative abundance of the unmodified peptide KSAPATGGVKAPR was 15 % more abundant in clone 22 in log and stationary phase of culture while the unmodified KQLATKAAR peptide was 20% lower in log and stationary phase. The H3K9ac proteoform was found to be about 1 % higher relative abundance at two stages of culture in clone 22. The H3K27me2K36me1 proteoform is 8% higher in clone 54 in log and stationary culture.
There were large differences seen in the amounts of H4K20 methylation between clones. Given that these reach up to 80% and the fact that the KVLR peptide is very short and thus difficult to see on the mass spectrometry it is likely that this difference mis technical issues. However, given that H4K20 is critical to the cell cycle143, 144, some of the difference may be due to different proportions of the cells being in S-phase of the cell cycle.
In summary, the quantitative MS data suggests that there are no major differences in the relative abundance of histone PTMs between clonal pairs. The MS analysis reveals that for the majority of the 50 peptide proteoforms identified and quantified the relative abundance was not significantly different between the different clones. In the CHO-K1 lines there were two histone PTMs identified as having consistently different relative abundances at different points in culture, while in the CHO–S lines there are 5 consistently differently abundant histone PTMs. 
In the CHO-K1 clones, it seems that the clone with a higher specific productivity (clone 150) has several lysine acetylation modifications at higher relative abundance than clone 72 on d5 (log phase). As acetylation is an active modification it may suggest that having increased acetylation is associated with protein production. However, this is not supported by the CHO-S data where the clone with the lower specific productivity has higher levels of H3K9ac and H3K18acK23ac.
The results show that the relative abundance of H4K20 methylation is significantly different between the clones. Previous studies have demonstrated H4K20 methylation is associated with growth and quiescence117, 118. Therefore, the difference in growth curves obtained for the CHO-K1 clones may explain these observations. However, it should be noted that the CHO-S clones have near identical growth curves this would not explain the difference seen in these clones. However, H4K20me2 is an early eluting peptide in the chromatography (hydrophilic), and there were technical issues with early eluting peptides in the clone 54 data. In this study we are measuring global relative abundance changes through mass spectrometry which does not give us information on where in the genome the histone PTMs are located. This means that there may be some differences in the position of each modification even though the abundance of each modification is the same in different clonal lines.
[bookmark: _Ref519086738]Differences in the epigenetic profile in separate CHO lineages
Following the comparison of the relative abundance of histone PTMs between the different clones in both CHO-S and CHO-K1 cells, a further comparison between CHO-S and CHO-K1 cells was performed to investigate potential epigenetic differences between CHO lineages. Samples were taken from multiple stages of cell culture and used to compare the lineages (see Figure 4.6 A/B vs C/D). By selecting different points in culture rather than different days it allows a more accurate comparison of the relative abundance of histone PTMs in CHO-S vs CHO-K1 cells, rather than comparing two different stages of culture. However, this does not account for differences in histone PTM abundance due to cell cycle as the cells have not been synchronised. This means that some of the differences in abundance between different points in culture may be affected by the proportion of cells in each phase of the cell cycle112, 120.  For the CHO-S clones lag phase = d2, log phase = d4 and stationary = d6. For the CHO K1 clones lag phase = d3, log phase =d5 and stationary phase = d8/9. The data shows that in CHO cells the typical abundance of histone PTMs is similar at the same point in culture (see Figure 4.6). However, there are some proteoforms with different abundances in different lineages. The relative abundance of H3K23 acetylation is higher (20%) in the CHO-S lines compared to 3% in the CHO-K1 lines. The CHO-K1 clones also have lower amounts of acetylation on H4 with the unmodified form representing 12% in stationary phase in CHO-K1 cells but 8% in CHO-S.
While the data shows that the relative abundance of several proteoforms are different between the CHO-S and CHO-K1 lineages, the overall pattern is fairly similar. In all cell lines, the most abundant histone PTMs are highly abundant across all cell lines, and the same is true for the less abundant histone modifications. There also appears to be changes throughout culture which tend to be in the same direction in each clone. This will be examined further in Chapter 5. H4G4-R17
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H3E73-R83
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[bookmark: _Ref511035337][bookmark: _Ref514233924][bookmark: _Toc534537230]Figure 4.6 - Relative abundance of histone PTMs in CHO-S and CHO-K1 cells throughout cell culture.   Heat map showing the relative abundance of all quantified histone PTMs in batch culture in lag, log and stationary phase over the two CHO-S cell lines (54 and 22) and the two CHO-K1 cell lines (72 and 150). Red = low abundance and green = high abundance. For clone 54, lag = d2, log=d4, stationary = d6. n=3. For clone 22, lag = d2, log=d4, stationary = d6, n=3. For clone 72, lag=d3, log = d5 stationary = d8, n=3. For clone 150 lag=d3, log = d5 stationary = d9. n=2. 
PCA of the relative abundance of histone PTMs in CHO cells.
From the Heat map shown in Figure 4.6 differences in the relative abundance of histone PTMs can be identified both within clones and between clones as discussed above. Therefore, further comparative analysis of the MS data was performed using principal component analysis (PCA) to detect patterns of similarities/differences between the relative abundance of histone PTMs in an objective manner. PCA is a method of projecting high dimensional data down to simple two-dimensional plots that describe the similarity of observations based upon their pattern of variables. The components are projected in order of variance explained so that the first components explain the most prominent features of the data and successive components less important features until eventually all that is left is random variation. Here the prcomp command in R was used with a matrix of all the relative proteoform abundances that were reliably identified in all samples177. The mean of relative abundance at each time point was used (see Figure 4.7).
In order to confirm if the differences seen in Figure 4.6 were enough to describe the lines as epigenetically distinct, PCA analysis was performed in R to determine the distance between the clones. As PCA uses all of the data to perform the analysis it removes bias which may be introduced by only examining one modification at a time. Samples that are plotted close together are more similar than ones that are further apart. Groups are known as clusters. The further a cluster is from another the greater the difference between the data in each cluster. 
The results shown in Figure 4.7 reveal that CHO-K1 and CHO-S are clearly separate from each other. This shows that there are distinct epigenetic profiles in different lineages of CHO cells. The PCA analysis shows that for the two CHO-K1 clones, no separate clusters for each line are observed although there is a large spread in the points from each cell line, suggesting that there may be differences between points in culture that may be more significant than the differences between the two clones as the cluster is fairly large. In contrast, the data shows separate defined clusters for clones 22 and 54, with 2 different clusters observed for clone 54 (see Figure 4.7).These results suggest there are distinct differences between the CHO-S lines. While the two CHO-S clones appear to be different to each other, neither is similar to the CHO-K1 clones as the clusters separate in a different direction. The two clusters seen in clone 54 may be partly explained by technical issues, as in the d2, 3, and 5 samples the early eluting peptides on the KSTGGKAPR peptide were lost, as can be seen in Figure 4.6. It may also reflect large changes throughout culture, or the majority of the cells being in a different part of the cell cycle.

[image: C:\Users\User\Desktop\R analysis\fig4.7.tiff]
[bookmark: _Ref511035651][bookmark: _Ref519090463][bookmark: _Toc534537231]Figure 4.7.Principle component analysis identifying the differences between clonal lines  PCA analysis of 2-3 biological replicates of each clone using the relative abundance of all proteoforms quantified on H3 and H4. CHO-S clone 54 is displayed in blue, clone 22 in green, clone 72 in purple and clone 150 in red. N=3 except for clone 54 d3, 150 d8, 10, 11 where n=2. 


Quantification of histone PTMs in different CHO-S cells using SILAC labelling
Previous quantitative analysis of the relative abundance of histone PTMs in different CHO cells was performed using label free mass spectrometry approaches. To confirm the results obtained using label free MS to analyse the histone PTMs between clones the experiment was repeated using SILAC methodology. SILAC analysis was performed in both a forward and reverse direction to confirm the differences seen in the CHO –S clones both between the clones and at different points in culture. This experiment will help to show the reliability of the data as well as possibly identifying other modifications that change that weren’t identified in the label free approach (see Chapter 4.4.1.3)
 As only two conditions can be compared at once samples were taken on two days, d3 and d6. These days were chosen to allow comparison between the clones at two different stages of culture.  Two experimental replicates of SILAC batch culture were run harvesting on day 3 (log) and day 6 (stationary) see Figure 4.8A/B. In the first experiment clone 54 was grown in heavy media and in the second experiment clone 22 was grown in the heavy media, giving label swap experimental replicates. The CHO-S clones were chosen as previous label free MS analysis showed that there were more differences in the relative abundance of histone PTMs in comparison to the clones from the CHO-K1 cells. Two different sets of analysis were performed with this data. The first was to compare the histone PTM profiles of the different clones, so clone 22 samples were mixed with clone 54 samples. 
[image: ]
[bookmark: _Ref390700052][bookmark: _Toc534537232][bookmark: _Ref390700285]Figure 4.8. Quantitative analysis of histone PTMs in CHO cells using SILAC. A) Growth curves for CHO cells in the forward and reverse SILAC media, clone 54 n=3 error = 1 std. B) Growth curves for CHO cells in forward and reverse SILAC media, clone 22 n=3 error = 1std. C) Log 2 of clone22/clone54 for each proteoform on both days of culture. n=6, error bars = 1std. Dashed line =1:1 ratio. 

After Intensities from both the light and heavy peptide proteoforms were extracted, the ratio between them was calculated by dividing the intensity from clone 22 samples by the intensity from clone 54 samples. In the first experiment this was H/L and from the second it was L/H. Ratios were then normalised to the YRPGTVALR peptide and plotted (see Figure 4.8C).  The results show that the majority of ratios show no difference between clones 22 and clone 54 at either point in culture.  The SILAC data shows that the proteoforms TKQLAR and KSTGGKAPR were higher in clone 54 on day 3. On day 6 the proteoforms H3K27me1K26me1, H3K27me2 and H3K27me1 were higher in clone 54, see Figure 4.8C. While these histone PTMs are fairly abundant (at around 5-10 % of total), they are present on the KSAPATGGVKKPHR peptide which has a large number of possible modifications and consequently a high level of variance in the results. Therefore, it is possible that the label free experiment was unable to identify the differences. However, as none of the proteoforms were different at both days in culture it is also possible that the proteoforms have been discovered through statistical artefacts in the large data set and that there are no significant differences between the clones. 
The modifications identified in higher abundance in clone 54 on day 6 are associated with both active transcription (H3K27me1, and H3K27me1K36me1) as well as silenced genes (H3K27me2). This makes it difficult to determine what role if any an increases abundance of each of the modification might be having in clone 54.
Comparison SILAC and label free quantification of histone PTMs
Figure 4.9A shows the differences between clones on d3, and Figure 4.9B the difference between clones on d6. Blue bars correspond to clone 22 and red ones to clone 54. As the ratio is 22/54, a positive value corresponds to the proteoform abundance that is higher in clone 22. The results shown here demonstrate that although several differences were observed in the SILAC ratios, none of them reach statistical significance for the proteoforms identified in the label free experiment. However, the ratios are in the correct direction to suggest that there are differences in the abundance of H4K20 methylation and H3K18ac between clone 22 and 54 on d3. In addition, the data for day 6 (see Figure 4.9A) also shows the agreement for changes in abundance of K18ac. However, the changes in abundance observed for H4K20 methylation are not confirmed by the SILAC experiment. The two experiments share the same trends, but the changes are not statistically significant in the SILAC experiment. This suggests that there are very few differences if any between the clones, as there is more likely to be variance in the sample preparation in the label free experiment which may give false positives when looking for differences in the samples. However, it may be the case that H3K18ac is higher in clone 22.


[bookmark: _Ref519088822][bookmark: _Toc534537233]Figure 4.9. Comparative analysis of the quantification of histone PTMs in CHO cells using lable free and SILAC-MS. The significant modifications identified in batch culture plotted with the log2 ratio calculated from the SILAC studies. In all panels n=3 for batch culture and n=6 for the SILAC ratio. Positive ratio is equivalent relates to an increase between time points or clone 22 being higher than clone 54. Error bars = 1std dashed line across is equivalent to a SILAC ratio of 1, and thus no difference between the samples. A) Comparison between clone 54 and clone 22 on day 3. B) Comparison between clone 54 and clone 22 on day 6.


[bookmark: _Toc532636336]Analysis of the variance in histone PTMs analysis in CHO cell culture
To determine the consistency of bottom up mass spectrometry as a technique for studying the epigenetic profile, analysis of the relative abundance of histone PTMs at several different passage numbers was also performed. This was done by comparing sets of data gathered for other experiments at different points over three years. Performing this analysis will also show how repeatable these experiments are and identify any potential pit falls to be aware of.
To investigate the reproducibility of MS analysis, a comparison of different experiments analysed at multiple points over 3 years was performed, therefore covering a range of different passage numbers. All the data was collected from clone 54 on day 6 of culture and the results are summarised in Figure 4.10. The results show the overall pattern of the relative abundance of histone PTMs is consistent throughout the experiments. In some experiments the H3K9me2 and H3K27me2 peptides were not identified, which are the early eluting hydrophilic peptides which have possible been lost in the sample preparation. Further analysis reveals the consistency observed across several peptides including KQLATKAAR where all proteoforms elute late. Some of this variance is likely due to be due to biological variance as the samples are from culture grown in some cases years apart. However, the heat map shows two different groupings, most clearly seen in the H3K27 containing proteoforms. The differences between these groups is likely to be technical issues.
Having examined the pattern that arises when early eluting peptides are lost, see Figure 4.10 it appears that this pattern was seen in the batch culture of clone 22. By examining the data, it appears that for clone 22 the early eluting peptides containing H3K27me2 are lower in intensity in the batch culture. This may be due to either poor retention on the hypersep tip during clean up or on the trap column during the HPLC separation of the peptides. This means that as the SILAC ratios did not show any differences, and the batch data from clone 22 has had technical problems, there may be no significant differences between these two clones. 
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[bookmark: _Ref390700953][bookmark: _Toc534537234]Figure 4.10 - Repeatability of histone PTMs identified and quantified using MS.  Heat map showing the average relative abundance of all quantified modifications across different experiments. All data is the mean from day 6 of culture from the clone 54 form different experiments. n=3 



[bookmark: _Toc532636337]Conclusions 
In this Chapter mass spectrometry has been used to identify and quantify the relative abundance of histone PTMs in CHO cells. The mass spectrometry analysis identified over 50 peptide proteoforms from H3 and H4 in 4 different CHO cell clones, from two different lineages. This is the first-time histone PTMs have been studied through mass spectrometry in CHO cells, providing a comprehensive quantitative analysis of lysine methylation and acetylation profile in histones H3 and H4. Knowledge of this profile is useful omic resource for guiding further studies and should be a valuable resource for the CHO community. 4 different CHO cell lines were compared to gain an understanding of how the epigenetic profile changes between CHO cell lines, and thus how consistent CHO cell epigenetics are. Given that the cell lines all had different phenotypes, the epigenetic profiles obtained could potentially help explain these differences.
The most abundant modifications in CHO cells are H3K9me3, H3K9me2, H3K18ac, H3K27me1, H3K27me1K36me1 and H3K27me2K36me1. On H4 the singly acetylated form is most abundant. Overall the MS analysis revealed that all four clones had similar relative abundances of histone PTMs except H3K23ac. This suggests that H3K23ac may be a modification that has been altered in different lineages.  
The MS analysis revealed there are epigenetic differences between different CHO lines, with the biggest difference being lineage specific. Given the large amount of heterogeneity found in CHO cell genetics13 it is unsurprising that there are epigenetic differences between lineages. This suggests that part of the epigenetic profile is inherited as it has remained similar in different lineages. However as different lineages have different karyotypes differences in relative histone abundance may reflect this203, 204. The fact that individual clones are similar however is interesting as it may indicate that histone PTMs are more stable than the genotype of CHO cells, though given that in this study (n=2) many more clones would need to be examined to prove this hypothesis. This suggests that there may be line or even clone specific targets that can improve the production of biopharmaceuticals in CHO cells.
Previous studies have shown that the unmodified and singly methylated form of KVLR is mostly associated with growing cells117, 118, as this is raised in the lower producer in both clonal pairs it may suggest that the cells put more energy into growing than producing protein. In previous studies H4K20 has been shown to be strongly linked with growth, with the singly and unmodified form being associated with growing cells and the doubly and triply methylated forms linked with both quiescence and scenecence117, 118. It is possible that the differences in the H4K20 methylation is partly caused by differing growth profiles and thus slightly different stages of culture are being compared though this is unlikely in the CHO-S pair as their growth profile is almost identical. However, it is more likely that the differences may be caused by differing amounts of cells being in the phase of the cell cycle where K20 methylation is elevated at the sampling points144. 
Acetylation is mostly associated with active genes and more open regions of chromatin103. However, in chapter 4.4.1.3 H3K9 acetylation is increased in the higher producer in the CHO-K1 clones (clone 150) but the lower producer in CHO-S clones (clone 22), it is unclear what effect increased acetylation may be causing. Acetylation is also affected by cell cycle, with acetylation increasing during s phase112,116, therefore this increase in acetylation may be caused by a higher proportion of the cells being mid s phase at the time of sampling.
Another key parameter to examine before confidence can be had in any scientific study is how reproducible the data is. Omic data sets are particularly prone to this as the amount of work required to obtain and analyse a data set makes performing repeat experiments challenging. In this study while there are replicates in each experiment, very rarely was the entire experiment repeated. However, similar experiments were performed and so can be used to assess reproducibility. SILAC analysis was performed to confirm the label free analysis. Given that the SILAC batch data in most instances matched the batch data it shows that the data is reproducible, as long as technical issues are not present. It is also interesting that several of the histone PTMs identified by the SILAC experiment were also found in the correlation studies, namely H3K27me3 and H3K36me1 further confirming the possible importance of these modifications in the epigenetic management of the CHO cell.


[bookmark: _Toc532636338]Quantification of histone PTMs in CHO cells through culture
[bookmark: _Toc532636339][bookmark: _Ref518575984]Abstract
Cells undergo vast changes in protein expression and phenotype throughout culture35. It is though that part of the regulation required to control this is achieved through histone PTMs. There is some evidence that histone PTMs change through culture13, and by studying them a greater understanding of CHO cells can be achieved.
Using bottom up mass spectrometry techniques developed previously, the quantification of histone PTMs through cell culture was examined, with a minimum of five time points. Correlation studies between the relative abundance of each peptide proteoforms with growth rate, cell size and specific productivity of the culture were performed to provide further insight into the potential role of histone PTMs in CHO cells
The results show that large changes in the histone PTMs throughout cell culture were observed. Repressive methylation such as H3K9me3 increased throughout culture. However, the active histone modification, acetylation also increases throughout cell culture especially on H4. Histone PTMs associated with quiescence such as H4K20me2 increased in overall abundance throughout cell culture while histone PTMs associated with growing cells decrease such as H3K27me1K36me1 indicating that by the end of culture cells are in a quiescent state.
Further correlation studies showed that no histone PTMs correlated with specific productivity (QP), while over 14 proteoforms correlated with growth rate. The majority of the modifications that correlated with growth were known to be associated with cell proliferation for example H4K20me1, while the modifications that correlated negatively with growth were histone modifications that were associated with senescence such as H3K27me3.


[bookmark: _Toc532636340]Introduction
[bookmark: _Toc532636341]Epigenetics of cell culture
We saw in chapter 4.4.1.4 that there were differences at different points in culture. It is also known in the literature that histone modifications change throughout culture13. This means that to fully understand how the epigenetic profile of CHO cells differs between lines how the epigenetic profile changes through culture must also be determined.
If there are similar changes throughout culture in multiple clones it may be the case that it will be possible to identify histone modifications that can be linked to particular cell phenotypes such as growth or specific productivity.
Feichtinger et al13., conducted an epigenetic study in CHO cells looking at H3K27ac, H3K9me3, H3K27me3, H3K4me3, H3K4ac and H3K9ac by ChIP-Seq both throughout culture and at multiple points through a directed evolution study. The results show that these histone PTMs do change over time in culture with the decline phase being very different to the growth phase13. However, while all these studies show that epigenetics are important there has been no comprehensive study of epigenetics in CHO cells throughout culture using multiple lines. Further understanding of CHO cell epigenetics will potentially identify a number engineering targets for downstream studies aimed at improving titres and growth rate and thus reduce the cost of biopharmaceuticals.
Changes that occur during cell cycle may also influence what can be identified as in log phase a greater percentage of cells will be in S or G2 phase of the cell cycle than in stationary phase, see chapter 1.7.2.1 for details. Typically log phase up to 60% of the cells are in S phase, while in stationary phase the majority of cells are in G1 phase120. Epigenetics have been implicated in cell cycle with acetylation increasing through S phase before decreasing again112, see Chapter 1.7.2 for details. However, in this study as synchronised cells were not used, differences caused by these changes will be only be identified if certain stages of cell culture have a higher proportion of cells in a particular stage. There are also several other studies linking different epigenetic modifications to arrest of the cell cycle. Evertts et al., looked at quiescence in fibroblasts using mass spectrometry and identified several modifications associated with quiescence117. Chicas et al., also used  the human primary cell line IMR90 to examine the epigenetic effects of senescence118. These studies identified H4K20me2 and H4K20me3 were strongly linked to non-dividing cells.
Epigenetic modifications have been shown to be important in recombinant protein production in CHO cells in several studies. A study by Paredes et al., shows that the loss of H3 acetylation is accompanied by a loss in productivity over time213. O’Callaghan et al., also shows that some of the loss in productivity over time can be accounted for by methylation of the CMV promoter before the recombinant protein although this doesn’t explain the loss entirely214.  In addition, Veith et al., looked at the different epigenetic marks over the promoter region of 4 differently expressing CHO lines. They found that H3K9ac and H3K9me3 were enriched in the promoter region of cells with the highest mRNA levels for the antibody it was producing148.
Biomass production is an important parameter in determining protein production, as the more cells you have, the more capacity for protein production assuming that nutrients are not limiting46.  Another way of increasing production capacity is through increasing cell size which allows each cell to have more Endoplasmic reticulum and Golgi available for protein production215. While there is some knowledge about how the cell cycle affects epigenetics, little is known about how epigenetics affects biomass production.
[bookmark: _Toc532636342]Aims
The overall aim of this chapter is to characterise and quantify changes in histone PTMs through culture. How histone PTMs change over time will be investigated through sampling at different points of culture. Correlation studies will also be performed to suggest possible targets for future engineering of the cells in an approach to control productivity and growth rates.



[bookmark: _Ref519091332][bookmark: _Toc532636343]Results and discussion
[bookmark: _Ref519090866][bookmark: _Toc532636344] Changes in the relative abundance of histone PTMs through cell culture
Previous MS analysis suggested that there were greater differences in the relative abundance of histone PTMs between points in culture (lag, log and stationary), then there were between clones (see Figure 4.6). It is also likely that epigenetics may play a role in controlling the changing phenotype of a cell through culture. Furthermore, the PCA analysis also highlighted differences within each clone which may indicate that histone PTMs are changing through cell culture. To further investigate these differences, the relative changes in histone PTMs for each clone throughout cell culture was examined with more frequent sampling (approximately daily). Here 60 ml cultures for each clone were grown and no more than 1.5 ml was taken as a sample each day. Cells were pelleted and used for histone analysis see Chapter 2.3 and 4.3.1.  ANOVA was performed to identify significant changes using Holm-Sidack multiple test correction methods. 
	Clone 22
Cell pellets were taken on day 2 (lag phase), d3 and 4 (log phase) and day 5, 6 and 7 (stationary phase). The relative abundance of histone PTMs for all lysine acetylation and methylations were calculated for each time point in culture and are summarised in Figure 5.1. The MS data revealed that in culture clone 22 had 9 proteoforms on H3, and 4 on H4 change significantly.  The MS data showed that the H3K27me1 increased over time in culture in conjunction with a decrease in the unmodified peptide KSAPATGGVKKPHR (see Figure 5.1A). On the KSTGGKAPR peptide of H3 there are 4 proteoforms that change overtime, with H3K9me3 and H3K9me3K14ac increasing, while the unmodified form and H3K14ac decreases (see Figure 5.1B). The results also show that for the KQLATKAAR peptide of H3, H3K18ac decreased while H3K23ac increased (see Figure 5.1C). On H4 there were significant changes on the KVLR peptide with the unmodified proteoform increasing and the monomethylated proteoform decreasing in abundance. In clone 22 the singly acetylated form of GKGGKGLGKGGAKR increased through cell culture while the unacetylated form decreased in abundance (see Figure 5.1E).  
[bookmark: _Ref511035840][bookmark: _Ref390508953]Looking at the trend of abundance changes throughout time, the results showed that in most cases the relative abundance of the histone PTMs changed gradually over time. The exception to this was d2 (lag phase) which was often distinct, though for several modifications it appears similar to d7 (see Figure 5.1 panels A, B, C and E). The roles of the histone PTMs with significant differences between different points in culture are summarised in Table 11.
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[bookmark: _Ref519003294][bookmark: _Toc534537235]Figure 5.1 – Quantitative MS analysis of changes in relative abundances of histone PTM throughout culture for clone 22. Relative abundance shown for range of different peptide proteoforms of H3 and H4 from day 2, 3,4,5,6 and 7. A) KSAPATGGVKKPHR B) KSTGGKAPR C) KQLATKAAR D) EIAQDFKTDLR all from H3. E) KVLR and GKGGKGLGKGGAKR from H4. n=3 for all days. Error bars = 1std. * = p-value<0.05, ** p-value<0.01 and ***= p-value <0.005. p-Values calculated by ANOVA.

	Clone 54
The relative abundance of histone PTMs for all lysine acetylation and methylations were calculated for each time point in culture for clone 54 (see Figure 5.2). Samples were taken on day 2 (lag phase), d3 and 4 (log phase) and day 6 and 7 (stationary phase). Throughout cell culture clone 54 had 4 proteoforms on H3 and 3 on H4 change significantly. The results show that the relative abundance of H3K27me1 decreases over time in culture similar to H3K27me1K36me1 (see Figure 5.2A). The H3K27me2 peptide proteoform increases throughout culture (see Figure 5.2 A). The results also show that on the H3 peptide KSTGGKAPR, the H3K9me3K14ac increases overtime (see Figure 5.2B). On the KQLATKAAR(H3K18) and EIAQDFKTDLR(H3K79) peptides of H3 there were no changes throughout cell culture (see Figure 5.2C, D). MS analysis of H4 revealed that there were significant and large changes on the KVLR peptide with the unmodified and monomethylated peptides decreasing and the dimethylated peptide increasing in abundance during cell culture. On the GKGGKGLGKGGAKR peptide of H4 there were no significant changes throughout cell culture (see Figure 5.2E). In this clone abundances changed once between points in culture rather than generally over time. This is clearest in Figure 5.2A, where d2, 3 has a low abundance in proteoforms containing H3K27me2 or me3 but on d4, 6, 7 it has high abundance in these proteoforms. The opposite occurs in proteoforms containing H3K27me1 or unmodified H3K27. However, this pattern is not seen in the KQLATKAAR peptide or most of the KSTGGKAPR peptide (Figure 5.2C, B respectively). The abundance of the KSTGGKAPR peptide at d2 is clearly different to the rest of the time points, whereas in the KQLATKAAR peptide there are no changes throughout culture.
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[bookmark: _Ref511035898][bookmark: _Toc534537236]Figure 5.2 - Quantitative MS analysis of changes in relative abundances of histone PTMs throughout culture for clone 54   Relative abundance shown for a range of different proteoforms from H3 and H4 from days 2, 3, 4.6 and 7. .A) KSAPATGGVKKPHR B) KSTGGKAPR C) KQLATKAAR D) EIAQDFKTDLR all from H3 E) KVLR and GKGGKGLGKGGAKR from H4 n=3 for d3,4,6,7 and n=2 for d2. Error bars = 1std. * = p-value<0.05, ** p-value<0.01 and ***= p-value <0.005. p-Values calculated by ANOVA

	Clone 72
[bookmark: OLE_LINK4]The relative abundance of histone PTMs for all lysine acetylation and methylations were calculated for each time point in culture for clone 72 (see Figure 5.2). Samples were taken on day 3 (lag phase), d4 and 5 (log phase) and day 6, 7,8 and 9 (stationary phase). Over time in culture clone 72 had 9 proteoforms change significantly on H3 and 4 on H4. The data shows that on the KSAPATGGVKKPHR peptide of H3 H3K27me1K36me1 decreases over time in culture as well as the unmodified form. It also shows that for the H3K27me2k36me1 and H3K27me2K36me2 forms their relative abundance increases throughout cell culture (see Figure 5.3A). On the KSTGGKAPR (see Figure 5.3B) the unmodified and H3K9me1 form decrease throughout cell culture while H3K9me2 and H3K9me3 increase. The results show that for the peptides KQLATKAAR, YQKSTELLIR and EIAQDFKTDLR there were no significant changes throughout cell culture (see Figure 5.3C, D and E). On the KVLR peptide of H4 the unmodified the unmodified form significantly decrease in abundance during cell culture, but there was no statistically significant increase in the H4K20me2 proteoform (see Figure 5.3E). On the GKGGKGLGKGGAKR peptide only the unacetylated form changed significantly, decreasing over time in culture (see Figure 5.3F). Once again, the trend here is for proteoforms to change in abundance gradually over time in culture, either increasing or decreasing. In this clone the lag phase time point does not behave differently to other time points, but instead matches log phase (see Figure 5.3A, B). The roles of the histone PTMs with significant differences between different points in culture are summarised in Table 11.
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[bookmark: _Ref511036059][bookmark: _Toc534537237]Figure 5.3 - Quantitative MS analysis of changes in relative abundances of histone PTMs throughout culture for clone 72.   Relative abundance shown for a range of different proteoforms from H3 and H4 from days 3, 4, 5, 6, 7, 8, and 9. A) KSAPATGGVKKPHR B) KSTGGKAPR C) KQLATKAAR D) YQKSTELLIR and EIAQDFKTDLR all from H3 E) KVLR. F) GKGGKGLGKGGAKR both from H4 n=3 for all days. Error bars = 1std. * = p-value<0.05, ** p-value<0.01 and ***= p-value <0.005. p-Values calculated by ANOVA.

	Clone 150
The relative abundance of histone PTMs for all lysine acetylation and methylations for clone 150 was calculated for each time point in culture through MS analysis (see Figure 5.4). Samples were taken on day 3 (lag phase), d5 (log phase) and day 7, 8 9, and 10 (stationary phase). The results show that over time in culture 8 proteoforms changed significantly on H3 and 2 on H4 in clone 150.  On the KSAPATGGVKKPHR peptide H3K27me1K36me1 decreases over time in cell culture as well as the unmodified form, (see Figure 5.4A). The results show that on the KSTGGKAPR peptide the H3K9me2 form decreases throughout cell culture while H3K9me3K14ac increases (see Figure 5.4B). On the KQLATKAAR peptide there are differences between lag phase and the rest of culture, where the abundance of the unmodified peptide is higher in lag phase than log or stationary phase and the H3K18ac form being lower (see Figure 5.4C). The results also show that the EIAQDFKTDLR and KVLR peptides there were no changes in abundance of histone PTMs throughout cell culture (see Figure 5.4D, E). On the GKGGKGLGKGGAKR peptide of H4 the unmodified form decreased while the doubly acetylated form increased through culture (see Figure 5.4F). 
In clone 150 the trend shows that histone PTMs typically changed gradually in abundance over time. Once again d3, lag phase was different to the other time points in cell culture, (see Figure 5.4A). In particular the H3K27me1 and H3K27me1K36me2 proteoforms. The roles of the histone PTMs with significant differences between different points in culture are summarised in Table 11.
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[bookmark: _Ref511036132][bookmark: _Toc534537238]Figure 5.4 Quantitative MS analysis of changes in relative abundances of histone PTMs throughout culture for clone 150   Relative abundance shown for a range of different proteoforms from H3 and H4 from days 3, 5,7,8,9 and 10 A) KSAPATGGVKKPHR. B) KSTGGKAPR. C) KQLATKAAR D) YQKSTELLIR and EIAQDFKTDLR all from H3. E) KVLR F) GKGGKGLGKGGAKR both from H4. n=3 for all days. Error bars = 1std. * = p-value<0.05, ** p-value<0.01 and ***= p-value <0.005. P-Values calculated by ANOVA.
[bookmark: _Ref519088745]Principle component analysis of changes in histone PTMs during cell culture.
Given that a large number of histone modifications changes significantly through culture, PCA was performed to attempt to identify if these changes were similar throughout the clones. Stage of culture was determined from the growth curves shown in Figure 4.4 with the first point d2/3 being lag phase, and the last data point being defined as decline phase. PCA was performed for each clone individually (see Figure 5.5). The data shows that in clone 22 lag, log and stationary phase all separate from each other with stationary shown on the left of the plot (see Figure 5.5B). In clones 72 and 150 the culture stages do not form defined clusters, but the spread is from the bottom left to top right as you move through culture (Figure 5.5C, D). Some of the spread is likely to be explained by changes in the histone PTMs caused by cells being at different points in the cell cycle. In clone 54 the culture stages do not clearly separate with log [image: C:\Users\User\Desktop\R analysis\fig5.5.tiff]A
B
C B

D B

[bookmark: _Ref517083666][bookmark: _Toc534537239]Figure 5.5 - PCA of data over time in culture for each clone - PCA analysis performed in R using prcomp command for each replicate of histone abundance for each modification for each time point.  PCA performed separately for each clone. Coloured by stage in culture.



and stationary overlapping though there is a large gap between different days of culture, (See Figure 5.5A). However, this is likely due to a technical issue where some early eluting peptides were lost in these samples. 
Given that in Figure 4.7 the CHO-K1 clones were part of the same cluster, PCA analysis was run using the combined data to confirm that the changes were consistent across the two clones. As the principal components are determined based on the data in the matrix unless the samples are analysed in the same matrix it may be the case that the principal components plotted on the axis are not the same in each plot. A PCA using the individual data points for both clone 150 and clone 72 was performed (see Figure 5.6).
The data shows that the stages of culture separate. Lag phase is in the top left and decline phase at the bottom right with log and stationary phase in the middle. The results show that direction of change has now swapped in comparison to the individual PCA plots, showing that the variable determined to be PC1 and PC2 has changed, but both clones behave in the same way. These results are consistent with previous studies in CHO cells where epigenetics are shown to shift over time in cell culture. Feichtinger et al., used PCA on ChIP-Seq to show that 6 different histone PTMs change over time throughout culture13. This shows that the histone PTM studied by Feichtinger et al., change in conjunction with a wider shift over most modifications which shows that histone PTMs are highly dynamic through culture. As histone PTMs change over time in culture it may mean that when trying to engineer CHO cell epigenetics different tools or strategies may be necessary at different points in culture.
There are two different populations in lag phase. This may be caused by differing proportions of cells in S phase of culture. This shows that phase of cell cycle is a confounding factor and analysis based on stage of culture should be made with caution. However, part of the difference between the two populations is caused by them being from two different cell lines.



[bookmark: _Ref511039555][image: C:\Users\User\Desktop\R analysis\fig5.6.tiff]
[bookmark: _Ref519002884][bookmark: _Toc534537240]Figure 5.6 - PCA analysis of change in modifications over time.   PCA analysis each clone using abundance of all modifications quantified on H3 and H4 for both CHO-K1 clones, 72 and 150. Points are coloured by stage of culture. Each point represents a single replicate for a single time point.  Lag phase = d3, log phase = d4, 5, stationary phase, d6, 7, 8, and 10 for 150 and decline phase d9 for 72 and d11 for 150

Biological relevance for changes identified throughout culture
A summary of the key changes in histone PTMs from the different CHO cell clones is shown in Table 11 where differences between log and stationary phase have been reported. The cell lines were compared to identify which changes in in histone PTMs throughout culture are consistent across CHO cell lineages and which changes are clone specific. To provide further insight into epigenetic changes during cell culture in CHO cells, further analysis of the proposed or known roles of each histone PTM were also identified from the literature (see Chapter 1.7.5) and summarised in Table 11.
In all clones the first time point (lag phase) was different to all other days as the relative abundance for many proteoforms on d2 in CHO-S or d3 in CHO-K1 was significantly different to any other day. This suggests that lag phase is different in its epigenetic profile to the rest of culture. Lag phase occurs after cells are passaged and thus the culture is significantly reduced in concentrations of cells and nutrient availability is increased as fresh media is used. This change may explain why the profile in lag phase is different to others as the cell adjusts to nutrients being plentiful. Generally, methylation modifications in each clone were more similar to late stage culture than lag phase, while often acetylation was more similar to log phase. Acetylation is known to change quickly when cells exit quiescence, but it takes a few cell divisions for the methylation state to catch up 123. This may explain why the methylation pattern has similarities to stationary phase while the acetylation pattern is similar to that of log phase, if the transition from stationary to lag phase is similar to cells exiting quiescence.
[bookmark: _Ref517103012]When comparing changes in abundance of histone PTMs from the beginning of log phase onwards, 22 peptide proteoforms changed significantly in at least one cell line (see Table 11). However, none of the peptide proteoforms that changed, did so significantly in all four lines. There were 5 proteoforms that changed consistently across culture in 3 of the clones. The significant changes shown in Table 11 were compared to identify if there are any patterns consistent in CHO cells. The results from chapter 5.1.1 show that there are consistent changes in the acetylation patterns as well as the methylation patterns which will be discussed in further detail below.


[bookmark: _Ref519003004][bookmark: _Toc520125169] Table 11 - Histone proteoforms identified as changing significantly in at least one cell line. Table summarising the modifications that changed significantly over time in culture and their known roles in the literature.* = p<0.05, **p<0.01, *** = p<0.005, **** = p<0.001
	Modification
	Number of lines significant
	Change over time/ p-value
	Known Roles

	
	
	22
	54
	72
	150
	

	KSTGGKAPR
	2
	Decrease
/**
	 
	Decrease
/****
	 
	 

	Kme1STGGKAPR
	1
	 
	 
	Decrease
/**
	 
	Active gene promotors1

	Kme2STGGKAPR
	2
	 
	 
	Increase
/**
	Decrease
/****
	Silent gene promotors1

	Kme3STGGKAPR
	2
	Increase
/****
	 
	Increase
/****
	 
	Transcriptionally inactive regions2

	KSTGGKacAPR
	1
	Decrease
/**
	 
	 
	 
	5’ end of active genes3

	Kme2STGGKacAPR
	1
	 
	 
	Increase
/*
	 
	 

	Kme3STGGKacAPR
	3
	Increase
/**
	Increase
/*
	 
	Increase
/*
	Increase in senescent cells4, 5
Inactive gene promotors6

	KQLATKAAR
	1
	 
	 
	 
	Decrease
/****
	 

	KacQLATKAAR
	3
	Decrease
/**
	 
	 
	Increase
/****
	Active genes3

	KQLATKacAAR
	1
	Increase
/*
	 
	 
	 
	Active genes3

	KSAPATGGVKKPHR
	3
	Decrease
/*
	 
	Decrease
/**
	Decrease
/*
	Increase in growing cells4, 5

	Kme1SAPATGGVKKPHR
	3
	Increase
/****
	Decrease
/***
	 
	Increase
/**
	Active genes1

	Kme1SAPATGGVKKme1PHR
	3
	 
	Decrease
/**
	Decrease
/****
	Decrease
/**
	Increase in growing cells4, 5

	Kme2SAPATGGVKKPHR
	1
	 
	Increase
/**
	 
	 
	Silenced genes1

	Kme2SAPATGGVKKme1PHR
	2
	 
	 
	Increase
/*
	Increase
/*
	 

	Kme2SAPATGGVKKme2PHR
	1
	 
	 
	Increase
/****
	 
	Increase in senescent cells4, 5

	Kme2VLR
	2
	 
	Increase
/****
	Increase
/****
	 
	Increase in senescent cells4, 5

	KVLR
	3
	Increase
/**
	Decrease
/****
	Decrease
/****
	 
	Increase in growing cells4, 5

	Kme1VLR
	3
	Decrease
/****
	Decrease
/****
	Decrease
/****
	 
	Increase in growing cells4, 5

	0ac
	3
	Decrease
/*
	 
	Decrease
/**
	Decrease
/***
	 

	2ac
	2
	 
	 
	Increase
/**
	Increase
/***
	Active genes7

	1ac
	1
	Increase
/*
	 
	 
	 
	Active genes7





[bookmark: _Ref508111544]In the case of acetylation of the histone tail (with the exception of H3K18ac on clone22) the significant changes observed all show an increase in relative abundance throughout cell culture.  Histone acetylation typically results in open chromatin structures, enabling gene expression and is therefore considered an active mark.63 Several acetylation marks are also found on active genes and enhancer regions also contributing to acetylation’s characterisation as an active modification103, 128, 216. Methylation of histones on H3/H4 are often associated with inactive regions such as H3K27me2/me3 and H3K9me3103, 113.  Therefore, it is expected that increasing the abundance of active mark such as acetylation occurs in conjunction with a decrease in the repressive methylation. However, the results shown in Table 11 demonstrate that although acetylation of histone PTMs increase during cell culture an increase in repressive lysine methylation was also observed. This contrast between acetylation and methylation dynamics may suggest that the modifications have different roles and functions within the cell.
Acetylation has been linked to cell cycle. H3K9ac and H4K16ac have both been found to increase in S phase119, 217, this is possibly due to a need to open up chromatin, so replication forks can pass through compacted heterochromatin. Given that in a quiescent state chromatin is more tightly packed due to no requirement to replicate DNA117, 123 it is possible that to ensure that the genes which are necessary for survival such as metabolism genes require acetylation to prevent compaction rather than being unmodified. This could lead to an increase in acetylation overall while generally repressive methylation is increasing, but further studies including ChIP-Seq to identify the genome wide locations would be required to prove this.  It should be noted that synchronised cells were not used in this study and therefore changes caused by differences in the number of cells at each point in the cell cycle will make the results less defined.
The analysis summarised in Table 11 also highlighted some interesting association of histone PTMs with cell growth, quiescence and senescence. PTMs associated with these functions showed the most consistent behaviour.  Generally, histone PTMs associated with quiescence and senescence6, 7 increased later in culture whereas histone PTMs associated with growth were higher in log phase (see Table 11). In multiple lines the modifications H3K9me3K14ac, H3K27me2K36me2 and H4K20me2 increased throughout culture, consistent with previous studies in fibroblasts where quantitative MS showed that these proteoforms were enriched in quiescent cells118. In addition, the proteoforms KVLR, H4K20me1, H3K27me1K36me1 and KSAPATGGVKKPHR all decreased over time while being associated with actively dividing (growing) cells once again through MS studies117, 118. This was observed for all four clones. These results suggest that cells are going into a quiescent state. This change is probably due to a lack of nutrients and the increasing concentration of waste products that occurs in later culture. It is likely that the cells are entering quiescence rather than senescence as even though the change in PTM abundance reported in the literature is the same for both117, 118, if day 6 cells are split into fresh media they will begin to replicate again after a pause whereas senescent cells are normally believed to be unable to do so122.
[bookmark: _Toc532636345]Stability of epigenetic modifications through cell culture maintenance
Given the significant changes in the relative abundance of histone PTMs throughout cell culture seen in the previous section, I wished to test how stable the epigenetic profile was through standard cell maintenance. Given that histone PTMs are capable of being maintained through mitosis (see Chapter 1.7.2), it is possible that the changes in the epigenetic profile that occur by day 6 may have a lasting effect on the epigenetic profile of cells passaged after this. As cells are typically passaged every three or four days, the cells should be placed into fresh media while in log phase of culture. Given that epigenetics can be inherited or determined by current conditions, I wished to determine which was occurring in CHO cells. If the profile was mainly inherited, then if cells were split in stationary phase, the profile three days later should be different to cells which were split using the normal passaging schedule. However, it is also possible that in this system the histone PTMs are mostly responding to changes in the culture conditions such as availability of nutrients and thus passaging late would not have an effect on the profile by d3 of culture.
To determine if epigenetics were stable in CHO cells, the relative abundance of histone PTMs was analysed on day 3 and day 6 of cultures that were passaged on day 3 (typical maintenance procedure) or late on day 6 (see Figure 5.7). The results show that the epigenetic profile was stable even when the conditions of the culture prior to passage were altered (the cells were allowed to reach stationary phase). This may suggest that the epigenetic profile is set by external conditions of current nutrient availability and internal and external conditions of the cells rather than through the inheritance of histone PTMs. Previous studies have shown that oxidative stress can affect histone PTMs132 which shows that the epigenetic profile is known to be altered by external conditions. Epigenetics has also been used to describe the mechanisms of temporary control of gene expression through histone PTMs in multiple studies13, 132, 218-220. Often the activity of writers or erasers of histone modifications are altered by cellular signalling pathways, which shows that epigenetics is not just inheritance138, 221. However to show that this is the case ChIP-Seq studies would be needed. 
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[bookmark: _Ref390700936][bookmark: _Toc534537241]Figure 5.7 - Heat map of the change in the relative abundance of histone PTMs with late passage.   Heat map showing the average relative abundance of all quantified modifications across different passages. Panel 1 is day 3 with the cells from the split cells, then cells from the next passage after split on day 3 and the next line is split day 6. panel 2 is day 6 with the cells from the split cells, then cells from the next passage after split on day 3 and the next line is split day 6 Red = low abundance and green = high abundance. N=3


[bookmark: _Toc532636346]SILAC analysis through culture
Quantification of histone PTMs in CHO-S cells through cell culture using SILAC labelling
Further work was performed using SILAC labelling to allow a comparison between two different stages of culture. Two growth curves for each clone were performed, harvesting on day 3 (log) and day 6 (stationary) (see Figure 5.8A, B). In the first experiment (forward) clone 54 was grown in heavy media and the second experiment (reverse) clone 22 was grown in heavy media. For clone 54 the growth curves matched in both experiments see Figure 5.8A. However, in clone 22 the reverse experiment had much lower growth than the forward see Figure 5.8B. The loss of growth in clone 22 may be due to the age of the cells as by the reverse experiment the passage number of the cells was high (>20). However, as the culture reached log stationary and decline stages at the same further analysis of these cells was performed.  Histones samples were extracted (day 3 and day 6) and quantified using the Bradford assay, prior to mixing in a 1:1 ratio in both experiments.  These two days were chosen as it allows comparison between two distinct points in culture, log and stationary phase. As only two conditions can be compared in a sample a day by day analysis is not possible. 
After samples were prepared as shown in Figure 4.3, mixing d3 and d6 samples the H/L peptide proteoform ratios were calculated and normalised as described above in chapter 4.3.2. The results are summarised in Figure 5.8C. The SILAC analysis identified several peptide proteoforms with different abundances at separate points in culture. Proteoforms were identified as having different abundances by having a ratio that was significantly different to 1 by multiple t-tests with Holm Sidack correction factors and a ratio of either >1.3 or <0.8. In clone 22 the peptide proteoforms H3K27me1K36me1, H3K36me1, H3K27ac, and H3K18me1 had a lower relative abundance on d6. In contrast, H3K27me3, H3K36me3, H3K9ac, H3K9acK14ac, and H3K23ac had higher relative abundances on d6. Analysis of clone 54 also revealed similar differences to those observed for clone 22, with several additional changes that were not identified in clone 22.  The proteoforms KSTGGKAPR, H3K36me1, H3K27me1K36me1, H3K27ac, KQLATKAAR and KSAPATGGVKKPHR had lower abundances on d6 while H3K18acK23ac, H3K27me3, H3K23ac, H3K9acK14ac, H3K9me3K14ac, H3K9ac and H3K27me1K26me3 had higher.

[bookmark: _Ref519088320][bookmark: _Toc534537242]Figure 5.8 - Quantitative analysis of histone PTMs in CHO cells using SILAC. A) Growth curves for CHO cells in the forward and reverse SILAC media, clone 54 n=3 error = 1 std. B) Growth curves for CHO cells in forward and reverse SILAC media, clone 22 n=3 error = 1std. C) Log 2 of D6/D3 for each proteoform on both days of culture. n=6, error bars = 1std. Dashed line =1:1 ratio. A
B
C


Comparison of SILAC and label free quantification of histone PTMs
The SILAC data was also compared with the label free data to examine the reproducibility of the MS analysis (see Figure 5.9). In Figure 5.9A the log2 of d6/d3 ratios of the proteoforms found to change significantly between d3 and d6 in the label free experiment are plotted.  A negative log value corresponds to a drop over time in culture. As can be seen the majority of ratios match the label free experiment. Although in many cases the log2 ratio would suggest either a larger or smaller change in abundance than what is displayed. For example, a 2-fold change in the amount of H3K9ac is shown in the SILAC experiment but no shift in the label free is seen. In Figure 5.9B the same comparison is shown for clone 54. Here except for H3K27me1 the SILAC ratio also agreed with the label free MS analysis. 
In summary, the SILAC data is consistent with the label free experiment highlighting the reproducibility of the mass spectrometry methods for the quantification of histone PTMs. Similar trends in changes in abundance of the histone PTMs were observed in both studies, providing further validation. In addition, the SILAC analysis also identified some additional differences between d3 and d6 in lowly abundant histone PTMs including H3K27ac and H3K27me3 which did not significantly change in the label free experiment.





[bookmark: _Ref519091736][bookmark: _Toc534537243]Figure 5.9- Comparative analysis of the quantification of histone PTMs in CHO cells using label free and SILAC-MS.  The significant modifications identified in batch culture plotted with the log2 ratio calculated from the SILAC studies. In all panels n=3 for batch culture and n=6 for the SILAC ratio. Positive ratio is equivalent relates to an increase between time points or clone 22 being higher than clone 54. Error bars = 1std dashed line across is equivalent to a SILAC ratio of 1, and thus no difference between the samples. A) Comparison between d3 and d6 in clone 22. B) Comparison between d3 and d6 in clone 54

Insights gained from the SILAC analysis performed
As SILAC is more sensitive than label free techniques206 it is possible to identify histone PTMs that change between conditions more easily. While most of modifications identified were also identified in the label free experiments, demonstrating the reproducibility of the MS analysis, the SILAC experiment also highlighted several previously unidentified proteoforms. H3K27ac and H3K27me3 were identified from the SILAC analysis to change in abundance when comparing d3 vs d6  
In both clones the SILAC analysis shows that acetylation increased on H3 through cell culture on all lysines other than H3K4 and H3K27, showing an increase in at least one clone. In contrast to all other lysine acetylation, H3K27ac decreased through cell culture. This may be due to an increasing amount of H3K27me3 which blocks possible acetylation. As unmodified proteoforms decreased in abundance through cell culture it may mean that the amount of regulation being controlled by histone modifications is increasing as more tails have PTMs present. In general, the SILAC analysis shows that through culture repressive methylation is increasing while active methylation is decreasing. This pattern fits the pattern of what was seen in the label free experiment, so the same conclusions can be drawn. As the results agree it clearly shows that there are differences between different points in culture and that this data is repeatable across several cultures. As there is strong agreement between the batch and SILAC data, it confirms that there are large changes in the abundance of histone PTM throughout cell culture. 
[bookmark: _Ref519088711][bookmark: _Toc532636347]Quantification of histone PTMs in CHO cells under fed batch conditions
Monoclonal antibody production in Industry is routinely performed in fed batch bioreactors1.  Having previously demonstrated that there are significant changes in the relative abundance of histone PTMs throughout batch cell culture, further experiments were performed in order to further understand epigenetics of CHO cells in a more industry relevant conditions. CHO cells were grown under fed batch conditions prior to quantitative analysis of histone PTMs. Quantitative MS analysis was performed using SILAC labelling on samples grown in bespoke CD-CHO media using heavy isotope labelled arginine as described above. However, to apply SILAC labelling in conjunction with fed batch cultures the CHO cells were fed using specific Efficient Feed B, where the arginine was replaced with either unlabelled or heavy labelled arginine. Quantification was performed based on the H/L ratios of the peptide proteoforms as previously described in conjunction with analysis of the relative abundance of the peptide proteoforms as described in the label free approaches. Using both these methods enables the quantification of changes in the abundance of histone PTMs between clone 54 and 22 to be identified under fed batch conditions.
Another advantage of a Fed batch study is that it will elongate culture phases, especially stationary, thus allowing more information on how cells behave through culture to be examined. In the batch culture there were one or two days where the viable cell count was not increasing before the culture died. This meant that it was difficult to determine if the sample of cells was taken in late log, early stationary, late stationary or early decline. Since there are 2 data points which could be any of the four stages determining which one the cells were taken in is difficult. 
Growth curves under fed batch conditions
A fed batch culture was set up under SILAC conditions with CHO-S clones 22 and 54. The cultures were fed with efficient feed B with a 15% feed on day 0 then a 10% feed every two days until day 8 and monitored throughout culture (see Figure 5.10).  The data shows that cells were in lag phase until day 3 where they entered log phase until day 7. Viable cell density reached 19 million cells/ml for clone 22 and 18 million cells /ml for clone 54 on day 8. Both clones had a similar growth profiles, although clone 22 had a slightly faster growth rate, reaching stationary phase before clone 54. The cultures remained in stationary phase until day 10 where they started to decline. By day 12 viability had dropped below 80% and thus histone samples would be too high a proportion of apoptotic or necrotic cells for useful analysis (see Figure 5.10A).
The IgG titre in each of the cell lines from the fed batch culture was determined using HPLC as previously described in Chapter 3 (see Figure 3.3, Figure 3.5B). The data shows that the IgG titre was higher as expected compared to the previous batch culture with clone 54 reaching 1.5 mg/ml and clone 22 reaching 0.9 mg/ml. The threefold difference between the clones’ productivity remained consistent with the previous batch culture. In contrast, the cell size has a different profile to batch culture (see Figure 5.10C).  The results show that both clones had the same cell size. Cell size increased through lag phase from 14.6 µm to 16.5 µm, before decreasing back to 14.6 µm throughout log phase. Cell size remained constant through stationary phase before dropping again in the decline phase to 13.6 µm. This is different to the effects in batch culture where cell size remained constant till the decline phase.
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[bookmark: _Ref390700528][bookmark: _Toc534537244]Figure 5.10 - Growth productivity and size throughout Fed batch culture.  Cells were grown in 30 ml cultures through a fed batch process, with feeding occurring every two days. n=3, error = 1std A) Viability and viable cell count throughout Fed batch culture for the CHO-S clones 54(red) and 22(blue. B) Titre in the supernatant for the CHO-S clones. C) Average cell diameter.

Quantitative MS analysis of the relative abundance of histone PTMs throughout culture under fed batch conditions
Label free MS analysis
Treating the data as if it was label free the epigenetic profile of how each line behaved over time was determined. The relative abundances for each proteoform was calculated for each day in culture, as described in Chapter 4.3.1. A heat map summarising the data across 3 time points covering lag phase (d2) log phase (d6) and stationary phase (d10) is shown in Figure 5.14A. Day by day plots for each proteoform were also produced for each clone (see Figure 5.11 for clone 22 and Figure 5.12 for clone 54). The results show that over time in culture several histone PTMs were found to change significantly. These changes were consistent for both CHO-S clones. On the TKQLAR peptide (see Figure 5.11A, Figure 5.12A) which was not quantified in the batch data, the unmodified form decreased through culture and H3K4me2 increased through cell culture. On the KSTGGKAPR peptide (Figure 5.11B Figure 5.12B) day 2 (lag phase) was distinct from the other days in the proteoforms KSTGGKAPR, H3K9me1, H3K14ac and H3K9me2K14ac. The methylated proteoforms had a higher relative abundance while the acetylated proteoforms had a lower relative abundance than log phase. Over time in culture H3K9me3K14ac increased through culture while H3K9me2 decreased. As can be seen in Figure 5.11C and Figure 5.12C on the KQLATKAAR peptide the H3K23ac proteoform increased in abundance, with a corresponding decrease in the unmodified form. On EIAQDFKTDLR there was an increase in H3K79me1 which was not seen in the batch culture (see Figure 5.11D and Figure 5.12D). This increase was also not seen in day 11. Once again there were large changes on the KVLR peptide (Figure 5.11E, Figure 5.12E) with H4K20me2 increasing while H4K20me1 decreased along with the unmodified form. H4 acetylation showed a significant decrease in the singly acetylated form and the unacetylated form, which suggests a general increase in higher acetylated forms (see Figure 5.11F, Figure 5.12F). 
Analysis of the peptide KSAPATGGVKKPHR showed that the unmodified form decreased in abundance through culture while H3K27me2 and H3K27me2K36me2 increased (Figure 5.11G Figure 5.12G). In general, the changes over time were similar to those found in the batch growth experiment, with the changes occurring at the same stages in culture, although this is a later time point. These results suggest that the same changes in histone modifications occur in both batch and fed batch culture possibly dependent on the availability of nutrients in the culture, which suggests that the regulation through epigenetic control is the same in both batch and fed batch. By investigating the change in relative abundance of each histone modification over time (see Figure 5.14A) the results show that the fed batch behaves similarly to the batch culture. One advantage of fed batch culture was that it allows samples to be taken from late stationary/decline phase of culture. In late stationary culture the trend of change in abundance continues, so if a modification such as H3K27me3 is increasing in early stationary it is even higher in late stationary (see Figure 5.14B).
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[bookmark: _Ref517094034][bookmark: _Toc534537245]Figure 5.11 – Quantitative MS analysis of changes in relative abundances of histone PTMs throughout fed batch culture for Clone 22. Relative abundance shown for range of different peptide proteoforms of H3 and H4 from day 2, 4, 6, 8, 10 and 11. A)TKQLAR, B)KSTGGKAPR, C)KQLATKAAR, D) YQKSTELLIR and EIAQDFKTDLR, all from H3  F)KVLR F) GKGGKGLGKGGAKR both from H4 and G) KSAPATGGVKKPHR from H3. n=3 for all days. Error bars = 1std. * = p-value<0.05, ** p-value<0.01 and ***= p-value <0.005. p-Values calculated by ANOVA.
[image: ]
[bookmark: _Ref517094038][bookmark: _Toc534537246]Figure 5.12 - Quantitative MS analysis of changes in relative abundances of histone PTMs throughout fed batch culture for Clone 54. Relative abundance shown for range of different peptide proteoforms of H3 and H4 from day 2, 4, 6, 8, 10 and 11. A)TKQLAR, B)KSTGGKAPR, C)KQLATKAAR, D) YQKSTELLIR and EIAQDFKTDLR, all from H3  F)KVLR F) GKGGKGLGKGGAKR both from H4 and G) KSAPATGGVKKPHR from H3. n=3 for all days. Error bars = 1std. * = p-value<0.05, ** p-value<0.01 and ***= p-value <0.005. p-Values calculated by ANOVA.



PCA analysis of fed batch clones through culture
Given the large number of changes in histone PTM abundance through culture, PCA was also performed using the individual replicates and both clones to see if there were consistent changes over time (see Figure 5.13). The results show that lag phase clusters can be discriminated from other cell growth phases. These results are consistent with previous data demonstrating that the lag phase is distinct from other phases of cell culture. The histone PTMs in log phase are slightly separated from stationary and decline phases which can both be found in the top right. The lack of separation between stationary and decline phase suggests that there is not a difference in these two phases from a histone PTM perspective. This pattern 
[bookmark: _Ref517095466][bookmark: _Toc534537247][image: C:\Users\User\Desktop\R analysis\fig5.13.tiff]Figure 5.13-PCA of changes in histone PTMs throughout culture during Fed batch conditions.   PCA analysis each clone using abundance of all modifications quantified on H3 and H4 for both CHO-S clones grown in fed batch, 22 and 54. Points are coloured by stage of culture. Each point represents a single replicate for a single time point.  Lag phase = d2, log phase = d4, 6, stationary phase, d8, 10 and decline phase d11.

is similar to what was seen with the CHO-K1 clones in batch culture (see Figure 5.6) and consistent with previous observations that large number of changes to histone PTMs occur throughout culture and these changes are conserved across different lineages of CHO cells.


Differences between histone PTMs in clone 22 and clone 54 identified in fed batch through SILAC techniques.
In addition to the quantitative MS analysis of the relative abundance of histone PTMs throughout cell culture under fed batch conditions using label free methods, quantitative comparisons between the clones were also performed in conjunction with SILAC labelling (see Figure 5.14C). The results show that there were no significant differences in the abundance of histone PTMs identified between the two clones in the SILAC fed batch analysis that were consistent across multiple points of cell culture. This contrasts with the batch SILAC data although it should be noted that the changes in the abundance of histone PTMs from the SILAC analysis of batch cultures were not consistent across the two time points. Therefore, combined with the SILAC analysis of the fed batch cultures these results suggest that there are no significant reproducible differences in histone PTMs between the 2 clones.  It may also be the case that the differences between the cultures in the batch data is due to a technical error rather than biological differences.
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Figure 5.14 - Changes over time in Fed batch culture for the CHO-S clones.  A), Heat map showing the relative abundance of all quantified modifications in fed batch culture for clones 22 and 54. The average abundance of each modification in lag (d2), log (d6) and stationary phase (d10) have been plotted. Red = low abundance and green = high abundance. N=3. B), abundance changes over time in culture for K27me3 and K36me1 in both batch and fed batch culture from clone 22. n=3 error bars = 1 std C) Log2 of the 22/54 ratio between clones at 4 different points in culture. Data shown for d2 (lag), d4 (log), d8 (stationary) and d10 (decline). n=3, error bars = 1std.
PCA analysis to identify differences or similarities between batch and fed batch culture
Given that the epigenetic profile in batch and fed batch appear to be similar, PCA which uses the entire data set was used to compare how similar the epigenetic profile of batch conditions was to fed batch conditions, see Figure 5.15. The results of the PCA analysis shows that the overall abundances of histone PTMs and behaviour of clone 54 is similar in both the batch and fed batch culture. In contrast, the PCA analysis shows differences between the epigenetic profiles for the batch and fed batch cultures in Clone 22. Once again on the PCA plot the CHO-K1 clones are separate from the CHO-S clones in both the fed batch and the batch culture, confirming again the difference between the lineages. Further comparative analysis of the histone PTM data in batch culture (see Figure 5.2) shows that the early eluting hydrophilic peptides, such as H3K27me2 were not identified. Therefore, these differences highlighted in the PCA analysis may result from the specific loss of these peptides and therefore technical errors in the sample preparation rather than actual differences in the overall epigenetic profile between batch and fed batch cultures for clone 22. Furthermore, differences in the early eluting peptides (such as H3K27me2) between the clones were not identified in the SILAC batch experiment. 
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[bookmark: _Ref390700810][bookmark: _Toc534537249]Figure 5.15 - PCA analysis of all cell lines in both batch and fed batch culture.  PCA analysis each clone using abundance of all modifications quantified on H3 and H4 all clones both batch and fed batch. Points are coloured by clone. Each point represents a single replicate for a single time point, FB=fed batch culture, otherwise data from batch culture.
[bookmark: _Ref519091119][bookmark: _Toc532636348] Correlation analysis
Previous experiments in Chapter 4.3 have generated a comprehensive profile of the relative abundance of histone PTMs throughout cell culture in four different CHO cell lines. To further analyse and interpret this large-scale MS data, correlation analysis was performed in an approach to provide further insight into the potential roles histone PTMs that are associated with a particular phenotype. Correlation analysis was performed to attempt to identify which histone PTMs are correlated with growth rate, cell size and specific productivity (QP). As we lack information on where the histone PTMs are present on the genome, it is not possible to predict the pathways that may be affected by the changing histone PTMs through gene ontology studies. Correlation will not prove that an individual modification causes changes in particular phenotype but will indicate a target that may be worth further study.
Where significant correlations are present in multiple clones it may suggest a relationship between that PTM and the phenotype. However, further experiments would be required to prove a causal relationship. Correlations were performed using linear regression of the relative abundance of each peptide proteoform at each measured growth rate / cell size / QP. Benjamini Hochberg multiple test correction was used to correct for the large number of analyses. Peptide proteoforms which had significant correlation in at least one clone and the correlation was in the same direction in all clones were highlighted for further study. In addition, to the correlation analysis on the CHO cell batch culture, the relative abundances of histone PTMs during the fed batch growth were also correlated to QP, cell size and growth rate. Correlations were performed using the calculated relative abundance for individual replicate plotted against their growth rate, cell size or QP then linear regression was performed.
	Correlation with growth rate
Correlation with growth rate was performed to determine if any histones PTMs might be possible targets for engineering the cells to grow faster or halt growth entirely.  Growth rate rather than viable cell density was used as the biopharmaceutical industry does not want more cells in the bioreactor at the end of culture as this causes problems in downstream processing166, 222.  However, if the cells can be made to grow faster and thus reach the final density faster there will be more cells producing protein for longer, thus leading to greater titres166. There is some evidence that cells are more productive in G2/M phase of culture215 as well as some evidence that stopping growth gives the cells more capacity for protein production as they are no-longer using it for cell division223. Combined this suggests that controlling growth rate may allow higher titres to be produced as more cells that are not dividing would lead to more protein produced, assuming high cell numbers can be reached without depleting the media of nutrients.
Growth rate was calculated using the equation, where x = viable cell density measured by the Vi-Cell, and this was calculated for each replicate plotted against the peptide proteoform abundance of that replicate. The peptide proteoforms that were identified as having significant correlation in at least one clone and the same direction of correlation in all other clones are shown in Table 12. Plots of each regression can be found in appendix 9.2.2. The results show that in general correlations were weak with R2 values of approximately 0.48. However, many histone PTMs correlated with growth rate with a corrected p value of less than 0.05.  14 modifications were found to correlate with growth over both H3 and H4 (see Table 12).
Most of the histone PTMs that correlated with growth have also been associated either with growing cells (positive correlation) or quiescence or senescent cells (negative correlation) in previous studies117,118. The histone PTMs that changed the most in these studies in fibroblasts were H4K20me2 and me3 which increased more than fourfold as the cells stopped dividing118. Of the 3 peptide proteoforms that correlated with growth rate but are not known to be related to senescence/quiescence, one is a combinatorial modification (H3K27me1K36me3) and therefore there is little known about them in the literature due to difficulties in performing ChIP-Seq on combinatorial modifications. In addition, the unmodified peptide (H4 0ac) also correlated with growth rate which has been previously studied through ChIP based methods. H3K9me1 was also identified which is known to be associated with active genes.
In the fed batch study there were 26 modifications that correlated with growth in both clone 22 and clone 54, and a further 5 that only correlated in one of the clones. All of the PTMs identified in the batch culture with the exception of two acetylation marks on H4, were also identified in the fed batch culture. Of the other 17 modifications found to correlate with growth, 12 of them (all except H3K18me1, H3K9me2K14ac and H4ac) had at least one clone that was significant in the batch correlation studies (although there was at least one clone where the direction of correlation was opposite to the others). The last two modifications that were found to correlate, TKQLAR and H3K79 weren’t analysed in batch data so there is nothing to compare them to.
Consistent with previous data, the histone PTMs that correlate with senescence correlate negatively with growth rate as one might expect. When correlating with growth rate more proteoforms that are associated with quiescence were identified than in the through culture analysis in Table 11. This further strengthens the hypothesis that cells are entering a quiescence state in stationary phase of cell culture.
However, one large confounding issue with this is the lack of cell synchronisation. As on different days in culture different proportions of cells are in differ stage of the cell cycle, calculating growth rate per day will not account for histone PTM changes caused by a higher portion of cells being in S phase. This will be most significant in Log phase but will also affect log and stationary phase.

[bookmark: _Ref390701051][bookmark: _Toc520125170][bookmark: OLE_LINK2]Table 12 –Histone PTMs with significant correlations with growth.  Table summarising abundance correlations with growth rate. Only proteoforms with significance in at least 1 clone and the same direction of correlation across all clones are included. Growth rate calculated by. P values of linear regression calculated in R 3.4.2, corrected using benjamini Hochberg method
	Modification
	Number of clones significant
	Correlation with Growth
	P-values/R2
	Known Roles

	
	
	
	A-22
	B-54
	C-72
	D-150
	

	H3K27me0K36me1
	4
	Positive
	0.034/   0.454
	0.007/
0.570
	0.0005/
0.595
	0.045/
0.361
	Slight preference for active promoters113. Increased abundance in growing cells 118

	H3K27me3K36me0
	3
	Negative
	0.650/
0.039
	0.011/
0.493
	0.043/
0.228
	0.020/
0.439
	Found in Transcriptionally inactive regions113, 133. Found in senescent/quiescent cells117, 118

	H3K9me3K14ac1
	3
	Negative
	0.060/
0.390
	<0.0001/
0.798
	0.002/
0.487
	0.006/
0.640
	Found on some inactive gene promoters128. Increased abundance in senescent cells118

	H4K20me0
	3
	Positive
	0.073/
0.353
	0.011/
0.508
	0.0005/
0.598
	0.006/
0.615
	Found in growing /proliferating cells117, 118

	H4k20me3
	3
	Negative
	0.116/
0.275
	0.011/
0.528
	0.005/
0.409
	0.005/
0.663
	Found in senescent/quiescent cells117, 118.

	H3K18k23me
	2
	Positive
	0.736/
0.013
	0.061/
0.273
	0.004/
0.424
	0.006/
0.608
	Found in heterochromatin regions134

	H3K27me0K36me0
	2
	Positive
	0.289/
0.152
	0.007/
0.592
	0.006/
0.375
	0.997/
<0.0001
	Found in growing /proliferating cells117, 118

	H3K27me3K36me1
	2
	Negative
	0.475/
0.089
	0.338/
0.093
	0.061/
0.198
	0.038/
0.379
	Found in senescent/quiescent cells117, 118.

	H3K9me1k14me0
	2
	Positive
	0.988/
0.007
	0.036/
0.369
	0.0006/
0.555
	0.073/
0.296
	Found on active genes113

	H4K20me2
	2
	Negative
	0.288/
0.167
	0.007/
0.574
	0.0005/
0.612
	0.878/
0.010
	Found in senescent/quiescent cells117, 118.

	0ac
	2
	Positive
	0.020/
0.540
	0.592/
0.034
	0.005/
0.393
	0.131/
0.231
	 

	3ac
	2
	Negative
	0.247/
0.189
	0.042/
0.311
	0.054/
0.209
	0.013/
0.479
	Found on active genes103

	H3K27me1K36me3
	1
	Negative
	0.021/
0.507
	0.011/
0.495
	0.803/
0.006
	0.073/
0.294
	 

	2ac
	1
	Negative
	0.288/
0.158
	0.127/
0.194
	0.043/
0.230
	0.055/
0.333
	Found on active genes103





[bookmark: _Ref519091375]		Correlations with cell size
There is evidence that larger cells can produce more product due to having a larger volume of ER and Golgi224.  It has also been noted that when the temperature of culture is dropped this leads to both an increase in product titre and an increase in cell size46. It has also been suggested that cell size is one of the key parameters that is linked to productivity as when cells are larger they tend to have higher specific productivities215. By identifying if any histone PTMs are associated with cell size, we might be able to engineer or control the epigenetic profile of the cells in an approach to generate larger CHO cells in cell culture and therefore increase product titre.
Average cell diameter was calculated by the Vi-Cell and this was used to plot against the relative abundance of peptide proteoforms from the MS analysis (see Table 13/ Figure 5.15  and appendix 9.2.2). The results show that for clones 22 and 54 there was no correlation with cell size. This may be due to the very small changes in cell size over the period of culture where histone PTMs were analysed. In clones 72 and 150 there were 9 histone PTMs that had significant correlation with cell size. However, in these clones’ cell size significantly correlated with growth, and the histone PTMs that correlated with cell size also did so with cell growth with the exception of H3K27me1K36me1 (see Table 13). Given the other 8 histone PTMs identified as correlating with cell size were also found to correlate with growth, these results may indicate that cell size and growth are controlled by the same underlying histone PTMs. H3K27me1K36me1 was identified as correlating with cell size in only clone 72 with a p-value of 0.028. As the majority of histone PTMs identified as correlating with cell size also correlated with growth, it was assumed that the changes were due to differences in growth rate rather than cell size as growth rate showed larger changes through cell culture. Though proportion of cells in each phase of the cell cycle will also have an effect. As cell size and growth rate correlate with each other it is difficult to pull apart which of these phenotypes, if either is most affected by the changes in the histone landscape.
H3K27me1K36me1 is a peptide proteoform that contains two PTMs and therefore is an example of combinatorial modification that has not been examined by ChIP-Seq. Given the limited mass spectrometry analysis in the wider literature it is not surprising that little is known about what this modification’s role is.  Previous studies have shown this modification is higher in abundance in growing cells118. While both H3K27me1 and H3K36me1 are found on active regions of chromatin103, 113, it is not known if this is also the case when they are found in combination. It is possible that this modification plays a role in controlling cell size. However further studies targeting this combinatorial modification would need to be found to confirm this.
Correlations were also performed using the data from the fed batch experiment (see Table 13). In the fed batch the cell size showed strong correlation with growth with an r2 value of 0.8 for clone 54 and 0.84 for clone 22. In general, the same modifications that correlated with growth also correlated with cell size. H3K4me1 and H3K27me1K36me1 correlated with cell size but not growth. H3K4me1 correlated negatively and H3k27me1K36me1 correlated positively. This is consistent with what was seen in batch culture. It also further supports the idea that several of the correlations identified are caused by the proteoform abundances being affected by growth rate rather than cell size as they are only found when cell size correlated with growth rate. H3K4me1 is thought to be associated with active genes113.
[bookmark: _Ref390530831]


[bookmark: _Ref519088553][bookmark: _Toc520125171]Table 13 - Correlations with cell size.  List of the modifications that were identified as significantly correlating with cell size through linear regression followed by Benjamini Hochberg multiple test correction. To be identified as correlating with cell size the direction of the slope had to be in the same direction for all clones and significantly correlating in at least 1 clone.


[bookmark: _Ref390530847][bookmark: _Ref390530842]
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[bookmark: _Ref519002779][bookmark: _Toc534537250]Figure 5.16 – Significantly correlating linear regressions of H3K27me1K36me1.   Scatter plots of the relative abundance of the proteoform H3K27me1K36me1 with the line of best fit calculated through linear regression plotted. Each point is from a single replicate A) Clone 72 batch culture B) Clone 54 from fed batch culture, C) clone 22 from fed batch culture. p=p-value of regression line not having a slope = 0.

	Correlations with specific productivity (QP)
Specific productivity was chosen for correlation analysis to identify if any changes in the global epigenetic profile may be associated with a cells production capacity. While there is lots of evidence that changing the epigenetics over the transgene can boost productivity (see Chapter 1.8), it is less clear whether change in the epigenetic profile as a whole can boost productivity. By increasing CHO cell productivity, it will be possible to reduce the costs of biopharmaceutical products, as less materials will be necessary to produce the total required amount of each product. Specific productivity rather than titre was used as specific productivity considers the growth rate, and thus cancels it out of further calculations, allowing confidence that any modifications identified will not be false positives due to concurrent changes in the growth rate.
Specific productivity is calculated using the equation QP= ((P1−P0)/ (X1−X0)) ∗μ, where p = IgG titre, X = viable cell density and µ = growth rate. Examples of the correlation analysis are shown in Figure 5.17 and all plots in appendix 9.2.2. The results show that no histone PTMs were identified as having significant correlation. To determine if the reason for this was because there was only a small change in QP throughout culture in each individual clone grown in batch culture the data was combined and the analysis repeated (see Figure 5.17I,J). This once again identified no histone PTMs that correlated with QP. It was hoped that by combining the batch data for all the clones giving a larger change in specific productivity may identify some correlations. There are some lineage differences that may prevent the identification of modifications that are linked to QP but as the vast majority of modifications were similar in the different cell lines it was hoped that it would not interfere. Given the four clones had a large range of titres and thus QP, this suggests that changes in histone PTMs over the genome in general rather than over the transgene has little effect on recombinant protein production.  The MS analysis quantifies the global abundance of histone PTMs. As most of the DNA in a cell does not code for genes, and an even smaller amount codes for genes that are actively transcribed by the cell at some point during cell culture7, this means that studying global changes in histone PTMs provides a picture of the overall chromatin packing rather than specific changes over coding regions. Therefore, specific changes over the transgene and even over biosynthesis pathways are unlikely to be identified. Studies that show that altering the epigenetics in CHO cells have been done focusing on the promoter or location of the gene of interest12, 37 which is not comparable with a mass spectrometry data set. The Correlation analysis suggests that changes in chromatin packing which we see throughout culture) does not affect the productivity of CHO cells.
[bookmark: _Ref517105724][bookmark: _Toc534537251][image: ]Figure 5.17 - Example correlations with QP – Correlations of QP calculated by QP= ((P1−P0)/ (X1−X0)) ∗μ, where p = IgG titre, X = viable cell density and µ = growth rate against the histone proteoforms H3K18ac and H3K27me1K36me1. Panels A-D = H3K18ac for clone 22, 54,150 and 72 respectively. Panels E-H are H3K27me1K36me1 for clone 22, 54,150 and 72 respectively. Panel I&J are using the combined data from each of the clones.
Previous studies using HDAC inhibitors have shown a change in acetylation of histone and an increase in protein production151-153. However, in these studies there is also direct evidence that the region over the transgene has been affected as the mRNA copy number increases47, 150, 201. This coupled with the correlation data here suggests that the reason increasing acetylation over the genome results in an increase in productivity is due to the transgene being acetylated. As acetylation disrupts the packing of nucleosomes through increasing the overall negative charge of the nucleosome63 it has the effect of opening chromatin making it more accessible. Given that adding NaBu has also been shown to decrease the expression of some proteins201 it is unlikely that increasing the accessibility of chromatin increases the production of all proteins.
In the fed batch study once again nothing correlated with QP, suggesting that histone modification abundances on a genome scale have no relation to the amount of product produced in CHO cells. If histone modifications affect protein production, it must be in a more localised manor than can be examined by global histone abundances. This suggests that changes in titre between lines are not caused by changing the packing of chromatin.
[bookmark: _Toc532636349]Conclusions 
Analysis of the relative abundance of histone PTMs through cell culture using mass spectrometry revealed significant changes in the epigenetic profile of CHO cells. The majority of these changes were associated with the profile becoming more similar to profiles associated with quiescence. This suggests that as cells enter stationary phase they move towards this state, probably driven by nutrient availability. This was corroborated by the fed batch study in Chapter 5.3.4 where both the changes and stationary phase occurred after a longer period in cell culture.
All four CHO cell lines examined in this study showed similar changes through culture, which suggests that despite some lineage specific differences in the basal histone PTM profile, the changes are conserved.  This is encouraging as it may imply that engineering strategies based on CHO cell epigenetics tested in one line may be applicable to other lines as well.
The fact that cells are not synchronised will have had confounding effects on the results. Some of the changes will be caused by different proportions of cells in different phases of the cell cycle. Given that it has been shown that the proportion of the cells in s phase does change with nutrient availability and stage of culture120 some of the increase in H4K20me1 in log phase will be caused by a higher proportion of cells in S phase and probably explains why the changes in this modifications abundance is so high compared to other modifications.
The greatest changes were seen in the methylation of H4K20. In previous studies this lysine has been shown to be strongly linked with growth, with the singly and unmodified form being associated with growing cells and the doubly and triply methylated forms linked with both quiescence and scenecence117, 118. In this study  H4K20me1 is converted to H4K20me2 which is consistent with the literature which shows suggests that H4K20 methylation is placed progressively through cell divisions119. H4K20 methylation is also shown to be lower in the s phase of the cell cycle143. As during log phase, a higher proportion of cells will be performing DNA replication it would means that on average a lower amount of methylation would be seen, which is also consistent with the data here.
However, as cells were not synchronised it is likely that some of the changes observed are due to different proportions of cells being in each stage of the cell cycle on different days of culture. A large number of cells in S phase could increase the amounts of H4K20me as well as H4 acetylation. To correct for this, cells would have to be synchronized through drugs that block the cell cycle which can then be removed.
In all clones with both batch and fed batch methodologies lag phase had a distinct epigenetic profile, as several different histone PTMs were significantly different from other points in culture.  In lag phase nutrients in the media are plentiful, but the cells have recently been moved from conditions where nutrients are becoming depleted. This may mean that in lag phase the cells are adjusting to new conditions, and thus undergoing large epigenetic shifts as signals from the environment change suddenly. Given that lag phase results in a lysine methylation pattern more similar to stationary phase but the lysine acetylation pattern is more similar to the log phase it is proposed that this may reflect the cells transitioning back out of quiescent state. Previous studies have shown that lysine acetylation changes more rapidly than lysine methylation after conditions are altered123, 217, 225.  However, it would not be expected for this shift to be occurring in a log to log passage system, as through using a log to log system the aim is to keep conditions in the flask as consistent as possible, and thus cells should not be entering a quiescent state to then have to change out of. 
The MS analysis also revealed a change in relative abundance of several combinatorial modifications through culture, including H3K9me3K14ac and H3K27mme1K36me1. Combinatorial modifications are not commonly studied in the literature due to the difficulties associated with proving the modifications are on the same histone tail through antibody techniques (see Chapter 1.6.1). This study links other modifications to different stages of culture which provides more understanding of the role of different histone PTMs.
Following the quantification of changes in abundance of histone PTMs observed through cell culture, further correlation analysis was performed to see if any of these histone PTMs were associated with changing phenotypes. A wide range of histone PTMs were shown to be correlated with growth and cell size, but none with QP. In some ways this was unsurprising as QP did not vary much through cell culture. The fact that no histone PTMs showed significant correlation when the four clones were combined to give a wider range of specific productivities suggests that the epigenetic profile does not have a large effect on the productivity of the cell. This suggests that are not large differences in the global organisation of chromatin between cell lines with different levels of productivity. These results agree with the MS analysis of histone PTMs between clonal pairs with different productivities where no consistent significant changes in the relative abundance of histone PTMs was observed (see Chapter 4.4.1.3).
However, as the percentage of the genome which is occupied by actively transcribed genes in the CHO genome is small, it may be that changes in the epigenetics over these regions is not detectable through a global MS approach to studying the epigenetics, and therefore there are epigenetic differences related to productivity.
As cell size and growth correlated with each other in the fed batch and in the CHO-K1 clones it suggests the two parameters are interlinked. This is further backed up by the large number of histone PTMs that correlated with both cell size and cell growth. This is unsurprising as cells increase in number they must duplicate constituents of the cell before dividing. In log phase as soon as the cell is big enough it will divide, keeping average cell size down, but in stationary phase the cells are no longer dividing, so as more biomass is created it brings average cell size up. Given that many modifications correlated with growth it suggests that there are large global changes in gene expression over the transition to stationary phase as well as large shifts in chromatin packing.
The majority of modifications found to correlate with cell growth were consistent with previous studies in fibroblasts117, 118. However, in this study a number of novel proteoforms were identified including H3K9me1, H3K27me1K36me3 and H3K18me1 that were linked to growth for the first time in this study. However, further work is required to prove the connection. There has not been much work on modifications linked to cell size so the identification of H3K27me1K26me1 and H3K27me2K36me1 as potential histone PTMs associated with cell size may provide important modification for further study. However, as they are combinatorial modifications it will be difficult to alter their abundance or further analyse using ChIP-Seq approaches.
Lysine acetylation and methylation have different chemical properties. Acetylation increases the overall negative charge of the nucleosome through removal of a positive charge which inhibits packing of the histone tails preventing compaction of chromatin63.  Lysine methylation on the other hand is not charged so its functions are carried out by controlling which proteins are recruited to the histone where it is present and thus the DNA. Acetylation also tends to have faster dynamics and is placed or removed faster than methylation123, 217, 225. Due to the differences in behaviour and mechanisms of methylation and acetylation, these modifications are often analysed and interpreted separately. This may also be partly due to most existing epigenetic studies using ChIP-Seq methods, where individual modifications are examined in each experiment. A major caveat of this approach is that interactions between methylation and acetylation are not examined in detail. While there are some studies that have shown that acetylation can be found with repressive methylation leading to poised genes, namely H3K9me3K14ac128 comparative studies between acetylation marks and methylation marks are lacking, especially between H3 and H4.
It is not realistic to treat methylation and acetylation separately as it is likely that acetylation on H4 are found in the same complex as repressive methylation of H3. The combination of histone modifications will determine which proteins are recruited to the area and so must be examined together to prevent incorrect conclusions being drawn. Therefore, drawing conclusions from the observed increase in repressive lysine methylation in conjunction with active lysine acetylation throughout cell culture is difficult. One way this dichotomy could be rationalised is if generally chromatin in CHO cells becomes more repressed and chromatin more compacted in cell culture as cells enter a quiescent state. However, to prevent the genes necessary for cell maintenance being silenced they require acetylation to ensure that they remain active and accessible to transcription factors. In general protein production is absent in S phase, and this is accompanied by a loss of acetylation, which could suggest that acetylation would be required to keep some genes active217. During replication the replication fork forces chromatin to open, and given that newly deposited H4 is acetylated on H4K5 and H4K12217 which would end up keeping chromatin open during the log phase of culture as a higher proportion of cells will be in S phase. H4K20me2 has also been shown crosstalk with acetylation on the H4 tail. When the amount of H4K20me2 was increased through the inhibition of SUV4-20 the amount of acetylation at H4K12 and H4K16 increased126. This shows that repressive methylation can be linked with acetylation.
In the data presented here, both acetylation and repressive methylation tend to increase through cell culture. It is possible that as we are examining global levels we are seeing rearrangements of chromatin, as some regions are compacted as cell division halts leading to a rise in repressive modifications associated with heterochromatin. The increase in acetylation may be partly explained by crosstalk between H4K20 and H4 acetylation126 but may also be due to chromatin rearrangements ensuring that some regions of DNA remain accessible. Without knowledge of the location of these modification confirmation of this hypothesis is not possible.  
[bookmark: _Toc532636350]Further work
The MS analysis revealed a number of potentially interesting histone PTMs that are targets for future engineering strategies.  Further studies should be aimed at altering a number of histone PTMs to determine if these modification that correlate with cell growth are causal or not. Of particular interest are H3K27me3 and H3K9me2 which correlated directly with cell growth. Further studies aimed at specifically altering the abundance of H3K27me3 and H3K9me2 in CHO cells in conjunction with cell growth studies could be performed to address this question.  
In addition, acetylation of H4 would also be interesting to examine further as the level of acetylations present correlated with growth in this study. It may also be enlightening to identify if any particular combinations of acetylations on the GKGGKGLGKGGAKR peptide are linked to growth or if the correlation is based on a general increase in the amount of acetylation. However, specifically altering the abundance of acetylation of H4 will require the addition of a general HDAC which will cause a large number of additional changes including general protein acetylation in the cell.
This study has provided a number of interesting histone PTMs that change in abundance throughout culture. This is potentially valuable resource for further downstream studies using ChIP-Seq to identify what genes are affected by changes in abundance of these histone PTMs in particular H3K36me1, H3K27me3, H4K20me1and H3K9me3 are interesting targets for ChIP-Seq analysis. H3K27me3 and H3K9me3 were identified of particular interest as they correlate strongly with cell growth and thus identifying what genes they change over throughout culture may give information on what genes are involved the growth phase of culture. H3K36me1 and H3K20me1 are abundant histone PTMs with large changes in abundance throughout culture, therefore further analysis to identify and quantify their changes genome wide will provide further insight into how the cell controls its activity at different points in culture.
It would also be interesting to synchronise cells at multiple points in culture and see what effect this has on the histone PTMs to allow for the effects of point in the cell cycle to be accounted for and thus isolate what changes are caused by point in the cell cycle and which are caused by stage of culture.



[bookmark: _Toc532636351]The effects of Changing the Histone PTMs of CHO cells
[bookmark: _Toc532636352]Abstract
CHO cells are the main cells used for biopharmaceutical production. Increasing their ability to produce monoclonal antibody as well as reducing the time they spend between vial and bioreactor are key to bring down the costs of their protein products. It may be possible to alter the phenotype of CHO cells through changing their epigenetic profile. One way of doing this is by the use of inhibitors to the writers or erasers of the histone PTMs77. 
In this Chapter four small molecule inhibitors to different enzymes have been used to alter the epigenetic profile of the cells in clones 22 and 54 of the CHO-S lineage. The changes in cell size, titre and growth profile were characterised. The changes in the histone PTM profile three days after the addition of the drug was also examined to determine its specificity through HPLC-MS analysis. The chemicals used were NaBu, UNC0638, UNC1999 and GSK-J1.
The results show that the epigenetic landscape of CHO cells can successfully be altered with the use of NaBu, UNC1999 and GSK-J1. However, in several cases histone modifications other than the one(s) targeted by the use of the inhibitor show differences in relative abundance between the treated and the control. NaBu increases acetylation across H3 and H4. Unc1999 decreases the amount of H3K27me3 while GSK-j1 increases the amount of H3K27me2 all of which was predicted. However, in the case of NaBu there were unexpected effects on the KSAPATGGVKKPHR peptide where H3K27me3 is increased. UNC1999 had no off-target effects and GSK-J1 showed a large increase in H3K9me2.
With the addition of NaBu and GSK-J1 cell growth rate was reduced. When NaBu was added titre was doubled, while in GSK-J1 specific productivity was increased, though there was no increase in titre. For UNC1999 there were no changes in cell size, growth or titre in clone 54, but a slight reduction in growth in clone 22. UNC0638 did not have a consistent phenotype between the clones, though an increase in growth was measured in clone 54. These results show that it is possible to alter the epigenetic profile in CHO cells resulting in increased protein titre and specific productivity in CHO cells. However, the effects on the phenotype result from changing multiple histone PTMs at the same time, rather than individual ones.
[bookmark: _Toc532636353]Introduction
[bookmark: _Toc532636354]Purpose of changing CHO cells through altering their epigenetics
Controlling the growth of CHO cells would be useful in the biopharmaceutical process1, 31. If cells can be made to grow faster, less time is needed for a culture to populate a bioreactor, and thus more product can be made in a batch process. Quicker growing starter cultures lead to less time between vial and a colonised bioreactor, which reduces costs of production, and therefore leads to a cheaper product.
It would also be beneficial to increase product titre, as the greater amount of product a bioreactor produced, the fewer batches need to be made to meet demand9. There are two main ways to boost titre, either increase the number of cells, so there are more producing protein or increase the specific productivity of the cells, so each cell is making a larger amount of product9, 47. However, as increasing the number of cells in the bioreactor can cause problems with downstream processing later increasing the specific productivity is preferred166.
It is clear from the previous Chapter, and the literature, that epigenetics play a key role in controlling the behaviour of cells throughout culture148, 213. As shown in Chapter 5.3.1, the majority of histone PTMs alter throughout cell culture, suggesting that they control the expression of a large number of genes which have been shown to change through culture49, 50. This means it is difficult to tell which changes in epigenetic modifications are key for causing a change in phenotype, and which are induced by changes in the environment.
The relative abundances of histone PTMs, (referred to here as the epigenetic profile) in mammalian cells is managed by a multitude of enzymes. These are known as writers or erasers of the histone code77, 78. Given that most of the modifications of the histone tail can be placed or removed by several different enzymes, altering the epigenetics in a controlled way through changing the activity of a single transferase or demethylase/deacetylase may not have a large effect. Often writers/erasers can also target the same modification over several different residues on the histone tail. There is a large amount of redundancy in enzymes that manage the epigenetic state of cells. This redundancy has been demonstrated with the class 1 HDAC enzymes. RNAi knockdown of a single HDAC is ineffective, however RNAi knockdown of several HDAC enzymes is effective226. There is also the issue that many writers are not specific to one modification, some place a single level of methylation on several lysines, while others may only effect one lysine, but place several levels of methylation227. 
There are two main ways in which off target effects on the epigenetic profile (effects not directly caused by the writer/eraser targeted by the inhibitor) can occur, cross talk and non-specificity of the inhibitor.  Given that histone modifications are capable of cross talk, see Chapter 1.7.4, altering the levels of particular PTMs may cause changes in others. Cross talk is where the presence of one modification directly affects the presence of a second. This can be positive, where the addition of one PTM will recruit enzymes that place another one, or negative where two modifications cannot be found together78, 125, 142, 228. 
 As chemical inhibitors are not guaranteed to only affect one enzyme229, changes in the epigenetic profile may also be caused by multiple enzymes being effected. This would cause changes in PTMs not predicted to change. Because of this possibility the work presented in this chapter cannot be definitive proof of cross talk between two modifications, and thus to determine if off target effects are caused by cross talk or non-specificity of the chemical the literature will need to be searched to identify if there is prior proof of cross talk occurring between two modifications.
Despite the difficulties, through the addition of chemical inhibitors of epigenetic writers or erasers, to cell culture media it should be possible to alter the epigenetic profile in a predictable manner. In this Chapter, four chemicals have been used to alter the epigenetic profile of CHO cells. These were chosen as they would affect histone modifications identified as correlating with growth based on the results in Chapter 5.3.5. These are sodium butyrate (NaBu), UNC0638, UNC1999 and GSK-J1. These chemicals target the acetylation state of the cell, H3K9 (mono and di-methylation) and H3K27 (di and trimethylation) respectively, with their functions described below.
Given the lack of research into which writers/ erasers are found in CHO cells, it has been assumed that the homologues are similar enough to human to allow the use of the data from human cancer cell lines to be applicable and relevant. As epigenetics have proven to be important in cancer a large number of small molecule inhibitors have been developed167, 230, 231.
[bookmark: _Ref517692766][bookmark: _Toc532636355]Sodium butyrate (NaBu)
Sodium butyrate (NaBu) is a general HDAC inhibitor affecting class 1 histone deacetylases.  It has been shown to increase titre in cell culture including in CHO cells47, 150. A large titre increase has been seen with concentrations ranging from 0.1 mM to 5 mM47 . NaBu has also been shown to increase the amount of acetylation on both H3 and H4 on all lysines where acetylation occurs160. 
As well as being responsible for the deacetylation of Histone tails, class 1 HDACs also deacetylate many other nuclear proteins, many of which are involved in controlling transcription or involved in DNA repair pathways232. Therefore, determining the precise mechanism of how NaBu treatment results in increased in product production is difficult. There are two ways it could be occurring, the first is due to an increase in acetylation on histone tails making the gene more accessible and thus increasing transcription. Alternatively, it could be due to increasing acetylation on the transcription factors which may make them more active. As the methods used here only examine the histone PTMs, it will not be possible to identify which of these possibilities is correct. NaBu has also been shown to arrest cell growth, causing cells to cease proliferation in the first gap phase of the  of the cell cycle (G1) as well as causing an increase in apoptosis, which may be partly due to an increase in signal from DNA damage pathways47, 119.
It is proposed that the addition of NaBu to CHO cells will decrease growth rate but increase product titre. In the previous chapter it was observed that a number of lysine acetylations, namely K14ac, K23ac and the singly and doubly acetylated forms of GKGGKGLGKGGAKR increased through cell culture. In addition, it was shown that the triply and doubly acetylated forms of GKGGKGLGKGGAKR correlated negatively with growth. These changes in acetylation suggest that sodium butyrate should reduce cell growth. However, it was also seen in chapter 5.3.1 that several lysine acetylations decreased over time through culture, mainly K9ac which would indicate the opposite effect.
From the literature, sodium butyrate has been used up to concentrations of 5 mM47 without killing cell cultures, though the restriction of growth is severe. For this reason, in this study a concentration of 3 mM was used to give a strong phenotype, but to add the drug on day 3 to ensure there were enough cells for analysis to be performed.

[bookmark: _Toc532636356]UNC0368 
UNC0638 is an inhibitor of the methyltransferases G9A and GLP, with an IC50 of 15 and 19 nM respectivly233. Both G9A and GLP form a complex that both mono and dimethylates H3K9234. Therefore, by inhibiting this enzyme the amount of K9me2 should decrease. UNC0638 has been used in cellular assays producing a phenotype with 70 nM235 showing that it is cell permeable. However, H3K9me2 can be produced by many different enzymes such as EHMT1 and PRDM2227. Therefore, blocking one enzyme may not have a large effect.  In addition, G9A is not specific to H3K9me2, it is also shown to monomethylate H3K27 and H1.227
From the previous Chapter, H3K9me2 was shown to increase throughout CHO cell culture, though this change was not significant. What is interesting is that in the CHO-K1 clones the effect was significant but in opposite directions in each clone. This could make it an interesting PTM to alter to see what effects it may have on cell culture.

[bookmark: _Ref517692786][bookmark: _Toc532636357]UNC1999 
UNC1999 is an inhibitor of the methyltransferases EZH2 and EZH1 with an IC50 of 2 nM and 45 nM respectively in cell free assays79, 168, 227.  EZH2 and EZH1 are responsible for H3K27 methylation in mammalian cells, with EZH2 being more active than EZH1. They form part of the polycomb complex and require the PRC2 complex to be active236. Inhibiting this transferase should reduce the amount of K27me3 and me2. As EZH1 and EZH2 only target H3K27227 any off-target effects are likely to be due to cross talk between H3K27 and other modifications or UNC1999 not being specific, rather than due to the reduction in activity of EZH1 and EZH2. As relative abundance is used for data analysis, when the abundance of a proteoform increases one or more different proteoforms will have to decrease in abundance. With UNC1999 we expect an increase in H3K27me3 and H3K27me2, so reductions across the other proteoforms of the peptide are expected, most likely in the H3K27me1 form which will be converted to higher methylation states.
From the previous chapter it was shown that H3K27me3 and H3K27me2 increased throughout CHO cell culture and were negatively correlated with cell growth. Therefore, it is proposed that if the amount of H3K27me3/me2 is causally linked with growth, rather than just correlated, then by reducing the level of H3K27me3/me2 this should increase the growth rate of cells. From assays on cancer cell lines the typical point where a phenotype was seen was between 1 and 2 µM168, 237
[bookmark: _Ref517692789][bookmark: _Toc532636358]GSKJ1 
GSK-J1 is an inhibitor of KDM6B and KDM6A238 with an IC50 of  28 and 53 nM respectively. KDM6A/B are histone demethylases that targets H3K27me3 and H3K27me2 227. KDM6A has been shown to affect H3K27me2 in development over the HOX genes239. By inhibiting these enzymes, it is predicted that K27 trimethylation and dimethylation will increase. However, as PHF8 can also trimethylate H3K27227 it is possible that this enzyme will reduce the effect that blocking them will have. GSK-J1 has also been shown to have an inhibitory effect on the KDM5A, KDM5B and KMD5C demethylases with IC50 values of 170 (B), 550(C) and 6,800(A) nM229. As these enzymes target H3K4 trimethylation227, 240 any changes in H3K4 trimethylation abundances are likely to be caused by off target effects of the drug.
From the previous chapter it was observed that H3K27me3 was negatively correlated with CHO cell growth rate. Therefore, it is proposed that increasing the abundance of H3K27me3 would reduce cell growth rate. In addition, it was also shown that H3K27me2 increased throughout culture but that it did not correlate with cell growth rate consistently.  However, it should be noted that it did negatively correlate with cell growth in clone 54. Thus, it can be predicted that increasing the amount of these modifications may reduce growth. GSKj1 has also been used as a potential  treatment for some cancers, the concentration where a phenotype was observed was between 5 and 10 µM238. Therefore 5 µM was chosen as the concentration to investigate.

[bookmark: _Toc532636359]Aims
In this Chapter it is proposed to utilise chemicals epigenetic inhibitors to alter the epigenetic landscape of CHO cells.  Using the data presented in Chapter 5 inhibitors to both epigenetic writers and erasers in both a broad (NaBu) and a specific (GSK-J1, UNC1999, and UNC0638) were chosen for use. Following addition of the epigenetic inhibitors, I used LC-MS to quantify changes in the relative abundance of histone PTMs. In addition, the effect of the inhibitors was monitored by studying cell growth, product titre and cell size. This study will provide further insight into the mechanism of these epigenetic drugs and their effects in CHO cells.
By investigating the effects of both broad and specific inhibitors I hope to determine how large a change to the profile is required to produce a phenotypic effect. It is possible that changes in one or two modifications do not cause a large enough change over the genome to affect production or growth while large changes in the profile may do so.
By using NaBu titre is expected to increase, and growth reduced as predicted from Chapter 5 as well as from the literature152, 154, 201, 241. By using UNC0638  it was hoped to determine the role H3K9me2 may have on cell growth. There was also the aim to determine whether the K27me3 correlation with growth could be causal by attempting to both increase with GSK-J1 and decrease with UNC1999 its level and monitoring the effect on growth. If the modification has a causal link with growth rate, then increasing the modification should reduce growth while reducing it should increase growth.
[bookmark: _Toc532636360]Results and discussion
[bookmark: _Ref517968276][bookmark: _Ref517968359][bookmark: _Ref517968469][bookmark: _Toc532636361]Studying the effect of sodium butyrate in CHO cells
Growth and titre
The two CHO-S clones (clone 54 and clone 22) were grown for three days, prior to the addition of 3 mM sodium butyrate (NaBu) (see Figure 6.1). The results show that the addition of sodium butyrate to both clones reduced cell growth (see Figure 6.1A, E). However, cell culture lengthened slightly as viability did not decrease until day 8 rather than d7.  When sodium butyrate was added the final cell culture density was approximately 1 million cells per ml lower than in the absence of sodium butyrate. However, in clone 22 it takes an extra day for the decrease in cell growth to become apparent.  The results also show that upon addition of NaBu product titre was doubled in each clone, see Figure 6.1C, D. However, cell size was not affected (see Figure 6.1B, F). The growth of the cells was slightly lower than in previous experiments though not significantly so. This was likely caused by the late passage number of the line when this experiment was performed.
Histones were subsequently extracted from cells on day 6, and LC MS analysis of the histones was performed as previously described (see Chapter 4.3.1). Given that relative abundance is calculated by:



When one proteoform abundance increases this means one or more must decrease as the total of 100% abundance must occur. If the proteoform that decreases is the unmodified form it suggests that the effect is the addition of a histone modification on previously unmodified parts of histones rather than the replacement of other modifications. 




[bookmark: _Ref512245674][bookmark: _Toc534537252]Figure 6.1-Measurement of CHO cell growth, productivity and size throughout cell culture in the presence of 3mM NaBu .  A) Viable cell count throughout batch culture for the CHO-S clone 54 with and without 3mM NaBu. n=3 for NaBu and 2 for control. Error bars = 1 std. B) Average cell diameter throughout batch culture for the CHO-S clone 54 with and without 3mM NaBu. n=3 for NaBu and 2 for control. Error bars = 1 std. C) Titre in the supernatant for the CHO-S clones throughout batch culture for the CHO-S clone 54 with and without 3mM NaBu. n=3 for NaBu and 2 for control. Error bars = 1 std D) Titre in the supernatant for the CHO-S clones throughout batch culture for the CHO-S clone 22 with and without 3mM NaBu. n=3 for NaBu and 2 for control. Error bars = 1 std E) Viable cell count throughout batch culture for the CHO-S clone 22 with and without 3mM NaBu. n=3 for NaBu and 2 for control. Error bars = 1 std. F) Average cell diameter throughout batch culture for the CHO-S clone 22 with and without 3mM NaBu. n=3 for NaBu and 2 for control. Error bars = 1 std.


	Changes in the relative abundance of histone PTMs
The LC MS analysis of the histones extracted from CHO cells grown in the presence and absence of sodium butyrate is summarised in Figure 6.2. The results show that as expected the relative abundance of lysine acetylation across all lysines on both H3 and H4 was increased (Figure 6.2A, C). The results also show that for H4, the unmodified (no acetylation) and the singly acetylated forms both decrease while the peptide proteoforms with multiple acetylations increase from 0.8 to 4% for 4ac, 4% to 12% for 3ac and 21% to 31% for 2ac in the presence of sodium butyrate (see Figure 6.2C). Further analysis of H3 also reveals significant changes in lysine acetylation, including H3K23ac which increased from 21 to 29% or from 22 to 30% for clone 54 and 22 respectively with the addition of sodium butyrate. For lowly abundant marks such as H3K14ac the increase in acetylation observed is not as large, from 1.8 to 2.7% and 2.1 to 3.4% for clone 54 and 22.(see Figure 6.2A).
For histone PTMs other than acetylation, the results show that often the unmodified form of the peptide is less abundant in response to increased acetylation. This suggests that the increase in acetylation is not replacing other modifications. On the KSTGGKAPR peptide the proteoforms H3K9me2 and H3K9me3 decrease with the addition of NaBu (see Figure 6.2B). However, as the unmodified form of KSTGGKAPR does not change in abundance it is clear that NaBu is not affecting the methylation levels on H3K9. This is further shown as when the total amount of H34K9me2 and me3 is calculated (by adding the relative abundance of the H3K9me2 and H3K9me2K14ac peptides together) the total is 31% with and without NaBu (see Figure 6.2A, B). This means that the effect of NaBu is to add acetylation onto histone tails that already have H3K9 methylation present. 
The KSAPATGGVKKPHR peptide has several PTMs that change in abundance with the addition of NaBu (see Figure 6.2D). The effect of NaBu on H3K27ac levels is not significant, and thus the changes in methylation cannot be explained by NaBu directly through changes in H3K27ac.  The results show that the amount of H3K27me1 decreases while H3K27me2 and H3K27me3 increase as seen in Figure 6.2D. This may an attempt by the cell to counteract the sodium butyrate, and keep genes switched off as H3K27me2 and are repressive PTMs113. Schwämmle et al., examined crosstalk of H3K27me3 and H3K27me2 with other histone PTMs by knocking out components of PCR2127. They found that it had weak positive cross talk with H3K23ac but much stronger positive cross talk with H3K9me2127. This may partly explain the increase of K27me2 and H3K27me3 seen in Figure 6.2D. However, as the crosstalk was weak it is unlikely to be able to explain the entire increase in the abundance of H3K27me2 and H3K27me3.  Therefore, it is likely that the effect seen on the peptide is not caused by changes in activity of histone deacetylases but rather due to the stress response of the cell causing changes in the activity of methyltransferases. H3K27me2 and H3K27me3 are repressive modifications113 and may be enough to keep a gene switched off even if the rest of it is highly acetylated. All other changes in modifications seen on H3 can be explained by the increase in acetylation.





[bookmark: _Ref512246045][bookmark: _Ref517260674]
[bookmark: _Ref517365208][bookmark: _Toc534537253]Figure 6.2 - Effect of NaBu on histone PTMs in CHO cells.  Relative histone abundances for both clones on d6 of culture with and without 3mM NaBu. Significance calculated through multiple t-test with holm Sidack correction factors for multiple tests. For control n=2, for NaBu n=3. Error bars are 1std. Red = clone 54, blue = clone 22, * = p<0.05, **=p<0.01, ***p<0.005. A) Lysines with an acetylation PTM on the H3 tail. B) The acetylation state of the H4 tail showing the abundance of each set of multiple acetylation's on GKGGKGLGKGGAKR. C) Proteoforms of H3K4-K23 which have changed but are not acetylation. D): the KSAPATGGVKKPHR peptide.


The results obtained in this study are consistent with a number of previous studies 47, 150, 201. In both CHO cell clones product titre was increased, and lysine acetylation increased across all lysine residues analysed on H3/H4 in this study.  In both clone 22 and clone 54 the same effect on phenotype (growth rate/titre/cell size) and changes in the epigenetic profile were consistent. The results also showed that cell growth rate was also reduced and culture longevity increased, consistent with previous studies47. 
Sodium butyrate is known to affect far more than just histones. Given that in the previous Chapter no evidence was seen that lysine acetylation was correlated to specific productivity, it is possible that the increase in product titre results from an increase in acetylation of transcription factors rather than the histones themselves (or in addition to histones). In CHO cells Muller et al., performed a proteomic analysis of CHO cells in the presence and absence of butyrate154. They found that in general the level of proteins related to the protein metabolic process and proteins involved in cell growth were decreased in the presence of 2 mM sodium butyrate.  As my data shows an increase in H3K27me3 and H3K27me2, this might explain why the amount of several proteins decreased when an activating mark was put over the majority of DNA. This occurs as acetylation is an activating mark as it opens up the DNA, however H3K27me3 is a repressive mark which prevents transcription factor binding103, 113, thus able to prevent transcription even on accessible DNA.  Although this effect has not been previously observed using NaBu this was observed using valproic acid, another general HDAC inhibitor242.
[bookmark: _Toc532636362]Studying the effect of UNC0638 in CHO cells 
	Growth and titre
The two CHO-S clones (22&54) were grown for 3 days prior to the addition of 100 nM or 300nM UNC1999, see Figure 6.3. The data shows that in clone 22 there was no change in growth or cell size. In clone 54, cell growth appears to have been increased from 5 million cells/ml to 6.8 with 100 nM and 9.7 with 300 nM respectively. However, as the culture died the next day it is difficult to tell if this would be a sustained improvement in growth. There was no change in cell size or product titre in clone 54. In clone 22 the addition of 100 nM UNC1999 did not result in a consistent increase in product titre across the different concentration and sampling points.



[bookmark: _Ref512249009][bookmark: _Toc534537254]Figure 6.3- Measurement of CHO cell growth, productivity and size throughout cell culture in the presence of 300nM UNC0638.  A) Viable cell count throughout batch culture for the CHO-S clone 54 with and without 100nM and 300nM UNC0638. n=2 for 300nM and 3 for 100nM. Error bars = 1 std. B) Average cell diameter throughout batch culture for the CHO-S clone 54 with and without UNC0638. n=2 for 300nM and 3 for 100nM. Error bars = 1 std. C) Titre in the supernatant for the CHO-S clones throughout batch culture for the CHO-S clone 54 with and without UNC0638. Measured by ELISA n=2 for 300nM and 3 for 100nM error bars = 1 std D) Titre in the supernatant for the CHO-S clones throughout batch culture for the CHO-S clone 22 with and without UNC0638 at 100 and 300 nM. Measured by ELISA n=2 for 300nM and 3 for 100nM. Error bars = 1 std E) Viable cell count throughout batch culture for the CHO-S clone 22 with and without UNC0638. n=2 for 300nM and 3 for 100nM. Error bars = 1 std. F) Average cell diameter throughout batch culture for the CHO-S clone 22 with and without UNC0638 at 100nM and 300nM. n=2 for 300nM and 3 for 100nM. Error bars = 1 std



Changes in the relative abundance of histone PTMs 
Changes in the relative abundance of histone PTMs from CHO cells grown in the presence of UNC0638 is shown in Figure 6.4. UNC0638 is proposed to reduce H3K9me2. However, the results show only a small reduction in H3K9me2 (approximately 5%) which was not significant (see Figure 6.4A). A similar decrease can be seen on K9me3, from 26 % to 20% in clone 54 and 27% to 24% in clone 22. The unmodified form increases by 8% accounting for the changes on K9. Once again, these changes are not statistically significant. This suggests that either G9a, the target of UNC0638, is not present in CHO cells or not a high enough concentration was used, or other enzymes kept the amount of H3K9me2 constant. A dose response curve for each of the drugs should have been performed to determine the optimal dose to treat the cells with and thus it is likely that the concentration with the best response has not been identified.
The LC MS results reveal that there are very few histone PTMs that appear to have significantly changed in abundance. In particular UNC0638 reduced the relative abundance of H3K27me1K36me1 and H3K27me1, of which only H3K27me1K36me1 is significant in clone 54 (see Figure 6.4C). The trend in clone 22 agrees with the difference in clone 54. In Chapter 5.3.5.2 H3K27me1K36me1 was found to correlate positively with growth in clone 54 in batch culture. Given that UNC0638 increases growth in clone54 but decreases the relative abundance of H3K27me1K36me1 it is unlikely that the change in this modification is the reason behind the change in growth. H3K27me1 does not significantly correlate with growth so is also unlikely to be the cause of the change in growth, suggesting that the effect of epigenetics on growth is not easily predictable. H3K9me3 was found to correlate negatively with growth, so the increase in growth could be expected with its reduction. However, the changes in epigenetics were not significant in this case.




[bookmark: _Ref512249076][bookmark: _Toc534537255]Figure 6.4 - Effect of UNC0638 on epigenetic state of CHO cells.  Relative histone abundances for both clones on d6 of culture with and without UNC0638. Significance calculated through multiple t-tests using holm Sidack correction factors for clone 54 UNC0638 was at 100 nM, for clone 22 UNC0638 is at 300 nM. n=2 error bars = 1std * = p<0.05, **=p<0.01, ***p<0.005.	 A) KSTGGKAPR peptide of H3 B) KQLATKAAR peptide of H3. C) KSAPATGGVKKPHR peptide of H3. D) Combined acetylation of the GKGGKGLGKGGAKR peptide of H4.


In summary, the effects of UNC0638 were not consistent across the different CHO cell clones examined in this study. The results show that no phenotypic changes were observed in clone 22, but an increase in growth was observed in clone 54. When the epigenetic profile was compared in clone 54, UNC0638 had a stronger effect despite the concentration of UNC0638 being added to these cells being lower. The trend however was the same in both clones. This drug has clearly affected each clone in a slightly different manner.
Blocking G9a is important in cancer research, where blocking K9me2 demethylation has been shown to have therapeutic effects231, 243-245. However, there has only been limited studies using UNC0638233 which has not been well characterised to date. It is possible that the concentrations used were not high enough to give a sufficient concentration within the cell for enzyme inhibition, especially as no significant changes in relative abundance of histone PTMs were observed in clone 22. Alternatively, the stability of the inhibitor may be an issue and therefore could be rapidly metabolised or degraded prior to inhibiting G9a methyltransferase.  If this is the case then the change in growth seen in clone 54 must have arisen from sampling error, rather than a real effect or it may be the case that UNC0638 is having an effect on a pathway which does not affect the epigenetics, though this is unlikely.
	
[bookmark: _Ref517968367][bookmark: _Toc532636363]Studying the effects of GSKj1 in CHO cells
	Growth and titre
The CHO-S clones were grown in the presence of 5 µM GSKj1 from the beginning of culture, see Figure 6.5. The results show that in both clones cell growth was strongly arrested with the addition of GSKJ1, see Figure 6.5A, E. Final viable cell density decreased from 10 million cells/ml to 7million/ml in clone 54 and from 10 million cells/ml to 5 million cells/ml in clone 22. 
In clone 54 the cell size was increased in stationary phase compared to the control (Figure 6.5B). This also happened in clone 22 but with a much smaller increase (Figure 6.5F). As the cultures died at the same point this increase in cell size is unlikely to be due to apoptosis causing average cell size to decrease as viability was comparable throughout.  In clone 54 there was no effect on product titre (Figure 6.5C). Therefore, cells treated with GSKj1 have increased their specific productivity, as there are fewer cells to produce each mg of IgG. In clone 22 the product titre did decrease 1.4-fold (Figure 6.5D), although the total cell density decreased 2-fold. As the growth rate is decreasing by a greater amount than the titre it shows that the specific productivity of the cells must be increasing. Specific productivity rose from 15.5 pg/cell/day to 19.5 pg/cell/day for clone 54 and from 3.2 to 3.4pg/cell/day in clone 22 in the presence of GSKj1. 



[bookmark: _Ref512250135][bookmark: _Toc534537256]Figure 6.5- Measurement of CHO cell growth, productivity and size throughout cell culture in the presence of 5 µM GSK-J1.   A) Viable cell count throughout batch culture for the CHO-S clone 54 with and without 5 µM GSK-J1. n=3. Error bars = 1 std.  B) Average cell diameter throughout batch culture for the CHO-S clone 54 with and without 5 µM GSK-J1 n=3, Error bars = 1 std. C) Titre in the supernatant for the CHO-S clones throughout batch culture for the CHO-S clone 54 with and without 5 µM GSK-J1. n=3 error bars = 1 std D) Titre in the supernatant for the CHO-S clones throughout batch culture for the CHO-S clone 22 with and without 5 µM GSK-J1 n=3. Error bars = 1 std E) Viable cell count throughout batch culture for the CHO-S clone 22 with and without 5 µM GSK-J1 n=3. Error bars = 1 std. F) Average cell diameter throughout batch culture for the CHO-S clone 22 with and without 5 µM GSK-J1. n=3. Error bars = 1 std. 


Changes in the relative abundance of histone PTMs 
Changes in the relative abundance of histone PTMs in CHO cells grown in the presence of GSKj1 is shown in Figure 6.6. GSKj1 is predicted to increase the abundance of H3K27me3 and H3K27me2 by inhibiting the demethylase KDM6A/B. The results show as expected an increase in H3K27me2 and corresponding decrease in the unmodified form, which was statistically significant in clone 54 (see Figure 6.6). However, no decrease in H3K27me3 was observed. It is possible that in CHO cells KMD6A/B preferred substrate is the dimethylated form rather than the trimethylated form as a greater effect has been seen on the H3K27me2 proteoform. Given that all of the data for GSK-J1’s binding is for human versions of the enzyme, it is possible that the CHO version is different enough that GSK-J1 does not bind as effectively. However, BLAST analysis of KDM6A sequence shows 97% identity and KDM6B has 99% identity to the human forms this is unlikely. Increasing the concentration of GSK-J1 may be required to increase the relative abundance of H3K27me3.
 The results shown in Figure 6.6B demonstrate that there are off target effects (defined as changes that could not have been caused by the predicted inhibition of the targeted enzyme) on H3K9 where the dimethylated form increases, but the trimethylated form decreases. This suggests that whatever demethylase GSKJ1 is targeting it also effects H3K9 in the same manner. Off target effects could be caused by two mechanisms, the drug also effecting other enzymes or crosstalk between modifications. H3K27me2 has been shown to crosstalk with H3K9me2 in a positive manner127 so this may explain the increase in H3K9me2 seen in Figure 6.6B.  It may also be the case that, as the KDM3 and KDM4 families are demethylases to H3K9me2, GSKj1 is also binding to one of them and thus causing the increase in K9me2227. PHF8 is a demethylase that targets H3K27me2, H3K4me3,H4K20me1 and H3K9me2227, if GSKj1 is targeting this enzyme it would explain the changes in histone PTMs measured by LC MS. It could also be the case that an H3K9me2 demethylase is being recruited to tails where H3K27me2 is raised and this is causing the increase in H3K9me2. However, as the increase in H3K9me2 is larger than the change in H3K27me2 it is unlikely that crosstalk is the main explanation for the increase.
The increase in H3K4me3 in the presence of GSKj1, (see Figure 6.6C) could also be due to off target effects of GSKj1 on the KDM5 family which GSK-j1 has been shown to inhibit (4-100 fold less effectively)229. Given this effect has occurred it is unlikely that the lack of change on K27me3 is due to GSKj1 not making it into the cell, as it appears to have made it in in high enough concentrations to effect KMD5B, which has a IC50  of 170 nM suggesting that approximately that concentration is present within the cell. This would suggest that there are other enzymes that will demethylate H3K27me3 in CHO cells which have not been affected by GSK-J1 and thus provided redundancy for the KMD6A/B enzymes.
In clone 54 there were also significant changes over H4K20 (see Figure 6.6D). The results show a decrease in H4K20me1 with a corresponding increase in H4K20me2. H4K20me2 was shown to be strongly negatively correlated with growth while the H4K20me1 form was correlated positively with growth rate. These results may partly explain why there is a strong retardation of cell growth with the addition of GSK-J1. However, these results are not consistent with clone 22 where there is a larger decrease in cell growth. This may mean that while H4K20 is a strong indicator for growth it is not causal for it.


D

[bookmark: _Ref512250266][bookmark: _Toc534537257]Figure 6.6-Effect of GSK-J1 on epigenetic state in CHO cells.  Relative histone abundances for both clones on d6 of culture with and without 5 µM GSK-J1. p-values calculated by student t-test with Holm Sidack correction factor applied for multiple tests. n=3. Error bars are 1std. Red = clone 54, blue = clone 22 * = p<0.05, **=p<0.01, ***p<0.005.	A) The combined methylations states of K27 on KSAPATGGVKKPHR. B) KSTGGKAPR peptide of H3. C) TKQLAR peptide of H3. D) KVLR peptide of H4.




[bookmark: _Toc517355982]The effect of GSK-J1 causes the same cell growth and cell size phenotypes in both clones, but different titre phenotypes. Product titre was reduced in clone 22 but remained the same in clone 54. When examining the epigenetic profile, the majority of the changes in histone PTMs were consistent in both clones. Although it should be noted that in in clone 54 the changes appear more pronounced reaching statistical significance, especially on the KSTGGKAPR peptide.
The addition of GSK-J1 has had the expected effect on growth but is has not altered the epigenetic profile in the predicted manner. This means that the hypothesis that increasing the abundance of H3K27me3 will reduce growth has not been tested. As there is a greater increase in the amount of H3K9me2 (with a corresponding loss of H3K9me3) it may suggest that H3K9me2 has an influence on growth rate in CHO cells. Given the changes in cell size it may also have an effect on that phenotype as well.
H3K9me2 and H3K27me2 both were shown to increase through cell culture in Chapter 5.3.1. Given this correlates with a decrease in growth it would suggest that increases in H3K9me2 will arrest growth. However, as H3K9me2 did not correlate with growth in all clones it is likely that increases in H3K9me2 alone will not affect growth rate, especially as here we also saw changes in H4K20me1/2 and H3K4me3 as well as H3K9me2 and H3K27me2. It appears that H3K9me2 is an important component is a set of modifications that will alter growth rate in CHO cells, but what the other key components are is still unknown.

[bookmark: _Ref517968308][bookmark: _Toc532636364]Studying the effects of UNC1999 in CHO cells
	Growth and titre
The two CHO-S clones 22 and 54 were grown in the presence of UNC1999 at concentrations of 1 µM and 2 µM from the start of culture (see Figure 6.7). The results show that for clone 54 there is no significant phenotypic change (Figure 6.7A, B, C). The cell growth shows exactly the same pattern and while the cell density in the flasks with the UNC1999 is lower, it is not significantly so (see Figure 6.7A). In clone 22 there is a more dose dependent drop in viable cell density from 10.5 in the absence of UNC1999 , to 9.3 at 1 µM and 8.1 at 2 µM (see Figure 6.7E). There is no difference in cell size when the drug is added in either cell line, nor with titre (Figure 6.7C, D). In MLL leukaemia UNC1999 has been previously shown to inhibit growth as the addition of the drug reduced re-population of the cancer cells when added at a concentration of 2 µM. It was also shown to promote apoptosis246. As Viability has not been altered it does not appear that UNC1999 has increased apoptosis in CHO cells at this concentration. 


[bookmark: _Ref517365504][bookmark: _Toc534537258]Figure 6.7- Measurement of CHO cell growth, productivity and size throughout cell culture in the presence of 2 µM UNC1999.  A) Viable cell count throughout batch culture for the CHO-S clone 54 with and without 1 µM and 2 µM UNC1999. n=3. Error bars = 1 std. B) Average cell diameter throughout batch culture for the CHO-S clone 54 with and without 1 µM UNC1999. n=3, Error bars = 1 std. C) Titre in the supernatant for the CHO-S clones throughout batch culture for the CHO-S clone 54 with and without 2 µM UNC1999 n=3 error bars = 1 std D) Titre in the supernatant for the CHO-S clones throughout batch culture for the CHO-S clone 22 with and without UNC1999 n=3 error bars = 1 std. E) Viable cell count throughout batch culture for the CHO-S clone 22 with and without 1 µM or 2 µM UNC1999. n=3. Error bars = 1 std F) Average cell diameter throughout batch culture for the CHO-S clone 22 with and without UNC1999 at 1µM. n=3. Error bars = 1 std.
	Changes in the relative abundance of histone PTMs
UNC1999 is predicted to reduce the amount of H3K27me2/me3by inhibiting the methyltransferase (EZH2 related EZH1).The results obtained in this study demonstrate a significant reduction in methylation of H3K27 (me1/me2 and me3) with an associated large increase in the amount of the unmodified peptide as expected (from 37.5% to 72.6% (see Figure 6.8A). Given that methylation of H3K27 is a step wise progression by EZH1 and EZH2115 it would make sense that the single methylated form also decreases with addition of UNC1999. These results are consistent with the analysis of the effects  of UNC1999 on a mouse leukaemia line where both H3K27me3 and H3K27me2 were decreased (8.5 to 1.7 and 30.9 to 7.1 % respectively) and while the singly methylated form decreased from 45 to 30%246.
There does not appear to be any off-target effects of this drug, see Figure 6.8B, C, which is surprising given that all of the other drugs have produced off target effects. This suggests that H3K27 methylation is not a signal which controls cross talk with other modifications, as the LC MS analysis did not identify alterations in other histone PTMs consistent with previous studies246. Changes in other histone PTMs may take longer to arise and have not have been produced by day 3 of culture.




[bookmark: _Ref512250487][bookmark: _Toc534537259]Figure 6.8- Effect of UNC1999 on epigenetic state in CHO cells.  Relative histone abundances for both clones on d6 of culture with and without 2 µM UNC1999. Significance calculated through multiple t-tests using Holm Sidack correction factors. n=3. Error bars are 1std. Red = clone 54, blue = clone 22 * = p<0.05, **=p<0.01, ***p<0.005.  A) Combined methylations states of K27 on KSAPATGGVKKPHR. B) KSTGGKAPR peptide of H3. C) KQLATKAAR peptide of H3.




UNC1999 has caused the same phenotypic changes in both clones, though the reduction in growth is slightly more pronounced in clone 22. The epigenetic profile has been affected in the same manner in both clones. The results therefore show that this drug has caused the predicted change in histone modification abundance, but not the predicted change in phenotype. Given that K27me3 strongly correlated with growth in chapter 5.3.5, the fact that this drug does not increase growth despite having a strong effect on H3K27me3, shows that an increase in H3K27me3 alone does not increase cell growth, despite being strongly correlated with it. Given that this is the only drug with the predicted effects on the epigenetics, it shows that EZH1/2 are very specific enzymes to H3K27 methylation.
[bookmark: _Toc532636365]Conclusions
In this Chapter the effects of 4 different chemicals on the epigenetic profile in CHO cells has been studied and the resulting phenotypes were characterised. Detailed characterisation of the effect these chemicals have had on the epigenetic profile gives further information on how the epigenetics of CHO cells affects the behaviour of the cells.
However, as dose response curves were not calculated it is likely that optimal conditions for each drug were not found. This means that it is possible that at different concentrations of drug, different changes could be seen. This means that all that can be reliably commented on is what occurred at the concentration used, and the effects seen with each drug at one concentration. As in all cases except UNC0638 changes in the epigenetic profile were seen, it can be stated that the addition of the drugs NaBu, UNC1999 and GSK-J1 have had an effect on the histone modifications of the CHO cells.
Size of change in epigenetic profile required
The addition of UNC1999 and UNC0638 to CHO cells causes small changes in the epigenetic profile, altering the abundance of only a small number of histone PTMs and results in no significant changes in the phenotype. These drugs only affected a single location or a few proteoforms and no significant consistent change in phenotype was observed. However, large changes in both the epigenetic profile and cell phenotype, were observed upon the addition of NaBu and GSK-J1. These results demonstrate that limited alterations in the global relative abundance of a histone PTMs does not result in a significant change in cell growth rate or protein production, and therefore only potentially limited changes in gene expression in this case. However, the addition of NaBu as expected changed all lysine acetylations and methylation on H3K27 resulting in reduced cell growth and increased titre. The addition of GSK-J1 despite being chosen for its specificity to H3K27me3 resulted in alterations in both H3K9 methylation and H3K4 methylation and caused a reduction in cell growth.
The addition of NaBu resulted in increased acetylation (and H3K27me3) which can be linked to a decrease in cell growth rate, in addition, the results with GSK-J1 demonstrate that it is possible that an increase in H3K27me2, H3K9me2, H3K4me3 as well as H4K20me2 could be linked with a decrease in growth rate and an increase in specific productivity. The first three histone PTMs were not identified in the previous Chapter as correlating with growth rate which shows that this approach can give more information on how the epigenetic profile relates to phenotypes. However, care must be taken in drawing conclusions about the epigenetic profiles effects on the cell through these techniques as it has not been proven that the only effect of the drugs is on the histone writers or erasers and no other proteins which could lead to a change in phenotype observed. In addition, the  small molecule inhibitors may  trigger a stress response in the cell which would also affect the epigenetic profile132.
Importance of methylation state of H3K27
Examining the pair of drugs that targeted H3K27 methylation (UNC1999 and GSK-j1) the results show that reducing the relative abundance of H3K27me3 using UNC1999 does not improve cell growth. However, the results also show that other histone PTMs were also affected and therefore it is not possible to Identify from this experiment if the reduction in growth caused by GSK-J1 is due to H3K27me2 alone or in addition with another histone PTMs . Given that GSK-J1 appears to have increased dimethylation of H3K9 and H3K27 it is possible that an increase in dimethylation is related to growth, but further experiments would be required to prove this. It is also interesting to note that the addition of NaBu decreased cell growth, while increasing the relative abundance of both H3K27me2 and H3K27me3. This gives two instances where an increase in H3K27me2 is linked with a reduction in cell growth, although there are many other changes in both experiments which could explain the reduction.
It was predicted that by decreasing the amount of H3K27me3 then growth rate would be increase. While this change in the histone PTMs was achieved with the addition of UNC1999, it did not increase growth. This coupled with the nonspecific changes caused by GSK-j1 combine to show that altering the amount of H3K27me3 does not control the growth rate in CHO cells. The correlation between H3K27me3 and growth may be the result of other changes which do cause the reduction in growth such as changes in the activity of proteins, which then affect the epigenetic profile.
However, to be able to determine what the changes in expression might be and thus provide more evidence for this hypothesis the location of where the changes are taking place must be identified. Gene ontology of the gene the changes may be taking place over would allow for a deeper understanding of what is occurring.
CHO cells have been optimised for growth using several strategies for over 50 years including directed evolution31, which has been shown to have an effect on the epigenetics of a cell line13. It is possible that the CHO cells used are close to the highest growth they can obtain without the addition of more genes or an increase in the available resources such as a feed improvement. Therefore, perturbations to the system are not likely to result in a further effect on cell growth. 
Behaviour of different clones under the same inhibitor
The results show that the addition of GSK-J1, UNC1999 and NaBu resulted in very similar changes to the relative abundance of histone PTMs in both clones 22 and 54, however while the phenotypes were similar they were not identical. With NaBu clone 22 saw a reduction in growth a day later than clone 54. With UNC1999 and GSK-J1 clone 22 saw a greater drop in growth than clone 54. If a reduction is growth rate is assumed to be a sign of a cell not adapting well to the induced changes, it suggests that different clones have different susceptibility of epigenetic changes. Examining the changes that were statistically significant it appears that the epigenetic profile in clone 54 is more changeable than clone 22. Clone 54 appears more sensitive to changes in acetylation while clone 22 is more sensitive to methylation. As the differences in phenotype are more severe in clone 22 when methylation modifications are altered, despite the fact that when the epigenetic profile is examined the changes are more pronounced in clone 54. When acetylation is altered with NaBu clone 54 had the more severe phenotype with a larger growth reduction. However more experiments with more cell lines would be required to have confidence in the differences. As the phenotypic effect is consistent in both lines, though the degree of the effect changes, it may be possible to create a model to predict the phenotypic effect of changing the epigenetic state that would be applicable in general to CHO cells.
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In this work I aimed to produce a detailed epigenetic profile of CHO cells which could be used for generating engineering targets to improve therapeutic production in CHO cells.  In this study I have used mass spectrometry approaches to generate the first detailed profile of histone PTMs in CHO cells. Over 50 proteoforms have been characterised and quantified in four different CHO cell lines, enabling a comparison of the epigenetic profile or pattern of histone PTMs in the different CHO cell clones. Furthermore, I have analysed how these histone PTMs change throughout cell culture including throughout fed batch culture. 
Results obtained in this Thesis has produced a large omic resource of particular interest in both academia and the biopharmaceutical industry that can be interrogated to generate targets for engineering. The data in chapter 4.4.1 provides further insight into the epigenetic differences between cell lines. Given the large heterogeneity between cell lines at the genetic level7, 13, 170, the similarities in the epigenetic profile is interesting. While there are clearly some differences between lineages and between clones, at the global level there appears to be fewer differences than in the genetic sequence. This may imply that epigenetic control is more essential for CHO cells to maintain than changes in genetic code. However, as mass spectrometry data does not provide information on genome wide location of histone PTMs, further studies using ChIP-Seq methods would be required to confirm the similarities at the epigenetic level.
In Chapter 5.3.5 I modelled the MS data using linear regression to identify which histone PTMs may be important in controlling growth, titre and cell size. While the targets chosen in Chapter 6 did not produce improvement in growth it does show that this data can be used to alter the phenotypes of CHO cells. This data set should be useful to others hoping to optimise CHO cell production as epigenetic targets are rarely used for CHO cell engineering, and data generated in this Thesis can provide a basis for generating new hypotheses. This large data set, if appropriately modelled, could provide new insights into epigenetic control in CHO cells. As it is global data, it means that strategies such as knocking out particular writers/erasers would be valid techniques for changing the epigenetic profile more inclined towards growth or productivity.
However the lack of cell cycle synchronisation will confound the data, meaning that changes in modifications that have been previously linked to cell cycle must first be examined with the aim of identifying if the changes in abundance seen can be explained by a different proportion of cells at that point in the cell cycle, before assuming the modification may be indicative of other funcions. 
[bookmark: _Toc532636369]Analysis of the data and roles of different types of modifications
Mass spectrometry data provides information on histone PTMs at the global level, informing us of the relative abundance of each proteoform in the nucleus. Therefore, if a given proteoform has an abundance of 20% then it is found on 20% of the histones in the nucleus. However, for this to be true correction factors must be applied to correct for differences in ionisation efficiency, which has been performed throughout the analysis in this thesis. In chapter 5.3.1 the relative abundance of each modification was compared with the relative abundance of that modification at different points in culture, allowing changes in the overall modification state of chromatin to be monitored. By analysing these changes through culture, it was hoped that key modifications could be identified, subsequently targeted to alter the abundance which would alter the phenotype of the cell.
One thing that has arisen from the data set is the understanding that it is misleading to look at a single histone PTM in isolation, despite this often occurring in the wider literature. Recent work has also exemplified this issue where H4K20me2 was shown to have different behaviour depending on the acetylation state of the H4 tail126. In chapter 5.3.1 there were 22 proteoforms that changed in relative abundance through cell culture. Given that many modifications have been shown to cross talk with other PTMs228 (with more being identified as better techniques for studying crosstalk become readily available126) it would be unreasonable to assume that none of the proteoforms that changed in abundance had a knock on effect on any other modification. 
Throughout this work individual proteoforms have been assigned functions they have been associated with based on the wider literature such as senescence or active chromatin103, 118. It is possible to assign each proteoform to a group based on known roles of the modification such as modifications present on active genes. For most of these groups the direction of change in abundance is not consistent across all members of the group. One example of this occurring is the case of functional groups assigned by the transcription rate of the genome where a modification is present. Lysine methylation modifications associated with gene silencing increased through cell culture as well as acetylation which is associated with active gene transcription. This shows that by examining marks in isolation, incorrect conclusions can easily be drawn, as examining methylation or acetylation separately would lead to opposite conclusions.
[bookmark: _Toc532636370]Advantages of mass spectrometry for histone PTM analysis
Mass spectrometry allows the analysis of multiple histone PTMs in the same experiment. One advantage for looking at many modifications at once is that modifications that it is unbiased. In the literature the same 6-8 modifications are commonly studied by ChIP-Seq (H3K4me3, H3K9me3, H3K27ac, H3K27me3 and H3K36me3), and therefore could be perceived as more important for understanding epigenetics than they necessarily are. Through the mass spectrometry studies used here, several less commonly studied modifications have been identified as possibly important in several cellular processes. H4K20me1/me2/me3 has shown very strong phenotypes with increases from 20% to 80% of H4K20me2 throughout culture in the fed batch analysis.  H3K36me1 also showed a strong correlation with CHO cell growth as well as a 2-fold decrease in abundance through cell culture. All of these modifications are not commonly characterised in ChIP based works. These results therefore highlight the advantage of using an unbiased technique that will give information an all modifications first to allow rational choices to be made for which modifications should be examined through single modification techniques. Mass spectrometry also helps identify new targets as well as allowing the complex interactions between modifications to be examined. This allows Histone PTMs that change between conditions to be identified, which may be the interesting ones to study through ChIP-Seq methods. Mass spectrometry information also provides useful information for planning ChIP-Seq experiments as the abundance of a histone PTM provides an indication of how much of the genome the modification is on, as highly abundant modifications will be present over more of the genome. This can help to suggest antibody amounts necessary for pull downs as the more of a modification present in the genome, the more antibody will be required to bind it all. It may also allow predictions of how much sequencing will be needed as broad and narrow peaks require different depths of sequencing to analyse accurately247. I think that if a modification is present at a high abundance it is more likely to form broad peaks, such as how H3K27me3 and H3K9me3 behave, while lowly abundant modifications such as H3K27ac are more likely to form narrow peaks13, however there is not enough data where both MS analysis and ChIP-Seq have been performed in the same system to prove this248. If a modification is abundant then it will probably be found in broad peaks covering most of the genome, whereas if it is lowly abundant it is probably more localised. 
Another interesting facet that would not have been identified without looking at modifications in combination is the trend that H3K27ac behaves differently to other acetyl modifications on H3. Over time in cell culture it was shown to decrease over time in the SILAC experiments (Chapter 5.3.4) while several other acetylation PTMs (H3K9me3K14ac, H3K23ac) were shown to increase. In the d3-d6 SILAC dataset described in chapter 5.3.4 it was the only acetylation to decrease over time. H3K27ac is known to be placed in narrow peaks from ChIP-Seq datasets which is part of the reason why its total abundance is low13. Narrow peaks show that the modification is placed in very specific regions of only a few hundred base pairs (2-3 nucleosomes)247.  It is unclear how other acetylations are distributed due to the lack of ChIP-Seq data.  They may be found in broad peaks, which can span entire gene bodies, especially K18ac and K23ac where the abundance in the cell is relatively high103. Previous studies have demonstrated that there are differences in behaviour between acetylation modifications at different lysines.  One example of different acetylation having different functions is H3K9ac which has described as not associated with enhancers while H3K18ac is associated with 20% of them103. However, I have not found any evidence in the literature where H3K27ac is mentioned as behaving differently to the majority of other lysine acetylations. When NaBu was added to cell culture as described in chapter 6.3.1 there was a small increase in the H3K27ac abundance though it was not significant. As H3K27ac is only found in a few areas in the genome perhaps it is a modification with a greater control of function as it may be the key distinguisher between similar combinations of modifications where each combination has a different function.
One reason H3K27ac might behave differently to other acetylation modifications is that H3K27me3 and H3K27me2 are important repressive modifications that are strongly associated with quiescence. Other acetyl locations do not have a modification that is strongly associated with senescence that is mutually exclusive with acetylation. This may suggest that H3K27me3 is critical for gene silencing that occurs in quiescence. However, previous studies have shown that addition of H3K27me3 alone is not sufficient for gene silencing, suggesting that the increase in H3K27me3 seen here cannot be acting in isolation to cause gene silencing80.
The H3Kme1K36me1 proteoform has been identified as correlating to CHO cell size but not cell growth. As it is a combinatorial modification, its role has not had any functions associated previously. However, altering combinatorial modifications is difficult, as multiple enzymes need to be targeted. Several of the combinatorial proteoforms of the KSAPATGGVKKPHR peptide showed changes throughout culture (such as H3K27me2K36me2 and H3K27me2K36me1) which both increased through culture in clone 150. These results further demonstrate the importance of combinatorial analysis. Examining modifications in isolation would not allow these nuances to be revealed.
Another interesting aspect of methylation, was observed by the addition of UNC1999 to CHO cells (Chapter 6.3.4,). The results showed UNC1999 altered the abundance of H3K27me3 but did not cause any off-target effects. Previous studies have shown that H3K27me3 has been linked with cross talk with many other histone PTMs127, 249. The addition of UNC1999 to CHO cells in this study caused a change in the relative abundance of H3K27me3 without altering the methylation/acetylation state of other lysines that were characterised using mass spectrometry in this study. This suggests that H3K27me3 does not recruit other writers/erasers to affect other histone PTMs where it is located meaning it is not the cause of crosstalk between it and other modifications. Further experiments would be required to prove this however as the addition of a small molecule may disrupt natural processes within the cell. Given that adding a drug into a system will alter it, it is possible that if the crosstalk between H3K27me3 and other modifications is mediated through the polycomb complex the addition of UNC1999 may have disrupted this as UNC1999 disrupts this complex250. 
Following the generation of the epigenetic data presented in this study and the subsequent modelling see Chapter 5), the further proposed aims of this thesis was to use the data to identify potential histone PTMs as targets for engineering strategies aimed at improving the titre and growth of CHO cells. This will require the accurate prediction of effect of altering epigenetic modifications would have on the behaviour of the culture.
However, the engineering targets generated from the data collected in Chapter 4/5 and tested in Chapter 6 were shown to be unpredictable. Despite the difficulties of altering just one histone PTM, (see Chapter 6.3.1/6.3.3) it was shown that changing a single modification was unlikely generate the desired phenotype.  This implies that to actually alter the epigenetics a manner that will generate the desired phenotype, multiple histone PTMs need to be simultaneously altered. The results shown in Chapter 6, demonstrate that the drugs that caused the greatest phenotypic changes in CHO cells (NaBu and GSK-J1) also caused the largest number of histone PTMS to changes in their relative abundance (18 for NaBu and 8 for GSK-j1). Histone PTMs are known to act in combination, a number of studies have demonstrated that typically groups of 5-6 different histone PTMs have been identified as occurring in separate patterns and localised over different regions of the genome103, 126, 137. These groups were associated with different levels of expression and 27% of identified patterns were found on multiple genes103, with the 13 most common patterns associated with over 60 genes each. One of the most active combinations of histone PTMs was found over genes involved in cellular physiology and metabolism, the housekeeping genes103. This suggests that it is the combination of histone modifications that control gene expression rather than individual PTMs and therefore the whole profile would need to be altered to cause a desired phenotypic change. This hypothesis is also consistent with the results shown in Chapter 5.3.5.2 where the  number of histone PTMs that correlated with both cell growth rate and cell size (7 in batch and 31 in fed batch) was large, suggesting that one proteoform may have roles in several different functions of the cell.
Taking the combinatorial information into account suggests that correlation analysis was not the best way to model the data as this is investigating proteoforms in isolation. A better model would examine all data at once rather than just one modification at a time as this will probably generate robust new hypotheses and therefore better engineering targets. The effects from each drug will also be useful to include in this model as data on how altering the system affects phenotype will give the model more accuracy.
It also means that to alter the epigenetic state of the cell in a way that is useful for improving productivity the whole profile will need to be altered. This will involve changing the efficiency of multiple enzymes making it hard to predict what changes will occur given that multiple enzymes with differing redundancy states will need to be affected.

[bookmark: _Toc532636371]Further work
There are many approaches that could be used to gain a deeper understanding of epigenetics in CHO cells. One of the first steps would be to generate a better model for the data. This model will need to consider all histone PTMs simultaneously and output an ideal level of multiple histone modifications to aim for. The single modification correlation analysis in Chapter 5.3.5 was shown to be insufficient for prediction of function in Chapter 6. This suggests that multiple modifications will need to be altered at once to cause predetermined changes in phenotype, which is needed for engineering. It will also be useful to increase the number of phenotypes monitored to include  apoptosis, cellular components (such as ER volume), biomass accumulation and stress responses in order to gain a better picture of CHO cell function and studying how epigenetics plays a role. This would also allow the identification of which cell phenotypes the epigenetics of the cell play a key role in the regulation of, and thus which phenotypic targets can be engineered through changing the epigenetic profile. I expect that many functions in the cell the epigenetic profile will not be a valid target for engineering as it is a general (over many genes without much specificity) mechanism unless the method is to alter the epigenetics over particular genes. It is important to consider many phenotypes as if too few phenotypes are used then modifications may be assigned roles that they are only tangentially linked to rather than to their actual functions, or they may be assigned as involved in processes where they do not have control. An ideal model would take into account the changes in each proteoforms abundance throughout culture and map these to changes seen in different phenotypes seen throughout culture251. Inputs would be the measured phenotypes of the cell, the training set the data collected and presented here and the out puts would be the epigenetic profile most associated with each phenotype.
It may also be useful to look at other histone modifications such as phosphorylation, crotonylation, ubiquitination, SUMOylation glycosylation etc.  In this study only lysine methylation and acetylation have been examined. Given the data has been collected through DIA methods it will be possible re-analyse existing data sets to analyse different modifications and of the PTMs present on H3.3. However, most other histone PTMs are not highly abundant in the cell. This means to produce enough signal to allow for accurate identification and quantification on the mass spectrometry they must be enriched for during sample preperation62. Phosphorylation s can be enriched for using titanium dioxide columns 252, 253.  However, when enrichment is applied quantification will be more difficult and will require comparison to standard which can be added to both an unenriched sample and an enriched one to allow the relative abundance of enriched peptides to be calculated. Given that several low abundant histone modifications have been shown to cross talk with more abundant modifications125, 127, 142, 249, knowing how these modifications change through culture may be necessary to predict the effect of altering the epigenetic profile.
The results presented in Chapter 6 showed that it was difficult to predict the effect of changing global abundance of histone PTMs. This reveals some of the limitations of a global mass spectrometry approach where the genome wide location of modifications is unknown. If it is known which gene families different modifications are found on, it may be possible to use this information to predict what will occur in the cell when the modification is lost through gene ontology methods. While global data reveals which modifications change through culture, what genes this affects is unknown, and it is the change in transcription rates that will cause changes in phenotype in the cell. It will be helpful to examine where the marks are changing in batch culture to provide more information on how the cells epigenetics change over time in culture. This can be done by performing ChIP-Seq experiments to see if genes with similar functions have consistent changes in histone PTMs.
By using ChIP regions of DNA that are bound to particular histone PTMs can be isolated. This can then be sequenced through Illumina or other high throughput techniques. Once the DNA is sequenced, by comparing to an input sample it is possible to identify where the modification is enriched due to a larger number of reads across that region of the genome. Some modifications have narrow peaks such as H3K27ac, but many modifications form broad peaks. Broad peaks require a greater depth of sequencing as the edges of the peak are harder to identify. It is likely that H4k20me1 and H3K36me1 modifications will form broad peaks as the abundance of them in the cell is high.
Once peaks have been identified it is possible to collate information on the location of the modifications. It is useful to identify if the modifications are present in gene rich regions, enhancers or promoters or if they are mostly in areas without known functions. It is also worth identifying if the genes covered are active or inactive as the majority of genes in the CHO cell are not transcribed in cell culture. If they are mostly in areas without known functions it would suggest that the modification may be playing a more structural role affecting packing of the DNA and chromatin folding rather than a direct role in controlling gene expression. If the modification is present over genes or enhancers for genes it may have a larger role in control of gene expression. At this point it would be useful to identify gene expression changes through culture, this can be done through RNA-seq. Further analysis using gene ontology may suggest which functions of the cell will be affected by the identified changes in abundance through the MS data. Through the combination of RNA-Seq and ChIP-Seq it is possible to couple changes in gene expression to changes in the epigenetic profile. Mass spectrometry data can be used to suggest which modifications should be examined through ChIP-Seq by identifying which modification alter in abundance between conditions.
From this study H3K36me1 and H4K20me1 would be interesting histone PTMs to further study using ChIP-Seq as they strongly correlate with growth rate and have large abundance changes throughout cell culture. By performing gene ontology analysis on the genes where the modification is present it may be possible to identify which pathways would be affected if a histone PTM is altered. H3K27me3 may also be interesting to study as it also showed strong negative correlation with growth rate. Previous studies using ChIP-Seq targeting H3K27me3 in CHO cells showed that it changed over time in culture, but gene ontology analysis on where the modification was present was not been reported13.  It may also be useful to study some of the less abundant histone PTMs such as H3K27me2K36me2 or H3K27ac as they were shown to change through cell culture. Less abundant modifications in the cell are likely to be present over fewer genes and so the pathways changing them may affect should be easier to predict. Other interesting modifications identified in this study included a range of combinatorial modifications which are harder to examine through ChIP-Seq as a sequential pull down using two different antibodies raised against different histone PTMs would be required. A sequential pull down also would not differentiate between the two modifications being on the same tail or on the two different H3 tails in the nucleosome. However, a double pull down is more likely to give information on combinatorial modifications than investigating the modifications separately and then comparing the data, as it will reduce the variation that can arise through the use of biological replicates.

Future work may also be directed towards the identification of inhibitors to different writers/erasers allowing other histone modifications to be targeted. There is already some work towards this in the field of cancer epignetics254. With the ability to target more histone PTMs it may be possible to infer more information on the interplay between different modifications and how changing the profile affects CHO cell phenotype. Targeting H3K9me3 would be interesting as it would be useful to determine if it has similar effects to H3K27me3 or not. These studies  would provide further insight on the interplay between the two strongly repressive modifications which have both been found in heterochromatic regions68.
If targets can be found that give positive phenotypes it may be worth attempting to engineer, the cell to gain the effect without the need to add small molecules. Removing some of the class1 HDACs from the CHO cell lines may improve productivity but will probably have unwanted effects on growth. As many of the drugs have secondary targets, to narrow down the effect on the epigenetic state it may be required to target the proteins on a genetic level, either by RNAi or by cell line engineering to actually create the changes in the epigenetic state desired. As by targeting the gene of the writer/eraser it would remove some off-target actions by removing interactions between the small molecule inhibitor and proteins other than its target.
One other technique for editing the epigenome is CRISPR/Cas where by tethering a writer/eraser of a histone modification to the complex it can be brought to specific regions of the DNA. This has been previously shown to work in a location targeted manner over the transgene where the addition of  acetylation can increase protein production156. While CRISPR/Cas could be a powerful tool for altering epigenetics over a specific region, given the data presented here is global, it will not be useful for testing hypothesis generated from this data set.
The results shown in Chapter 6.3.1 demonstrate that strong phenotypic changes are mediated through the alteration of multiple histone modifications at once.  This could be achieved through adding multiple chemical inhibitors at once, although this is may have detrimental effects on cellular activity. For this to work first specific ways of targeting individual modifications must first be found so accurate predictions of the effect of a cocktail of inhibitors could be made. If one inhibitor changes the abundance of multiple modifications it will be complicated to design a cocktail to alter the epigenetic state towards the desired profile.
Finally, further work of interest could focus on the analysis of unstable expression in CHO cells. A comparison of the global epigenetic state of an unstable line could be performed, comparing the epigenetics at the beginning of culture (high product titre) and 20 passages later or a time when there was significant decrease in product titre. This will potentially reveal if there are differences in the global histone PTM profile associated with decreased or loss of productivity in CHO cells. Paredes et al., showed that loss of productivity over time was related to loss of acetylation over the transgene38, and other studies have shown that DNA methylation over the promoter can also cause the loss of productivity12. However, there is no information on whether or not there is a shift in the global epigenetics related to instability. Differences in the global profile in such systems may make a useful screening tool for clones as stable profiles can be determined, or allow the determination of which inhibitors, if added to culture could prevent the loss of productivity.
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[bookmark: _Toc532636375]Chemical list
	Chemical
	Supplier

	Acetone 
	Thermo Fischer Scientific

	Acetonitrile (ACN)
	Thermo Fischer Scientific

	Acrylamide
	Thermo Fischer Scientific

	Ammonium bicarbonate (ABC)
	Sigma-Aldrich  

	Ammonium hydroxide 
	Sigma-Aldrich  

	Arginine
	Sigma

	Ammonium persulfate (APS)
	Sigma

	Arginine 10
	CK Isotopes

	Blue pre-stained standard Broad range protein ladder 
	New England BioLabs

	Bovine serum albumin (BSA)
	Sigma-Aldrich

	Bradford reagent
	Thermo scientific

	Bromophenol blue
	Sigma-Aldrich  

	Calf histone standard 
	Sigma-Aldrich. 

	CD-CHO media
	Invitrogen

	Colloidal Coomassie brilliant blue dye 
	Sigma-Aldrich  

	Dimethyl sulfoxide (DMSO)
	Sigma - Aldrich

	[bookmark: RANGE!C21]Dithiothreitol (DTT)
	Sigma-Aldrich  

	Ethanol
	FischerScientific 

	Ethidium Bromide 
	Sigma-Aldrich

	Ethylenediaminetetraacetic acid (EDTA)
	Sigma-Aldrich

	Formic acid
	Sigma-Aldrich

	Glacial acetic acid 
	Thermo Fischer Scientific

	Glycerol 
	Sigma-Aldrich  

	Glycine 
	Thermo Fischer Scientific

	GSK-J1
	Generon

	Human IgGκ from human plasma
	Sigma

	HPLC grade water
	Thermo Fischer Scientific

	HT supplement 
	Thermo Fischer Scientific

	[bookmark: RANGE!C33]Iodoacetic acid (IAA)
	Sigma-Aldrich

	Isopropanol 
	Thermo Fischer Scientific

	L-Glutamine 
	Gibco, Life technology 

	Lysine
	Sigma

	Magnesium chloride (MgCl )
	Sigma-Aldrich  

	Orthophosphoric acid
	Thermo Fischer Scientific

	[bookmark: RANGE!C39]Phosphate buffered saline (PBS)
	Sigma-Aldrich

	Porcine pancreas trypsin  
	Sigma-Aldrich

	[bookmark: RANGE!C41]Potassium chloride (KCl)
	Sigma-Aldrich  

	Propionic anhydride 
	Sigma-Aldrich  

	Puromycin 
	Life technologies

	Roche Complete EDTA free , Protease inhibitor
	Roche

	Sodium Butyrate (NaBu)
	Sigma

	Sodium phosphate dibasic
	Fisher Scientific 

	Sodium phosphate monobasic
	Sigma

	[bookmark: RANGE!C48]Sodium chloride (NaCl)
	Thermo Fischer Scientific

	[bookmark: RANGE!C49]Sodium dodecyl sulphate (SDS)
	Sigma-Aldrich  

	Sodium dodecyl sulphate running buffer
	National Diagnostics

	Sulphuric acid (H2SO4)
	Thermo Fischer Scientific

	TEMED
	Sigma

	[bookmark: RANGE!C53]Trichloroacetic acid (TCA)
	Thermo Fischer Scientific

	[bookmark: RANGE!C54]Trifluoroacetic acid (TFA)
	Thermo Fischer Scientific

	Tris–Cl pH 8.0, 
	Sigma-Aldrich  

	ValitaTITER buffer
	ValitaCell

	Tween-20 
	Sigma-Aldrich  

	UNC1999
	Cambridge Bioscience

	UNC0638
	Cambridge Bioscience

	FastElisa stop solution
	RD Biotech

	Fast Elisa dilution buffer
	RD Biotech

	Fast Elisa Red solution
	RD Biotech

	Fast Elisa TMB substrate
	RD Biotech

	β-mercaptoethanol
	Sigma-Aldrich  


[bookmark: _Toc532636376]Proteoforms searched for in DIA datasets
List of proteoforms searched for in DIA analysis
	H3K4me0
	H3K18ac0K23ac0 

	H3K4me1 
	H3K18ac1K23ac0 

	H3K4me2 
	H3K18me0k23me1

	H3K4me3
	H3K18me1K23me0

	
	H3K18ac0K23ac1

	H3K9me0K14ac0
	H3K18ac1K23ac1 

	H3K9me1k14me0
	

	H3K9me2K14ac0 
	H3K27me0K36me0

	H3K9me3K14ac0
	H3K27me0K36me1 

	H3K9ac1K14ac0
	H3K27me0K36me2

	H3K9me0K14ac1 
	H3K27me0K36me3 

	H3K9me1K14ac1 
	H3K27me1K36me0 

	H3K9me2K14ac1 
	H3K27me1K36me1 

	H3K9me3K14ac1 
	H3K27me1K36me2

	H3K9ac1K14ac1 
	H3K27me1K36me3 

	
	H3K27me2K36me0 

	
	H3K27me2K36me1

	H3NORM(41-49)
	H3K27me2K36me2 

	
	H3K27me3K36me0 

	H3K56ac
	H3K27me3K36me1

	H3K56me0 
	H3K27me3K36me2 

	
	H3K27ac1K36me0 

	H3K79me0 - BI10060
	

	H3K79me1 
	H4K20me2

	H3K79me2 - BI10062
	H4k20me3

	
	H4K20me0

	H4K5Ac0K8Ac0K12Ac0K16Ac0
	H4K20me1

	H4K5Ac1K8Ac1K12Ac1K16Ac1
	

	H4K5Ac1K8Ac1K12Ac1K16Ac0 - 3ac
	

	H4K5Ac1K8Ac1K12Ac0K16Ac0 - 2ac
	

	H4K5Ac1K8Ac0K12Ac1K16Ac1 - 3ac
	

	H4K5Ac0K8Ac0K12Ac0K16Ac1
	

	H4K5Ac0K8Ac1K12Ac0K16Ac0
	

	H4K5Ac1K8Ac0K12Ac0K16Ac0
	

	
	

	H3.3K27me0K36me0 
	



[bookmark: _Toc532636377]Code for linear regression analysis
####read in data###
setwd("/Users/Eleanor/Desktop/R analysis")

clone22<-read.csv("clone 22.csv")
clone54<-read.csv("clone 54.csv")
clone72<-read.csv("clone 72.csv")
clone150<-read.csv("clone 150.csv")

clone22<-read.csv("clone22FB.csv")
clone54<-read.csv("clone54FB.csv")

####tidy up data####

clone22<-clone22[1:18,]
rownames(clone22)<-clone22[,1]
clone22<-clone22[,-1]

clone54<-clone54[1:18,]
rownames(clone54)<-clone54[,1]
clone54<-clone54[,-1]

clone54<-clone54[-1,]
clone54<-clone54[1:17,]
rownames(clone54)<-clone54[,1]
clone54<-clone54[,-1]


clone72<-clone72[1:21,]
rownames(clone72)<-clone72[,1]
clone72<-clone72[,-1]


clone150<-clone150[1:15,]
rownames(clone150)<-clone150[,1]
clone150<-clone150[,-1]

###ensure everything has been read in a numeric####
for(i in 1:55){
    clone22[,i]<-as.numeric(as.character(clone22[,i]))
}

for(i in 1:55){
    clone54[,i]<-as.numeric(as.character(clone54[,i]))
}
for(i in 1:55){
    clone72[,i]<-as.numeric(as.character(clone72[,i]))
}
for(i in 1:55){
    clone150[,i]<-as.numeric(as.character(clone150[,i]))
}

###perform linear regression and store metrics###
storage_mat22<-matrix(ncol=3,nrow=50)
rownames(storage_mat22)<-c(1:50)
colnames(storage_mat22)<-c("p_value","slope","r_squared")

for(i in 3:53){
 

    if(sum(is.na(clone22[,i]))==0){

       lm_temp<-lm(clone22$growth.rate~clone22[,i])
       sum_temp<-summary(lm_temp)
       p_temp<-sum_temp$coefficients[2,4]
       slope<-sum_temp$coefficients[2,1]
       r_sq_temp<-sum_temp$r.squared
   
       storage_mat22[i-3,1]<-p_temp
       storage_mat22[i-3,2]<-slope
       storage_mat22[i-3,3]<-r_sq_temp
      
   }     
    rownames(storage_mat22)[i-3]<-colnames(clone22)[i]
     
}
####correct for multiple tests####
Bhcorr_22<-p.adjust(storage_mat22[,1],method="BH")
as.matrix(Bhcorr_22)
storage_mat22c<-storage_mat22
storage_mat22c[,1]<-Bhcorr_22

pdf(file="clone22growth.pdf")

for(i in 4:53){

 if(sum(is.na(clone22[,i]))==0){
###Produce graphs###	
   lmplot<-ggplot(data=clone22,aes(x=clone22$growth.rate,y=clone22[,i]))+geom_point()+geom_smooth(method="lm",se=FALSE)+
     	xlab("Growth Rate")+
	ylab("Relative abundance (%)")+
	ggtitle(colnames(clone22[i]))+
	annotate("text",x=min(clone22$growth.rate),y=min(clone22[,i]),hjust=-0.8,label=round(storage_mat22[i-3,3],4))+
	annotate("text",x=min(clone22$growth.rate),y=min(clone22[,i]),hjust=.2,label="R^2=") +
	annotate("text",x=min(clone22$growth.rate),y=min(clone22[,i]),hjust=-2.5,label=round(storage_mat22c[i-3,1],4))+
	annotate("text",x=min(clone22$growth.rate),y=min(clone22[,i]),hjust=-5.3,label="p=")
  print(lmplot)
 }
}
dev.off()
pdf(file="clone54grow.pdf")

###Identify which modifiactions are significant in all cases#####

ab<-merge(storage_mat22c,storage_mat54c,by=0)
cd<-merge(storage_mat72c,storage_mat150c,by=0)

allclones<-merge(ab,cd, by=0)

sig<-allclones[,c(3,6,10,13)]
slope<-allclones[,c(4,7,11,14)]

sig$count <- rowSums(sig<0.05)
slope$negative <- rowSums(slope<0)
slope$positive<- 4-slope[,5] 

slope$name<-allclones[,2]
sig$name<-allclones[,2]
sigslope<-merge(sig,slope,by="name")
counts<-sigslope[,c(1,6,11,12)]

siglist<-counts[counts$count >0, ]
siglistcorrect<- siglist[siglist$negative %in% c("0", "4"), ]

[bookmark: _Toc532636378]Code for PCA analysis
####Read in data and required packages###
library(MASS)
library(ggplot2)
library(ggfortify)
library(calibrate)
library(grid)
library(gridExtra)

setwd("/Users/Eleanor/Desktop/R analysis")

data<-read.csv("allclonesjusthistone.csv")
rownames(data)<-data[,1]
data<-data[-1]

means<-read.csv("meansforPCA.csv")
rownames(means)<-means[,1]
means<-means[-1]

dataFB<-read.csv("allclonesANDFEDBATCHJUSTHISTONES.CSV")
rownames(dataFB)<-dataFB[,1]
dataFB<-dataFB[-1]

####single clone PCA plots#####
clone22 <- data[1:18,]
clone54 <- data[19:33,]
clone72 <- data[34:54,]
clone150 <- data[55:69,]
c22<-autoplot(prcomp(clone22[,4:48]),data = clone22, colour = 'culture')+ggtitle("Clone 22")
c54<-autoplot(prcomp(clone54[,4:48]),data = clone54, colour = 'culture')+ggtitle("Clone 54") 
c72<-autoplot(prcomp(clone72[,4:48]),data = clone72, colour = 'culture')+ggtitle("Clone 72")
c150<-autoplot(prcomp(clone150[,4:48]),data = clone150, colour = 'culture')+ggtitle("Clone 150")

####multiple clones at once plots#####
Ma<-autoplot(prcomp(means[,4:48]),data = means, colour = 'clone')+ggtitle("All clones coloured by clone")
Mb<-autoplot(prcomp(means[,4:48]),data = means, colour = 'culture')+ggtitle("All clones coloured by day in culture")

Mc<-autoplot(prcomp(means[,6:35]),data = means, colour = 'clone')+ggtitle("All clones coloured by clone")

Md<-autoplot(prcomp(means[,6:35]),data = means, colour = 'culture')+ggtitle("All clones coloured by day in culture")+scale_color_gradientn(colours = rainbow(5))

[bookmark: _Toc532636379]Electronic Data files
[bookmark: _Toc532636380]Raw intensity data
Label free intensity data
File titled Intensity data. Corrected intensities for each clone in both batch and fed batch studies used in label free analysis as described in chapter 5. Tab 1:clone22, Tab 2:clone54, Tab3: clone72, Tab4: Clone150, Tab5 = fed batch data
Ratios for SILAC comparisons
File titled SILAC ratios. Ratios calculated from intensity data for all of the SILAC experiments as described in chapter 4/5.
Intensity data for chapter 6
File titled intensity data with inhibitors. Corrected intensities for experiments done with the addition of small molecule inhibitors as described in chapter 6. Tab1 – NaBu, Tab 2 – UNC0638, Tab3 – UNC1999 Tab4 – GSK-J1
[bookmark: _Toc532636381]Linear regression plots
 Plots of each individual linear regression in PDF format. Files are labelled by clone and then what the correlation was with. Each plot is on a separate page.
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								siglist												siglist correct																		siglist - all in one….

																						mod		no.correct		negative		positive												Row.names		corrected p value		uncorrected p value		count

								mod		no.correct		negative		positive								H3K18k23me		1		0		4						not found induvidually				5		H3K18k23me		0.01068755		4.75E-04		2

								H3K18ac0K23ac1		1		2		2						8		H3K27me0K36me0		1		0		4										9		H3K27me0K36me1		0.062488482		8.33E-03		1

						5		H3K18k23me		1		0		4						13		H3K27me1K36me1		1		0		4										13		H3K27me1K36me1		0.091552614		1.63E-02		1

						6		H3K18me1K23un		1		3		1						17		H3K27me2K36me1		1		4		0										16		H3K27me2K36me0		0.083233752		1.29E-02		1

						8		H3K27me0K36me0		1		0		4						19		H3K27me3K36me0		1		4		0										20		H3K27me3K36me1		0.055595517		5.11E-03		1

						9		H3K27me0K36me1		2		1		3						20		H3K27me3K36me1		2		4		0										34		H3K9me0K14ac0		0.110983986		2.22E-02		1

						13		H3K27me1K36me1		1		0		4						42		H4K20me0		2		0		4										40		H3K9me3K14ac0		0.139492159		3.10E-02		1

						17		H3K27me2K36me1		1		4		0						44		H4K20me2		1		4		0										41		H3K9me3K14ac1		0.055595517		6.18E-03		1

						19		H3K27me3K36me0		1		4		0						45		H4k20me3		2		4		0										42		H4K20me0		0.001246034		2.77E-05		2

						20		H3K27me3K36me1		2		4		0																								45		H4k20me3		0.037838583		2.52E-03		2

						22		H3K4me0		1		1		3																								50		X4ac		0.147571786		3.61E-02		1

						30		H3K79me1		1		3		1

						35		H3K9me0K14ac1		1		1		3

						40		H3K9me3K14ac0		1		3		1

						42		H4K20me0		2		0		4

						44		H4K20me2		1		4		0

						45		H4k20me3		2		4		0

								h3k4me0		1		1		3

								h3k4me2		1		1		1

								h3k4me3		1		1		1





thisis table

						comparison of histone modifications that correlated with cell size and growth rate

						Batch (clones 22, 54 72 and 150)								Fed Batch (clones 22 and 54)

						Modification		No. clones that correlated with growth		No. clones that correlated with cell size		direction of correlation		Modification		No. clones that correlated with growth		No. clones that correlated with cell size		direction of correlation

						H3K18k23me		2		1		positive		H3K18k23me		2		2		Positive

						H3K27me0K36me0		2		1		positive		H3K27me0K36me0		2		2		Positive

						H3K27me1K36me1		0		1		positive		H3K27me1K36me1		0		2		Positive

						H3K27me2K36me1		0		1		negative

						H3K27me3K36me0		3		1		negative		H3K27me2K36me2		2		2		negative

						H3K27me3K36me1		2		2		negative		H3K27me3K36me1		2		2		negative

						H4K20me0		3		2		positive		H4K20me0		2		2		Positive

						H4K20me2		2		1		negative		H4K20me2		2		2		negative

						H4k20me3		3		2		negative		H4k20me3		2		2		negative

														H3K4me0		2		2		Positive

														H3K9me0K14ac0		2		2		Positive

														H3K9me1k14me0		2		2		Positive

														H3K9ac1K14ac0		2		2		Positive

														H3K9me0K14ac1		2		2		Positive

														H3K9me1K14ac1		2		2		Positive

														H3K9me2K14ac1		2		2		negative

														H3K9me3K14ac1		2		2		negative

														H3K18me1K23un		2		2		Positive

														H3K18ac1K23ac1		2		2		negative

														H3K27me0K36me1		2		2		Positive

														H3K27me0K36me2		2		2		Positive

														H3K27me1K36me3		2		2		negative

														H3K27me2K36me0		1		2		negative

														H3K27me3K36me0		2		2		negative

														H3K27ac1K36me0		2		2		Positive

														H4K20me1		2		2		Positive

														H4-0ac		2		2		Positive

														H4-4ac		2		2		negative

														H4-3ac		2		2		negative

														H3K4me1		0		1		negative

														H3K18ac0K23ac0		1		1		Positive

														H3K18ac0K23ac1		1		1		negative

														H3K79me0		1		1		Positive

														H3K79me1		1		1		negative





cell size vs growth

								sig list correct cell size										sig list correct growth										is slope the same

								H3K18k23me		1		0						H3K18k23me		2		0						Yes

								H3K27me0K36me0		1		0						H3K27me0K36me0		2		0						Yes

												-						H3K27me0K36me1		4		0						no

								H3K27me1K36me1		1		0										-						no

												-						H3K27me1K36me3		1		4						no

								H3K27me2K36me1		1		4										-						no

								H3K27me3K36me0		1		4						H3K27me3K36me0		3		4						Yes

								H3K27me3K36me1		2		4						H3K27me3K36me1		2		4						Yes

												-						H3K9me1k14me0		2		0						no

												-						H3K9me3K14ac0		1		4						no

												-						H3K9me3K14ac1		3		4						no

								H4K20me0		2		0						H4K20me0		3		0						Yes

								H4K20me2		1		4						H4K20me2		2		4						Yes

								H4k20me3		2		4						H4k20me3		3		4						Yes

												-						X0ac		2		0						no

												-						X2ac		1		4						no

												-						X3ac		2		4						no

																										corrolation with growth = same a s cell size for mods that are consistent across clones

																												me1me1 present in size but not growth

																						negative						same number of clones with same slope?		if no, is mod present in both lists?		more negative corrolation in cell size		most coomon slope = 

								siglist cell size										siglist growth

												-						H3K18ac0K23ac0		1		2						no		FALSE

								H3K18ac0K23ac1		1		2						H3K18ac0K23ac1		2		2						Yes		FALSE

										-		-						H3K18ac1K23ac0		1		1						no		FALSE

										-		-						H3K18ac1K23ac1		2		3						no		FALSE

								H3K18k23me		1		0						H3K18k23me		2		0						Yes		FALSE

								H3K18me1K23un		1		3																no		FALSE

										-		-						H3K27ac1K36me0		1		1						no		FALSE

								H3K27me0K36me0		1		0						H3K27me0K36me0		2		0						Yes		FALSE

								H3K27me0K36me1		2		1						H3K27me0K36me1		4		0						no		TRUE		TRUE		positive

										-		-						H3K27me0K36me2		2		1						no		FALSE

										-		-						H3K27me0K36me3		1		1						no		FALSE

										-		-						H3K27me1K36me0		1		2						no		FALSE

								H3K27me1K36me1		1		0						H3K27me1K36me1		2		1						no		TRUE

										-		-						H3K27me1K36me2		2		1						no		FALSE

										-		-						H3K27me1K36me3		1		4						no		FALSE

										-		-						H3K27me2K36me0		2		2						no		FALSE

								H3K27me2K36me1		1		4						H3K27me2K36me1		2		3						no		TRUE		TRUE		negatvie

										-		-						H3K27me2K36me2		2		3						no		FALSE

								H3K27me3K36me0		1		4						H3K27me3K36me0		3		4						Yes		FALSE

								H3K27me3K36me1		2		4						H3K27me3K36me1		2		4						Yes		FALSE

								H3K4me0		1		1						H3K4me0		1		1						Yes		FALSE

										-		-						H3K56ac		1		1						no		FALSE

										-		-						H3K56me0		1		2						no		FALSE

								H3K79me1		1		3																no		FALSE

										-		-						H3K9ac1K14ac0		1		2						no		FALSE

										-		-						H3K9ac1K14ac1		2		3						no		FALSE

										-		-						H3K9me0K14ac0		2		1						no		FALSE

								H3K9me0K14ac1		1		1						H3K9me0K14ac1		2		1						Yes		FALSE

										-		-						H3K9me1K14ac1		2		1						no		FALSE

										-		-						H3K9me1k14me0		2		0						no		FALSE

								H3K9me3K14ac0		1		3						H3K9me3K14ac0		1		4						no		TRUE		FALSE		negative

										-		-						H3K9me3K14ac1		3		4						no		FALSE

								H4K20me0		2		0						H4K20me0		3		0						Yes		FALSE

										-		-						H4K20me1		2		2						no		FALSE

								H4K20me2		1		4						H4K20me2		2		4						Yes		FALSE

								H4k20me3		2		4						H4k20me3		3		4						Yes		FALSE

										-		-						X0ac		2		0						no		FALSE

										-		-						X1ac		1		2						no		FALSE

										-		-						X2ac		1		4						no		FALSE

										--		-						X3ac		2		4						no		FALSE
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