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Abstract

In this thesis the TOMCAT chemical transport model is used to investigate doegses which
control the concentrations of CO andg @ the Arctic troposphere. Particular focus is on under-
standing the main sources of CO3 @nd NQ, species in the Arctic, distinguishing between natural
and anthropogenic sources and the current drivers of interanatability (1AV).

First results from a new version of TOMCAT, with extended hydrocartleemistry and heteroge-
neous uptake of pDs, shows better agreement with observed CO from MOPITT, surfacessatio
and aircraft. Changes in simulated burdens demonstrate the importancetdCNis!a source of
CO, G; and PAN in the troposphere and show that the complexity of chemical scheayelsave
contributed to previously reported inter-model differences. The high Bénsitivity to additional
NMHC is particularly important in the Arctic as it is the dominant source ofyNi©the Arctic
lower troposphere, producing up to 30% of total i@ the summer.

This thesis contains the first source contribution analysis to consider impifite emissions
throughout the year in comparison to anthropogenic sources. Antheojmemissions are found
to be the largest source of Arctic CO (48%), followed by methane (25%)fiaes (13%). In
summer, fire and anthropogenic sources contribute equally to the total @@rbuBoreal fires
are the dominant source ofs@nd NQ, compared to anthropogenic emissions. North America
contributes the largest amount (30%) to the total anthropogenic CO huinleowed by East
Asia (26%), Europe (23%) and South Asia (9%). In contrast, North Agaenakes the largest
contribution (9%) to the Arctic @burden, followed by Europe (7%) and then Asia (6%). Overall,
CO shows that the Arctic is most sensitive to emissions changes in Europd\tid America
and then Asia.

Fire emissions are the dominant driver of current Arctic CO 1AV, causidegP3% of observed
variability. A statistically significant correlation is found between observedadd the El Nio

3.4 index due to a link with fires. El Rb is strongly associated with increased fire emissions in
regions of North, Central and South America, Africa, and Asia. In @st{iEl Nio is associated
with reduced fire emissions in eastern North America, Europe, southéanafid Australia. The
temperature dependence of fires in several regions indicates thattiviyawill increase in a
warmer climate.

Model simulations show that meteorology is responsible for 0-25% of Arc@icl&V. During
positive phases of the NAO, Arctic CO is increased in winter but is redicedmmer. This is the
first time that the effect of the NAO on transport to the Arctic has beenidered throughout the
year, showing a seasonal evolution in the Arctic response. i i shown to increase transport
from South Asia during winter and spring.
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Chapter 1

Motivation and aims

1.1 Motivation

Since the industrial revolution, emissions of trace gases from the combosfmssil fuels have re-
sulted in increased atmospheric concentrations of greenhouse gesesstarbon dioxide (CQ
and methane (ClJ. Greenhouse gases absorb outgoing long-wave radiation andotieeosin-
centration changes in these gases can affect global temperaturestvéabglobal surface tem-
peratures have increased by 0.74°C since 1906, during this periodwstmalisation, providing
evidence that human activities are perturbing the Earth’s radiation b{idR§eC, 2007).

Figure 1.1 shows observed sea surface temperature (SST) anomalies avexagetieowhole
globe and over different latitude bands relative to the 1880-1890 me@nT®®re is a positive
trend in all regions, however, the 60°N-90°N latitude band clearly exhé@itsuch higher tem-
perature anomaly, with an overall increase of 2.25°C. In the Arctic, thiegseof warming and
cooling prior to 1970 have been attributed to natural climate variability. Hoxyéve post-1970
warming has been shown to be caused by increased concentratioreenhguse gasedahan-
nessen et gl2004 ACIA, 2005. Analysis of observed SSTs, during this period of human-induced
warming, revealed that temperatures in the region north of 60°N haveibe®asing at a rate of
0.09°C per decade during the2@entury compared to 0.06°C per decade for the whole of the
Northern HemisphereACIA, 2005. This faster rate of warming in the Arctic has been termed
‘polar amplification’ and is due to feedback mechanisms, such as se#bamndeedbacks, where
melting ice leads to increased absorption of solar radiation, which furthexrnees warming in
the Arctic Serreze and Frangi2006. Climate model projections performed as part of the IPCC
(Intergovernmental Panel on Climate Change) report are shown inéFlgirThe amplified rate

of warming is clearly seen in the Arctic and suggest that this increasedfrat@rming is likely
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Figure 1.1Area-weighted mean observed surface temperature anomalies (°@Yertdahe 1880-
1890 mean, for different latitude bands (adapted fi®hndell and Faluvedi2009). The obser-
vations are from the Met Office Hadley Centre’s sea Ice and Seac®ufiamperature data set,
HadlSST1 Rayner et al.2003.
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to continue throughout the 21st century with a temperature increase ofafCtm the Arctic by
2100 Christensen et gl2007).

Climatic changes such as increased precipitation, reduced sea-icecandarer, increased river
discharge to the ocean and melting of permafrost have already beemabsethe Arctic ACIA,
2004). The Arctic climate is intrinsically linked to the rest of the globe and therefagetiserved
changes have global implications. Reduced surface albedo, due todemsdcsnow, results in
increased absorption of short-wave radiation increasing temperatutésif Christensen et al.
2007). The formation of cold dense water in the Arctic is also important as it calesgs down-
welling which drives part of the global oceanic circulation known as thetbealine circulation
(Clark et al, 2002. Increased input of freshwater into the Arctic ocean from incregsedip-
itation and river discharge reduces its salinity and density, thereby ireglticis downwelling
(Rahmstorf2000. This also has implications for global atmospheric circulation which is linked
to ocean currents. Any shift in oceanic and atmospheric circulation welcatemperature and
precipitation patterns globally as they both act to transport moisture andblkeatard from the
equator. Melting of glaciers is also expected to cause a rise in seaBirdbff et al, 2007). As

a whole, increased temperatures in the Arctic are expected to have wicleng consequences,
affecting the whole of human society, animal populations and plant sp&¢#a (2004).

For this reason, it is vital for anthropogenic emissions to be reduced ar twdnitigate the im-
pacts of climate change, allowing time for populations to adapt to regional eear@Q, the
largest contributor to radiative forcing, has a very long lifetime and tloeeghe benefits of emis-
sion reductions will not be seen for a long tinfeo¢ster et al.2007 Quinn et al, 2008. It has
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Figure 1.2 Mean projected surface temperature change (°C) for 2020-2029dled 2090-2099

(right) from multi-model simulations for different IPCC emissions scenaids(top), A1B (mid-

dle) and A2 (bottom) (taken frorBolomon et al(2007). The emission scenarios represent dif-

ferent partitioning between the usage of fossil fuel and renewablgiesewith B1 being equally

reliant on both and A2 being most reliant on fossil fuel.
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been suggested that emission reduction policies should firstly targetgoexof relatively short-
lived greenhouse gases, such as;@®8+12 years) Prinn et al, 1995 Forster et al.2007) and
ozone (Q) (~22 days) Stevenson et al2000, to mitigate immediate climate change, whilst also
reducing CQ concentrations for future benefitQqinn et al, 2008. Tropospheric @is the third
most important greenhouse in terms of its contribution to global radiativénfpiorster et al.
2007 and has been estimated to have contributed 0.3°C to total global warmingtasAeD.5°C
to Arctic warming during winter and spring since 188Bh{ndell et al. 20063. Os is produced
photochemically in the atmosphere and processes which control its almaesdarthe Arctic are
poorly understood$hindell et al. 2006a Law and Stohl2007 Jacob et a).2010. Other gases
which do not trap outgoing longwave radiation can also contribute to inagasmperatures
indirectly. For example, increased emissions of carbon monoxide (COn@manethane hydro-
carbons (NMHC) can affect the oxidising capacity of the atmospherediycing hydroxyl radical
(OH) concentrations, increasing the lifetime of gases such gsa@Hl Q3 (Forster et al.2007).

It is therefore important to understand the sources and sinks of pollutithreiArctic which are
contributing to the changing climate in order to mitigate global increases in tempeerBarticular
emphasis should be on which anthropogenic regions are contributing theommmcentrations
of trace gases in the Arctic. This will allow the implementation of effective emissgduaction
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polices to be put in place to curb the impacts of climate change. Due to the locatlmnlmreal
regions, fires have the potential to affect Arctic composition. Boread fire largely caused by
lightning strikes to the ground and modelling studies have shown that a dowbl®@; is likely
to increase the frequency of lightning across the northern hemispheteahto dryer and warmer
climatic conditions, increasing overall fire risklannigan and Van Wagnet991, Stocks 1993
Price and Rind1994 Stocks et a].1998 Flannigan et a).200J). It is not well known how fires
impact the Arctic and therefore an understanding of how current le¥éli®mass burning affects
Arctic composition will also allow us to understand how the climate may be affectie ifuture.
Understanding how fire emissions and anthropogenic emissions affétdteoverall will allow
us to understand whether anthropogenic emission reduction policies witteembncentrations in
the Arctic.

Three-dimensional (3-D) global chemical transport models (CTMsusedul tools for studying
issues such as these, where the problem is dominated by long-rangmttarigpollution from a
wide range of sources. The Arctic is characterised by very low tempesta stable boundary
layer, snow/ice-covered surfaces and a strong seasonal solatioaccycle. Modelling Arctic
composition is particularly challenging due to these complexities. Previoussasents, using
spatially limited observations only at the surface, identified that CTMs shg# eviations from
both the observed and simulated means of short-lived pollutant concemssaticch as CO andsQ
in the Arctic (Shindell et al., 2008). This suggests a lack of understaridiegms of the chemical
and transport processes controlling such budgets. This has implicatiom®fe complex climate
models which are used to predict Arctic and global climate response to emi$singes using the
chemical mechanisms from CTMs. Models need to be constantly evaluated sith thata so we
can better understand and reduce model limitations and errors, making nearatacsimulations
of global climate and atmospheric composition possible in the future.

1.2 Aims

The main focus of this thesis is to improve our understanding of the main soofdectic CO
and & using a global chemical transport model, TOMCAT, to simulate the exporblbditipn
polewards. The specific research aims are to:

1. Evaluate the ability of chemical transport models to simulate Arctic ropospheric com-
position. The TOMCAT model is compared to newly available trace gas measurements
from the POLARCAT-summer 2008 aircraft campaign in combination with serfzbser-
vations and satellite measurements to better understand model weaknassasaPfocus
is paid to CO, @ and NG, species.
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2. Quantify the main sources of trace gases within the ArcticNovel CO tracer experiments
are used to track mid-latitude pollution emissions from anthropogenic, firebaggnic
emissions to quantify their contributions to Arctic burdens between 199%-2Dide major
Northern Hemispheric anthropogenic emission regions are differentiatuaebn, along
with natural and man-made fire contributions. The impact of the regionataagenic
and boreal fire emissions are then also estimated taar@ NG, species.

3. Investigate the processes which control observed interannuatriability of CO in the
Arctic. An integral part of understanding future changes in the burdens ofspineoic trace
gases in the Arctic is to better understand the current processes whidb kezent observed
variability. A range of model simulations are used to compare the impact of nodiggr
and fire emissions on the interannual variability in CO between 1997-200@ndes in
transport to the Arctic during different modes of naturally occurring clin@geillations,
such as the NAO, PNA and EI Rib are also considered. Drivers of fire emissions variability
are also studied.

1.3 Layout of this thesis

Background descriptions of the atmosphere, long-range transpgusipberic chemistry and cli-
mate of the Arctic are given in Chapt®ralong with a discussion of the current state of knowledge
and literature, which are relevant to the work presented in this thesis. OMCRAT CTM, which

is used throughout this thesis, is described in Chaftdviodel updates which have been devel-
oped and tested as part of this thesis are also discussed here, inclydieg/lg implemented
emission estimates, 2) an extension of organic chemistry and 3) a treatmeteafdeneous up-
take of NOs by aerosol. Testing and evaluation of the newly updated version of theQ&AIM
model, in comparison to surface observations of CO, M@d G, and satellite measurements of
CO, are shown in Chaptdr Contributions to Arctic burdens of CO ands@om anthropogenic
and fire sources are estimated in Chapterhis chapter also considers how the Arctic sensitivities
to anthropogenic regional sources vary seasonally due to diffeesrgort pathways. The sources
of inter-annual variability of CO are discussed in Chagdbcusing on meteorological variations
in transport patterns and changes in emissions from biomass burninginflilience of climate
modes on both transport and fire emissions are also further investigatad anéipter. Chapterf
compares TOMCAT to aircraft data from the POLARCAT campaign and tig&tes the sensitiv-
ity of O3 to Arctic PAN. Finally all results are summarised in Cha@erlong with a discussion
of how they have addressed the aims presented in Setitkemd suggestions of possible future
work.






Chapter 2

Background

2.1 The atmosphere

The atmosphere is a layer of gases which lies above the Earth’s surfasdy composed of ni-
trogen 78%), oxygen £21%) and argon<1%). Water vapour is the fourth most abundant gas,
which is mostly present in the lower atmosphere, varying in concentratiotodaa@aporation and
precipitation. Trace gases and particles make up the rest of the atmasphiefe are affected by
both natural and human emissions from the surface of the Earth. The dtemesyan be separated
into different layers characterised by changes in temperature anslupgesThe lowermost part
of the atmosphere is called the troposphere, which is defined by a dednemsnperature with
altitude. The troposphere contains 80% of the mass of the atmosphereparikBges rapid ver-
tical mixing due to surface heating. Above the troposphere lies the strai@spthich is defined
by an increase in temperature with altitude due to absorption of ultraviolet (aliation by the
ozone layer. The tropopause is where these two regions meet. The bkitlettropopause is
determined by the extent of vertical mixing in the troposphere, with an agdraight of~18 km

in the tropics and-8 km at the poles. Due to the stable conditions of the tropopause (warm air
in the stratosphere overlying colder denser air), air is mixed very slowtlydzn the two layers.
Above these layers, are the mesosphere, thermosphere and exospher

The troposphere can be further separated into the free tropospgfierarid the boundary layer
(BL). The BL is the lowest part of the troposphere, defined as themegfiair which is influenced
by the Earth’s surface and responds more quickly to surface tempectanges than the FT. The
FT is the region of air above the boundary layer extending up to the troigepd he height of the
boundary layer depends on the meteorological conditions, with lowerdawyriayer heights in
stable conditions. In general, the boundary layer extends from thacguup to 500 m to 3,000 m
altitude.
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Emissions of trace gases from human activities, such as combustion andgskiectiange, perturb
the natural state of the atmosphere. This can be seen in global atmosjpinegatations of gases
such as carbon dioxide (GPand methane (CkJ, which have long enough lifetimes- years)
to accumulate in the atmosphere and have shown marked increases sinezitiguptrial times
(IPCC 2007. Observations suggest that other shorter lived gases such as @9Qmave also in-
creasedilough and Derwentl99Q Vingarzan 2004. Concentrations of @are affected through
anthropogenic emissions of nitrogen oxides 88O0+NQ,), carbon monoxide (CO) and non-
methane hydrocarbons (NMHC). Modelling studies suggest that graatteropogenic emissions
of Oz precursors are the cause of the observed incrédaadg and Jacqld 998 Vingarzan 2004).
These increasing concentrations have important implications for both ditycarad climate. Most
trace gases are emitted in the BL, once emitted their fate is controlled by chemdcatpes and
the general circulation of the atmosphere. These are now describedtiors2.2- 2.4.

2.2 General atmospheric circulation

The circulation of the troposphere can be generalised into three cells héwetformed as a result
of uneven heating of the Earth’s surface and the rotation of the Earthinflax of solar radiation
at the equator is greater than at the poles and results in a surplus oy emhérg equator and a net
loss of energy at the poles. Atmospheric and oceanic circulation acts Eptndrexcess energy
poleward. This alone would result in a single circulation cell known as trdigyacell, however,
the rotation of the Earth results in an affect known as the Coriolis forcsinguwo additional
cells, the Ferrel cell and the Polar cell. As the Earth is a rotating spherrgspm the Earth’s
surface move at different speeds depending on their latitude. It cgereralised to result in a
deflection of air to the right of its travel direction in the Northern Hemisphhitd)(and to the left
in the Southern Hemisphere (SH). The three cells are shown in Fgliend are now described
in more detail.

Hadley cell

Strong surface heating at the equator causes the air to become bunyasta This air then moves
along the tropopause northward to around 30°N or southward to ai@@fi®l where it cools and
descends. This creates an area of low pressure at the equatoraecah high pressure at around
30°N and 30°S. This pressure gradient drives air along the subiacle towards the equator and
completes the Hadley cell (see Fig@d). Due to the Coriolis force, the winds travel in an east to
west direction, creating what are known as the trade winds. Air from thar®l the NH converges
at the equator forming the Intertropical Convergence Zone (ITCZp Gbnvergence also acts to
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intensify uplift in the equatorial region which is characterised by extensioud and rainfall due
to high rates of evaporation and uplift.

Ferrel cell

At 30°N and 30°S descending air, which does not move equatorwgpdra®sf the Hadley cell,
moves towards the high latitudes. This air is deflected from the west to thdweagi the Coriolis
force, resulting in the so-called westerlies. At around 60°N/S warm, misisas which then
moves equatorward along the tropopause back to the region at 30°Né&s Wwiinks back down
to the surface. This generalised cell of rising and sinking air is knowneaBdirel cell (see Figure
2.0.

When there is sufficient instability caused by large north-south tempergtadéents and very
strong upper levels winds, the general westerly flow breaks downs imfe-&cale eddies. This is
known as baroclinic instability and generates the mid-latitude weather systenischlaracterises
this region’s weather. Alternating high and low pressure systems move séastyards creating
a wavelike flow known as Rossby waves. Troughs and ridges formedifidtv transport cold air
equatorward and warmer air poleward.

Figure 2.1 Schematic of global circulation taken froeinfeld and Pandi006.
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Polar cell

At around 60°N/S some air moves along the tropopause towards the poége Witools and
descends to the surface, forming the polar high. Air at the surface ctesplee polar cell by
moving back along the surface towards 60°N/S to the region of diveeg@ee Figure.l). The
Coriolis force deflects the surface winds towards the west forming the patterlies. This cell is
the weakest of all three cells. At the surface where the mild mid-latitude viestereet the cold
polar easterlies a region of convergence is formed known as the pofr fr

2.3 Atmospheric transport of anthropogenic trace gases

Interest in long-range transport of emissions largely began wheoo@centrations were found
to be at their highest downwind of source regioW¢hfte et al, 1976 Parrish et al.1993. This,
along with modelling studies, suggested that emissions from one continédirmfwence another
(Berntsen et a).1999 Jaffe et al. 1999. The fact that emissions could cross political boundaries
meant that increasing anthropogenic emissions was a global problem. Joweamtropogenic
emissions regions of North America, Asia and Europe are all located in thgséiHater in Figure
3.1). For this region, the majority of research to date has focused on thetdnmthways of
emissions from these regions. Most gases are emitted in the BL, therefmespes which mix
air out of the BL to the FT prevent the build-up of harmful gases. Howaree in the FT, these
gases can be transported globally by large-scale advection. Thespescthat enable boundary
venting and long-range transport are now described.

2.3.1 Advection

Advection is the horizontal movement of air by wind that can transportggasd aerosols over
both small and large distances. Winds are generated by pressurengsagiesre air moves from
regions of high pressure to areas of low pressure. The gradienégsyore controls the strength of
the wind and the balance between this pressure gradient force and tilbésJorce determines
the direction of the wind. In winter in the NH, when land and sea temperatadiegts are at their
greatest, winds are at their strongest. As mentioned previously, the Heelleyerrel cell and
Polar cell experience different prevailing wind directions. It is this thetetmines the dominant
export pathways for long-rang transport of emissions once in the FT.

The majority of export from North America and East Asia occurs in the FEnetihe prevail-
ing westerlies in the mid-latitudes cause emissions from North America to be dré@dto the
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Atlantic and Europe and emissions from East Asia to be transported to ttiie Bad North Amer-

ica (Stohl 2001). Due to the positioning of Europe near the exit of the jet stream, the region is
dominated by subsidence resulting in low-level transport being more imp@&&ohl 2007). In
winter, the dominant export pathway of emissions from Europe are in thpddwards towards

the Arctic due to the lack of convectioStohl 2001, Duncan and Bey2004). Upper level trans-
port is important in the summer for Europe when deep convection exists tali$seons to the FT
(Fischer et al.2003 Huntrieser et a).2002).

2.3.2 Convection

Convection acts to rapidly transfer energy, gases and particles vertiCaiytypes of convection
exist, free and forced. Forced convection is the upward or downwergement of air caused
by the convergence/divergence of winds which forces air to rise/sinkeohorizontal flow over
topographic features which force the air to be lifted. The movement of &r tmpographical
barriers can result in swirling motions known as eddies. They mix air in the 8L raultiple
eddies of different sizes generate turbulence. Free convectiomsoitom heating of the ground
from solar radiation which is conducted to the air, making the air buoyansjrogit to rise.

Studies have shown convection to be an important process for ventind.tterBig summer over
both North America and Europe, and in some cases, the dominant proaegsotb emissions of
CO, 03, NMHC and NQ to the FT Thompson et a].1994 Purvis et al, 2003 Choi et al, 2005
Kiley and Fuelberg2006. Convection is particularly important over South Asia where export
of pollutants is largely controlled by the seasonally varying monsoon. DuhedNH summer
deep moist convection, caused by the wet phase of the monsoon, lifts emig#io the upper
troposphere (UT) where they can then be transported large distaitbeh&prevailing easterlies
(Liu et al, 2003 Lawrence 2004 Park et al.2009. With the lack of deep convection during the
winter dry phase of the monsoon, export of emissions occurs mostly in thieviérds the ITCZ,
which can take several daydg Gouw et a].200% Phadnis et al.2002. Convection is also an
important mechanism for the export of fire emissions from the Earth’'siseffwhere intense heat
creates so-called pyro-convection, lifting emissions high into the Eforim and Servranckx
2003 Damoah et a.2006. Once in the UT, fire emissions can be transported on hemispheric
scales Forster et al.200% Dirksen et al. 2009.

2.3.3 Warm conveyor belts

In the mid-latitudes, baroclinic instability leads to the formation of cyclones. Aategtam, known
as a warm conveyor belt (WCB) makes up the eastern part of a typicdhtitigde cyclone, which
moves ahead of the surface cold front. The WCB draws air from thesairiorthward, causing
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it to ascend into the mid to upper troposphere. It is this process that is lklieve responsible
for the majority of pollution export from the BL throughout the year in Nortmérica and East
Asia (Stohl and Trick] 1999 Cooper et al.2001 Stohl 2001, Stohl et al, 2002 Cooper et al.
2004. WCBs over Europe have also been observed to export emission€Efucope to the lower
and mid tropospheréBethan and Vaughai998, however, the formation of such air-streams are
more infrequent and shallower compared to North America and East Bskhérdt et al.2003
and are therefore deemed to be less important.

2.4 Background chemistry

Once pollutants have been emitted into the atmosphere the concentrationsoaaffeadted by

chemical reactions, which are influenced by temperature and availabilitynti§ht. This section

gives an overview of the chemical species and reactions in the tropespiiech will be discussed
in this thesis. The summary is largely based on the description giv&eiifeld and Pandi{2006).

241 Ozone

Ozone is a reactive gas which is found in the greatest concentrations strétesphere. In the
troposphere, the largest sources are transport from the stratesmhghotochemical production
from NOy, NMHC and CO and Cll Os is important as it is a greenhouse gas and irritant to
humans, therefore there is much interest in understanding its sourceifiad Table2.1 shows
the global tropospheric budget og@alculated by two different chemical transport models. This
shows that @ is balanced by equal sources and sinks, with photochemical productibioss
being the largest terms.

Ozone is also important in the troposphere because it is the main sourcehyfditoxyl radical
(OH). The OH radical is highly reactive and its abundance controls thesatneoic lifetime of
most species in the troposphet®@an and McElroy1981). It is formed when @ is photolysed
at wavelengths less than 330 nm which yield an excited oxygen atotD)Qeaction2.1). The
excited state oxygen atom has enough energy to react with water vagD) (o yield two OH
radicals (reactior2.2):

O3 +hv— 0,+0O('D) (2.1)

O(*D) +H,0 — OH+ OH (2.2)
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Ozone formation is largely dependent on the availability ofyNKdost NG, is emitted as NO and
is rapidly converted to N@ NO, is photolysed by wavelengths424 nm to produce NO and
atomic oxygen, O (reactio®.3). The oxygen atom then reacts with molecular oxygen to fogm O
(reaction2.4). O3 can then react with NO to reform NCGand O (reaction2.5). During the day,
background tropospheric concentrations afa@®e much larger than NQwhich means that 9is
not depleted by this reaction apart from in cities due to very high bldbhcentrations.

NO,+hv— NO+O (2.3)
O+02+M — O3+ M (2.4)
NO+ O3 — NO, + 0o (2.5)

During the daytime the main sink of N@s by reaction with OH to form nitric acid (HN§) (reac-

tion 2.6). HNO; is efficiently lost from the atmosphere by wet deposition. At nighttime, reaction
2.3 no longer occurs which means the photochemical sourceszas @liminated. If emissions

of NOx still occur at night then @will be depleted quickly by reaction with NO (reacti@d5).
Therefore at night the majority of NOs in the form of NQ. NO, also reacts with @to form
nitrate (NQ) (reaction2.7). This can then react with N{to form dinitrogen pentoxide (MDs)
(reaction2.8). The heterogeneous reaction of®§ on aerosol forms nitric acid (HN£) through
reaction2.9. Reactior2.9is one of the major removal mechanisms of \N&long with reactior?.6

and is particularly important in the Arctic in winteTig et al, 2003.

NO, +OH+M — HNO; +M (2.6)

Table 2.1Estimates of the global tropospherig Gudget (in Tg(Q)/yr). The first column is taken
from the study bywang and Jacofl998 and the second column was calculated by the TOMCAT
model fromBreider(2010.

Reference
Wang and Breider
Jacoh(1998 (2010
Sources
In-situ production 4100 4334
transport from the stratosphere 400 644
Total sources| 4500 4978
Sinks
In-situ chemical loss 3680 3420
Dry deposition 820 1554

Total sinks | 4500 4974
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Figure 2.2 O3 concentrations (ppbv) simulated by a photochemical model shown as anfurfitio
hydrocarbon and NQemissions. The thick black line demonstrates the non-linear production
efficiency of . Taken fromJacob(1999h.
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NO, + 03 — NOs+ O, (2.7)
NO; + NO3+M — NpOs + M (2.8)
N2Os(g) -+ H2O(aeroso) — 2HNO;3 (2.9)

When NQ is available, ozone production can be further enhanced by the peesE8O©, CH, and
NMHC. The production of @from NO is not linear and for very high concentrations of Nthe
production efficiency of @is reduced. This is shown in Figuge2 by the thick black line which
represents the production ok@s a function of NQand NMHC. This is the reason why higher
rates of Q production are found downwind of large urban centres, where thgdé@centrations
are lower Parrish et al.1993.

2.4.2 Carbon monoxide

COis an important trace gas in the atmosphere due to its interaction with OHasecremissions
of CO can reduce the global tropospheric OH concentrations, incgedmrifetime of the green-
house gas methane (GHIsaksen and HQV1987). CO oxidation can also lead to the formation
of Oz, another important greenhouse gasdgan and McElroy1981). Even though CO is not a
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greenhouse gas, it is still considered to have an indirect global warnoitesiial (GWP) due to
its influence on Cliand & (Forster et al.2007). CO is a useful tracer of combustion and is used
in studies to understand impacts of anthropogenic and biomass burnimgsderg.Jaegt et al.
(2003; Fisher et al(2010; Sodemann et a{2011).

CO can be both emitted directly from natural and anthropogenic sourgeduced in the at-
mosphere from chemical reactions. TaBl& shows different estimates of the major sources and
sinks of the global tropospheric CO budget. Direct emission at the Eariiface and in-situ pro-
duction of CO in the atmosphere are estimated to be of equal importance in tetotal afiobal
tropospheric sources. Oxidation of methane by OH and direct emissiondi@mass burning are
major sources of CO, each accounting 4830% of the total global source. Another major source
is direct emission of CO from fossil fuel combustion and industrial preegsvhich accounts for
~23% of total sources. These sources vary in importance dependingatiolo. Biomass burning
and methane oxidation are particularly important in the tropics andCBhdan et al.2007) due

to high rates of methane oxidatioBlfss et al.2005 and large fire emissionsdn de Werf et aJ.
2009). In the NH, fossil fuel sources dominate due to large anthropogenicsemss Duncan

et al, 2007). Oxidation from naturally emitted isoprene, terpenes and methanol al$obcde a
reasonably large portion to the budget of CO according to the estimates skiher sources of
CO are oxidation of both natural and anthropogenic NMHCs which carxioésed by OH to CO
and minor direct emissions from oceans and vegetation.

The main sink of CO is reaction with OH and to a lesser extent through drysitepoby uptake
in soils. When CO reacts with OH it forms G@nd a hydrogen atom (H), which then reacts very
quickly with O, to form HO,. As the second part of the reaction is so fast it can be shortened to:

CO+OH+0; —CO, +HO, (2.10)

The hydroperoxy radical (H&) formed from this reaction is particularly important in controlling
the ratio of NO and N@when they are present:

HO, + NO— NO; + OH (2.11)

NO, formed from this reaction can then take part in reacti2s2.5to produce @. Otherwise
HO, can react with itself to form bO,, which is a temporary reservoir of HQOH + HO,):

HO2+HO2 — H202 + O (2.12)
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Table 2.2Estimates of global tropospheric CO budget (in Tg(CO)/yr).

Reference
Hauglustaine Bergamaschi Ehhalt et al. Duncan
etal.(1998 etal.(2000 (2001 et al.(2007)
Sources
In-situ production
Oxidation of CH, 795 800 778-861
Oxidation of Isoprene 268 270 170-184
Oxidation of Terpene 136 0 68-71
Oxidation of industrial 203 110 72-76
NMHC
Oxidation of biomass 30 45-57
NMHC
Oxidation of acetone 20 21
Oxidation of methanol 95-103
Sub-total in-situ oxidation 881 1402 1230 1279-1403
Direct emission
Vegetation 100 150
Oceans 49 50
Biomass burning 768 700
Fossil and domestic 641 650
fuel
Sub-total direct emissions 1219 1458 1550
Total sources \ 2100 2860 2780
Sinks
Surface deposition 190
OH reaction 1920

Total sinks \ 2110

H,0, +hv— OH + OH (2.13)

H>O, + OH — HO2 + H0O (2.14)

Reactior2.13yields two OH molecules and reacti@ril4produces one molecule of HOOverall,
reaction2.14 results in a loss of one HOmMolecule. HO, is soluble and can therefore be lost
through wet deposition resulting in a loss of two Hi@olecules from the atmosphere.

2.4.3 Methane oxidation

A similar mechanism to the CO oxidation route also exists for methane, r€étts with OH
to form the methyl radical (Ck) (reaction2.15, which reacts very quickly with @to form the
methyl peroxy radical (CkD,) (reaction2.16). CHzO, then reacts with NO to form N&(reaction
2.17), which can then be involved in the cycle of reacti@i3to 2.5. CH,4 has a very long lifetime
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(approximately 9-12 years), which is determined by OH , however, due higksconcentrations
it is still important in tropospheric chemistry.

CHs4+OH — CH3 +Hx0 (2.15)
CH3+02+M — CH30, +M (2.16)
CH30,+NO— CH30+ NGO, (2.17)

The methoxy radical (CkD) reacts with @ to form formaldehyde (HCHO) and HOThis is so
fast that this is often shortened with react@i 7to:

CH30,+NO+ 0y — HCHO+HO,+NO, (2.18)
The CHO, radical produced in reactio®.16 can also react with N& HO, or another CHO,
radical.

Formaldehyde is a common product of hydrocarbon oxidation and uoegtgvo main reactions
in the atmosphere; one with OH and the other by photolysis. The photolysi€bitHhas two
channels, reactio2.19 and2.20 Reaction2.19results in formation of H and HCO. H reacts
rapidly with O, to form HO; (see Sectio2.4.2) and HCO can also react quickly with,@ form
CO and HQ. Reaction2.20results in the formation of CO and,H

HCHO+hv— H +HCO (2.19)

HCHO+ hv— Hp +CO (2.20)

Reaction with OH results in HCO andB:

HCHO+ OH — HCO+ H,0 (2.21)

All pathways of HCHO result in the formation of CO, explaining why in-situdarction is a large
source of CO (see TabR?2).

2.4.4 Reactive nitrogen

Reactive nitrogen (N¢) is the sum of NQand all compounds that are products of the atmospheric
oxidation of NQ.. This includes HN@, N>Os and peroxyacetyl radical (3EOsNO) (PAN). As
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already mentioned HN©formation is the dominant sink of NOn the atmosphere due to rapid
wet deposition. PAN is an important reservoir species as it has a lifetime wf agew months

in cold temperatures compared to NQvhich has a lifetime of the order of a fews days near
the surfaceMloxim et al, 1996. This means PAN can be transported long distances in the free
troposphere due to the low temperatures. PAN is formed in the atmospheréhecoxidation of
many NMHC. Production from acetaldehyde (§EHO) with OH is detailed below:

CHsCHO+ OH — CHsCO+ H,0 (2.22)
CH3CO+ 0,4+ M — CHsCO3 + M (2.23)
CHsCOs+NO, = CH;CO;N O, (2.24)

Reaction2.24is temperature dependent and when temperatures are sufficiently higrddm-
poses and releases M®ack into the atmosphere. It has been shown that PAN is an efficient
mechanism for transporting NQo remote locations where it can affect the regionaglhDdget
(Moxim et al, 1996.

2.5 The Arctic climate

The Arctic is commonly referred to the as the area north of the Arctic Circléee33 N. This

is an imaginary line which is the southern most point where the sun doestrmt fge summer
solstice. Other definitions also exist, for example the area north of the treéthi@eenorthern
limit of upright tree growth) or the area where the average daily summer tettuyperdoes not
rise above 10°C. These three definitions are shown in Figuelt is the high latitude location
of the Arctic that shapes the climate. The Arctic shows a strong latitudinaindepee on the
amount of incoming radiation, with the length of the polar day (complete dayligiat}tze polar
night (complete darkness) ranging from 1 day at the Arctic circle to 6 morttieedNorth Pole.
The highest elevation of the sun at noon is much shallower than at lower &titartl accounts
for the fact that the poles receive much less solar radiation causingysatindinal temperature
gradients. The Arctic region consists of ocean surrounded by two langemasses, Eurasia and
North America, and many islands, the largest being Greenland (see Rig@uré he Arctic Ocean
is covered by floating sea-ice year-round, with a maximum coverage inventea minimum in
summer. Permanent land ice also covers large parts of Greenland ands@tier mountainous
regions in Siberia, Canada, Svalbard and Iceland. Permafrosinpally frozen soil) is also
present over most of the land areas. Snow covers much of the grpeimdanent sea ice and land
ice throughout the year. Snow and ice are particularly important for tleticAclimate for three
reasons. Firstly, they have a high albedo, reflecting a large amountarhing solar radiation,
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reducing the amount absorbed in comparison to land and ocean, lowegiggotind and surface
air temperature (SAT). Secondly, they have a high emissivity, allowing gtsamface cooling

through the efficient loss of infrared radiation. Thirdly, they have higluiating properties. If the
snow or ice are suitably thick, they can completely prevent heat transfeekn the air and the
land/ocean. This allows strong cooling of air at the surface.

Figure 2.3 Map showing three definitions of the Arctic region: the tree line (green lithe),10
degrees Celsius isotherm (red line) and the Arctic Circle at 66°33’ Np(puine). Taken from
http://nsidc.org/arcticmet/basics/arctiefinition.html
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2.5.1 Temperature and precipitation

The seasonality in solar radiation controls the seasonal evolution of tetupeasnd precipitation
and the ice/snow coverage results in particularly strong regional gtadieor example, in January
the mean SAT in parts of Siberia, the central Arctic Ocean and Icelandbarexamately -40°C,
-25 to -32°C and 0°C, respectivelpérreze and Barny2005. Over Siberia, extensive surface
cooling in the snow-covered regions results in a high pressure systemmfpover most of the
region. Topographical features of the regions and subsidence inghetessure system cause
very low temperature to form in valleys. Over the central Arctic Ocean, tesgmce of snow
and ice limits the amount of heat transported to the atmosphere allowing theesaifao cool.
However, the SATs are modulated through the formation of leads and Es\(nggions of open
water where the sea-ice separates). In these regions, heat and eneigthiange between the air
and the ocean prevents the temperature from dropping even lowerldg&ard, the ocean remains
largely uncovered allowing heat and moisture exchange to occur ket@@r®AT above freezing.
This is also the region of the North Atlantic storm track which transports hreat the more
southerly latitudes. In the summer, temperatures over the central Arcticx@eaeh near 0°C and
snow-covered land can reach between 10-2(€reze and Barn2005. Increased incoming
radiation causes some of the snow and ice to melt. Uncovered land andr@azeamuch lower
albedo and therefore more absorbed solar radiation increases the IBAgtconduction.

Tropospheric inversions refer to meteorological conditions where wairns overlying cooler
air the near the surface. They are a common occurrence in the Arctic wingeto strong sur-
face cooling but can also occur in the warmer seasons. Inversioate @&@ble conditions where
turbulence is suppressed reducing dry deposition of gases andlseabthe surface.

Due to cold temperatures, humidity (the amount of moisture in the air) is also lovsurn

mer, increased temperatures increase humidity, however it still remains tedoglobal average
(Serreze and Barn2005. Like temperature, precipitation shows a strong seasonal and regional
dependence. Cloud cover is at a minimum in winte60%) and a maximum in summer80%)
(Serreze and Barn2005. In summer, most clouds are low-level stratus which is associated with
drizzle and higher rates of wet depositiddafrie, 1986. Regional differences exist with an an-
nual mean of around 200 mm around parts of the Canadian Arctic andr0i the Northern
Atlantic (Serreze and Barn0095. In the Atlantic, high rates of precipitation are associated with
the location of the Atlantic storm track, with a minimum in summer and maximum in winter.
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2.6 Atmospheric transport to the Arctic

To understand the transport pathways to the Arctic, it is useful to candidemean state of at-
mospheric circulation and how this can change with season. Fiydishows the climatological
circulation patterns at 1000 hPa for winter (December to February) @amder (June to August)
which control pollution transport to the Arctic. During the winter months theeethree pro-
nounced pressure centres; intense low pressure systems ovedlealhithe north Pacific and a
high pressure system over north-eastern Siberia. In the NH air motieakwise round a low
pressure system and clockwise round a high pressure system. Thiesdae Icelandic low and
the Siberian High to collectively draw air from parts of Europe and Sibérectly into the Arc-
tic. The importance of anti-cyclonic transport of air into the Arctic was highligjhRaatz and
Shaw(1984 andRaatz(1989. Due to low precipitation rates around high pressure systems (due
to subsidence) pollutants which would undergo wet deposition can beptided to the Arctic.
Consideration of this meteorology led scientists to conclude that Eurasia is ikbk the dom-
inant source of Arctic pollution in the winter and sprirBatrie, 1986. The low pressure centre
over the Pacific leads to transport of emissions from East Asia to westath Nmerica, which
can eventually be transported to the Arctic over western Canada along nyitenaissions from
western North America. Emissions from the eastern region of North Ameriitaevtransported
along the more southerly portion of the Icelandic low to Europe which canteally join emis-
sions from this region to be transported into the Arctic. During the summegdmial advection
is not as intense due to weaker pressure gradients (as indicated by thevitely spread isobars).
The Icelandic low becomes much weaker and moves to the northwest, thesAdigh becomes
stronger, Asia is dominated by a extra-tropical low pressure system arRbttific low is replaced
by a high pressure system. The weaker circulation and positioning of éssyme centres means
that transport of pollution to the Arctic will be slower and less efficient in thaer.

Stohl (2006 used a Lagrangian model to study the seasonal transport pathwagsArctit from
the three major emissions regions of North America, Europe and Asia. Tt istentified three
main pathways of transport to the Arctic which varied in terms of importancert#ipg on the
source region and season. The three pathways were:

1. Low-level transport followed by ascent in the Arctic
2. Low-level transport alone

3. Uplift outside the Arctic followed by descent in the Arctic

They found that European emissions can follow all three pathways dilméginter and the first
and second pathway during the summer. However, Asian and North Ameaogsions tended
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Figure 2.41000 hPa climatological height field (in Dams=Decimetre) for January, idkbeeand
February (top) and June, July and August (bottom). Arrows reptetbe dominant transport
pathway of air. Taken frorBottenheim et al(2004).
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to only follow the third pathway due to export mechanisms which vent the polBiteahd higher
potential temperatures which cause the air parcels to rise as they follow licesgthnt potential
temperature (isentropes) poleward. The different transport mecharmiause a vertical structure
in the Arctic atmosphere where higher altitudes are more easily affected bgiensigrom North
America and Asia and the lower altitudes are more easily affected by emissiom&firope and
Siberia Klonecki et al, 2003. Stohl(2006 found that an important characteristic of the different
transport pathways was varying deposition rates related to the thernmoiysignatures of the air
parcel. For example, European emissions tended to have low potential &gurperalues which
meant that the air was more easily transported at low levels. Air parcels4siatended to take a
lot longer to reach the Arctic and travel at much higher altitudes where th@grienced repeated
ascending/descending motions. This motion meant that the Asian air masse®regd high
levels of wet deposition prior to reaching the Arctic. In contrast, low-léxaisport of European
air masses was followed by ascent in the Arctic resulting in high levels of eyisition within the
Arctic. The different rates of deposition along transport pathwaysaksspreviously highlighted
in a review byBarrie (19869. Figure2.5shows the January mean precipitation rates in the NH
with the dominant transport pathways of air from North America, Europs Bast Asia. Air
originating from North America experiences the largest precipitation rategriginating from
East Asia experiences less but still large precipitation rates and air fronpE experiences very
low precipitation rates. This highlights an important consideration when evaduaodels. The
ability of the model to reproduce the observed concentrations of tracéespe the Arctic will be
closely related to the accuracy of modelled transport pathways. The milbieéed to diagnose
precipitation rates if it is to capture the wet deposition of gases such agHRIGo, the model
must be able to capture different transport patterns in order to be abéptoduce the vertical
structure of trace gases and pollutants.

2.6.1 Atmospheric blocking

The pressure systems shown in Fig@rd represent the mean state of atmospheric transport to
the Arctic. On a time-scale of days, the mid-latitude weather patterns are dederbyrfluctua-
tions between states of baroclinic stability and instability which drive the formatiayclones
and anticyclones (low and high pressure regions). In periods of tagbchnic instability, merid-
ional atmospheric exchange increases and has been associated veithAlatgc concentrations

of pollutants in spring lyersen and Joranget985. One atmospheric state that is believed to
increase transport to the Arctic is that of blockinggrsen and Joranget985. This occurs when

a high pressure ridge forms above a low pressure trough, which ‘gltioé& westerlies in the mid-
latitudes. The pressure systems cause the westerly jet stream to split intediioms, one with a
poleward flow and the other with a southward flodwétin, 1980. This poleward flow can exist
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for up to 15 daysAustin, 1980 and has a maximum occurrence in the North Atlantic in winter
and autumnTyrlis and Hoskins2008 encouraging direct flow into the Arctic.

2.6.2 Polar dome

Another feature of Arctic meteorology that is important in terms of atmosphemspa@t from
lower latitudes is seasonal evolution of the ‘polar dome’ or ‘polar front'uelio the lack of
sunlight in winter, extremely low surface temperatures form within the Polaremilting in large
temperature gradients between the Arctic and the mid-latitudes. This large tgorperontrast
results in lines of constant potential temperature forming a closed domecattoaiArctic Barrie,
1986. This suggests that transport from sources south of the polanfiitiftave a limited impact
on the lower tropospheric composition of the Arctic and direct emissions int@akes dome
will be particularly important lversen 1984. During the winter, the polar front extends as far
as 40°N, over the cold snow covered areas of Siberia and Canadaamss to around 70°N in
summer when temperatures in the Arctic incredatienheim et a).2004) (see Figure.6). This
is why air from North America and Southern Asia has a limited impact on theiifawinter
and European and Siberian emissions, which are directly emitted into the pote, grovide a
large source of pollutants to the ArctiRéhn 1981, Barrie, 1986 Klonecki et al, 2003.

2.6.3 North Atlantic Oscillation and transport to the Arcti ¢

Some recent studies have shown that transport to the Arctic can be wdhliby the North Atlantic
Oscillation (NAO) Eckhardt et al.2004). Positive and negative phases of the NAO represent
changes in the gradient in pressure between the semi-permanent icétandnd Azores High

in the North Atlantic region. During positive phases, anthropogenic emssib€O have been
shown to be elevated in the Arctic in a modelling studyHwskhardt et al(2004. This will be
discussed in more detail in Chapter

2.7 Arctic air pollution

The Arctic has very few local pollution sources due to a small human populdtiowever some
sources exist from industrial processes such as mining (e.g. Norilskssi& Arctic). As seenin
Figure2.3 the Arctic is surrounded by North America and Eurasia, making these thelikelgt
source of pollution in the Arctic. This section now describes previous studtieumenting the
discovery of the spring Arctic haze and Arctic atmospheric compositiorarese
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Figure 2.5Monthly mean January precipitation (mm) in the NH with average transport pgthw
to the Arctic from North America, Europe and Asia depicted with the arrovekem fromBarrie

(1986.
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2.7.1 Discovery of the Arctic haze

The Arctic was previously believed to be a clean unpolluted region of thédwath only small
local emission sources. However, in the 1950s pilots observed laybexzefin the Arctic during
spring, indicating that the Arctic was a receptor of atmospheric pollution fsome unknown
source Shaw 1995. Later studies suggested that this haze came from anthropogenic emsion
lower latitudes Rahn 1985. To properly understand the so-called spring Arctic Haze, scientists
began to investigate the likely sources of the haze, what it consisted offaaitdcontrolled its
occurrence. This was aided by analysis of surface measurementsrenadt &ampaigns, such

as AGASP (Arctic haze and the Arctic Gas and Aerosol Sampling Prograhigh took place
throughout the 1980s with particular focus on the spring (&ghnell(1984). This confirmed
that the Arctic Haze occurred throughout the Arctic in distinct layers thinout the troposphere
(Schnell and Raat1984). The most abundant component of the haze was found to be sulphate
aerosols (formed mostly from sulphur dioxide emissioiRal{n 1985 Pacyna1995. Surface
observations showed a strong seasonality in sulphate concentrations withunmaconcentrations
occurring during the spring and minimum concentrations during the summaeay dlso found
elevated concentrations of other aerosols within the haze, such as hidbdaodBC) and nitrate
(Heintzenberg1989. Trace gases such as CO, £@H,4, O3, PAN and other organic species
were also found to be elevated within haze lay&isdlil and Rasmussei984h Hov et al, 1984
Rahn 1985 Conway et al.1985 Pacynal995.

2.7.2 Early source contribution studies

Due to the dominant component of Arctic haze being sulphate, most earyesmntribution stud-
ies focused on understanding the sources of this aer&aiin(1981) used ratios of manganese
(Mn) and vanadium (V) measured at the surface in the Arctic to differenbatween anthro-
pogenic and natural air masses of different origins, assuming V will betexd in air which has
come from an anthropogenic origin. This method was also usd/dagz and Shay1984) and
Rahn(1985. All three of these studies suggested Eurasia to be the dominant sduanghm-
pogenic pollution in the Arctic during spring, with North America contributingyviétle to Arctic
haze. However, some debate still exists to whether this method is accurate doaccounted
sources of V Przybylak 2003. Barrie et al.(1989 used a chemical transport model to study
the main sources of sulphur throughout the year and found that Norttriéanenly contributed
6% to the Arctic sulphur burden with the rest from Eurasian sources.radyé was generally
accepted that Arctic haze was a product of inefficient removal pseses the stable cold Arctic
atmosphere coupled with efficient transport patterns in the winter andydpoim Eurasia Barrie,
1986 Shaw 1995.
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2.7.3 Recent source contribution studies

Trend analysis of observed trace species at surface stations in ttie iAdicate there may have
been a change in the anthropogenic source contributions to the Agetion et al. (2007 showed
that surface concentrations of sulphate at Arctic stations in the 1990sased by 30 to 70%.
This was attributed to a reduction in emissions with the breakup of the SoviehlUkiowever,
more recently between 1997 and 2003, aerosol light scattering haasectby 50%Quinn et al,
2007). Analysis of Q observations at surface stations in the Arctic showed a reductioryin O
during the 1980s to the mid-1990s but have since shown a small increasthat Oltmans et al.
1998 2006 Helmig et al, 2007. However, Q trend analysis is difficult to draw statistically
significant evidence from due to the lack of long-term observationsetheg, these recent trends
suggest that the amount of pollution reaching the Arctic has begun to secaggin after a decline.
Total energy consumption in Asia is estimated to have more than doubled bet@&@and 2003,
resulting in a large increase in Asian emissio@héra et al.2007). In particular, increases of
28% for BC, 64% for CO, 108% for NMHC, 119% for sulphur dioxide ($3Gnd 176% for NQ
have been estimated I@hara et al(2007). This may have an important influence on the amount
of aerosols and trace gases found in the Arctic. A modelling studgdh and Hanse2005
showed South Asia to be the dominant source of BC in the Arctic due to thatreodssion
increases in Asia in contrast to emission reductions in Europe and NorthidemeloweverStohl
(2006 argued that the presence of the polar dome limited the impact of South Asia éinctie
and found Europe to be a more important source of BC in winter and sumraevitAfirst source
contribution studies, these two studies are both concerned with the mairsadirsrctic aerosol.

There are currently very few studies that have estimated the regiontibzdions to the Arctic
burdens of trace gases. Trace gases which have different soditferent lifetimes and are not
efficiently lost by wet deposition may exhibit different sensitivities to seuregions. For this
reason, it is important to also estimate the source contributions for importaas gach as £
and its precursors, considering the seasonality of sources due tgieparansport patterns. A
large fraction of early source contribution studies have focused on mamig spring due to the
general belief that emissions were not efficiently transported to the Arationgl summer and
concentrations of aerosols and trace gases generally exhibiting a sumnraumiBarrie et al,
1989 Jaffe et al.1991) due to more efficient wet and dry deposition with increased precipitation
and turbulencehaw 1995. However, observations have shown that European, Asian artth Nor
American emissions along with natural sources (such as fires) camn thféegrctic throughout the
year Pacyna and Ottafd 985 1989 Harriss et al.1992.

The only source contribution study to consides &d CO throughout the year was conducted
by Shindell et al(2008. They used output from several CTMs to study the source contrilgition
from anthropogenic emissions from North America, Europe and Asia. ¢JSi@ as a tracer for
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anthropogenic pollution, they found European emissions to be most importduet lower tropo-
sphere and North American emissions to be most important in the upper tregreso study the
sensitivity of Arctic G to emissions from North America, Europe and Asia they reduced emis-
sions of NQ by 20% in all the CTMS. They found thats@vas most sensitive to North America,
followed by Europe and then East Asia. Only one other study has coedittace gas transport to
the Arctic. Fisher et al(2010, also used CO as a tracer of mid-latitude pollution sources in April
2008 and found Asian anthropogenic emissions to dominate the total colun®.of C

2.7.4 Biomass burning as a source of Arctic pollution

Biomass burning is another potential source contributor to the Arctic. Dueetribximity of

the boreal forests in Canada and Siberia, they have the potential to coataitbarge fraction to
observed trace gases during the summer boreal fire season. Biomaisg leumits large quantities

of CO, NQ, and aerosols to the atmosphere and can result pr@uction downwind of emissions
(Kasischke et al.2005 Real et al. 2007). Chemical signatures of biomass burning have been
found in ice cores, indicating that fire emissions at lower latitudes can b&pvatied to the Arctic
(Legrand et a].1992 Whitlow et al, 1994. Plumes of biomass burning emissions have also been
observed within the Arctic in the 1990s during the ABLE-A (Arctic Boundbaayer Experiment)
and ABLE-B aircraft campaigns that took place in July-August in 1988 E900 Wofsy et al,
1992 Harriss et al. 1992 1994. During these campaigns, efficient conversion of N® PAN

was observed in fire plumed\pfsy et al, 1992, which resulted in low production of £due

to low NOy concentrations\Wofsy et al, 1992. However, the biomass burning sourced PAN
transported to the Arctic could then decompose to releasg &@ produce @at a later date.
This impact of fires on @has not been well studied and warrants further examination. Due to
increased temperatures and drying in the boreal regions, it is thoudlfir&sawill increase in the
future Flannigan and Van Wagnet991;, Stocks 1993 and it is believed that this may already
be occurring $oja et al. 2007). Therefore there is a need to better understand the overall impact
that fires have on the Arctic. Emissions from agricultural burning in spitiogn eastern Europe
have also been observed to perturb concentrations of gases in the (&tafit et al, 2007). Any
changes in agricultural practices in the mid-latitudes of the NH could also bertampdor the
Arctic.

2.7.5 Radiative importance of ozone in the Arctic

Radiative forcing is used to assess and compare the anthropogeniatanal drivers of climate
change Forster et al.2007). A recent study byQuinn et al.(2008 demonstrated the Arctic
response to gases and aerosols found in the Arctic. They calculatesha#ig averaged values
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of the surface temperature response in the Arctic to concentrationg ah@® showed that £
contributes significantly to the surface temperature response throutteyear. Hansen et al.
(1997 demonstrated that thes@esponse is greater at higher altitudes. This has implications for
Os transported from different regions which are believed to show a sttiiigdinal dependency.

2.7.6 Tropospheric ozone within the Arctic

Due to the radiative importance ofz@nd its suspected increase in the Arctic, many studies have
focused on trying to understand what controls the abundance of fBe Arctic. Like many other
trace species, £exhibits a spring maximum and a summer minimum in the Arctic. Most past stud-
ies have focused on the springtime maximum. There have been sever#idsgmregarding the
cause of this feature at high-latitudes. Some studies have suggestetddbatienulation of @and

its precursors occurs over the winter due to a lack of removal prosédsarath and Jaffel 992).

It has also been suggested that the springtime maximum is caused by aménicrehae influx

of stratospheric @(Logan 1985. During February and March 2000, the TOPSE (Tropospheric
Ozone Production about the Spring Equinox) campaign was undertalksgody the transition
from winter to spring between 40°-80°N to try and understand the drpingesses of the spring-
time maximum Atlas et al, 2003. Measurements in conjunction with models have shown that
even though the transport of stratospherict@the troposphere is larger in the spriidjigb et al,

2003 Browell et al, 2003 Emmons et a).2003, the & maximum is driven by increased rates
of photochemistry Emmons et a).2003 Stroud et al.2003. However, one study also showed
that during the TOPSE campaign latitudes between 60°-80°N experieete@struction of @
along the flight tracks and therefore transport aff@m lower latitudes is particularly important
(Wang et al. 2003. This is also in agreement witBtroud et al. (2004 who found net import

of O3 was required to reproduce the observed ozone concentrations in thaé.nmdowever, all
studies showed that{production was sensitive to the concentrations of,ld@d HQ.. Very little

is known about what controls the abundances of these species in the (@acob et a).2010.

An important reservoir of NQis PAN, which is formed from N@and the peroxyacetyl radical
(CH3COQO3) (see Sectioz.4.4). PAN is stable at low temperatures and has been observed to be the
dominant NQ species in the Arctic during winter and sprirjiigh et al, 1992 Bottenheim et a).
1993. Compared to NQ which is relatively short-lived, PAN is capable of undergoing longgean
transport which means it can contribute to thgliddget at remote locations by acting as a source
of NOy when it thermally decomposes. It has been suggested that PAN may be ataimipource

of Oz in spring in the Arctic when temperatures increaBerfkett and Bricel986. It has also
been suggested that enhanced,NiQring stratospheric intrusions may drive production afi®

the upper troposphere, acting as an important sourcesdl.@ng et al, 2009. It is clear that
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our understanding of what controls the concentrationspinQhe Arctic is still not complete. In
particular, Q during other seasons apart from spring have not been well studied.

O3 chemistry is further complicated in the Arctic due to the occurrence of wheg been termed
ozone depletion events (ODESs). During spring, when sunlight incséagbe Arctic, but temper-
atures are still low (below -20°C), ODEs are a common occurrence \aiserery year, generally
between March and MayS{mpson et al.2007). These events were first witnessed in the 1980's
when Q was shown to be depleted to near zero levels during polar suBstteheim et aJ.
1986 Barrie et al, 1988 Oltmans et al.1989. Measurements showed that air with depleted
ozone also contained elevated levels of bromine compounds with backdragssuggesting the
air to have originated over the Arctic OceaBtrges et al.1993. It is now generally understood
that bromide (Br) coming from sea salt releases reactive bromine (Br) which reacts wgth O
rapidly. Generally most of the ODEs are observed below 400 m in the laoyihayer, however,
some events have been observed wheyés@epleted up to 4 kmSplberg et al.1996 and can
also have extend over a horizontal distance of up to 2Ridléy et al, 2007). As Oz is the primary
source of OH, this can have important implications for the oxidising capacitigeoftmosphere
(Simpson et a).2007). There is the need for this to be included in models to properly understand
O3 and tropospheric chemistry in the Arctic.

2.8 Atmospheric modelling of the sources and chemistry of the tro-
posphere

2.8.1 Modelling studies of carbon monoxide

A recent study byShindell et al.(20060 showed that in general models are able to capture the
features of CO observed by a satellite instrument. However, all modelsumat#e to capture the
high concentrations of CO during winter and spring in the Northern HemigpHéais was largely
attributed to an underestimate of emissions from Asia in the inventory useg aldtefound errors

in biomass burning to contribute to model-observation biases. Model-to-rddtkrkences were
also found to be quite large, with a spread of 35 ppbv (45% of the meanyamdpartly attributed

to differences in the models treatment of wet deposition, OH concentratitMblC emissions
and NMHC chemistry scheme complexity.

2.8.2 Modelling studies of ozone

A recent study byVild (2007 compared results from several CTMs to understand what causes the
biggest differences in simulateds®udgets. The study found emission inventories to result in the
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biggest differences amongst models with the models using more recent eniis&otories com-
paring better to ozonesonde data. The next largest difference wad fo be lightning emissions
showing that better constraints on this would improve our ability to modah@he troposphere.
Models with coarser grids (a range 300 to 600 km were consideredpeésestimated the strato-
spheric influx of @ and underestimated dry deposition. This study did not consider diffesenc
between the chemical schemes used in the models, which are also likely tonadesleto-model
differences.

2.8.3 Modelling the Arctic troposphere

Shindell et al (2008 compared seventeen different models and found large differerstegén

simulated CO and ©in the Arctic. They found that model variability for{was largely due
to differences in chemical schemes. In particular, models were unabl@tioredhe low spring
concentrations at Barrow, in Alaska, if they did not include bromine cheynistauses of CO
model variability differed depending on altitude. Surface Arctic CO diffiess were dominated
by East Asian emissions and at higher levels model-to-model variability watoduansport and
chemistry. This demonstrates that our ability to accurately model Arctic climate@ngosition

is still limited and indicates we do not yet fully understand the processesrthathportant within

the Arctic. It is worth noting here, that due to the limited availability of observaticomparisons
were only done at two surface stations. The recent international fhicanrapaign POLARCAT

(Polar Study using aircraft, remote sensing, surface measurements aetsrmbdimate, chem-
istry, aerosols and transport), which took place in 2008, aimed to provigguable dataset to
assess models within the Arctic. This dataset is described and used in Chéptevaluate the
TOMCAT model during the summer.

2.9 Summary

If we are to reduce concentrations o @nd trace gases in the Arctic to offset further enhanced
warming then there is a need to have a better understanding of the diféex@stinal source con-
tributions from different anthropogenic regions. Most of our untéerding of the main source
regions is based on old emission inventories of sulphur dioxide from th@sl98 is clear that
there have been large changes in the distribution of emissions, with Asidyjbetoming a large
source of trace gases in the Northern Hemisphere. Also, Arctic sensiiividg produced from
different regions is likely to vary to that of aerosols due to complicated chign@iad NG, reser-
voir species such PAN, which are able to be transported to this remote rdgierefore, there is

a need to quantify the impact of the industrialised regions in the Northern Heerispo estimate
the efficiency of emission reduction policies or.OOne possible source of ArcticsQs from
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natural sources such as fires in the boreal regions. It is importanti@gainderstanding of how
sensitive the Arctic is to emissions from fires because their frequencinasity are predicted
to increase in the future as the climate warms. This will help us to distinguish possibeasing
trends in trace gases due to natural and anthropogenic sources. timetiis these questions are
addressed using the chemical transport model, TOMCAT, which will beritbesl more detail in
Chapter3.



Chapter 3

The TOMCAT chemical transport
model

3.1 Introduction

Offline chemical transport models (CTMs) are useful tools for studyimg different processes
affect the chemical composition of the atmosphere on varying spatial anetahsgales. They
resolve the movement of chemical species through large-scale horizmutalertical advection
and smaller sub-grid scale processes such as convection and bplaygamixing. Meteorolog-
ical analyses read in by the model are used to resolve these transpbinmiszns. As well as
transport, the concentrations of chemical species in the atmosphereaedfatdied by emission
fluxes at the surface, chemical loss and production and wet and dositien. Emissions from
both natural sources and anthropogenic activities are usually obtaoracemmissions inventories
which provide regional or global estimates of fluxes of different spedEI' Ms can be applied to
many problems. They are often used in combination with in-situ observatiordgaihderstand
the transport and chemical mechanisms which control concentrationgwiicil species leading
to new understanding of certain processes (&Emmons et al(2003; Jacob et al(2005; Mao
et al.(2010). They are also commonly used to study source-receptor relationshipk is useful
for understanding the sensitivity of a region to different sources (@&/litd and Akimoto(2002J);
Cook et al.(2007). Regional and global budgets of atmospheric species can also betedtima
(e.g.Duncan et al(2007)).

One such CTM, TOMCAT, has been used throughout this thesis to uaddrthe chemical and
transport processes which are important in influencing the chemical tigpoof the Arctic
atmosphere. This chapter describes the TOMCAT model and severalespghich have been
implemented as part of this thesis. The standard version of TOMCAT is ouiln8dction3.2

33
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Updates to the standard TOMCAT chemistry scheme are discussed in S28tiblew emissions
datasets which have been processed for use in this thesis are presegeton3.4

3.2 TOMCAT: A global chemical transport model

The TOMCAT model is a Eulerian three-dimensional (3-D) global CTM (eStockwell and
Chipperfield(1999; Chipperfield(2006). The model calculates the transport of mass between
grid boxes across 6 faces. Large-scale horizontal and vertical misticalculated from fields
which are read in and interpolated to the TOMCAT grid from the Europearir€éor Medium-
Range Weather Forecasts (ECMWF) analyses. The use of offlinesesatyean that the model is
constrained by observational data, which is assimilated into the reanalgsasoid inconsisten-
cies between horizontal and vertical winds after this interpolation, the aentiotion is diagnosed
from horizontal divergence instead of using vertical velocity fieldsnfithe analyses. Tracer ad-
vection in the meridional, zonal and vertical direction is based oPththe (1986 scheme which
conserves the second-order moments. This scheme conserves massrachs tracer gradients
(Chipperfield 2006§. Gas-phase chemical loss and production, wet and dry depositiatmiat
of moist convection, and boundary layer mixing are all treated in TOMCAIE odel extends
from the surface up to 10 hPa and for tropospheric studies uses@coordinate system, with
near-surface levels following the terraia)and higher levels 100 hPa) using pressure levels
(p). All simulations used in this thesis have 31 vertical levels and a horizorg@alution of 2.8%
2.8° (128 longitudes and 64 latitudes).

3.2.1 Sub-grid scale parameterisations

The Holtslag and Bolville(1993 scheme is used for sub-scale boundary layer mixing. The in-
clusion of this scheme into a CTM is described Wang et al.(1999. The parameterisation
determines the height of the planetary boundary layer (PBL) explicitly aclddies transport by
eddies in unstable conditions and entrainment of air at the top of the PBLn \8tresection is
absent, vertical diffusion is included up to 3 km. Moist convection is basati@Tiedtke (1989
scheme, which calculates tracer mass flux rates due to convective tspérafainment/detrain-
ment in clouds, large-scale subsidence and turbulent mixing, which isddrom the large-scale
horizontal winds ¢ andv), temperature™) and humidity ().
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3.2.2 Wet and dry deposition

Dry and wet deposition are important loss channels for gas-phasespedthe atmosphere and
need to be considered by CTMs. Dry deposition describes the uptakenotpheric species
at the surface of the Earth. The efficiency of uptake is dependenpecies, meteorological
conditions and surface type. Wet deposition is the scavenging of traes §@m the atmosphere
by precipitation and depends on cloud formation, precipitation rates andalhheilgy of gases.
TOMCAT uses the dry and wet deposition scheme which were shown torpebietter than other
schemes in the study b@iannakopoulos et a(1999. The rate of dry deposition {r(s™1)) is
calculated as a function of the deposition velociy, (ms 1)) of the relevant species (which are
included in the model as a look-up table, and are dependent on seabsuaréacte type) and the
height of the lowest model leveH():

g = (3-1)

Va
H
V4 is extrapolated to the middle of the lowest model level using the vertical difiusiefficient

which is a function of wind velocity, surface roughness and stability of thendary layer and is
calculated within the PBL scheme. The vertical diffusion coefficient is atfan of wind speed,
surface roughness and boundary layer stability which means this is etecefd into the deposition
rates.

Wet deposition is parameterised according to the proportionality of the rdmateaR) to the
concentration of the specie§)as follows:

R=—rC (3.2)

wherer is the local removal frequency (%) and is taken from the model-derived large-scale and
convective precipitation.

3.3 Updates to the TOMCAT chemistry scheme

3.3.1 Standard chemistry scheme

TOMCAT contains a detailed tropospheric chemistry scheme which inclugé$d-NO,-CO-
CH4 chemistry and C1-C3 hydrocarborisafv et al, 1998 Arnold et al, 2005. TOMCAT also
includes the oxidation of isoprene based on the Mainz Isoprene MeananifemeRoschl et al.
2000. The implementation of this scheme into TOMCAT is describedvbyng (2007). The
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chemical reactions are implemented via a software package, A&abv¢r et al. 1997). There

are a total of 62 species with 42 being advected. Shorter lived speeiggaurped into families
for advection between grid boxes (i.e. N@nd Q). ASAD is provided with a set of 122 bi-
molecular, 16 termolecular and 37 photolysis reactions. The bimolecular andléeular kinetic
rates are mostly taken from the International Union of Pure and Appliech@iiy (IUPAC) and

the Leeds Master Chemical Mechanism (MGMPhotolysis rates are calculated online using the
code ofHough(1988 which considers both direct and scattered radiation. Within TOMCAT, this
scheme is supplied with surface albedo, monthly mean climatological cloud freddszane and
temperature profiles.

3.3.2 Addition of monoterpene and C2-C7 hydrocarbon chemisy

As part of this work the model's chemistry scheme was updated to accaumtigeing sources

of carbon from higher hydrocarbons which were not previously emitigde model. The model
was developed to include ethene(z), propene (GHg), butane (GH1g) and toluene (€Hsg)
emissions. The degradation of these species and subsequent pwdretisased on the EXTC
scheme based dfolberth et al(2006. Biogenic emissions and oxidation of monoterpenes were
also included based on the MOZART-3 scherl@nfison et al, 2007). A full list of reactions

is given in AppendixA. The chemistry was implemented by Dr Stephen ArAaldd evaluation

of the new scheme was done as part of this thesis. First results and ¢songao the standard
model are shown in Chaptdr

3.3.3 Addition of heterogeneous uptake of pOg by aerosols

Heterogeneous chemistry is known to affect the global concentratio@s,00H and NQ in
the tropospherelacob 2000. One important reaction is the reaction of®§ on the surface of
aerosols to form HN@

N2Os(g) + H2O(aeroso) — 2HN O3 (3.3)

This is important in the troposphere when there is no sunlight to photolysgttefore allowing

time for the formation of NOs (See reaction.7-2.9 in Section2.4). This makes this reaction
particularly important in the Arctic during winteiT{e et al, 2003. HNGOs is highly soluble and

is therefore efficiently lost through wet deposition making this an importantdleasnel for NQ

Ihttp://www.iupac-kinetic.ch.cam.ac.uk/
2http://mcm.leeds.ac.uk/MCM/
SUniversity of Leeds, Leeds, UK
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Table 3.1List of y values used in TOMCAT for heterogeneous uptake gbiby aerosol based
on Evans and Jacof2005 with the uptake coefficient on dust reduced from 0.1 to 0.02 based on
Mogili et al. (2006.

Aerosol Type Reaction Probability

(T=temperature (K), RH= relative humidity (%))
Sulphate y=oa x10°

a=279x10%+13

x107% x RH—3.43

x1076 x RH? +7.52

x1078 x RH®

B =4x10"2x (T—294) (T> 282K)

B = —0.48 (T< 282K)

Organic Carbon y=RH x 5.2 x 10~* (RH< 57%)
Black Carbon | y=0.005

Sea Salt y = 0.005 (RH< 62%)
y = 0.03 (RH> 62%)

Dust y=0.02

from the atmosphere. The standard version of TOMCAT only included @sephase form of the
above reaction using an upper limit reaction rate. A scheme has been idclud©MCAT to
account for this heterogeneous reaction based on the parameteriddfizens and Jacof2005.
The parameterisation was adapted for TOMCAT and useBrbider(2010 who used the newly
developed coupled TOMCAT-GLOMAP CTM with online aerosol and gassphchemistry, con-
sidering loss by sea-salt and sulphate aerosol. However, as the ves@&nped here only uses
the TOMCAT CTM, which does not include aerosols, it was necessargd@rescribed monthly
mean aerosol fields. These were calculated by the aerosol model GEQMann et al, 2010
and read in offline. This method is computationally cheaper but means thargiervused in this
thesis will not have co-located aerosol and gases in plumes for hetemge reactions, which
will likely introduce some error in the loss rates of N@ highly polluted cases. However, it is
assumed that the overall monthly loss of N@ll provide a better estimate of N(@oncentrations
in the Arctic than not accounting for this process in the model.

When a gas molecule strikes the surface of a particle not every collision @aillti@ a reaction.
Therefore, an estimate of the probability of collision resulting in a reactionadeswhen consid-
ering heterogeneous chemistry in a model. This is represented by theveeautiake coefficient
(y) which has a value between 0 and 1 and is estimated through laboratomnynexpis. There
is large uncertainty in the values pffor different aerosol types and better quantification of these
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are still required Macintyre 2010. This uncertainty has important implications for modelling
with simulated OH and NQconcentrations being sensitive to the choggwélue Macintyre and
Evans 2010. The scheme included in TOMCAT considers externally mixed sulphatenarg
carbon, black carbon, sea salt and dust. ¥kialues that are used in TOMCAT for the simulations
shown in this thesis are given in Tal8el They are the same as usedibyans and Jaco2005),
except for dust, and vary as a function of temperature, humidity andalecomposition. The
overall y value used is weighted according to mass of each aerosol type. Adaptirsgtieme
used byBreider (2010 for TOMCAT was done by Dr Stephen Arnold. The evaluation and de-
velopment of the scheme was done as part of this thesis and first resutisemssed in Chapter
4.

3.4 Emissions

The standard version of TOMCAT uses emissions created for the Thsds&ment Report of the
Intergovernmental Panel on Climate Change (IPCC TAR)Ughton et a.2001). These emission
files include surface continental anthropogenic emissions, ship emisaiorrgft emissions and
biomass burning emissions. The biomass burning emissions are a climatologgtbiyrimomass
burning emissions calculated from the Global Fire Emissions Database (GFatide Werf et al.
2009 (referred to in this thesis as the climatological emissions). Emissions gffftd@ lightning
are coupled to convection in the model and therefore vary in space and ¢itoedang to the
seasonality and spatial pattern of convective activ@iotkwell et al. 1999. Biogenic isoprene
and acetone emissions were taken from the POET inven@ranfer et al.2005 which calculates
emissions using a vegetation canopy model. Isoprene emissions are scaletirey to the diurnal
cycle online. Biogenic monoterpene emissions are not treated directly in thel,nhogvever, an
additional 7 Tg of acetone is emitted to account for production from the oxidafimonoterpenes
based ordacob et al(2002. Methane in the model is emitted and then scaled up to a global mean
concentration of 1800 ppbv. This gives regional differences dueniestons whilst maintaining
the concentration of methane globally. All emissions are read into TOMCATISix &° grid and

are regridded within the model to the TOMCAT grid.

3.4.1 Anthropogenic and ship emissions

As part of this thesis, the anthropogenic emissions used in TOMCAT welateg. Two different
datasets were implemented into TOMCAT and are described here. The &irstvgly available in-
ventory created for the IPCC Fifth Assessment Report (AR5) whiaksgin estimate of emissions
for the year 2000Lamarque et a].2010. The second inventory, Streets v1.2, was updated for
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Table 3.2 Global annual total anthropogenic and natural emissions used in the FDNM©del
(in Tg(species)/yr)) from different inventories: AR5 anthropogeoiidy (1st column), Streets
v1.2 anthropogenic only (2nd column), natural POET emissions only (8, AR5+POET
(4th col.), Streets v1.2 + POET (5th col.) and the standard TOMCAT emissiworstp updates
(TAR+Natural) (6th col.).

Emissions (Tg(species)/yr)

Anthropogenic only | Natural Anthropogenic and Natural
Species AR5 Streets POET | AR5+POET Streets+POET TAR+Natural
NOx 104.87 107.70 26.32 131.19 134.02 113.85
CO 609.46 595.08 | 180.40 789.86 775.48 567.52
CoHy 7.72 6.81 5.02 12.74 11.84 7.26
CoHg 3.33 6.34 1.01 4.34 7.35 6.56
CsHe 3.46 3.04 1.00 4.46 4.04 -
CsHs 4.03 5.68 1.83 5.86 7.50 7.67
C4H10 10.38 41.49 - 10.38 41.49 -
CsHs - - 536.79 536.79 536.79 568.66
C7Hsg 7.03 25.34 - 7.03 25.34 -
CioH16 - - 81.68 81.68 81.68 -
CH,0O 3.18 2.99 - 3.18 2.99 0.75
CH3OH 5.69 0.93 230.04 235.73 230.97 4.46
CHsCHO 1.92 2.00 - 1.92 2.00 2.23
CH3COCH; | 2.85 0.54 23.82 26.67 24.36 22.23

modelling studies associated with the POLARCAT campaign which took place Bi20these
datasets are described in more detail in Sect®dsl.1and 3.4.1.2and total annual emissions
for all species are shown in TabB2 The distribution of annual emissions for CO and ,\#&de

shown in Figure8.1and3.2showing any regional differences.

3.4.1.1 IPCC Fifth Assessment Report emissions (ARb5)

This dataset provides monthly mean estimates of emissions on a@%°horizontal grid for

the year 2000 and is described in detail lbgmarque et al(2010. The ship emissions vary
from month to month, although the land-based anthropogenic emissions ddregtonal in-
ventories EMEP, EPA and REAS were used for Europe, North Ameridafam, respectively.

Where evaluated regional inventories were not available, the EDGARlalal anthropogenic
inventory was used. The anthropogenic emissions include contributiomstfre sectors shown
in Table3.3 and the ship emissions include fishing, international and domestic shippiregeTh
emissions were downloaded in netcdf format from ftp://ftp-ipcc.fz-juelicipa@’'emissions and
processed them for TOMCAT. All the sectors in TaBl& and the ship emissions were added to-
gether for each species and regridded te1® In some cases, not all of the TOMCAT species

4http://mww.cgrer.uiowa.edu/arctas/emission.html
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Figure 3.1 Total annual anthropogenic and natural CO (Gg/yr) emissions frontanelard model
based on TAR (top, left), the Streets v1.2 2008 and POET inventoriesr{gbyp) and the AR5
2000 and POET inventories (bottom).
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were available therefore lumped groups were used instead. This waastéor TOMCAT emit-
ted species methanol, acetaldehyde and acetone, where the alcoholalsadital ketones IPCC
lumped groups were used, respectively.

3.4.1.2 Streets v1.2 anthropogenic emissions

For the POLARCAT campaign, an inventory was created by David Steets Qiang Zharfy
which consolidated emission estimates from the most up to date published tegiemiories to
account for regional changes in emissions, similar to that describdang et al(2009. The
inventory uses CAC 2005, EMEP 2006 and USNEI 2002 for Canadapgwand North America,
respectively. Asian emission estimates are describedhang et al.(2009 based on the year
2006. Where regional datasets were not available or suitable the inyersies the EDGAR v3.2
FT2000 global inventory which is scaled to the year 2000 from 1995rdoapto trends. The

SArgonne National Laboratory, US
6Argonne National Laboratory, US
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Figure 3.2 Total annual anthropogenic and natural NGg/yr) emissions from the standard model
based on TAR (top, left), the Streets v1.2 2008 and POET inventoriesi@gbp,and the AR5 2000
and POET inventories (bottom).

Total annual nox: Standard (TAR) Total annual NOx emissions: Streets v1.2 + POET
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Streets v1.2 inventory is available for downldaahd provides emissions of CO, N@nd VOCs.
The VOCs were speciated by Louisa Emnfbascording to the method used bgmarque et al.
(2010 for the AR5 emissions. These emissions were received from Emmonsandtfed them
for TOMCAT.

3.4.2 Natural emissions

Natural emissions account for a large quantity of trace gases found atrttesphere (e.gGuen-
ther et al.(2006). The AR5 and Streets v1.2 anthropogenic inventories thereforéreeuatural
emissions to be added to them. Emission estimates for natural sources su€h asm\ soils
and CO from oceans were taken from the POET invent@msaftier et al. 2005. Isoprene and
monoterpene emissions were calculated by the Model of Emissions of Gabégeosols from
Nature (MEGAN) as described liymmons et ali2010. These were provided by Louisa Emmons

"http://www.cgrer.uiowa.edu/arctas/emission.html
8National Center for Atmospheric Research, USA
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Table 3.3List of anthropogenic sectors for AR5 anthropogenic emissions

Sector number  Sector name

Energy production

Industry

Land transport

Maritime transport

Aviation

Residential and commercial
Solvents

Agriculture

Agricultural waste burning on fields
Waste

O oOoO~NO UL WNPEP

=
o

Table 3.4Global total CO biomass burning emissions for July 2008

Emissions (Tg(species)/month)
Species| GFEDv2 GFEDv3 FINNv1
CO 381.1 276.6 418.5

along with the Streets v1.2 emissions. Previously, TOMCAT did not include amssef biogenic
methanol which is believed to be a large source of carbon in the atmosplaecab(et a).2005
and this was also added to the model.

3.4.3 Biomass burning emission inventories

Biomass burning emission estimates are commonly derived following the relapodesscribed
by Seiler and Crutze(1980:

E=AxBxCExEF (3.9)

whereA is the area burned is the fuel loading (mass of biomass per unit are2f, is the

combustion efficiency (ratio of biomass burnt to total available biom&$sis the emission factor
for the species in question (kg of species released per kg of dry matkéy Drned). These
parameters can be obtained from observational data, model data aratdap@xperiments. All
of the emission inventories used in this thesis were regriddedtd Lhorizontal resolution and

converted to molecules/cfor use in this thesis. The total annual CO emissions for 2008 for each
inventory are shown Tabl@.4 and the distribution of emissions is shown in FiguBe3
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Figure 3.3 Total CO biomass burning emissions (Tg(CO)/year) for 2008 from GFERop, left),
GFED v3.1 (top, right) and FINN v1 (bottom).
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3.4.3.1 Global Fire Emission Database version 2 (GFED v2)

Version 2 of the Global Fire Emission Database (GFED v2) combines modelbitgyand satellite
data to estimate fire emissions. A detailed description of the dataset is giveanbge Werf
et al. (2009. Burned area was calculated from MODIS retrievals baseigfio et al. (2006.
Fuel loads were calculated by considering net primary productivity (N&¥ losses within a
biogeochemical model. Combustion completeness was prescribed in their amodebnsidered
both seasonal effects and differences among fuel type based ervatisns. For this thesis,
monthly mean carbon emission estimates on ax0088° horizontal resolution were downloaded

from http://www.falw.vu/ gwerf/ GFED/GFED2/. The carbon emissions wereverted to dry
matter burned by multiplying by 0.45, assuming carbon emitted was 45% of dry rbatieed
(DM) according tovan de Werf et al(2006, which was then use to calculate emissions for three
different vegetation types. A vegetation map provided with the carbon emsssidine allowed 3
types of forest to be distinguished; savannah/grasslands, tempeaededond boreal forest. After
DM was calculated it was then multiplied by emission factors (shown in TaBJ¢o get emissions
for the species emitted in TOMCAT. The emissions factors are basefindreae and Merlet
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Table 3.5Emission factors for different vegetation types used to calculate GFEDn&s®ns.

Species Emissions Factors (g/kg DM)
Savannah/Grasslands Tropical Forest Extratropical Forest

NOx 2.12 2.26 3.41
CO 61.5 100.9 105.6
CoHy 0.82 1.48 1.18
CoHe 0.32 1.12 0.72
CsHeg 0.34 1.14 0.57
CsHsg 0.09 1.04 0.27
C4H10 0.025 0.056 0.128
CsHg 0.026 0.218 0.103
C7Hg 0.177 0.241 0.403
CioH16 0.014 0.000 0.223
CH;0O 0.71 2.22 2.155
CH3OH 1.47 2.95 1.88
CHsCHO 0.5 2.26 0.979
CH3COCHs 0.48 0.63 0.673

(2001) but were updated in 2008 by Andreae Met|girovided by Guido van de Weff

3.4.3.2 Global Fire Emissions Database version 3 (GFED v3.1)

GFED v3.1 uses the same method and model as GFED v2 to derive carboiorrasimates.
However, some minor differences do exist and are describedahyde Werf et al(2010, the
main one is the use of updated burned area estimé&iiggiq et al, 2010. Giglio et al. (2010
compared GFED v3 area burned estimates to GFED v2 and found theysedrbg about 15%
when averaged globally, with some substantial regional differenc®8%). Europe area burned is
substantially lower whereas Middle East area burned is substantially lighgrared to GFED v2.
They also show that when they compare GFED v3.1, GFED v2 and otheebaraed estimates
to independent observational area burnt data for USA and CandeeD 3.1 has the highest
correlation, giving a higher confidence in the newer version. Anotheeldpment in GFED v3.1
dataset now means that emissions are estimated for six different fires 8gy@snah, woodland,
deforestation, forest, agriculture and peat. The dominant fire type m @&€x<0.5° grid-box is

shown in Figure3.4.

9Max Planck Institute for Chemistry, Mainz, Germany.
10U University (Vrije Universiteit), Amsterdam, Netherlands.
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Figure 3.4 The dominant fire type in each 0.60.5° grid-box in the GFED v3.1 fire emissions
inventory taken fronvan de Werf et al(2010.

savanna woodland  deforestation forest agriculture peat

3.4.3.3 FINN v1 inventory

The FINN dataset was first described and use@Vviedinmyer et al.(200§. MODIS Fire and
Thermal Anomalies Product(glio et al, 2003 were used to identify fire locations which use
both MODIS sensors onboard two polar orbiting satellite platforms, AquaTeng@. Each pro-
vides daily thermal observations over nearly the entire globe on both daytidm@ghttime passes.
Satellite datasets which identify land use, vegetation types, and percee@gjative cover were
used in combination with available regional data to assign fuel loadings felspix which fires
were identified. Land cover was assigned by the Global Land Coves8&idia 2000 (GLC2000)
which gives 29 land cover types, emission factors for each of these typee assigned based on
the currently available estimates in the literatuMigdinmyer et al.2006. An updated version of
this inventory was created for the POLARCAT campaign at a daily temporalutisn (Wiedin-
myer et al, 2017 and is used for this thesis. The inventory was processed by Louisa Esrandn
formatted for use in TOMCAT as part of the work for this thesis.

3.4.4 Summary

In this chapter the standard version of the TOMCAT chemical transport rhaddeen described.
As part of this thesis several developments have been implemented into thetonoelter simu-

late the troposphere. The new extended hydrocarbon chemistry sclasnbedn described, now
including ethene, propene, butane and toluene emissions. Natural npET@Eezmissions and
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chemistry have also been included explicitly. A scheme for uptake,@gNnto aerosol has been
adapted for the purposes of this thesis. The impacts of these updatebdwavéested and are
discussed in Chapter. The standard emission inventories have also been updated with natural
emissions from methanol are now included along with the implementation of two néwoa
pogenic inventories (Streets v1.2 and AR5) and three new biomass b@miisgion inventories.
These new inventories are used throughout this thesis for simulations witlOtMKCAT model.



Chapter 4

TOMCAT model development and
evaluation

4.1 Introduction

First simulations of the standard version of the TOMCAT model performethfs thesis showed
that the model underestimated tropospheric CO in the Northern Hemisphidjel(Nsitu chemi-
cal production is an important source of CO accounting for approxima@y &f the total global
tropospheric sourceHauglustaine et 811998 Bergamaschi et gl200Q Ehhalt et al. 2001, Dun-
can et al. 2007). Oxidation of industrial non methane hydrocarbons (NMHC) has betémated
to contribute up to 14% (203 Tg(CO)/yr) to this global production of seaon@€O, which is 7%
of the total global sourceBergamaschi et al2000. The major anthropogenic emission regions
are located in the NH and therefore emissions of hydrocarbons thabaeecounted for in the
standard version of the TOMCAT model would lead to an underestimation in truption of
secondary CO in this region, contributing to the NH underestimate. As CO ¢asea tracer
of anthropogenic and natural sources in this thesis, this underestimatpantbsaddressed by
developing the TOMCAT model to account for some of the missing sourcearbbn by includ-
ing additional NMHC emissions and subsequent chemical processingrofintienic sources of
ethene, propene, butane and toluene have been implemented in this wardrdrildute an addi-
tional 28.6 Tg(C)/yr on top of the already emitted 21.0 Tg(C)/yr of NMHC, éasing the total
mass of carbon from anthropogenic NMHC emissions by 136%. Emissionemdterpenes from
vegetation are another important source of carbon. Most emissionsiodbe tropics due to the
high temperatures and abundance of vegetation, however, they arenaitsed during the sum-
mer in the mid-northern latitudes and boreal regions and therefore couhddmetant in the NH.
Bergamaschi et a(2000 estimated that oxidation of terpenes (including monoterpenes) can con-
tribute up to 10% (136 Tg(CO)/yr) to secondary CO and 5% to the total gkihates of CO. By

47
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adding natural monoterpene emissions, which emit an extra 72 Tg(C)/gg walith natural emis-
sions for the new organic species, ethene and propene, which emit &2/\irgthe total carbon
natural emissions in TOMCAT are increased by 13.4%.

It is well established that the heterogeneous uptake,@isNby aerosols is a major atmospheric
sink of NG in the troposphereRavishankaral997 Jacol200Q Tie et al, 2001). This reaction

is significant at night when there is no sunlight for the photolysis ogM@king it possible for

it to react with NQ to form N>Os. This reaction is therefore particularly significant in the polar
regions during the long dark winter period, causing very low concentratad NQ, (Tie et al,
2003. Modelling has shown that the inclusion of this reaction in a global 3D CTMreduce
NOy and & burdens by up to 50% and 9%, respectivddefitener and Crutzed 993, showing
that this reaction has important implications for tropospheric composition. Afothes of this
thesis is on Arctic composition, the TOMCAT model has been developed to mthachydrolysis

of N»Os to simulate @Q and NQ in this region more accurately.

As part of this thesis, these two updates have been developed and té€b&dmpact of these
updates on simulated tracer burdens and distributions are discussedion3e® Global mean

OH is assessed as an indicator of the model’s oxidising capacity in SetdorThe model is

then compared to observations to see whether the developments have nghreegemulation of
trace gases. The ability of the model to simulate CO is discussed in Sdchavith the aid of

retrievals of CO from the satellite instrument MOPITT and also in comparisoarface station
observations. Ozone and some reactive nitrogen and NMHC speci#searalso compared in
Sections4.6-4.8. The overall findings from this chapter are then summarised in Se¢t#n

4.2 Model setup

Three simulations were performed to assess the impact of the new extem@edcachemistry
and the uptake of pOs by aerosol. These are summarised in Tehte The CTRL simulation
was performed using the basic setup of the ‘standard’ version of theG&Mnodel as described

in Chapter3, without the new organic and heterogeneous chemistry, but with updatisdiens.
The NEWC simulation uses the same set-up as the CTRL simulation but includesitioeganic
chemistry (see SectioB.3.2. The HETC simulation includes both the new organic chemistry
and the heterogeneous uptake ofQy by aerosol. A more detailed description of the treatment
of N2Os hydrolysis in TOMCAT is given in Sectio.3.3 For each simulation, TOMCAT was
spun-up for 1 year and then run for the whole of 2008 using ECMWF BRAvinds. The IPCC
AR5 anthropogenic emissions, POET natural emissions and GFED v2 monthly biemass
burning emissions for 2008 were used for these simulations as theyd#aranproved surface
flux estimate compared to what was previously used in the standard vefdivsmodel. These
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Table 4.1Summary of model simulations

Simulation | Description Emissions
ID
CTRL Control simulation AR5 anthropogenic emissions, POET

natural emissions, GFED v2 2008
biomass burning emissions.

NEWC Additional hydrocarbon and monoter-AR5 anthropogenic emissions, POET
pene emissions and chemistry. natural emissions, GFED v2 2008
biomass burning emissions.

HETC Same as NEWC but with heterogeAR5 anthropogenic emissions, POET
neous uptake of pOs on black carbon, natural emissions, GFED v2 2008
organic carbon, dust, sulphate and se&iomass burning emissions.

salt. (dusty = 0.02).

emissions were updated for the purpose of this thesis and are descrimeddrdetail in Section
3.4. For the year 2008, model output was saved every 3.75 days, givipgitoat 00:00, 06:00,
12:00 and 18:00 UTC from which monthly means were calculated.

4.3 Impact of extended hydrocarbon chemistry and uptake of NOs
by aerosol

4.3.1 Changes in global mean burdens

The global monthly mass burdens from each of the simulations have beetatadcfor CO, Q,
HO, HNOgz, PAN, NQ, and NQ and are shown in Figu#.1 The percentage difference for these
species between NEWC and CTRL and HETC and NEWC are shown in HgRiréConsider-
ing the difference between NEWC and CTRL isolates the impact of the additioemoorganic
chemistry. CO is increased by 4-5% (14-18 Tg) from the CTRL to the NEWWt@lation due
enhanced secondary production of CO from the oxidation of additioygribecarbons in NEWC.
The biggest increase is observed in NH summer/autumn due to the highesfrakegochemistry.
Ultimately, the additional NMHC and CO lead to morg @oduction and therefore the total mass
burden is increased by 2-4% (8-11 Tg). The total mass burden of @kl miat seem to be largely
affected by the increased burden of NMHC. By considering the paagerdifference in Figure
4.2, it can be seen that OH is not affected in January and February. Théc#@ise the majority
of the anthropogenic emissions occur in the NH, where OH concentratiemdraady very low at
this time of the year with reduced rates of oxidation of NMHC. As the concéoiiof OH in the
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Figure 4.1 Monthly mean total tropospheric mass burdens (Tg) of C@, @H, HO;, HNO;3,
PAN, NQy, NO and NQ from the CTRL, NEWC and HETC simulations.
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Figure 4.2 Percentage difference in monthly mean total tropospheric mass burdé€®,dd;,
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NH increase towards summer, OH is reduced by up to 1% in NEWC due to neadtlothe addi-
tional hydrocarbons and CO. Conversely, Hi®increased by 3-4% due to the oxidation pathways
of the additional hydrocarbons resulting in more formaldehyde and pt@duction (see Section
2.4). Formaldehyde can also go on to yield another;H@lecule gacol 19993, boosting the
oxidising capacity of the atmosphere by an overall increase i (d€e Sectiod.3.2. One of the
most significant impacts of the organic chemistry is upon the formation of PAN.tdtal mass
burden of PAN is increased by 40-75% with the biggest increase doguturing the NH winter
when the thermal decomposition of PAN is slower due to the lower temperailinesotal PAN

is more sensitive to the NH winter because of larger concentrations @fitNthe NH. This large
increase in PAN occurs because the new organic chemistry scheme soladg more pathways
which lead to the production of GGE€O3; which reacts with N@ to form PAN. Due to the oxides
of nitrogen, NO and N@, being locked up in this reservoir species, HN®O and NQ are all
reduced by up to 3%, 8% and 7%, respectively. HN®efficiently wet deposited due its high
solubility and therefore acts as a sink of reactive nitrogen from the atmosphes more NQ
forms PAN instead of HN@) the total global burden of total reactive nitrogen, N@ increased
by 11-17%. In the NH summer, NQOncreases by up to 2% relative to the CTRL simulation due
to the breakdown of PAN which releases N 'his increase in N@could also contribute to the
extra formation of @ that is modelled.

Figures4.1 and 4.2 also show the impacts of the heterogeneous uptake,05Ny aerosol by
comparing HETC and NEWC. As expected, Ni®affected quite significantly, with NO and NO
being reduced by 10-20% and 10-27%, respectively. In agreemtmprevious studiesdientener
and Crutzen1993 Tie et al, 2003, the biggest reductions occur in January and February where
the total NQ burden is reduced by up to 46%. The smallest difference occurs innheeNQ, is
reduced by 20%. This is because the conversion of dGINO; by reaction2.7-2.9is important
during darkness and at low temperatures making this efficient in the NH wiritere there are
also high concentrations of NODue to this new pathway, the global burden of HN@creases

by 3-8%, with the biggest increases occurring in winter. As morg N®eing converted to HN§)
PAN shows a reduction of 4-11%, also with the biggest reduction in wintsrtha formation of
HNO; acts as a sink of NEfrom the atmosphere, overall, N@& reduced by up to 10% in winter.
As NO controls the production of £in the troposphere, the total burden of 9 also reduced by
4-6%. The maximum reduction occurs in March and the minimum in July, similar torttie§s of

Tie et al.(2003. The biggest reduction of £3loes not coincide with the biggest reduction inNO

In the NH in January and February the lack of sunlight would slgyp@duction and therefore
the impact on @through NQ would not be seen until sprindig et al, 2003. As OH is formed
from the photolysis of @, the burden of OH is also lowered by 7-8%. Due to a smaller global
OH burden, CO has a longer lifetime increasing the global burden by 5@®%érall, the NOsg
hydrolysis results in the annual mean burdens off{N@ and OH being reduced by 30%, 6% and
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8%. The response in N@nd G are slightly smaller compared witbentener and Crutz€1993
who found a 50% and 9% reduction in N@nd G respectively, however, a similar reduction of
OH of 9% was observed. The percentage differences of burdémdatad by different models are
likely to be sensitive to the treatment of other processes and initial burdéms aforementioned
species therefore the different percentage difference may refiectlth general, the TOMCAT
model captures the response of N@s; and OH in agreement with previous studi@&e(tener
and Crutzen1993 Jacolh 200Q Tie et al, 2001, 2003.

4.3.2 Changes in the distributions of species

The seasonal zonal mean volume mixing ratio of CO from the CTRL simulationJ&r MIAM,

JJA and SON are shown in Figude3. There is a clear inter-hemispheric difference due to larger
emissions in the NH. The CO concentrations also decrease with increasingeaétiihe distance
from the surface fluxes increases. In the NH, the seasonal maximumiamdum of CO occur in
DJF and JJA, when OH concentrations are at their lowest and highgsg¢ctéesely. The seasonal
cycle is not as distinct in the SH as it is in the NH, but it is still visible, with a maximumli J
and a minimum in DJF. The absolute and percentage difference in CO fraMON& mpared to
CTRL are also shown in Figu#e 3. Including the additional hydrocarbon emissions and chemistry
increases the background CO by 1-5 ppbv (2-5%) in the SH and up tpp®® (2-10%) in the
NH. There is a larger impact on CO in the NH due to the location of the sougieng The
largest seasonal difference occurs during SON, in agreement withid4g2, due to an increase

in secondary production of CO from the oxidation of hydrocarbonslate summer and early
autumn biogenic emissions peak, driving the seasonal maximum responsg ihh€ absolute
and percentage difference between the HETC and the NEWC simulatioalsasdhown in Figure
4.3 Similar to the NEWC simulation, the largest increases occur in the NH.

Figure 4.4 shows the seasonal zonal mean concentrationssdfdn the CTRL simulation. As
with CO, there is a gradient between the two hemispheres due to more NMHIGemissions

in the NH which are precursors of30Unlike CO, the mixing ratio of @increases with altitude.
As emissions are transported away from the surface they begin to mrdducAlso, near the
tropopause, the influence of stratospheric-tropospheric exch&idg can be seen. The seasonal
maximum of G occurs in MAM in the NH, thought to be due to an increase in photochemical
production Monks 2000 Atlas et al, 2003. The absolute and percentage difference ftom
NEWC compared to CTRL are also shown in Figdrd As seen in Sectiod.3.1, Oz is increased
by 1-4 ppbv (3-9%) in the NH troposphere. The SH is not largely afte¢less than 1 ppbv
difference) by the increase in NMHC due to lower anthropogenic emissidhe absolute and
percentage difference between the HETC and the NEWC simulations arghalsa in the third
and bottom panel of Figuré.4. As found in Sectiord.3.10zone is decreased by the inclusion
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Figure 4.3 Zonal mean seasonal CO absolute concentrations (ppbv) from the GifiRllation
(top row), absolute differences from NEWC-CTRL (ppbv) (secaw)r absolute differences from
HETC-NEWC (ppbv) (third row), percentage differences from NEAGTRL (%) (fourth panel
down) and percentage differences from HETC-NEWC (%) (bottonj.row
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of the hydrolysis of NOs which reduces NQand therefore @production. The biggest impact

is in the NH in MAM due to the higher concentrations of NiD this region. However, the SH
also shows a reduction ing@hroughout the year due to the presence of aerosols, with a maximum
reduction in SON during the biomass burning season.

Figure 4.5 shows the seasonal zonal mean concentrations gf (NO + NO,) from the CTRL
simulation. The largest concentrations of N&re seen in the NH lower troposphere near large
anthropogenic emission regions. The SH has very low backgrounceotrations with larger
concentrations occurring in JJA and SON during biomass burning seasts the lifetime of
NOy is shorter than CO, it is much less well-mixed, leading to strong concentratautiegts.
The stratosphere also has very high concentrations af, M@ich acts as a source to the upper
troposphere. The absolute and percentage difference jnftlé@ NEWC compared to CTRL are
also shown in Figurd.5. The addition of new NMHC emissions result in a decrease i byQup

to 90 pptv, with the maximum effect occurring in the NH during winter. As mentioneSection
4.3.1this is because of the increased formation of PAN which is more stable in wilitezse
reductions are confined to the regions of maximum concentrations @ffd&r the surface in the
NH. The percentage difference shows a different pattern to the @bslanges, with a maximum
winter reduction in NQ of 40% at 400 hPa instead of the surface. This is due to much lower
background concentrations in this region, meaning a smaller absoluteecbangesult in a larger
percentage difference.

Figure4.5also shows the absolute and percentage difference in HETC compar&W&N\,O5
uptake reduces NOby more than 150 pptv near the major emission regions with the biggest
impact occurring in DJF. The smallest impact occurs in JJA where a maximuthmftv is lost at

the surface in the NH. As with the NEWC simulation, the maximum percentage diffeseoccur

at higher altitudes due to the low concentrations, withyN®@ing>70% lower than in NEWC.
HETC shows that BlOs uptake also occurs in the SH and explains the losss:oh®ETC in the
same region which was seen in Figdrd. The maximum impact occurs in MAM with up to 60%

of NOy being lost. Again, the percentage and absolute difference show diffea&terns.

The seasonal zonal mean KHI@@H + HO,) from the CTRL simulation is shown in Figud6.

The distribution of HQ is related to the amount of incoming solar radiation. Therefore the tropics
have the highest concentrations and the maximum is centred either souttitoohthe equator
depending on the season. The maximum concentrations occur in the NH dudJa the larger
concentrations of @in this region which is the main source of OH. The absolute and percentage
difference in HQ in NEWC compared to CTRL are also shown in Figdré. The addition of
NMHC increases HQby up to 0.4 pptv mostly between 50°S and 70°N. In JJA, the increase in
HOy is shifted to between 30°S and 90°N when photochemistry is more active inHhé&fgm
Figure 4.2 it is known that this increase in HOs mostly due to an increase in H@om the
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Figure 4.5 Zonal mean seasonal N@bsolute concentrations (pptv) from the CTRL simulation
(top row), absolute differences from NEWC-CTRL (pptv) (second)r@bsolute differences from
HETC-NEWC (pptv) (third row), percentage differences from NEVETRL (%) (fourth row) and
percentage differences from HETC-NEWC (%) (bottom panel).
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Figure 4.6 As Figure4.3but for HO, (pptv).
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oxidation of NHMC and CO. As with NQ the biggest percentage difference occurs in a different
location to the maximum absolute difference due to the low background coatiens. For HQ,
NEWC shows the largest percentage difference in the high northern kditluting winter where
concentrations are increased by up to 30%. The absolute and peeelifagence in HQ in
HETC compared to NEWC are also shown in Figdré. N»Os hydrolysis has a more spatially
complicated affect on HQ In DJF, regions between 50°S and 50°N show different respanses
HOy because OH is decreased, due to legsidilst HO; is increased (not shown). The total KO
response therefore depends on the magnitude of changes in the OHOarmbhtentrations. In
other seasons, the overall affect of® uptake by aerosol is to lower H®y up to 0.16 pptv.

Overall, the addition of the NMHC andJ®s hydrolysis has been shown to have substantial im-
pacts on the troposphere. However, as yet it is unknown whether thesges discussed here
actually improve the simulated tracers. For this reason, it is now important toarertigese three
simulations to observations.

4.4 Evaluation of simulated hydroxyl radical

The hydroxyl radical (OH) is the primary oxidant in the troposphere thedefore it is a useful
measure of the oxidising capacity of chemical transport models. Due to isshert lifetime,
OH is very difficult to measureHeard and Pilling2003. However, it can be inferred from gases
whose primary loss channel is through reaction with OH if the sourcesatemderstood. In this
section OH simulated by TOMCAT is compared to global OH estimated by this method.

4.4.1 Calculation of global mean OH

As recommended bizawrence et al(2001), the tropospheric global mean OH concentration has
been calculated, weighted by airmass ([@H&nd the methane reaction rate ((@H]), for CTRL,
NEWC and HETC. [OHy, is generally considered as an indicator of the oxidising capacity of the
atmosphere for a uniformly distributed gas whose reaction with OH is nothdiené on tempera-
ture and pressurd_é@wrence et a.2001). The [OHLu, considers the distribution of OH, giving
more weight to areas of high temperatures due to the temperature depewd#mne reaction rate.
These different measures can be found in the literature for comparisthéomodels.

Firstly, the airmass-weighted OH concentration was calculated from:

[OH]m = Z(MZ'I[VCIMD, (4.1)
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where M is the mass of each grid box and the sum is over the whole of thesplopiee. Secondly,
the global mean methane-reaction-weighted OH concentration was caldwated

k-M-[CHy - [OH])
>(k-M-[CHd]) ~

OHlon, = 2! (4.2)

where, k=1.85x 10 12exg ~1699T) which is the reaction rate of methane with OH used by the
TOMCAT model taken from IUPAE The monthly mean temperature from the model was used to
calculatek. The lifetime of methanerty,) is inversely proportional to methane-reaction-weighted
OH concentrationl{awrence et a).2001) and is therefore equal to:

> (M-[CHq])
> (k-M-[CHy] - [OH])’

TcH, = (4.3)
For these calculations, the tropopause was defined in two ways. Theétisod used the TOM-
CAT potential vorticity (PV) and potential temperatu®) (o find grid boxes located within the
troposphere which was defined as the region where PV is between 2@ndandg is less than
380 K following the method oArnold et al.(2005. The second method used a climatological
tropopause as recommendedlawrence et al(2001) which was calculated as follows:

peii = 300— 215(cog @) )?, (4.4)

whereg is the latitude ang is the pressure.

4.4.2 Comparisons of global mean OH with previous studies

The annual mean values of [Of][OH]cH, andtch, have been calculated for simulations CTRL,
NEWC and HETC and are shown in Tabe2 Using the climatological tropopause yields a
lower [OH]y compared to using the PV arfimodel fields to define the tropopause, however,
there is little difference in the [OH},. This is because the [OHY, is more sensitive to OH
concentrations in the lower troposphere in the tropics as this is where theitmajomethane is
oxidised Lawrence et a).200% Bloss et al. 2005, making the tropopause height less important.
This is also the case with the methane lifetime as this is derived fromd@QH]

Studies byKrol et al. (1998 andPrinn et al.(2001) used observed concentrations of methyl chlo-
roform (CHsCClz), whose main sink is reaction with OH, to infer global mean @bl et al.
(19998 estimated OH to be in the range of 0.9 - 1P molecules/crh andPrinn et al.(2001)

http:/Iwww.iupac-kinetic.ch.cam.ac.uk/
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estimated an airmass-weighted mean of 0.94%rf6lecules/cri. Spivakovsky et al(2000 de-
rived a global mean airmass-weighted OH of 1.16 £ frfblecules/cri using a photochemical
box model which used observed concentrations §ff30, NQ,, CO, hydrocarbons, temperature
and cloud optical depth. The global mean [@Hfom CTRL and NEWC of 0.93 x 10and 0.92

x 10° molecules/crd, respectively (see Tabk?2), are both within the range of these studies. The
significant decrease of OH in HETC, due to the loss ofiN&2e Sectiod.3), reduces the global
mean [OH}, to 0.85 x 16 molecules/crh (see Tablet.2), which is lower than any of these esti-
mates. The global mean [Of], for the CTRL and the NEWC simulation are similar with 1.16
x 10° molecules/cri suggesting the distribution of OH does not vary greatly between these two
simulations which is in agreement with what was found in Secli@il Again, the global mean
[OH]cH, of 1.08 x 10° molecules/cri, calculated from HETC, is smaller than the values from
CTRL and NEWC. The corresponding lifetime of methane is 8.55, 8.55 andy24r® from the
CTRL, NEWC and HETC simulations, respectively (see Tab®. FromKrol et al. (1998 and
Prinn et al.(200)) the lifetime of CH, is estimated to be within the range of 8.6-10.12 years. The
Tch, calculated from the HETC simulation gives a better estimation of the methane lifetene ev
though the [OHy, is out of the estimated range. This is becausg, is dependent on the distri-
bution of OH due to the temperature dependence of the reaction pivthl OH, meaning HETC
may have a more reasonable distribution of OH in regions dominatinga@idation compared to
CTRL and NEWC, even though the global mean OH is lower.

To evaluate the global OH distribution, the tropospheric OH has been dividénto 12 separate
domains, extending from the surface up to 250 hPa, as recommendshvibgnce et al(2001).
Figure 4.7 shows annual zonal means of OH separated into these domains calcutatethé
TOMCAT CTRL, NEWC and HETC simulations. In general, the NEWC and CBihulations
show very similar distributions of OH with NEWC having slightly smaller concentretim the
upper troposphere and slightly higher concentrations in the lower triyeospHETC showed the
largest difference in the global mean OH concentration compared to C3&t Tabled.2) and
therefore, as expected, the distribution of OH does vary from NEWGQCARIL, with concentra-
tions in all domains becoming lower.

Table 4.2TOMCAT global annual mean OH concentrationsl(® molec/cn?) weighted by mass,
weighted by reaction with CliHand the lifetime of CH (yrs) from CTRL, NEWC and HETC.

TOMCAT Trop. Climatological Trop.
Model Simulation | [OH]m [OH]cH, TcH, | [OHIm [OHlcH, Tch,
CTRL 0.9310 1.1647 8.55 0.9064 1.1551 8.96
NEWC 0.9276 1.1640 8.55 0.9035 1.1545 8.96
HETC 0.8579 1.0841 9.18 0.8352 1.0751 9.62
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Figure 4.7 Annual zonal mean of OH (in molecules/&nseparated into 12 sub domains as sug-
gested byLawrence et al(2001) from the TOMCAT simulations (CTRL, NEWC and HETC)
compared to the climatology frotmawrence et al(2001), based on the estimates $pivakovsky

et al.(2000 (referred to as Lawrence 2001), and from another CTM, MOZARTrem Emmons

et al.(2010 (referred to as Emmons 2010). The climatological tropopause (calcudgteguation
4.4) has been used to remove any stratospheric OH denoted by the smoothir#aatkthe top of
the domains.
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For comparison, a climatology published ltawrence et al(2001) and Emmons et al(2010
(referred to as Lawrence 2001 and Emmons 2010) are also showreBiguirhe Lawrence 2001
climatology is based on model calculationsSgivakovsky et al(2000 as already described and
are therefore constrained by observations. The Emmons 2010 climatobggaiculated by the
latest version (version 4) of the MOZART CTMEfhmons et al.2010. By comparison to the
Lawrence 2001 climatology, all three TOMCAT simulations generally undienage OH in the
two highest altitude domains at all latitudes and overestimates OH in the lowesteatibntains.
HETC shows the best agreement with Lawrence 2001 in the domains betveesuirface and 750
hPa and CTRL shows the best agreement in the two higher domains o0P3tPa and 500-250
hPa. The simulated OH fields from TOMCAT show the best agreement in thédwains situated
between the surface and 750 hPa and 30°S and 30°N.

For more detail the percent difference between the Lawrence 2001 cloggtand TOMCAT
have been calculated. For the two surface domains in the tropics the pgediftarence is 3 and
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25% for CTRL, 4 and 27% for NEWC, and 0 and 20% for HETC. The lahljgs occurs in the in
the NH extra-tropics region. As mentioned previously, the tropical lowgrasphere is where a
large fraction of CH is oxidised by OH. The lower concentrations of OH in this region in HETC
explains why it produces a longer, more reasonable methane lifetime cainjpaNEWC and
CTRL. In the lowest domain in the region of 30°- 90°N, the model simulatioow slifferences of
59%, 56% and 42% for CTRL, NEWC and HETC compared to Lawrencé 2§iowing that the
updates improve OH in this region. However, HETC still exhibits a large atienate which will
likely have important implications on the lifetime of gases in the NH at the surfachelregion
of 30°S - 90°S, HETC differs from Lawrence 2001 by 6%-15%. Tlhieves that the simulated
OH has a much lower bias in the SH than in the NH compared to Lawrence 2001e.upper
troposphere, all three simulations show very large percentage diffiesdretween 90°S - 30°N.
CTRL generally shows the lowest differences, however, there aaelgkystematic differences in
the TOMCAT model which are not resolved by the updates included in NEWIGHETC. In the
mid to high latitudes in the SH, the model shows biases of -46% and -34% in CRcRNEWC
and -42% and -50% in HETC, in the domains between 750-500 hPa areBR(@Pa, respectively,
with the biggest difference being in the lower domain. The model shows thestdisagreement
compared to Lawrence 2001 in the tropics with differences of -32 — -49%0;- -51% and -36 —
-54%, in CTRL, NEWC and HETC.

Overall, the biggest differences are found in the highest altitude domdith@mmodel generally
captures the OH in the lowest altitude domains. This suggests that there is anigging source
of OH in the upper troposphere. Photolysis of acetonez@PBICH;) has been found to be a
major source of OH is the upper troposphedadgé et al, 1997 Miuller and Brasseurl999
and therefore it would be useful to compare the model to aircraft obgens of acetone in the
future. Another possibility is that the model overestimates OH at the surfaitee iNH due to
underestimated convection. Convection has been shown to be underediimB@MCAT in the
tropics Feng et al. 2011 Hoyle et al, 2011) which would act to rapidly transport short-lived
species into the upper troposphere. Convection has been shown tinjecattant process and has
been observed to be an important process in controlling upper tropaspi@, concentrations
(Jaegk et al, 1997).

4.5 Evaluation of simulated carbon monoxide

CO has been estimated to have an average annual global burden ®73d@{CO) Ehhalt et al.
2001). This is similar to the mean annual global burden of 375.25 Tg of CO calcufaden

the CTRL simulation. With the extended organic chemistry in NEWC this is increasgeil.61

Tg. The uptake of NOs on aerosol further increases this to 412.58 Tg in HETC. These are both
higher than previous estimates. Here, a more detailed assessment of ibetstiof simulated
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CO in comparison to observations is given to assess the performancennbtiet with a regional
perspective.

4.5.1 Comparisons with MOPITT

Simulated CO from all three simulations has been compared on a global sc&e tet@eved from
the satellite instrument, MOPITT (Measurements Of Pollution In The Tropasph®IOPITT is
on board the NASA Terra satellite and infers global concentrations ofré@ thermal infrared
radiances in the CO absorption band. Version 4 of MOPITT has beaegsed in such a way
that the data is available as both night-time and daytime retrievals. This datadrasdielated
against other observations and shown to measure CO to within a few ppbssibfi estimates,
with the largest bias occurring at 400 hPeeter et al(2010. For comparison with TOMCAT, the
daytime retrievals have been used due to increased sensitivity over landglEmmons, personal
communication, 2011). Level 3, monthly mean data was4iaad is available on a 1°x 1° grid as

a profile or as a total column. MOPITT CO is retrieved on 10 levels extendamg the surface up
to 100 hPa. The monthly mean simulated CO from TOMCAT was interpolated Jrticéhe 10
retrieval levels and horizontally to the 1°x 1° MOPITT grid. Any missing datenfthe satellite

were also removed from the TOMCAT output.

MOPITT is a nadir-viewing instrument and is therefore more sensitive taioegltitudes. For this
reason, averaging kernels, a matrix holding information about the instrusn@mying sensitivities
at different altitudes, are supplied with the retrieval data. These ackalseg with the a priori to
transform simulated CO profiles from a model, applying a similar sensitivity toahreesaltitudes
as the satellite. This allows a more accurate comparison between the two. Tlwwhatan of a

gas,X, is calculated by integrating the concentration of the gas (in molecul@strer the total

height, h, of the atmosphere as follows:

h
cqumn:/ Xdz (4.5)
z=0

The column a priorXapcis not supplied but it can be calculated from the a priori profie[)
following Deeter(2009:

Xapc= KZ(Api-Xap), (4.6)

where Ap; is the pressure level thickness of tite MOPITT retrieval level in hPa (instead of
height) and K=2.1210'3 (mol/cn?)(hPa ppb), which converts ppbv to molecules/qiideeter

2Available from http://www.acd.ucar.edu/mopitt/
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Figure 4.8 TOMCAT and MOPITT total column CO for January 2008. Top row: TOMICtAtal
column CO from CTRL, NEWC and HETC (left-right) interpolated to MOPITTdkvand grid
with averaging kernels applied, second row: retrieved MOPITT CO tathinen, bottom row:
Absolute difference between TOMCAT and MOPITT total column.
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2009. The averaging kernels for the total colunak¢) also need to be calculated from the profile
averaging kernelsaf) as described bipeeter(2009:

akc= (K/logio(e)) ZApi - Xrty; - ak, 4.7)

whereXrty; is the retrieved MOPITT profile at each level, i. The calculated column ai it
averaging kernels were then applied to the TOMCAT simulated profit¢ &nd a priori profile
(Xap) to calculate the TOMCAT total columiXgc) according tdDeeter(2009:

X1c = Xapc+ akd Xy — Xap). (4.8)

Figure4.8 and4.9 show the January and July 2008 monthly mean CO total column from CTRL,
NEWC and HETC (calculated using equatiér® along with the MOPITT retrieved total col-
umn and the absolute difference between the modelled and retrieved Céndary, MOPITT
shows that TOMCAT captures the large-scale features and distributi@®ofvith a clear inter-
hemispheric gradient and higher concentrations of CO in the NH compatkd 8H. A region of
high CO is located over north and central Africa from biomass burning édsterly transport of
these emissions towards South America is also visible. Other regions of higiaC&lso be seen
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over India and South East Asia and above-background concensaid®O are located over the
anthropogenic emissions regions of eastern North America and westtoeatral Europe. West-
erly outflow regions from the anthropogenic emission regions over théhMdtantic and North
Pacific are also visible. Even so, the model simulates higher concentrataonsliserved by MO-
PITT in the SH. The biomass burning emission region in South Africa extantisef south in
TOMCAT, than observed by MOPITT, with emissions occurring over a widgion. This results
in a larger outflow of CO in TOMCAT to the west. This could suggest errorsénGRED v2 fire
emissions which could be contributing to an overestimate in background GOlaldst version
of GFED emissions (GFED v3) has lower estimates of area burned in SE&giaforial Asia,
Africa, South America and Central Americ&iglio et al, 2010 and would therefore reduce this
bias. In addition to this, both GFED v2 and v3 have higher burned area ¢ssinmaAfrica than
other databases&s{glio et al, 2010.

In the NH, the model shows a much better agreement with the observed C@rcoblut some
regions show a low bias. The CTRL model underestimates CO in compariso®RI™ most
notably over the Pacific Ocean. As this is the main outflow region of Asian emjgbis suggests
a possible underestimate in emissions in Asia. For this simulation, AR5 emissionstestfora
the year 2000 were used. Due to the rapid expansion of Asia, emissiomdniceeased markedly
since 1980 Qhara et al.2007), therefore, the AR5 emissions may not capture the magnitude of
emissions in 2008. Simulated CO over regions of North Africa, Europe anthMmerica are
also less than observed by MOPITT. As shown in Secti@nthe concentration of CO is increased
in NEWC and in HETC. With this increase in CO, TOMCAT shows much bettereagesat with
MOPITT in regions of North Africa, Europe, North America and the Pagcifid Atlantic Oceans.
The HETC simulation shows the best agreement with MOPITT in the NH, butodile increase
in CO in the SH, the positive bias in the model in this region is also increasedoVéisstimate
in CO in the SH is the reason why the total mean mass burden of 412.58 Tgé&Q)ated from
HETC is greater than previous estimates of 360-370 Tg(CO).

The clear CO inter-hemispheric gradient in January, seen by MOPI@Taptured by TOMCAT,

is now less visible in July (see Figude9). This is because of the shorter lifetime of CO in the NH
summer compared to winter, and longer lifetime in the SH winter compared to sunaseitimg

in more similar concentrations in both hemispheres. In TOMCAT, the gradidvaridly visible
due to higher than observed concentrations in the SH. However, asrs@anuary, TOMCAT
and MOPITT show comparable dominant features in the distribution of CiS.clear that CO
is underestimated throughout the whole NH in the all three simulations, mostiyotady land
near sources suggesting emissions of CO may be too low. Model invetggagound emissions
of CO in Asia to be underestimated by up to 40K®pacz et al.2010 due to anthropogenic
emissionsflooghiemstra et al2011). This would lead to an underestimate of CO near Asia, but
also give a lower background CO in other regions. In the NH summer, NTDBhows retrieved
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Figure 4.9 As Figure4.8but for July 2008.
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CO in the Arctic with the use of day profiles. Here it can be seen that the nsbdels better
agreement with the satellite than near the source regions in the NH. The HEDG&$on also
offers a much improved comparison to the satellite than CTRL or NEWC in thisrregio

In the SH, CO is overestimated in July, as seen in January, but the bias isrsr@aig Africa,
regions of high CO are observed by both, however, in the MOPITT weiiseit covers a smaller
region than simulated by TOMCAT. This is similar to what was seen in Januarythigtime
of year fires also occur in South America, where TOMCAT and MOPITawslan even larger
discrepancy. Due to the shorter lifetime of CO in the NH summer compared to wihéegas
is less well-mixed giving more distinct concentration gradients close to soegoens. MOPITT
observes high CO around the anthropogenic regions of North AmerigapE and Asia. July
is also the peak biomass burning season in the mid/high northern latitudesotbesgjions of
Alaska, Canada and Siberia also have higher concentrations of CO wmhtpahe background.
The CTRL TOMCAT simulation has high CO concentrations near North Amenck/Asia, but
regions of Europe, Canada, Siberia and Asia are underestimated. crbasad background con-
centration in NEWC improves the model in regions of Europe and Canadiadyatare still regions
where the model underestimates CO. HETC shows the best agreement WRHTWI@ the NH
due to the longer lifetime of CO giving even higher concentrations of CQuaied the bias quite
substantially.

To understand the differences between TOMCAT and MOPITT in morel digta retrieved pro-
files have been used for comparisons at different altitudes over speagiions. Eight different
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Figure 4.10 Monthly mean anthropogenic, natural and biomass burning emissions (Ti#ymon
for 2008 used by TOMCAT for the CTRL, NEWC and HETC simulations fromthaopogenic,
natural and biomass burning sources in the regions defined in Z&ble
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Table 4.3Regions used for the MOPITT CO comparisons shown in Figuté

Region Longitude and Latitude ranges
>70N 70-90N, 0-360E

EUROPE 30-70N, 350-60E

N.ASIA 45-70N, 60-150E

SE.ASIA 10-45N, 60-125E

us 25-50N, 235-300E
ALASK&CAN | 50-70N, 235-300E
N.ATLANTIC | 20-60N, 300-348E

N.PACIFIC 20-50N, 150-230E

regions have been chosen to represent the major sources and oetfiowsrin the NH. The lon-
gitudes and latitudes of these regions are listed in Tal8e The monthly mean anthropogenic,
biomass burning (BB) and natural/biogenic emissions are shown in Fgl@e Europe, US and
S.E Asia have been chosen as they have the highest anthropogenic esnisglos.E. Asia hav-
ing the highest overall. The N. Asia and Alaska and Canada regiondleavechosen as they have
much lower anthropogenic sources but experience large emissionBfBorAlaska and Canada
also experience high natural emissions which are of a similar magnitude to teenBBions. The
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Figure 4.11 Correlation plots between TOMCAT HETC CO (in ppbv) profiles (interpoldted
MOPITT levels with averaging kernals applied) and MOPITT CO (in pphbwfiles for DJF,
MAM, JJA and SON (left to right) for the regions defined in Ta#l8 Each symbol in the scatter
plots represents a concentration of CO in one box of the 1°x 1°grid,atlm10 levels and has
been coloured by the pressure of that level. E is Root Mean Square(R¥ISE) in ppbv and r is

the correlation.
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Atlantic and Pacific regions mostly experience natural emissions from tlemec&he boxes that
were chosen contain a small area of land and therefore small anthrop@egeissions can be seen
in Figure4.10

Figure4.11shows scatter plots of MOPITT against TOMCAT (HETC) CO. This analigsisly

shown for HETC as it was shown to perform the best in comparison to NTORital column in
the NH. The Pearson correlation (r) and the root mean square eEER between MOPITT
and TOMCAT have been calculated for each region. The mean-squaresadefined as:

RMSE= \/i Z(Xmod—xobs)za (4.9)

wheren is the number of observations in each region defined by the longitudestandda listed

in Table4.3 andXyog and Xgps are the simulated and retrieved CO volume mixing ratio. The
correlation represents how similar the variations in the model and observatienn time and the
RMSE represents the mean absolute difference between the model andatibss.

In general, the model has high correlations of 0.85-0.99 with MOPITT estgyy that model is
able to resolve variations in CO observed by MOPITT due to transport. , Adsall regions at
altitudes greater than 200 hPa, the model and satellite show very similar t@ticers. This is
because MOPITT has very little sensitivity at this altitude and therefore tiedlitaand model
concentrations are primarily influenced by the a priori.

Europe, US and S.E. Asia, which are dominated by anthropogenic emissiavg high concen-
trations of CO, with the highest concentrations being observed and simolate®.E. Asia and
the lowest over Europe, in line with the emission totals (see Figur@. Over Europe the lowest
RMSE is in JJA and the largest in MAM and SON. The simulated concentratimg & nega-
tive bias from the surface up ©400 hPa for all seasons apart from SON, which has a positive
bias throughout the whole troposphere. Over the US, the model exhibitégihest error in SON
(RMSE=16.61 ppbv). the model show the same seasonal biases avseEnmpe. Over South-
East Asia, the model underestimates CO near the surface, below 70 iR, In winter most
emissions come from anthropogenic sources and therefore suppdetlteeed underestimate in
Asian emissions. In MAM, the model does, however, overestimate CO neautface in some
grid boxes. As seen in Figuel1Q this is the peak BB season. Emissions in GFED v2 are thought
to be too high in this region which would offset the underestimate in the antherpoemissions
(Giglio et al, 2010. The largest errors occur in JJA and SON as with the other regionseHig
emission occur during the summer in Europe and US and in spring in S.E. Asgagneg the at-
mospheric burden of CO. In Sectidm it has been shown that TOMCAT has very low OH in the
mid-upper troposphere, where the biggest biases are seen to incré38l. This could suggest
that this overestimation of CO in autumn is due to inefficient loss by OH in the NH.
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N. Asia and Alaska and Canada are dominated by natural emissions (bgénizi@and BB). Both
these regions have the lowest error in JJA and the highest error infbdfnodel underestimates
CO in DJF and MAM and overestimates CO in SON, as seen in the anthropaggiuns. The
highest error in DJF is due to a region near the surface where the modglrobt capture high
concentrations of CO that are observed by MOPITT. As part of thissh€®MCAT simulations
were performed for a study b$odemann et a[2011), which compared the output to CO simu-
lated by a Lagrangian model, FLEXPART, and CO from the satellite instrum&st, The study
showed that TOMCAT was more diffusive (as expected for a Eulerian it FLEXPART,
therefore, unable to retain filaments of very high CO observed by |IABgieansported over the
North Pole for two biomass burning cases. In the winter, these two regionstdwmave any large
local emissions (see FiguelQ and therefore any high CO observed by MOPITT would have
been transported from the lower latitudes. The diffusion of this CO in TOM@aAuld lead to
lower than observed CO as seen in Figdrel The region of>70°N in DJF also shows a similar
occurrence, where concentrations of MOPITT CO reach up to 300 @ptd TOMCAT only shows

a maximum of~150 ppbv at altitudes below 700 hPa. Again, the model overestimates CO in SON
throughout the troposphere. As elsewhere, the model underestimates \@AMV. JJA has the
lowest RMSE as seen elsewhere .

The N. Atlantic and N. Pacific are both subjected to outflow from North Ameaiwa Asia, re-
spectively. The model overestimates CO in DJF, JJA and SON and utioieries CO in MAM.

As CO from North America is generally exported over the Atlantic with passiogtél systems,
the CO is lifted to higher altitudes where OH is thought to be too low which wouldtresmore

CO than observed. Over the Pacific, the model underestimates CO in DMAIdas in Asia

and overestimates CO in SON. As with over the Atlantic, the underestimate in G@satdigher
altitudes due to frontal lifting.

4.5.2 Comparisons with surface site measurements

Observed CO from the stations listed in Tallld and shown in Figurd.12 has been compared
to simulated monthly mean CO from the TOMCAT simulations, CTRL, NEWC and HENIIC.
of the data has been downloaded from the World Data Centre for Grasel@ases (WDCG&)
Figure4.13 shows observed CO at these stations for 2008 with simulated CO interpotzted b
horizontally and vertically to the station location. The first five stations, AlHPZBRW, STM
and ICE, are all located above 60°N. All of these stations are locatedriateeregions far from
the mid-latitude sources. Therefore, concentrations of CO mostly refiekpibound CO resulting
in similar concentrations at all stations. The observations show a wintegspasimum of 150-
180 ppbv in February-April and a summer minimum of 90-100 ppbv in Julgust. Overall,

Shttp://gaw.kishou.go.jp/wdcgg/
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Figure 4.12 Surface site locations used for CO comparisons with TOMCAT (top, lef)(t@p,
right) and NMHC/NQ species (bottom). The locations are also listed in Figude

the model captures the seasonal cycle, however the amplitude of the cyeiddeestimated in
TOMCAT (a modelled range 0£30-50 ppbv compared to the observed range-@0-80 ppbv).
This is due to underestimated CO in winter and overestimated CO in summer in the model.

Including the additional hydrocarbon chemistry (NEWC) and th®{uptake by aerosols (HETC)
increases CO at the surface throughout the year at all of these stati#fisEC shows the best
agreement with the observations with improved correlations of between @d89.84 and re-
duced RMSE of between 16.5 and 22.2 ppbv. This is at the lower end o¥td8 ppbv range of
RMSEs found in a model intercomparison study3#indell et al(2008 focusing on the Arctic at
the surface (at ALT and BRW). Tab#e5shows the mean bias (MB), correlations and RMSE sum-
marised for the Arctic stations. In agreement with the results shown in Settoh the model
underestimates CO in winter and spring in the Arctic. The negative bias in thelnsogduced
in HETC both in winter and spring in comparison to the other simulations in the Arbtie to
lower CO concentrations in CTRL and NEWC, they have smaller biases dinimgeason. As
seen in Figuré.11, the model performs best during the summer.

There are eight mid-latitude stations located between 30°N - 60°N shown umedl3 MHD
is located in the marine boundary layer sampling mostly air from the Atlantic, RY&B Bnd
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Figure 4.13Surface comparisons of observed and simulated CO from TOMCAT (CNEWC
and HETC) in 2008. The grey shading shows the standard deviation afdhthly mean obser-
vations where available. The stations are shown in order of latitude frath teosouth and the
correlations (r) and RMSE are also shown.
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Table 4.4List of surface station locations and species measured used for coansangh TOM-
CAT. The locations are also shown in Figutd.2

ID | Station Name | Lon Lat Alt (m) Species measured
ALT Alert, Canada 297.48 8245 210 CO

ARH | Arrival Heights, Antarctica 166.67 -77.80 184 9]

ASK | Assekrem, Algeria 5.63 23.27 2710 COo, 9
BRW | Barrow, Alaska 203.40 7132 11 CO,HNMHC
CGO | Cape Grim, Australia 144.68 -40.68 94 CO

CPT | Cape Point, South Africa 18.48 -34.35 230 ®

CVO | Cape Verde, Central Atlantic | 335.13 16.85 10 ©, NMHC
CYA | Casey Station, Antarctica 110.53 -66.28 60 CO

EGB | Egbert, Canada 280.22 44.23 253 (6{0)

EIC Easter Island, 250.55 -27.13 50 (6{0)

HPB | Hohenpeissenberg, Germany| 11.02 47.80 985 NMHC
ICE Heimaey, Iceland 339.72 63.40 100 CO

JFJ Jungfraujoch, Switzerland 7.99 46.55 3580 CO, HNOy
KEY | Key Biscayne, US 279.80 25.67 3 (6{0)

LEF Park Falls, US 269.73 4592 868 (6{0)

MHD | Mace Head, Ireland 350.10 53.33 8 CoO

MID Sand Island, Hawaii 182.63 28.20 7.70 CO

MLO | Mauna Loa, Hawaii 204.42 19.54 3397.00 CO

MNM | Minamitorishima, NW Pacific| 153.98 24.28 8 CO, 9
PAY Payerne, Switzerland 6.95 46.82 490 NO, N®
RYO | Ryori, Japan 141.82 39.03 260 CO, 9
SEY Mahe Island, Seychelles 55.17 -467 7 CO

SNB | Sonnblick, Austria 1295 47.05 3106 NP

SPO | South Pole, Antarctica 335.20 -89.98 2810 9]

SSL Schauinsland, Germany 7.92 47.92 1205 CO, HNO, NG,, PAN
STM | Ocean Station ‘M’, N. Atlantic| 2.00 66 5.00 Cco

SUM | Summit, Greenland 32152 7258 3238 9]

TAP Tae-ahn Peninsula, Korea 126.12 36.72 20 CO

UUM | Ulaan Uul, Mongolia 111.08 44.45 914 CcoO

ZEP | Zeppelinfiellet, Spitsbergen | 11.88 78.90 475 (6{0)

TAP are low altitude sites near polluted local sources, and JFJ, SSL, h&RJBIM are high
altitude sites that are remote from local surface sources. As expect€, =GB and TAP expe-
rience higher concentrations of CO compared with the remote stations, M&ID ,J&J, LEF and
UUM. This is due to the location of RYO, EGB and TAP being closer to the saréand therefore
emissions. In general, HETC shows the best agreement in this latitudimga, raith the highest
correlations and lowest RMSE error at all of the stations apart from &idF EGB. The higher
RMSE at LEF and EGB is due to the summer/autumn CO concentrations beindyatresresti-
mated by the model and therefore the higher background of CO in HETE€4dses this bias. The
model reproduces the observed seasonal cycle at 7 out of the 8 st@étD, SSL, JFJ, RYO,
UUM, EGB and TAP) with correlations of between 0.76 and 0.92 for the HEIR@lation. At
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LEF, the model simulates a seasonal maximum in September and not spriing, thi¢ station
very low correlations for all three simulations. As with the high latitude statiomsptodel gener-
ally underestimates CO in the spring at all stations and overestimates CO in thenaattiviHD,
EGB, RYO, UUM and TAP. RYO and TAP, which are located near the souegion of Asia,
both show particularly large underestimates of CO in the winter, again, gqpthe case that
emissions in Asia are underestimated.

In the region between 30°N and 30°S, there are seven stations in Bid@shown for comparison
against the model simulations. MID, MNM and MLO are located in remote margiens in the
NH far from sources. However, MNM and MID are located in regionschhare likely to be
influenced by outflow from Asia over the Pacific. For this reason, MNM stD underestimate
CO in the winter due to low background CO with underestimated Asian emissi@i¥located
at the surface, near North American sources. Unlike other stations, thel wegqutures the winter
concentrations, however, the autumn concentrations are overestimated wimiteer NH stations.
ASK is a mountain site which is remote from local sources and is mostly influemced from
the Atlantic. Here, the model has the lowest RMSE of 7.6 out of all the statiossydatitude,
shown in Figure4.13 In the SH, the model is compared to SEY and EIC, which are both located
in remote marine environments. EIC shows the largest RMSE out of thesedtians due to CO
being overestimated throughout the year. In general, HETC shows theshicorrelations with all
stations in the extra-tropics and the lowest RMSE at MID, MNM, ASK. CTRaves the lowest
RMSE at KEY, MLO, SEY and EIC due to the lower CO in the SH.

Figure4.13also shows two stations which are located at 40°S and 66°S (CGO, C¥&xpected
from the results seen so far, CO is overestimated throughout the whole getr due to their
location in the SH. All simulations captured the seasonal cycle, the highestatmns of 0.92
and 0.91 are gained from the HETC simulation.
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Table 4.5Seasonal mean bias (MB), total root mean square error (RMSE) () pylal correla-
tions (r) between observed and simulated CO for 2008 at Arctic stations.

Station Lon Lat | Simulation Seasonal MB RMSE r
DIJF MAM JJA SON

CTRL -15.21 -30.30 6.02 9.2 19.11 | 0.91
ALT 297.48| 82.45| NEWC -9.46 -2458 11.93 17.31 18.43 | 0.88
HETC -1.85 -12.93 1940 23.15 17.73 | 0.94
CTRL -11.54 -33.47 3.07 11.57 20.35 | 0.84
D
b

ZEP 11.88 | 78.90| NEWC -5.89 -27.70 8.94 19.90 19.83 | 0.81
HETC 1.75 -1593 16.36 25.76 18.87 | 0.88
CTRL -28.22 -33.36 8.79 9.24 25.17 | 0.90

BRW | 203.40| 71.32| NEWC -22.52 -27.82 14.84 17.4D 24.09 | 0.86
HETC -14.83 -16.00 22.22 23.38 22.19 | 0.92
CTRL -6.58 -29.28 -2.99 12.7% 18.27 | 0.77
STM 2.00 | 66.00| NEWC -0.99 -23.77 291 20.57 17.88 | 0.74
HETC 6.72 -12.26 10.16 26.60 17.55 | 0.82

CTRL -10.52 -31.68 -1.55 8.44 19.09 | 0.79
ICE 339.72| 63.40 NEWC -493 -26.41 4.00 16.20 18.04 | 0.75
HETC 273 -1475 11.20 22.22 16.49 | 0.84
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4.6 Evaluation of simulated ozone

Simulated concentrations of ozone have also been compared to sursawailons from the
WDCGG at locations shown in Figud&el2for the year 2008 and are shown in Figdré4. SUM
and BRW are both located in the Arctic. At SUM, the model reproduces therebd Q seasonal
cycle, with a maximum in spring, therefore yielding correlations of 0.93 to 0d®4afi three
simulations. The RMSE is 5.6 ppbv for HETC, 3.3 ppbv for NEWC and 4.6 ppl@TRL. In
HETC, lower G concentrations (due to loss of Ndncreases the model's RMSE compared to the
NEWC simulation. As seen in the results shown in Sedli@HETC shows the biggest reduction
in Oz in spring. At BRW, TOMCAT does not capture the seasonal cycle, yigldorrelations of
only 0.23-0.25 for the different simulations. The model predicts a similaiosedsycle at BRW
and SUM with a spring maximum. However, the observations show very lowertrations of
Oz in spring. BRW is located near the Beaufort Sea and regularly witneapéas ©; depletion
events (ODEs) during spring due to catalytic destruction b halogensBarrie et al, 1988
Simpson et a).2007 Helmig et al, 2007. The chemistry scheme used in TOMCAT does not
include halogen chemistry, therefore the model is unable to simulate ODEs. wAomesd in

Figure 4.14 Surface comparisons of observed and simulatedi®ppbv) from CTRL, NEWC
and HETC simulations for 2008. Shading represents standard deviatioondfily mean observed
concentrations where available. The correlations (r) and RMSE arelatsen.
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Section2.7.6 ODES can cover large areas and will not be confined to area immediatelsdaro
the BRW station, TOMCAT has recently been developed to include bromirmaistrg (Breider,
2010 and future simulations to investigate the impact of halogens on the Arctic asla wduld

be done using this version of the model. During the other seasons, the noaselegproduce the
observed concentrations oOTable4.6 shows the seasonal MB at these two Arctic stations for
the CTRL, NEWC and HETC simulations. At SUM, all three simulations show tlyedibiases

in the winter months. The lowest biases are found in autumn (similar to CO) in N&WIEETC.
Conversely, CTRL shows the lowest bias in spring. At BRW, all three sitiomg show the largest
bias in spring due to the lack halogen chemistry as already discussed fldpaspring, the biases
at BRW are smaller than they are at SUM.

In the mid latitudes the model has been compared to observations at SShdRJ@. The model
overestimates to some extent throughout the year at all three sites but the summer months sho
the largest bias with simulated concentrations being up to 100% higher tharvetisOverall, the
model shows RMSE values that are higher than in the Arctic and HETC sheviest agreement
with the lowest RMSE values of 7.5 to 21.7 ppbv. JFJ shows good agreevitarnthe model

in the winter and spring when JFJ is thought to be mostly influenced by high alt#adrces
(Kaiser et al.2007). In the summer, JFJ has been shown to be mostly subjecteglttari3ported
from the MediterraneanK@iser et al. 2007). During the summer months, RYO is subjected to
easterly winds bringing air masses from over the ocean which are lovg {[J/@A, 2009, these
low concentrations are not captured by the model, possibly indicating iieetffidestruction of @

in remote marine regions.

MNM, ASK, CVO and CPT are all located close to the tropics in remote maringcmaents
(see Figured.12. As with RYO, the model overestimates; @t all of these stations. HETC
which shows the best agreement compared to the other simulations with a RiW8&veen 6.9

to 11.3. Destruction of @by halogens is believed not only to be important in the Arctic. It
has also been found to be important in tropical oceanic sites such as @wGG{asow 2008
Read et al.2008. This could be contributing to the model’s overestimate gfadall remote
marine sitesBreider(2010 found an increase in £destruction at CVO when bromine chemistry
was included in the TOMCAT model which would reduce the concentratiordzpfhowever,
the model was still biased high. Remote oceans are also typically charatteyisgestruction
of O3 due to low concentrations of N(Lee et al, 2009 and therefore the results also suggest
that the model is not capturing the destruction afi@these regions. This bias in the model is
relatively consistent throughout the year meaning the model does maneagttoe the seasonal
cycle giving correlations of between 0.63 to 0.98 for CTRL, 0.7 to 0.98 fBMAKC and 0.59 to
0.97 for HETC.
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Table 4.6 Seasonal mean bias (MB), total root mean square error (RMSE) (w) pyldl correla-
tions (r) between observed and simulategf@ 2008 at Arctic stations.

Station Lon Lat | Simulation Seasonal MB RMSE r
DJF MAM JJA SON

CTRL -6.75 -0.62 -484 -1.64 4.58 | 0.93
SUM | 321.52| 72.58| NEWC -411 178 -3.19 -0.32 3.33 | 0.94
HETC -7.57 -414 -488 -3.37 556 | 0.93
CTRL -0.54 1456 252 -042 7.87 |0.24
BRW | 203.40| 71.32| NEWC 1.72 1654 364 0.25 8.97 | 0.25
HETC -1.66 1122 256 -2.24 6.36 | 0.23

ARH and SPO are both located in Antarctica. The observations at both statiow a seasonal
maximum in the austral winter and minimum in summer. The maximum in the winter is due to the
lack of photochemical destruction ok@vith constant darkness. The model captures the seasonal
cycle at ARH with correlations of 0.89 for all simulations but does not capituas well at SPO

with correlations of 0.38. At SPO there is an increase yl&er in the calender year, this has
been shown to be due to photochemical production pfrdm NOy released from the snow in

the summerklelmig et al, 2007 which is not captured by the model. The model shows a similar
RMSE at both stations o£6 ppbv for all simulations, however the model shows a large negative
bias during the austral winter.

4.7 Evaluation of simulated NG,

Figure4.15shows the model compared to observations of some speciesofNDrface sites in
Europe (see Figuré.12. NO and NQ are compared to the model at the stations SSL and PAY
(second and third panel down). The concentrations of observedrdON®, are much lower at
SSL compared with PAY suggesting that observations at PAY are moreno#dedy local emis-
sions of NQ. All three of the simulations reproduce NO at SSL within 1 standard deviafion o
the mean (shown by the grey shaded area). However none of the simsilatipture all of the
observed seasonal variability, yielding correlations of between -0.68&kb. It is particularly
difficult for models to capture such short lived species in continenté@nsglue to relatively large
grid size. Due to the longer lifetime of NQthe model is more capable of capturing the seasonal
variability at SSL with correlations of 0.77 to 0.9 for the different simulatiommsyéver, the model
underestimates NOduring the summer. At PAY, the model captures the variability of NO and
NO, better than at SSL (as indicated by the correlations), however, the miedelycdoes not
capture the high concentrations of Nt this site. SSL also has observations of PAN (top panel).
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Figure 4.15 Surface comparisons of observed \N€pecies to TOMCAT simulations CTRL,
NEWC and HETC in 2008.
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Including the additional hydrocarbon chemistry in NEWC and HETC predunuch higher con-
centrations of PAN, as seen in Sectié3. NEWC and HETC now simulate concentrations of
PAN to within 1 standard deviation of the observed mean all year round fapar November and
December where PAN is now overestimated slightly. Total reactive nitrdg€y)(is shown in the
bottom panel of Figurd.15at SNB and JFJ which are both remote high altitude sites. At SNB,
the model reproduces the seasonal variations very well in all three simmdagjmart from in the
summer where NQis overestimated. The seasonal cycle of N@the model is dominated by
HNO;3 (see Figuret.1l) and may suggest inefficient loss of HNOAt JFJ, the model follows a
similar pattern, with NQ being overestimated in the summer.

4.7.1 Comparisons of simulated NQand O3 with TOPSE aircraft.

As this work focuses on the Arctic, it is important to evaluate the model withrdsga the ad-
dition of the uptake of hOs by aerosol in HETC due the importance of this reaction in dark and
cold conditions. The TOPSE (Tropospheric Ozone Production abo&gheg Equinox) aircraft
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Table 4.7 Monthly mean NQ and & concentrations for March from the TOMCAT model (for
simulations CTRL, NEWC, HETC) averaged over 60°- 85°N, 60°-10500servations from an
average of all flights during March 2000 as part of the TOPSE airceaftpaign.

Surface-600 hPa| 600-350 hPa
NOy O3 NOyx O3
CTRL 24.0 44.2 359 914
NEWC 14.8 46.8 26.8 945
HETC 6.5 41.1 7.4 87.3
Obs. 8.5 50.3 25.0 63.1
MOZART | 5.8 47.9 9.9 604

campaign took place in the year 2000, sampling concentrations of trace lggtseeen February
and May, from North America to the high latitude&tias et al, 2003. TOMCAT monthly mean
concentrations of @and NQ, from CTRL, NEWC and HETC have been averaged over the region
60°- 85°N, 60°-105°W which covers the area of high latitude flightsingihan estimation of the
average background concentrations of,Nfid G in TOMCAT. Average concentrations observed
from TOPSE flights in March within this region are shown in Tadléalong with MOZART sim-
ulated concentrations interpolated to the flights from the sflidyet al. (2003. Between the
surface and 600 hPa, the CTRL and NEWC simulations estimate concentraftibii}, which
are almost a factor of 3 and 2 higher than observationgdsNhydrolysis reduces NOby 56%

in this region (comparing NEWC to HETC) bringing the simulated concentratibi&sSoppbv
into much better agreement with the observed average of 8.5 ppbv. TOMGAMOZART also
show better agreement when the uptake gOBlonto aerosol is considered. The responsedn O
is much smaller between the model simulations withd@ncentrations increasing by 5% from
CTRL and NEWC and decreasing by 12% from NEWC to HETC in line with thalteshown

in Section4.3. The HETC Q concentrations are 18% lower than observed and 14% lower than
simulated by MOZART. At higher altitudes, HETC does not do as well, with, X&ing 70%
lower than observed (7.4 ppbv compared to 25 ppbv) apdéng 38% higher than observed
(87.3 ppbv compared to 63.1 ppbv). The Nitom HETC is similar to MOZART suggesting that
both models underestimate sources ofNi®the upper troposphere at high latitudes. MOZART
does capture the observed concentrationspfi@vever suggesting that TOMCAT overestimates
Oz in the upper troposphere. This is most likely due to an overestimation of gitetos G being
mixed into the troposphere due to a relatively low vertical resolution aroumttdipopause.

4.8 Evaluation of simulated hydrocarbons

Figure 4.16 shows simulated and observed concentrations of acetongO@®)e ethene (Hj,),
ethane (GH4), propene (GHg), propane (GHsg), butane (GH1g) and toluene (€Hg). CTRL only
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Figure 4.16 Surface comparisons of observed and simulated hydrocarbons figih ANEWC
and HETC. From top to bottom: acetone (M), ethene (€H,4), propene (GHg), propane
(CsHg), butane (GH1g) and toluene (&Hs).
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has output for the trace gases acetone, ethane and propane bibeaader species are not in-
cluded in the standard chemistry scheme. Primary loss for these NMHC aeadtyon with OH
and since anthropogenic emissions are not monthly-varying, the séagoleafollows a pattern
that reflects the minimum and maximum OH concentrations, similar to CO. HPB andafB
located near industrialised regions in Europe and North America (seeeHdL®) therefore high
concentrations of NMHC are observed. EGB shows higher concemtsatioethane and propane
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and HPB shows higher concentrations of ethene and propene. Ethdmeapane have similar
sources as do ethene and propene, explaining this pattern. At HPB tleécaptlres the seasonal
cycle of each NMHC with correlations of between 0.86 and 0.94 for all thieellations. How-
ever, in the cases of ethene and propene, the model does not captanetiitude of seasonal cycle
in these gases due to a winter underestimate. Ethane and propane aestimdg¢ed throughout
the year suggesting the emissions of these gases are too low in the model. Téehamthe
largest RMSE for ethane out of all the trace gases shown in Fi§& HETC shows the lowest
RMSE out of the three simulations due to the lower OH concentrations (s&e4Tdh Conversely,
the model reproduces observed butane and toluene to within 1 stand@atatethroughout the
year suggesting that the sources of these two gases have been wellegstmiae AR5 emissions
estimates. AT EGB, the model also underestimates ethane and propaneghale to the higher
concentrations at EGB compared to HPB, the RMSE is higher (1342.6 ppitpared to 1104.1
pptv for ethane and 725.9 pptv compared to 461.0 pptv for propane foCHEDue to the lower
concentrations of ethene and propene, the model does not underestimatecentrations in the
winter. This suggests that the regional difference in ratios of NMHC enmissice not represented
in the AR5 emissions estimates and therefore by extension, the model is unliledptiore the
observed concentrations. Again, toluene and butane show goodreggreleetween the model and
observed values.

4.9 Summary

Two new developments have been implemented into the TOMCAT model. The fingt the
extension of the organic chemistry scheme by the addition of NMHC emissi@hsremistry.
The second being the heterogeneous uptake,@fsNby aerosol. The impacts of these two new
updates have been discussed and then the model has been evalusigtdsagace observations
and satellite retrievals. The oxidation of the additional NMHC leads to a 4-5%ase in total
atmospheric CO, with the biggest impact occurring during spring due to thet of photochem-
istry. O3 was also increased by 2-4% and there was an overall increase in thenleirHQ, due

to a 3-4% increase in HO One of the biggest impacts was seen in the burden of PAN which was
increased by 40-75%, with the largest impact during the NH winter. As m@gfhrmed PAN
rather than HN@, less NQ was lost through wet deposition. Due to the fact that the majority of
the additional hydrocarbon emissions occurred in the NH, these impaasseen most clearly in
the NH.

In agreement with previous studies, the addition Ol uptake led to a substantial decrease of
between 20-47% in the NCburden. The biggest impact was seen during the winter in the NH
due to the long hours of darkness and low temperatures making this anreffase route. Lower
concentrations of NQled to a reduction in the ©burden of 4-6%. The biggest impact was seen
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during spring when photochemistry becomes more active in the NH. Due toghetd, OH
was also reduced by 7-8%. Aerosols are present in both hemispmetéiseaefore these impacts
were seen globally, however, as more Ni® emitted in the NH, the impacts in this region were
greater than in the SH.

An evaluation of the simulated annual global mean concentrations of OHeshihwat the model
concentrations were within estimates inferred from observations, howinze was a missing
source of OH in the upper troposphere. The model with both new updateshown to improve
OH concentrations at the surface in the NH due to reduction of OH from #sedoNQ, by N,Osg
uptake.

Simulated CO was compared to retrievals from the MOPITT for the year 20fi8@l column CO
revealed the standard version of the model (CTRL) to underestimate CO Mitend overesti-
mate CO in the SH. When both of the updates were put into TOMCAT, the moadeksha much
better agreement with MOPITT CO in the NH due to the increase in CO throtiglh®H. CO
was also increased, to a lesser extent, in the SH which further increasabie¢hdy existing posi-
tive bias. A regional analysis of the model with MOPITT in the NH and atswtations revealed
that even with the improved version of the model (HETC), TOMCAT still uedémated CO in
winter and spring and overestimated CO in the autumn. In general, the mavetdlihe best
agreement in the summer. The model showed the largest winter/spring atagations close to
Asia, suggesting Asian emissions are underestimated in the IPCC AR5 agbrop emissions.

Comparisons of simulated{vith measurements made at surface stations within the Arctic showed
very good agreement. The main failing of the model was due to the lack ofdraldgemistry
which meant the model was unable to capture the very low concentrationsaiifServed at BRW
during spring. @ was found to be overestimated in remote marine regions at surface stations
thought to be due to inefficient destruction of.QUsing aircraft observations from the TOPSE
campaign from 2000 which took measurements in the Arctic showed that tlititoadaf N,Osg
uptake in the model greatly improved simulated ,Nsdd G during the spring at high latitudes.
However, the model was found to overestimatgi®the upper troposphere, which is believed to

be due to an overestimation of stratosphericdDe to low vertical resolution.

Surface observations of NHMC showed that ethane and propanemrseiently underestimated
throughout the year and ethene and propene are underestimated in tiveduinto the emissions.
Acetone and the newly included butane and propane were found to #gveiéhin 1 standard
deviation of the mean of the observations. The additional production of fiR&fN the oxidation
of the new hydrocarbons led to much better agreement with the observalaiabNG, was found
to be overestimated during the summer and needs to be investigated further.






Chapter 5

Source contributions to Arctic CO and
O3

5.1 Introduction

It was first realised that the Arctic is a major receptor of atmospheric trgasss and aerosols
in the 1950s, however, little was known about the sour&sagy 1995. By the mid-1980s it
was discovered that the high concentrations of pollutants observed inrttie A winter and
spring were due to long-range transport of emissions from EurasiaNanith America Rahn
1985. Since then, there have been a number of source attribution studies aingjogrttfy the
burden of different species transported to the Arctic from lower latitfdegs,Koch and Hansen
(2005; Stohl(2006; Bourgeois and Bey2011)). The results from these studies show conflicting
evidence for which region is the dominant source of Arctic trace pollut&ume of these studies
consider different species and therefore results are expectedyioagthe lifetime of a gas is
related to the quantity that reaches the ArcicKhardt et al.2003. However, those considering
the same species also draw different conclusions. For exa®@birdell et al.(2008 andFisher
et al. (2010 both considered the anthropogenic sources of Skindell et al.(2008 found that
when CO is averaged annually, European emissions dominate in the lowestaye and East
Asian emissions dominate in the upper troposphere. ConvefEsher et al.(2010, who only
considered April 2008, found North American emissions to dominate thimutghe troposphere.
For these studies, differences between definitions of the source fegimlaries, emission totals
and the season being considered are all likely to contribute to differémd¢le interpretation of
results. It is therefore important to differentiate between which regions tie highest transport
efficiency and which regions contribute the highest absolute burdemgada combination of
efficient transport and high emissions. This will help us to understandhareigions contribute

83
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the biggest absolute burdens and which regions will offer the biggdsttiens in Arctic burdens
if emissions are reduced by a certain fraction.

In this chapter a fixed lifetime tracer, which has been implemented into the TOM@#Iel, is
used to compare the transport efficiency from different anthropogemrce regions to the Arctic
throughout the year. This removes any impact of OH variability on the Araiiclén, which
would affect trace gases such as CO, and reveals the seasonalityspatiaanly. It has been
observed that anthropogenic emissions are not the only source of ptdlitahe Arctic, with fires
contributing large fractions to the budgets of species such as CO durirgptimg and summer
(Stohl, 2006 Stohl et al, 2007 Warneke et a).2010. For this reason, CO is used to consider
the impact of anthropogenic, natural and fire emissions on the burde® dR€alistic CO tracers
decayed by monthly varying OH are used to capture both the transpaieefly and seasonality
in OH. Due to the lifetime of CO being 1-6 months it can undergo long-rangspmahmaking
it a useful tracer of such emissions. This work is the first to calculate tifereiift contributions
to Arctic CO from different types of fires (e.g., agricultural and forfggts) and compare them to
anthropogenic sources throughout the year.

There is a need to understand the sourcesgb€&rause of its potential contribution to warming
in the Arctic. Shindell et al.(2008 investigated the sensitivity of Arctic £xo0 a 20% reduction
in NOy emissions from the different anthropogenic regions of North Americagfigiand Asia.
They found North America to be the dominant source gfi@the Arctic which differed from
those of CO in their study. This shows that the complex chemistry which gev@rproduction
results in different regional sensitivities compared to other gasesefdrer the newly developed
full-chemistry version of the model is also used in this chapter to compare tineescontributions
to Arctic Oz from fires and anthropogenic emissions.

The model set-up for the fixed lifetime tracers, the realistic CO tracers ddday OH and the
full chemistry simulations are described in Sectm@. Transport efficiency from different an-
thropogenic regions in the model is discussed and compared to previaisssiu Sectiorb.3.
The CO tracer and CO from the full chemistry simulation is compared to olismmgan Section
5.4. Then the major source contributions to the CO budget are shown in Séckorinally,
the results from the full chemistry simulations comparing the contributionsstéradn fires and
anthropogenic sources are discussed in Se&ién
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Figure 5.1 Regions used for the anthropogenic regional tracers.

5.2 Model set-up and methodology

5.2.1 Fixed lifetime tracer simulation

Five anthropogenic tracers with fixed lifetimes of 30 days were implementedhiatdOMCAT
model. These have been summarised in Takle CO emissions from the IPCC AR5 dataset for
the year 2000 (described in Sectid8rt.1.) were used to define the major anthropogenic source
regions. These emissions contain no seasonal variability and theredavalthsource of variation

in the Arctic burdens will be that of transport. The first tracer (CG80) includes all global
sources of CO anthropogenic emissions. The other four tracers in€l@demissions from one

of the regions shown in Figure.1. These regions were chosen as they represent the locations of
major anthropogenic CO emissions in Europe, North America, East Asia autth @sia. The
simulation was spun-up for 1 year from January to the end of Deceml&. 19 was then run

for 20 years from January 1990 to December 2009 using ECMWF ERexiim meteorological
fields. This meteorological data is available for the whole period from 198® And was chosen

to avoid any inconsistencies which may be caused by switching betweealysarversions.

5.2.2 Realistic CO tracer simulation

The realistic CO tracer simulation was set-up to include 16 CO tracers whicuarmarised in
Table5.2 Each tracer was decayed by reaction with OH only, using the CO + OHioraate
from the full chemistry version of TOMCAT (see Append®). The model was provided with
monthly mean OH concentration fields which vary monthly, but contain no imeirvariabil-
ity. These fields were created for the model inter-comparison project NSZOM (Patra et al.
20117, and are based on the estimatesSpyakovsky et al(2000.

Each tracer included CO emissions from one or all of the anthropogedtigrat or fire sources.
These were created from the IPCC AR5 anthropogenic emission estimiatas year 2000, POET
natural emissions and GFED v3.1 biomass burning emissions (for more de&mi®estior8.4).
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Table 5.1 List of fixed 30-day lifetime CO tracers used to evaluate the efficiency asprart to
the Arctic.

Simulation ID | Description

CO30AN 30-day lifetime tracer of all anthropogenic CO emis-
sions.
CO3QNA 30-day lifetime tracer of North American anthro-

pogenic CO emissions in the region 230-310 E and
24-66 N only (see Figurb.1).

CO3QEU 30-day lifetime tracer of European anthropogenic
CO emissions in the region 342.5-60 E and 33-66
N only (see Figuré.1).

CO3QEA 30-day lifetime tracer of East Asian anthropogenic
CO emissions in the region 98-140 E and 18-50 N
only (see Figuré.1).

CO30SA 30-day lifetime tracer of South Asian anthropogenic
CO emissions in the region 67-96 E and 5-38 N only
(see Figures.1).

Figure 5.2 Annual total CO emissions for all main sources tracers, all anthropotresers and all

fire tracers (averaged over 1997-2009). Left) Emissions fork@, CO.AN, CO_TF, CO.NAT,

and CQISOP. Middle) Emissions for total anthropogenic and regional tracecersa COAN,
CO.NA, CO_EA and CQSA (note that regional tracers do not add up to total anthropogenic
emissions). Right) Emissions for total climatological biomass burning emissiahf®eaeach fire
type: COTF, COAGR, CODEF, COFOR, CQPEA, COSAV and COWOO. These emissions
are used for the realistic lifetime tracers and the anthropogenic 30-dallificdme tracer. Note
different y-axis.

Total Trocer Emissions Anthropogenic Emissions Climatological Fire Emissions

Tg/yeor

TOT AN TF  NAT ISOP AN NA EU EA  SA TF DEF AGR FOR PEA SAV WOO

The use of the newly available GFED v3.1 emission dataset allowed contribditan different
types of fires to be separated into agricultural, deforestation, foresilland, peat and savannah
fires. These and total fire emissions are available for 1997 to 2009, afj@viong simulation to

be done which accounts for the inter-annual variability in fire emissionsor@kry production

of CO from hydrocarbons was accounted for by increasing all of trecdanthropogenic and
biomass burning emissions by 18.5% and 11%, respectively following the éssimEDuncan

et al.(2007). As with the fixed lifetime tracer (see SectibrR.]), four different tracers were used
to represent the major anthropogenic emission regions of North Americap&uEast Asia and
South Asia (see Figurg l). As well as direct natural emissions, CO production from the biogenic
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Table 5.2 Description and emissions of all realistic lifetime CO tracers used for analybing
burden of CO in the Arctic.

Tracer ID | Tracer name Sources and emissions
CO_TOT | Total CO tracer Direct emissions from anthropogenic, natural and
biomass burning sources. Secondary production of CO
from the oxidation of methane, isoprene and NMHC.
COAN Total anthropogeni¢ Direct anthropogenic emissions and secondary produc-
CO tracer tion of CO from the oxidation of anthropogenic NMHC.
CO_TF Total biomass burning Direct biomass burning emissions and secondary pro-
CO tracer duction of CO from the oxidation of NMHC.
CO.NAT | Natural CO tracer Direct biogenic and oceanic CO emissions.
CO.ISOP | Isoprene oxidation Secondary production of CO from the oxidation of iso-
tracer prene.
CO.CH4 | Methane oxidation Secondary production of CO from the oxidation of
tracer methane.
CO_AGR | Agricultural fire CO| Direct emissions from agricultural fires and secondary
tracer production of CO from the oxidation of NMHC.
CO.DEF | Deforestation fire CQ Direct emissions from deforestation fires and secondary
tracer production of CO from the oxidation of NMHC.
CO_FOR | Forest fire CO tracer | Direct emissions from forest fires and secondary pro-
duction of CO from the oxidation of NMHC..
CO._PEA | Peatfire CO tracer Direct emissions from peat burning and secondary pro-
duction of CO from the oxidation of NMHC.
COSAVY | Savannah fire CQO Direct emissions from savannah fires and secondary
tracer production of CO from the oxidation of NMHC.
CO.WOO | Woodland fire CO| Direct emissions from woodland fires and secondary
tracer production of CO from the oxidation of NMHC.
CO.NA North American an-| Anthropogenic emissions from the region 230-310 E
thropogenic CO tracer and 24-66 N only (see Figuil).
COEU Europe anthropogenic Anthropogenic emissions from the region 342.5-60 E
CO tracer and 33-66 N only (see Figui1).
CO.EA East Asian anthro; Anthropogenic emissions from the region 98-140 E and
pogenic CO tracer 18-50 N only (see FigurB.1).
CO_SA North American an-| Anthropogenic emissions from the region 67-96 E and

thropogenic CO tracer

5-38 N only (see Figursé.1).
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emission of isoprene was also accounted for. Isoprene emissions ssnmmed to be oxidised
immediately to CO, similar to the treatment@fincan et al(2007), and therefore were calculated
by scaling the TOMCAT isoprene emissions from 568 Tgiig)/year to yield 127 Tg(CO)/year.
The total emission for each tracer is shown in Fighr2showing that on average anthropogenic
emissions are the dominant emission of CO in the atmosphere (when compareavierage of
all fire emissions between 1997-2009).

One tracer also represented the production of CO from the oxidation gft@HDH. Instead of

a direct emission, the production of CO from ¢Heeded to be estimated. This was done using
monthly mean CHifields from a previous standard full-chemistry TOMCAT simulation for 2008
and the TRANSCOM monthly mean OH field. Using the TOMCAT reaction rate fa5 @ith
OH, the rate of production of CO was estimated by assuming that for each uteleit CH,
oxidised, one molecule of CO is formed. The simulation was spun-up forrlayebthen run for

a period of 12 years from 1998 - 2009 using off-line ECMWF ERA-Imewinds.

5.2.3 Full-chemistry model set-up

The general set-up for the full-chemistry version of the model is degtiibeletail in Chapter

3. Six different simulations were performed using the updated version ofntiael (evaluated
in Chapterd). One control simulation was performed with all emissions included and then a f
ther five were performed with emissions removed from different regidieese simulations are
summarised in Tablg.3. The difference between fiot and the other simulations were used to cal-
culate the contributions from each of the sources considered. Thaegéations will be referred

to as TF (for fctot - fc_tf), BF (for fc_tot - fc_bf), NA (for fc_tot - fc_na), EU (for fctot - fc_eu)
and AS (for fctot - fc_as), representing total fires, boreal fires (all fireS0°N), North Ameri-
can anthropogenic, European anthropogenic, Asian anthropogamices. The non-linearity of
O3 production with different concentrations of N@neans that the contributions are unlikely to
add up linearly to @ simulated in fctot, however, this method has been used by other studies
previously (e.g.Shindell et al(2008).

All emissions were created from the IPCC AR5 anthropogenic emission essifftatthe year

2000, POET natural emissions and GFED biomass burning emissions. Q@Dgriide emissions

were taken from GFED v3.1 dataset and other species which wereaitztlde were created from
the GFED v2 dataset. As the interest was in the average impact of the sanstead of the
impact during one individual year, an average of the GFED fire emis$ions1997-2008 were
used instead of any individual year. Each simulation was spun-up yeaf.and then run for the
year 2000 using ECMWF ERA-Interim winds.
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Table 5.3List of full chemistry simulations performed for Arctic4Zource contribution analysis.

Simulation ID | Description Emissions
Tg(CO)lyear Tg(NQ)/year

fc_tot Control simulation with emissions of all 1151.08 146.51
species from all sources.

fc_tf As control simulation but with all fire emist  789.17 131.16
sions removed.

fc_bf As control simulation but with all fire emis- 1110.76 144.54
sions removed above 50°N.

fc_na As control simulation but with all anthro- 1045.84 122.37
pogenic emissions removed in the North
America region shown in Figurg. L

fc_eu As control simulation but with all anthro- 1080.07 123.47
pogenic emissions removed in the Europe re-
gion shown in Figuré. 1

fc_as As control simulation but with all anthro- 907.60 122.36
pogenic emissions removed in both East and
South Asia regions shown in Figuel
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5.3 Transport efficiency from the major anthropogenic emission re-
gions

Figure5.3 shows the seasonal cycle of the total and regional 30-day fixed lifetitheogogenic
tracers, at five different surface stations north of 60°N. The monthlgnrabsolute concentra-
tions, which have been interpolated to the station location, have been diydbed monthly total
emissions. This removes any regional difference in emissions and gwewsiitribution of each
region in ppbv of tracer at each station per Tg emitted per month due to traadmaee (this will
be referred to as the transport efficiency). Firstly, by consideringoita¢ anthropogenic emissions
tracer (CO30AN), it can be seen that the stations located at lower latitudes (STM andebQie)
rience higher transport efficiencies. These stations are both locatettintié and are therefore
more likely to experience more frequent transport from the mid-latitude emissgions due to
being closer to the Atlantic storm track. Even so, all stations show similarsafityan the trans-
port, with a peak in transport efficiency in winter and spring and a minimum nmser/autumn.
This is as expected due to faster and more efficient poleward transpamgdhe cold winter
months compared to the summer montRadtz and Shawl984).

By considering the regional tracers in Figlr@, the efficiency of the different transport pathways,
which emissions from Europe, North America, East Asia and South Asiargodcan be com-
pared. Itis clear that European emissions experience much more dffigiesport to all of the
surface stations during winter and spring, apart from at ICE which iskggsensitive to North
American emissions. ICE is located in the Atlantic which is particularly sensitivea@dsterly
flow of North American air Barrie, 1986. During summer and autumn, the transport efficiency
from Europe is reduced due to weaker winds resulting in Europe’spaahsfficiency becoming
comparable to North America’s. Again, due to the location of ICE, it is moreifeato emissions
from North America rather than Europe during the summer. BRW is unique ifattig¢hat it has
comparable transport efficiencies from Europe, North America ant/Asaa in the summer, even
though transport from low latitude regions of Asia is thought to be lessigitithan the other
regions Klonecki et al, 2003 Stohl 200§. This is due to BRW being located in Alaska which is
particularly sensitive to the typical NE Asian outfloBdrrie, 1986. In general, East Asia shows
the third largest transport efficiency and South Asia shows the smallesonirast to Europe,
East Asia shows a peak in transport efficiency in the summer and a minimum wirttez. In
the Arctic, the winter is characterised by surface cooling and no dayligiithwesults in very
cold temperatures. As poleward transport tends to follows lines of canstéential temperature
(Klonecki et al, 2003, the cold Arctic air acts as a barrier to air which has originated from warmer
regions, such as Asia and North America. This is termed the polar dome arekieand down to
regions of 40°N in the winter covering parts of Europe and Sib&atténheim et a).2004). This
explains why Europe has a much higher transport efficiency in the wiotepared to the other



Chapter 5Source contributions 91

Figure 5.3 Monthly mean 30-day lifetime anthropogenic total tracer C@30 (left) and North
American, European, East Asian and South Asian anthropogenic régianars (CO30NA,
CO30QEU, CO3QEA, CO30SA) (right) averaged over the period 1990 - 2009 at Arctic sta-
tions. The model concentrations have been interpolated to the station locatiadiveded by
total monthly CO emissions used in the model (units of ppbv/Tg (emitted)/month).
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regions. During the summer, temperatures increase, reducing thecdfteetpolar dome allowing
air from East Asia to be mixed down to the surface more effectively whickéa by the increase
in the transport efficiency at these surface stations.

So far, the impact of the efficiency of transport has only be considatradrface stations. Fig-
ure 5.4 shows the seasonal zonal mean transport efficiency throughoubophesphere (in ppb-
v/Tg(emitted)/season) calculated from the 30-day lifetime tracers avecaged990-2009. There
are clear differences between the regional tracers showing that ensssidergo different trans-
port pathways depending on the source regions. In general, NorthidaneEast Asian and South
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Figure 5.4 Seasonal zonal mean concentrations for the 30-day regional aotfewige tracers (in
ppbv/Tg(emitted)/season).
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Asian emission transport pathways are characterised by lofting of emidstonghe surface to
higher altitudes, then poleward transport. European emissions howeverostly transported at
much lower levels. This is because emissions from Asia and North Ameridy@oally lifted
by warm conveyor belts to the mid to upper troposph&®iil and Eckhardt2004). Similar
pathways have been identified in CTMs and Lagrangian models previd{siygcki et al, 2003
Stohl 2006. Due to these pathways the largest contributions to the Arctic from Northridene
East Asia and South Asia occur at higher altitudes where North Americarsiemssdominate in
the winter followed by East Asia. South Asian air is subject to much strong#ting due to deep
moist convection near the tropics. This is particularly strong in the summey {iliig the mon-
soon season. Therefore, emissions from South Asia are transpotigghar altitudes compared
to East Asia and North America. Due to this, and South Asia being locatedthegstisouth, it
has smallest overall contribution in the Arctic troposphere throughoutehe ¥urope dominates
in the lower troposphere during winter, spring and autumn due to the patae dwowever, there is
still evidence of mixing down to the lower troposphere from North Americash Asian air. Dur-
ing the summer, Europe shows comparable contribution to North America astd\B& during
summer as seen at the surface in Figou® The relative contributions found here agree with the
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study ofKlonecki et al.(2003 who also used a fixed lifetime tracer to look at transport during the
months of January and July. This gives us confidence in the ability of T®MG capture the
main transport pathways to the Arctic. The results here also contribute tmpsestudiesKlo-
necki et al, 2003 Stohl 2006 by offering a monthly climatology of the transport efficiency from
the major anthropogenic regions at Arctic surface stations and throtiffetroposphere for the
years 1990-2009.

5.4 Comparisons of simulated CO to surface observations

Section5.3 showed that the model captures the altitudinal differences in the transgbrvays

to the Arctic from the major industrialised regions in the NH. This gives confiden using the
TOMCAT model to quantify the major sources of pollution in the Arctic using boéhréalistic
lifetime CO tracers (described in Sectidr2.2 and the full chemistry simulations (described in
Section5.2.3. Firstly, as the simplified CO tracers have not been used previously, #efilu

to compare the total tracer (CDOT), which includes all sources of CO, to CO calculated from
the full chemistry version of the model (fot) to evaluate the tracer model. These are both also
compared to surface observations in Fighre The stations are the same as those used to evaluate
the model in Sectiod.5.2and the station locations are shown in Figdrgé2and listed in Table

4.4. The monthly mean CO tracer, COOT, has been averaged over the years 1998-2009, whereas
the full chemistry CO, fdot, is shown for the year 2000 only. For comparison, the observations
are also shown as an average of the same 12-year period and forath20@® only. As found

in Section4.5.2 both the tracer and the full chemistry model generally capture the sdayoia
throughout the globe with high correlations at most sites. Also, both modgbwes show similar
biases, as seen previously, with NH CO being underestimated in the wintgpang and overesti-
mated in the late summer and autumn. CO in the SH is also found to be consistendistiovated

as previously seen in Sectidn5.2 There are some differences between the full chemistry model
and the tracer model, however most are relatively small and could beccayssdifferences in
meteorology during the year 2000 compared to an average over 19@8-B0wever, one striking
difference is seen at EIC and CYA in the SH. Here the simplified CO tracemnhech lower CO
compared to faot CO, showing much better agreement with the observed magnitude of CO and
a lower RMSE. This is attributed to the TRANSCOM OH, which is based orSiigakovsky

et al. (2000 estimates, having much higher concentrations compared to TOMCAT in theegH (
Figure4.7). At the Arctic stations (ALT, ZEP, BRW, STM and ICE), both simulationswghdere

have RMSE values that are towards the lower end of the range 17-4Gpjdulated from models
from the inter-model comparison &hindell et al (2008, as found in Sectiod.5.2
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Figure 5.5Monthly mean CO calculated by the realistic lifetime CO tracer (OOT) and the full
chemistry model (from faot) compared to observed CO at surface sites globally. CO from the full
chemistry simulation is shown for the year 2000 and TOT is shown averaged over 1998-20009.
Grey shading and error bars show the observed and modelled staheldaation, respectively,
when averaging over the period 1998-2009. (Note the differentig)ax
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5.5 Seasonal source contributions to Arctic CO

In this section the realistic lifetime tracers described in Sedi@rRare used to diagnose the mean
contributions to Arctic CO.

5.5.1 Contributions to Arctic total column CO.

Figure 5.6 shows the seasonal contribution from all the main source tracers ast@riraf the

CO total tropospheric column averaged over 1998-2009 from the redli§liifetime tracer sim-
ulation. Anthropogenic emissions are the largest source of Arctic COghamu the year, with a
maximum contribution in spring (MAM) 0£55-60% and a minimum in autumn (SON) and win-
ter (DJF) of< 40%. The second largest contribution comes from methane which sh@asarsl
maximum in summer (JJA) of 30% and seasonal minimum in winter and spring of P0éte is
much more CO from methane oxidation in the tropics due to the high rate of metbatraalion
(Bloss et al. 2005 compared to the high latitudes. The third largest source of CO in the Arctic
comes from fires with a seasonal maximum in summer of 15-25% and a minimum i winte
~8%. The summer maximum coincides with the biomass burning season in Alasiaj&and
Siberia where large fractions of CO is seen from boreal fires. T@hspthese emissions into the
Arctic is facilitated by their high latitude. Direct natural CO emissions and C@uymred from the
oxidation of isoprene both have a maximum contribution in autumn of 13-15%%nand mini-
mum in spring of~7% and~2.5%, respectively. If we consider these two sources together, hatura
emissions can contribute up to 22% of CO in the autumn which is greater thanritrédoation
from fires and almost as much as methane during this time of year.

Figure5.7 shows the fractional seasonal contribution of the different forestyipes to the total
forest fire tropospheric CO column. Due to fires exhibiting strong sedsbfierences in emis-
sions the majority of the seasonality seen in the contributions is due to emissimmgesh not
transport or OH monthly variations. Overall, the largest contribution to tri@CO fire burden
comes from forest fires, with up to 80% of summer and autumn fire CO bedngthiis source. A
large fraction of forest fire emissions from the GFED v3.1 dataset dadilne boreal regions of
Canada, North America and Siberia during the NH summer and autumn, makiAgdiie par-
ticularly sensitive to forest fires in these regions at this time of year. Otfeetréicers contribute
<10% each to make up the rest of the budget during these season. Tmel $agest overall
contribution comes from Savannah fires which have a seasonal maximypnng sf 26-30%,
where the other fire tracers contributd 5% each to the Arctic CO burden apart from forest fires
which contribute~30%. A large fraction of agricultural fire CO can be seen originating fomer
Eurasia at quite high latitudes during Spring when agricultural fires exhib@asonal maximum
contribution. Even though the average contribution over 1998-2009 i somapared to other
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Figure 5.6 Mean seasonal fractional contribution of different sources to the taipbspheric
CO column between 1998-2009 calculated from the realistic lifetime tracer sirngatiotal
tropospheric column from the tracers CAN, CO_TF, CO.NAT, CO_ISOP and COCH4 (top to
bottom) are shown as a fraction of the OT total column for DJF, MAM, JJA and SON (left
to right). (Note different colourbars).
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Figure 5.7 Mean seasonal fractional contribution of different fire sources tddted fire tropo-

spheric CO column between 1998-2009 calculated from the realistic lifetimer tsiraulations.
Total tropospheric column from the tracers @R, CODEF, COFOR, COPEA, COSAV and

CO_WOO (top to bottom) are shown as a fraction of the TBPtotal column for DJF, MAM, JJA
and SON (left to right). (Note different colourbars).
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Figure 5.8 Mean seasonal fractional contribution of different anthropogeniocces to the to-
tal anthropogenic tropospheric CO column between 1998-2009 calctitatadhe realistic life-
time tracer simulations. Total tropospheric column from the tracerdN2QCO_EU, CO.EA and

CO_SA (top to bottom) are shown as a fraction of the @® total column for DJF, MAM, JJA
and SON (left to right).
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fire types, the location of these sources makes the Arctic sensitive to arg$edn emissions that
may occur in the future. This was seen in 2007 when unusually large dgraddires occurred in
Europe during the spring when transport is particularly efficient (ssi@5.3) and the burdens
of trace gases in the Arctic were increas&tbohl et al, 2007).

Figure5.8shows the total column seasonal contribution of each regional antrenoigacer as a
fraction of the total anthropogenic tracer, allowing the relative importafeenissions from each

of the major Northern Hemispheric anthropogenic source regions of Monterica, Europe, East
Asia and South Asia to be considered. Overall, South Asia contributes thiestfi@ction of CO

to the Arctic (< 10%) throughout the year due a combination of smaller annual emissions com-
pared to North America and East Asia (see Figbu® and having the lowest transport efficiency
(see Sectiorb.3). Europe has the second smallest contribution throughout the total tiogresp
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(<30%) even though it has been shown to have the highest transpokreffidn the lower and
mid troposphere. This is because Europe has the smallest annual emise®Rigures.2). East
Asia shows the second largest contribution and North America shows tiestarin winter, the
impact of East Asia is limited due to the presence of the polar dome wheretisAperica is still
able to contribute large fractions of CO around Greenland and SvalB&ewhere, North Amer-
ica, Europe and East Asia contribute almost equal fractions. In sumias IEss well-mixed due
to a shorter lifetime resulting in larger regional gradients. North American éonissontribute
up to 40% to Arctic column CO around Greenland, and East Asian emissiotribcbm a similar
amount close to Alaska and north-eastern Siberia.

Fisher et al(2010 also considered anthropogenic and fire contributions to CO during 2p0i8.
Their results show similar regional sensitivities as seen in Figuewith North American CO
showing the largest impact in the area around Greenland and Asian Gy tihg largest impact
around Alaska. However, they found anthropogenic Asian emissiorestiosbdominant source of
Arctic CO in April 2008, with European emissions being the second largests. They found
North American emissions to be the least important anthropogenic sourica i@&gthese three
regions. This does not agree with the results presented here whicHduma North American
emissions to have the largest contribution followed by East Asian, therpEutioen South Asia.
However, two factors are likely to have contributed to the different reskitstly, the interpreta-
tion of model results is likely to be sensitive to the emission totals used in each Bisklgr et al.
(2010 performed a simple linear inversion based on aircraft data from Ap€iB2ihd reduced/in-
creased the standard emissions used in their model accordingly. Conpanedemissions used
for the work presented here, in April they emitted 56% less CO in their Northrisaeregion (4.2
compared to 9.6 Tg(April)) and 29% more in their European region (9.1 coed@5b Tg(April)).
As we have seen here, transport and emissions both play a role in wigicm @ominates the
Arctic CO burden and therefore this difference in emissions would explaintie results shown
here disagree with those Fisher et al(2010. The second difference is that they also used a
single Asian emission region, whereas here Asia has been separateddntgtens, South and
East. If these regions had been combined in this work, then the emissioift lveovery similar
(23 compared to 21 Tg(April)) and the fractional contribution of anthgsgac Asian CO to the
total burden would increase. They found the fires in April 2008 to havena small contribution
to the overall burden which agrees with results shown in Figue

5.5.2 Contributions to Arctic surface CO.

As already discussed, the Arctic’s CO burden exhibits different seitig#i to source regions at
different altitudes, therefore it is useful to consider which sourcesrarst important at surface
stations which are regularly used by the scientific community. Figarésnd5.10 show the
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absolute and fractional contribution to surface CO at stations which atk ab60°N. Anthro-
pogenic emissions are the largest source of Arctic surface CO, caimgthetween 25 and 75%
throughout the year, with the exception of BRW and ALT where fire emissimtome equally
important in summer. This is due to the location of these stations in Alaska andiZamach
make them sensitive to fires in the summer (see FiguBe Overall, methane oxidation is still
the second largest source accounting for 20-25%, fires are the thgebktasource, contributing
10-30%, natural sources contribute around 10-15% and the smallgsibcion is from isoprene
oxidation accounting foxx5%. The observed CO is also plotted in Fig&® and highlights
where the model under-predicts CO in the spring and over-predictsvaas€O0 in the winter.
The model was evaluated in Chapfeaind it was suggested that an underestimation of convection
in the summer/autumn near sources may contribute to an overestimation in COwafdéice sThis
may result in a slight bias in the absolute contributions at the surface. liptimg sthe underesti-
mation in CO is thought to be mostly caused by underestimated Asian emissions.ovWibtted
CO emissions from Asia anthropogenic CO would contribute even largeidre to the total CO.

Generally the North American anthropogenic tracer contributes the lgfrgetibn 25-40% to the
anthropogenic surface CO. However, at BRW, eastern Asian emissa@nmate with over 25-
35% coming from this region in summer. Again this is due to the location of this stdfiompe
shows the third highest contribution of 15-30% as seen seen in the totaisl{see Figuré.9)
but accounts for larger fractions. All other anthropogenic CO (o#reh) has the fourth smallest
contribution and South Asian emissions account for the smallest oveetibina

As already noted, forest fires are the dominant source of summer fireACtbe surface, they
contribute over 80% of the summer/autumn fire CO burden which is similar to thecltahn
fire CO (see Figur&.7). The different seasonality in the different fire tracers can also &e aethe
surface with savannah fires contributin@5% in March and April and deforestation contributing
~ 20% in May. Peat, agricultural and woodland fires contribute the smallesirssto the CO
fire burden.

5.5.3 Contributions to the Arctic burden of CO at different altitudes.

As emissions from different regions undergo different transpdHhypays to the Arctic (see Section
5.3)itis likely that source contributions vary with altitude. Fig&rd 1shows the total tropospheric
CO burden from all of the realistic CO tracers at latitude$6 °N summed over three altitude
bins, 0-2 km, 2-5 km and 5 km up to the tropopause. As seen in Fig6rehe anthropogenic
pollution is the dominant source of Arctic CO at all altitudes, contributing betwleand 5 Tg
of CO (25-60%), depending on altitude and month. The maximum burdemsoiccspring and a
minimum in autumn. During autumn, fires and methane contribute a similar magnitude @-2
Tg (25-30%)) in all altitude bands apart from the highest, where firagitoite a smaller fraction
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Figure 5.9 Mean monthly contribution of different tracers to total CO (QOT) (left) , total an-
thropogenic CO (CQAN) (middle) and total fire CO (COF) (right) at 5 surface stations located
> 60°N.
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(~18%). CO from direct natural emissions and the oxidation of isopreni@iexbry little altitude
dependency.

Similar to the results shown in Figue8, it can be seen that North American pollution is the
dominant anthropogenic source of CO in all altitudes bands. The regiarnitages between 0.4
and 1.5 Tg of CO, depending on altitude and season, which is 30-35% tuftth@nthropogenic
burden. In the highest altitude bin, East Asian emissions dominate over Nor#nican in July
and August and have the second largest source in summer in the otheesltitagds. As seen in
Section5.3, this is when East Asian emissions undergo the most efficient transpog fardtic.
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Figure 5.10 Mean monthly contribution of different tracers as a fraction of total CO (TGOX)
(left), total anthropogenic CO (C@N) (middle) and total fire CO (COF) (right) at 5 surface
stations located>- 60°N.
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Europe has the second largest contribution in winter and spring, wheroairthis region is
efficiently transported to the Arctic, and the third largest in summer betwe2rkid-and 2-5
km. At >5 km European sources become even less important due to inefficieritngaif the
emission region. This shows that even though transport of North Ameeigassions is not the
most efficient it dominates the burden due to the magnitude of emissions.

As already seen forest fires are the dominant source of fire CO cotitigobetween 0.1 and 1.4
Tg CO to the Arctic burden, which is between 30 and 80 % of fire sourcedBL@ng March,
Savannabh fires contribute a larger fraction compared to forest fireg inigfnest altitude band. As
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Figure 5.11 Absolute burdens and fractional contributions for realistic lifetime CO tsacalfcu-
lated over latitudes- 66°N. The burdens have been calculated for three different altitude @i
km (left), 2-5 km (middle) and 5 km up to the tropopause (right). The fraeticontributions were
calculated by dividing the burdens by the @T burden for the total CO burdens (2nd row), by
CO_AN burden for the total anthropogenic CO burdens (4th row) and byT&E®urden for the
total fire CO burdens (6th row).
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Figure 5.12Monthly mean contributions of regional anthropogenic tracers to the Ar@ib@den
between 0-2 km (left), 2-5 km (middle) and 5 km up to the tropopause (riggighted by emission
region totals from the anthropogenic tracers 8@, CO_EU, CO.EA and CQSA.
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already mentioned, the seasonal minimum and maximum contribution is controlkzhbgnally
varying emissions. The annual mean burdens of absolute Arctic CO ined #ititude bands and
the total troposphere for all of the different tracers have been sumedansrables.4.

As mentioned previously, model results are dependent on the emissiorts avhimput into the
model, therefore any emissions errors will result in a bias in the model rdésatting to different
interpretations. For example, the underestimate of Asian emissions in the A&edes likely to
contribute to an underestimate in the burden from the Asian sources. faaove this, the Arctic
CO burdens have been weighted by the tracer emission totals. This is daliddigg the total
burden by the total emissions, giving a contribution in Tg of CO per Tg CO empgeadnonth.
This allows the most efficient transport pathways to the Arctic in the model tobsigdered, as
done in Sectiorb.3, but also accounts for the seasonal difference in OH. Even thoudifetime
of CO is greater than 1-month, this is assumed to be reasonable as emissinos\@wy on
a monthly basis. These can be then used to estimate future burdens of Atctitti€to any

emission changes.

Figure 5.12 shows the absolute and fractional anthropogenic burden of Arctic Cghtesl by
emissions in the same three altitude bands. It can now be seen that the Arctit isemsitive to
European emission as seen in Sectddin the two lower altitude bands. This makes the Arctic
most sensitive to emissions changes in this region. European emissiomsebkss important

in the >5 km altitude bin, where North American emissions now dominate and the East Asia
emission contribution increases. Overall, South Asian emissions show the streatlission sen-
sitivity out of these four regions and all other anthropogenic emissiahi(@anth) are the least
important overall. Shindell et al.(2008 also considered anthropogenic CO in a similar way to
remove inter-model emission differences in an inter-comparison projecat. rd$ults presented
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Figure 5.13 Mean percent contributions to the total mass burden of anthropogenic @ in
Arctic (>60°N) from North America, Europe, East Asia and South Asia for théodet998-
2009 separated into altitudes bins of 0-2 km, 2-5 km, 5 km up to the tropopa8sewn
as absolute burdens of CRA, CO_EU and CQAS as a percentage of CAN (left) and ab-
solute burdens of CO weighted by regional emissions fromNXQ CO_EU and CQAS (in
Tg(CO)/Tg(CO)(emitted)/year), and as a percentage ofADON brackets (right).

here agree wittshindell et al(2008 who found that European emissions are the largest source of
anthropogenic pollution at the surface. At 500 hR& km) they found Europe to still dominate
and North America to be the second most important contributor.

The same analysis could not be performed for the fire tracers due to Haogéhly gradients
in emissions. However, the annual mean burdens weighted by the annamlemgssions can
be calculated and have been summarised in TalBdor both the anthropogenic and the fire
tracers. One interesting thing to note is that when the fire type contributienseighted by total
emissions, the contribution from agricultural fires increases from 6% % ainually over the
whole troposphere, showing that the Arctic is particularly sensitive to thiewdiral practices
(most likely in Eurasia due to close proximity to the Arctic (see Figdir).

The results discussed here are summarised in Figr@ The numbers are taken from Tables
5.4and5.5. This highlights how the sensitivity of the Arctic varies with altitude, most notably
for Europe where it contributes 26% to total anthropogenic CO in the lowppsphere which is
greatly reduced to 19% in the upper troposphere. The overall largasilautions are clearly seen
from North America with 30-31% coming from this region. When weighted by siwoiss, the
Arctic is clearly most sensitive to Europe, making emission reductions in thisrrearticularly
effective in reducing Arctic CO.
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Table 5.4The annual total tropospheric CO burdens in the Arcti6Q°N) calculated between 0-2
km, 2-5 km, 5 km up to the tropopause and the total tropospheric column wesfigtic lifetime
CO tracers as absolute burdens (in Tg(CO)/year). In brackets th&®itces’ tracers are shown
as a percentage of CDOT, the ‘Anthropogenic Sources’ tracers are shown as a perceimtag
CO_AN and the ‘Fires sources’ tracers are shown as a percentage gFCO

CO Tracer | 0-2km 2-5km >5km | Tropospheric total
All Sources
COAN 2.22 (47%) 3.46 (48%) 2.64 (48%)  8.32 (48%)
CO.TF 0.66 (14%) 0.99 (14%) 0.66 (12%) 2.31(13%)
CO.CH4 1.14 (24%) 1.79 (25%) 1.47 (27%)  4.40 (25%)
CO.NAT 0.50 (11%) 0.75(10%) 0.52 (9% 1.76 (10%)
CO.ISOP 0.20 (4%) 0.30 (4%) 0.23 (4% 0.73 (4%)
CO.TOT 4,71 7.28 551 17.50
Anthropogenic Sources
CO.NA 0.66 (30%) 1.05(30%) 0.82(31%) 2.52 (30%)
COEU 0.57 (26%) 0.85(25%) 0.51(19%) 1.93 (23%)
CO.EA 0.54 (24%) 0.87 (25%) 0.73(28%) 2.13 (26%)
CO.SA 0.18(8%) 0.28(8%) 0.26(10% 0.72 (9%)
other anth. 0.28 (12%) 0.42 (12%) 0.32(12%) 1.02 (12%)
Fire Sources
COAGR 0.03(5%) 0.05(6%) 0.04 (6% 0.13 (6%)
CO.DEF 0.05 (7%) 0.07 (7%) 0.07 (11%) 0.19 (8%)
CO.FOR 0.42 (64%) 0.61(62%) 0.35(54%) 1.39 (60%)
CO_PEA 0.03(5%) 0.05(5%) 0.04 (7% 0.12 (5%)
CO_SAV 0.09 (13%) 0.14 (14%) 0.11(16%) 0.33 (14%)
CO.WO0O0 0.01(1%) 0.01(1%) 0.01(1% 0.03 (1%)
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Table 5.5The annual total tropospheric CO burdens in the Arcti6Q°N) calculated between 0-2
km, 2-5 km, 5 km up to the tropopause and the total tropospheric column wetigijheennual mean
emissions (in Tg(@/Tg(NOy) emitted/year). In brackets the ‘Anthropogenic Sources’ tracers are

shown as a percentage of G&AN and the ‘Fires sources’ tracers are shown as a percentage of
CO.TF.

CO Tracer | 0-2km 2-5 km >5km | Tropospheric total
Anthropogenic Sources
CO.NA 0.07 (29%) 0.11(30%) 0.08 (32%)  0.26 (30%)
CO.EU 0.09 (38%) 0.13(36%) 0.08 (30%)  0.29 (35%)
CO.EA 0.04 (18%) 0.07 (19%) 0.06 (21%)  0.16 (19%)
CO.SA 0.02 (8%) 0.03 (8%) 0.03 (10%j) 0.08 (9%)
other anth. 0.02 (7%) 0.02 (7%) 0.02 (7% 0.06 (7%)
Fire Sources
COAGR 0.03 (25%) 0.05(26%) 0.03 (28%) 0.11 (27%)
CO.DEF 0.01 (5%) 0.01(6%) 0.01 (8% 0.03 (6%)
CO.FOR 0.07 (55%) 0.10(53%) 0.06 (45%) 0.22 (51%)
CO_PEA 0.01(7%) 0.01(7%) 0.01 (9% 0.03 (7%)
CO_SAVY 0.01(7%) 0.01(7%) 0.01 (8% 0.03 (7%)
CO.WOO0 0.001 (1%) 0.002 (1%) 0.002 (1%) 0.01 (1%)
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5.6 Seasonal source contributions to Arctic @

It has been shown that anthropogenic and fire emissions can contritpgetaounts to the Arctic

CO burden (see Sectidn5) and are therefore likely to be large sources of other trace pollutants.
Here the contribution of forest fires and anthropogenic emissions to tdeibof G, a greenhouse
gas, will be considered. £s not emitted and the main sources in the troposphere are photochemi-
cal production from NMHC, CO, Cilin the presence of NQand transport from the stratosphere.
Precursor gases (such as Nand NMHC) are emitted at the surface with large amounts from
anthropogenic and biomass burning sources. Using the simulations @esicriBectiors.2.3and
Table5.3, the contributions to Arctic @from these two sources are considered.

Figure 5.14Seasonal mean anthropogenic and biomass burning contributions to totesthapic
O3 column from fires<50°N (TF-BF), fires>50°N (BF), North American anthropogenig@NA),
European anthropogenic emissions (EU) and Asian anthropogenic ersi§aish
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5.6.1 Contributions to total tropospheric Arctic Os.

Figure 5.14 shows the total column of fintegrated over the troposphere. It can be seen that
fires at latitudes lower that 50°N contribute very little tg @ the Arctic. Most of the @ formed
from fire emissions originates from the boreal regions north of 50°Nnduthe summer peak
fire season. Itis clear that North America contributes the largest amé@y  the Arctic total
column followed by Europe and then Asia. Asia exhibits a seasonal maximumtenand spring
whereas North America and Europe has a maximum contribution in spring./Awdhand North
America still contribute a large fraction of{0n winter which must be transported to the Arctic
due to the lack of sunlight for ozone production. There are regioredignts in the emission
sensitivities, with @ from North America being most important near the Canadian Arctic and
Greenland and Europe being most important near Scandinavia and Siberia

5.6.2 Contributions to Arctic surface Os.

Figure 5.15 shows the contributions to surface; @t Arctic surface stations from fires south of
50°N (TF-BF), fires north of 50°N (BF), North American anthropoigeemissions (NA), Euro-
pean anthropogenic emissions (EU) and Asian anthropogenic emissiShsT{de Q calculated
from the fctot simulation which is not accounted for by these sources is shown by ttterine
gion. ltis clear that a large fraction of modelled surfacgi®the Arctic is not from fires and
anthropogenic emissions from North America, Europe and Asia. Othece®of Q which are
not considered here are transport from the stratosphere andgiaafrom NQ, emitted by light-
ning, biogenic and soil sources, ships, and anthropogenic emissitsideoof the three main
anthropogenic emission regions used in this work. Out of the sourcesdened, differences in
contributions from North America, Europe and boreal fires (BF) ariodhetween the stations.
However, fires at latitudes50°N consistently contribute the smallest amount towith only a
few ppbv being produced. {produced from fires north of 50°N contribute very little t@ @uring
winter and spring (due to low fire emissions at this time of year) but at somergatiGcummer
they have the largest contribution compared to the other sources catsidare to the location of
ALT, ZEP and BRW near the boreal fire regions they are more sensitidg formed from boreal
fire emissions. This is also visible in the total colump @ee Figures.14). As with CO, this
seasonal maximum in{xoincides with the burn season. Out of anthropogenic regions, Asgjan O
contributes the smallest overall amount at the surface at all stationspé&hes the largest con-
tribution at STM and ZEP and North America has the second largest. Hove#JU€E and ALT,
North American Q is greater than European. At BRW, they both contribute a similar magnitude
to the Q burden. This regional difference is again due to the location of the stdi&ing situated
near different dominant transport pathways from these regiongjgeec5.14).
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Figure 5.15 Monthly mean contributions to £at surface stations in the Arctic from all fires
<50°N (TF-BF), all fires>50°N (BF), North American anthropogenics @A), European an-
thropogenic emissions (EU) and Asian anthropogenic emissions (ASkrOturces’ represents
the residual @in the fc.tot simulation which is not accounted for by TF-BF, BF, NA, EU and AS.

Shown in both ppbv (left) and as a fraction oftfat O3 (right).
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5.6.3 Contributions to the Arctic burden of Oz and NOy at different altitudes

The monthly mean absolute burdens of, @O, NQ, and its reservoir species (NOPAN and
HNOg) in three altitude bins (0-2 km, 2-5 km and5 km) are shown in Figur®.16 In the
lowest altitude bin the burden of{ds dominated by North American and Asian @ the winter,

by European @in spring, by boreal fire @in summer and North American{0n the autumn
demonstrating that the Arctic sensitivity tg ®ourced from different regions has a strong seasonal
dependency. Overall, £3rom total fires is largely dominated by boreal fires.

The seasonal cycle of drom the three anthropogenic regions vary, with f@om North Amer-

ica and Europe exhibiting double peaks, one in late spring/early summemnattieain autumn.
Conversely, Asia shows a similar seasonal cycle as CO, with a peak iy spiiis demonstrates
that the processes controllings@ the Arctic from these three regions are different. The seasonal
peak in Q due to fires is due to the timing of emissions, as seen in CO in Se&afon

Boreal and total fire emissions become less important with increasing altitueteagihe burdens
of North America and Asia become more important. Europe has the smallestldwgract in
the highest altitude bands. This altitude dependency exhibits similar patteths &mnsport
efficiencies seen in Sectidn3. For the boreal fires, more NQs located in the highest altitude
band, which is where the lowestz@ontribution is. A large amount of this NOs in the form
of PAN, where it will be stable due to cold temperatures. Near the surfare th more NQ
compared to the upper troposphere in the summer, which can lead to the forroi@g due to
the presence of sunlight.

European N peaks in May in the two lowest altitude bands and is higher thag f&n the
other regions. This coincides with the peak i $higgesting that this NQs driving Oz formation
from European sources at this time of year. North American, MChigher in the upper tropo-
sphere compared to the other sources considered. This is also wheheAxioerican Q is the
highest. European N@Qn the Arctic is much higher compared to the other anthropogenic regions
between 0-2 km and 2-5 km, due to large PAN, HN&hd NQ, concentrations. The most no-
table difference occurs in the burden of HhlGAsian and North American export of pollution is
generally characterised by higher rates of precipitation due to rapid uplifarm conveyor belts
(Stohl, 2006. HNOs is therefore efficiently scavenged from the atmosphere through wet depo
sition before reaching the Arctic. Conversely, European air is generalhgported poleward at
much lower levels (see Secti®ld) with lower levels of precipitationgtohl 2006.

Differences in NQ:CO ratios between the burdens from the different anthropogenic regambe
used as a proxy for different wet deposition rates that occur alongjffieeent transport pathways.
NOy has been calculated in the model and accounts for all reservoir nitrpgeies and therefore
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Figure 5.16 Monthly mean absolute burdens of CO3,ONOy, PAN, HNG; and NQ, (top to
bottom) in three altitude bins (0-2 km, 2-5 km apn® km) (left to right) due to emissions from
the three anthropogenic regions,North America (NA), Europe (EU) asid fAS) and total fires

(TF) and boreal fires (BF). Units are in Tg(N)/month or for CO, Tg(G®)
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Figure 5.17Monthly mean NQ:CO ratios in three altitude bins (0-2 km, 2-5 km anl km) (left

to right) calculated from burdens sourced from the three anthropogegions,North America
(NA), Europe (EU) and Asia (AS). The burden has been normalisedtodividing the NQ:CO

ratio by the NQ:CO emission ratio from the different emission regions to remove any regional

differences in initial ratios.
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chemistry will not affect NQ concentrations. Mixing with background air will reduce the con-
centrations of both gases equally, therefore this will not affect the ratiere Therefore the major
process which will affect the ratio of NOCO is assumed to be loss of H§yOy wet deposition,
which will reduce the NQconcentration. Initial differences in the N@@O emission ratio needed
to be accounted for, therefore, the ratio has been normalised by the ifujl@guation:

Bno,  Eco

X )
Bco  Eno,

dpe= (5.1)
where, By, and B-o are the burdens of NGand CO in the Arctic, Eo and By, are the emissions
totalled over the emission regions and dpe is the ‘deposition efficiency’,hwigpresents the
different rates of deposition that the regional pathways experierfceo themical loss and no
deposition occurs, then the ratio would be 1.

Figure5.17 shows the NQ:CO ratio for Europe, North America and Asia normalised by emis-
sions. As expected, Asia has much lower ratios throughout the year cethjza Europe and
North America, indicating high rates of wet deposition. Europe has the $ilightos in the two
lowest altitude bins due to low level transport and the rates of precipitationthMenerica has
reasonably high N@RCO ratios in the the upper troposphere. This could indicate more efficient
PAN formation compared to Asia.

The annual mean £burdens in the altitude bins and for the total tropospheric column have been
calculated and are shown in Taleé6 showing that when averaged over the year North America
contributes the largest amount (9%) to the total troposphesibu@den in the Arctic, followed by
Europe (7%) and then Asia (6%). Boreal fires contribute 3% and otlesx flBF-TF) contriubte

just a further 1%. There is 73% of thes®urden which is not accounted for by these sources.

As discussed in Sectidn5, the different magnitude of emissions from the different source regions
will result in different Arctic sensitivities. According to the AR5 emission©,Nemissions do not
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Figure 5.18 Annual mean contributions to the total mass burden of anthropogeyiitte Arctic
(>60°N) from North America, Europe and Asia for the period 1998-20€)8asated into altitudes
bins of 0-2 km, 2-5 km, 5 km up to the tropopause. Percentages calcukitefabsolute burdens
from NA, EU and AS (left) and absolute burdens weighted by regionalsamis from NA, EU
and AS (in Tg(Q)/Tg(N) emitted)/year (right).

vary largely between North America, Europe and Asia and thereforehtieggthe emissions does
not result in different interpretations of results. However, to show haveh & is formed from
every Tg of NQ emitted, the annual means®urdens have been weighted by Némissions
and are shown in Tablb.7. This shows that for every Tg of NCemitted in North America,
Europe and Asia, there is 1.68 Tg, 1.33 Tg, and 1.11 Tg ©fd@med in or transported to the
Arctic troposphere, respectively. For every Tg emitted from boreasfit.18 Tg of @ is formed

in or transported to the Arctic. Other fires have the lowest Arctidr@pact with only 0.43 Tg of

O3 resulting from 1 Tg of NQ emissions. This shows that the Arctic is much more sensitive to
emissions from boreal fires than from the other anthropogenic emissigimns. These results for
the anthropogenic emissions are summarised in Figur@
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Table 5.6 The annual total tropospherics®@urdens in the Arctic¢60°N) calculated between 0-2
km, 2-5 km, 5 km up to the tropopause and the total tropospheric column (iDsJ/géar). In
brackets show these burdens as a percentagg b fc_tot.

FullchemSim. | 0-2km 2-5 km >5km | Tropospheric total

Anthropogenic Sources

NA 0.25(10%) 0.41(10%) 0.37 (9% 1.03 (9%)

EU 0.24(9%) 0.34(8%) 0.20 (5% 0.78 (7%)

AS 0.15(6%) 0.25(6%) 0.28 (7% 0.68 (6%)
Fire Sources

BF 0.13(5%) 0.15(4%) 0.08 (2% 0.36 (3%)

TF-BF 0.03(1%) 0.05(1%) 0.06 (1% 0.14 (1%)

Other Sources

1.84 (70%) 2.86 (71%) 3.32 (77%) 8.01 (73%)

Table 5.7 The annual total tropospherics®urdens in the Arctic ¥60°N) calculated between
0-2 km, 2-5 km, 5 km up to the tropopause and the total tropospheric coluniry(®@s)/Tg(N)
emitted/year) weighted by emissions.

Fullchem Sim. | 0-2km 2-5km >5km | Tropospheric total

Anthropogenic Source

2]

NA 0.41 0.67 0.61 1.68
EU 0.40 0.57 0.35 1.33
AS 0.25 0.40 0.46 1.11

Fire Sources
BF 2.54 3.09 1.55 7.18
TF-BF 0.09 0.15 0.18 0.43
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5.7 Summary

Using a combination of 30-day fixed lifetime CO tracers, realistic lifetime CO tsaaed simula-
tions with full interactive chemistry, the transport efficiency and contrib&ikonCO and @in the
Arctic troposphere from major sources have been investigated.

The fixed lifetime tracers were used to examine the efficiency of transpmort the regions of

North America, Europe, East Asia and South Asia. North America, East &sd South Asia

emissions undergo strong lifting and poleward transport, whereas Ewvap characterised by
low-level transport in the lower to mid troposphere in agreement with prewstudies. European
emissions experienced the most efficient transport to the surface amty deminated over other
anthropogenic regions in the winter and spring due to the presence obthedome. In the

summer, North American and East Asian emissions showed similar transfickrefies in the

lower troposphere as found for Europe, and dominated the uppeisirbpce.

Anthropogenic CO was found to be the largest source of Arctic CO, feltbly oxidation of
methane, then fires. Direct natural emissions and CO from the oxidatioropfeise had the
smallest overall contribution. Out of the anthropogenic emission regioothMmerican emis-
sions dominated the anthropogenic CO burden, accounting for 30-3%8& ainthropogenic CO
burden. This was due to efficient transport in the upper troposplhesegdatively high total emis-
sions. East Asian emissions showed the second highest anthropogetnibution with 24-28%
of the burden being from emissions in this region. Europe showed the tigeskacontribution
(19-26%) even though it had the highest transport efficiency due td sta emissions. South
Asia had the smallest contribution (8-10%) due to inefficient transporsaradl emissions.

Model interpretation of source contributions to receptor regions is ladgbendent on absolute
emissions used in the model. Therefore, source contributions were aiigbtackby emissions to
remove this affect giving contributions in units of Tg(CO) in the Arctic pefd@) emitted per
year. This showed that the Arctic is most sensitive to emissions changesape;ihen North
America and then Asia. This demonstrates that emissions reductions in soimesregll be
more effective in reducing pollution in the Arctic. The Arctic was shown to ighly sensitive to
emissions from naturally occurring boreal forest fires, howeveemieighted by emissions, the
annual mean burden of fire CO is also sensitive to agricultural burnicjipes in the spring.

Using the newly developed full chemistry version of the TOMCAT model, thterapogenic and
fire contributions to @ have been quantified. The Arctic sensitivity tg @om emissions at
lower latitudes shows a seasonal and altitude dependency. Overall Aloghica has the largest
contribution to the @ burden (9%) out of the anthropogenic regions considered, followed b
Europe (7%) and then Asia (6%) (both South Asia and East Asia combimed) is different to
the results of Arctic CO suggesting that different transport pathwagsresnce different rates of
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O3 production. Fires contribute a total of 4% tg @roughout the year (3% of that from fires
north of 50°N). According to the model a further 73% of @und in the Arctic is from other
sources, such as production from lightning and transport from théosphere. The different
pathways that emissions undergo result in very different, MGrdens. Asia has the smallest
overall burden of NQ and Europe has the highest. This is due to higher rates of wet deposition
that are experienced by Asian emissions during transport to the ArcticopElalso has higher
PAN and NQ burdens in the lowest two altitude bins. North America has the highest ambunt o
NOy in the upper troposphere due to higher concentrations of &@ PAN.

This study is the first time that the impact of emissions from different typesesf &n the Arctic
have been quantified and compared to the anthropogenic contributionstiilishas also high-
lighted that it is important to consider both the transport efficiency and thelatie emission totals
in order to understand how the Arctic will respond to emissions reductionieslicThis study
is also the first to consider both the anthropogenic and fire emissions atiutnlio the Arctic
O3 burden throughout the year and has demonstrated that the sensitivitgtaf @3 to different
regions is not simple due to the complex chemistry involved. Therefore gfgtudies of different
production efficiencies of ©during the different transport pathways would be useful.






Chapter 6

Interannual variability of carbon
monoxide in the Arctic

6.1 Introduction

In the previous chapter it was shown that Arctic burdens of CO anth@ughout the year are
sensitive to both transport patterns and absolute emissions at lower latifitldeshapter inves-
tigates the extent of their influence on the interannual variability (IAV) cfesteed Arctic pollu-
tion with the aim of provide a context for understanding how future chamgéoth could affect
Arctic composition. This is done using CO as a tracer of mid-latitude emissiorishwihder-
goes long-range transport, making its distribution sensitive to changes islteric circulation,
whilst still capturing changes in emissions. One previous modelling studyzbpa et al(2007),
considered the IAV of surface CO between 1997 and 2001 in the Arcpadf a larger global
study. They found surface CO at some Arctic stations to be almost equibted by changes
in biomass burning emissions and meteorology. However, that study ondydesed a five-year
period, which contained an anomalously high Eiidli event and did not remove OH variability
as a source of CO IAV. This chapter builds on their work by studying adopgriod of time (13
years) and removing the effect of OH variability.

Natural climate variability can result in circulation changes and therefdeetdbng-range trans-
port of trace gases. In particular, circulation changes caused by dhté Mtlantic Oscillation
(NAO) in the NH have been found to affect Arctic compositidickhardt et al(2003 showed
evidence of enhanced poleward transport of anthropogenic CO @adliting positive phases of
the NAO. A deepening of the Icelandic low, which is associated with a pod\A@, has been

1EI Nifio - Southern Oscillation (ENSO) is a coupled mode of natural atmosphetioceanic climate variability
in the tropical Pacific causing global temperature and precipitation an@nalie

119
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shown to be correlated with a weakening of the Aleutian low in the Patiiima et al.2001).
The Pacific-North American (PNA) index describes the gradient betiwezAleutian low and a
persistent high pressure system over North America. The PNA has edsofbund to be linked
to poleward transport by correlating with growth rates of observed &®arrow and Alertu-
rayama et aJ.2004). Another modelling study b¥isher et al(2010 suggested that a weakening
of the Aleutian low in April 2008 hindered poleward transport causingh@adously low CO over
Alaska, was associated with a Lafdi event. They therefore suggested that Eid\évents may
result in increased poleward transport. However, their study wasamesive and it is still un-
known whether circulation changes, due to Efiblconditions, have any impact on the burdens of
trace species in the Arctic. It is important to understand how these praffess Arctic composi-
tion so any future shifts in climate modes and what this means for the Arctic candeestood.

CO is emitted directly from anthropogenic, natural and biomass burningesuproduced from
the oxidation of methane and NMHC, and lost from the atmosphere throagtiae with OH and
deposition. These different sources and sinks cause the atmosplelénmf CO to be sensitive
to changes in a variety of sources and to the oxidising capacity of the ateresfthalil and
Rasmussernl984a 1994 Novelli et al, 1998 Duncan and Logar2008. Biomass burning is a
large source of CO to the troposphek¥dtawa et al.2001; Duncan et a].2007) and exhibits a
high interannual variability (IAV) yan de Werf et aJ.2006. For this reason, both models and
observations have shown global atmospheric CO IAV to be sensitive t@ekan biomass burn-
ing emissionsDuncan and Logar2008 Yurganov et al.2010. The frequency and intensity of
biomass burning have been found to be influenced by the coupledigl-Nsouthern Oscillation
(ENSO). Increased fire activity and emissions during HidNevents have been shown to affect
tropospheric composition in some regionsif de Werf et aJ.2004 Logan et al. 2008 Chandra
et al, 2009 Nassar et al.2009. El Nifio can also affect tropospheric composition through dy-
namical changes in convection and circulation. For example, regionabgemistry has been
shown to be influenced by the eastward shift of tropical convection guEinNifio conditions,
which displaces lightning and its associated \gnissions Chandra et a].1998 Staudt et al.
2007, Doherty et al.2006 Chandra et a]2009. Tropospheric concentrations of OH and Iave
also been shown to be affected by increased stratospheric-tropimsgkehange (STE) during El
Nifio eventsZeng and Pylg2005 Voulgarakis et al.2011).

This chapter focuses on answering the open question of what ardéseof@tmospheric circula-
tion and emissions in controlling the IAV of Arctic pollution. This also leads ontagihestion of
what controls the variability in transport and emissions. For this, the infRiehthe NAO, PNA
and EI Nino are considered. These climate modes are described in more detail im$e2tibhe
simplified TOMCAT model with realistic lifetime CO tracers, used in Chaptas used here as
it allows other possible sources of CO IAV to be removed from the model Q¥d), The model
simulations used in this chapter are described in Se&i@8nThe contributions of transport and
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emissions to the IAV of CO are discussed in Secohboth at the surface and throughout the
depth of the troposphere. TOMCAT is then used to investigate the influeficke PNA, NAO
and ENSO on the transport of CO to the Arctic in Secioh Then links between Arctic CO IAV
and fire variability, with particular focus on El No, are discussed in Secti6r6 with analysis of
regional fire climate drivers which are affected by EfNI The results are then summarised in
Section6.7

6.2 Low frequency variability climate modes

El Nifo - Southern Oscillation, the North Atlantic Oscillation and the Pacific-North Agaer
pattern are three modes of climate variability which are known to have an imp#uot @atmosphere
by affecting the atmospheric circulation. These climate modes and globaquersces are now
described in more detail.

6.2.1 El Nino - Southern Oscillation

In normal conditions, high pressure off the coast of South America amgtessure in the Equa-
torial Pacific result in strong south-easterly trade winds across the awtfic. These winds lead
to the movement of warm surface waters from the western coast of Sou#rida towards the
eastern coast of Australia. This results in cold water up-welling off thetaafdPeru and Ecuador
and a deepening of the thermocline (a region of warmer surface waterg wdmperature reduces
rapidly with depth) off the coast of Australia. The warm waters in the wastguatorial Pacific
result in unstable atmospheric conditions leading to substantial atmosphevection and large

Figure 6.1Schematic showing normal (left) and Elidi (right) conditions over the Pacific. (Taken
from http://www.pmel.noaa.gov/tao/elnino/nino-home.html).
Normal Conditions El Nifo Conditions
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Figure 6.2 Precipitation and temperature anomalies during ENSO warm phases in DJRarftbp
JJA (bottom). Taken from http://www.cpc.ncep.noaa.gov/products/anaty@nstoring/impacts.

EERNENERNRTLAY,
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amounts of rainfall in this region. The uplifted air then moves eastward amed the region of
subsidence over South America (see Figh. This atmospheric circulation cell is known as the
Walker circulation and results in tropical regions of Australia and Indienlesing characterised
by large amounts of rainfall and Peru and Ecuador being more arid duertogtale atmospheric
conditions.

Towards the end of the calender year, pressure over the eastéfio Bacreases and the pressure
over the equatorial Pacific increases. The reduction in the pressadéegt between these two
regions weakens the trade winds and therefore weakens the oceanlatton. This leads to an
increase in the depth of the thermocline in the eastern Pacific and reductioa ihettmocline

in the western equatorial Pacific, causing the cold waters off the co&strafto warm. In some
years, this warming and change in pressure is more dramatic than avirsghis phenomenon
which is known as the coupled El f-Southern Oscillation (ENSO), where Eliirefers to the
ocean component and Southern Oscillation (SO) to the atmospheric compbueimg El Nifio
conditions, warm waters migrate eastward, relocating the area of coreetlift (see Figure
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6.1). This shift in the atmospheric circulation leads to more rainfall in Peru amchdar and often
droughts in Australia and Indonesia.

The changes in the atmospheric and oceanic circulation during ENSO effsaisnot only tem-
perature and precipitation patterns in the equatorial Pacific but can alsoghabal influences
(Ropelewski and Halperi986 Halpert and Ropelewskill992. Figure6.2 shows the climato-
logical anomalies in precipitation and temperature during ENSO warm phabtes there is an
El Nifio) which are linked to changes in the global circulation. Changes in theeWiliculation
leads to changes in upper tropospheric circulation which can influencibieopical jet streams
and thus the location and intensity of cyclonic actividpl{an and Chervin1978 Arkin, 1982
Landsea2000.

In this work, the EIl Nfio 3.4 index from the NOAA Climate Prediction Cerfti@CPC) is used
to define phases of ENSO. The index is the anomaly from the averagaidaae temperature
from 1950-2000 calculated in the region 5°N - 5°S, 120°-170°W. Thisxrhas been chosen as
it is believed to be the best representative index for the coupled impactgttoh Nifio and the
Southern OscillationTrenberth 1997).

6.2.2 North Atlantic Oscillation

The mean state of the atmosphere in the Northern Hemisphere in winter istehiaet by strong

high pressure centred over Siberia and low pressure over the Northtistend Pacific oceans
(Reynolds 2004). In summer, the most dominant low pressure system becomes centred over
south-east Asia and high pressure systems cover large parts of tifie Bad Atlantic oceans.
These pressure systems lead to prevailing westerly winds across the middsatittnich extend

up through the troposphere, reaching wind speeds of about 2bimthe jet-steam at around 200
hPa Hurrell et al, 2003 (see Figures.3). The intensity of the westerly flow is controlled by the
gradient between the pressure systems. As shown in F&Gr¢he winds in summer are much
weaker than in winter resulting in much slower zonal transport.

The North Atlantic Oscillation (NAO) is a major mode of atmospheric variability overMorth-
ern Atlantic and affects the mean state of the atmospheric flow in the Northemispleere. It
describes the correlated variance in the strength of the Icelandic LovAhaoms High pressure
systems. During positive phases of the NAO a lower-than-normal winterggiaridic Low and
a higher-than-normal Azores High occur. The intense low presstersyover Iceland leads to
enhanced north-easterly flow to Greenland and the Labrador Oceantifie high latitudes and
therefore cooler temperatures in this region and enhanced southdywdkter of mild air over
north-western Europevan Loon and Rogersl978 Wallace and Gutzlerl981). Plots of the

2http://www.cpc.ncep.noaa.gov/data/indices/nino34.mth.ascii.txt
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Figure 6.3 Mean wind vectors over 1958-2001 for NH winter (DJF) (top) and sum¢iéh)
(bottom) at 1000 hPa (left) and 200 hPa (right). (Taken ftdunrell et al.(2003).
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mean seasonal location of the pressure anomalies are shown in Bigufiehe NAO is the lead-
ing cause of atmospheric variability in the NH in winter accounting for 37% afleeel pressure
(SLP) variability and even in summer, when at its weakest, it still account®2fr of SLP vari-
ability (see Figurés.4). This means teleconnections are evident throughout the Baangton and
Livezey, 1987 Folland et al, 2009 Zveryaev and Allap2010. The pressure changes associated
with positive NAO phases strengthen the tropospheric subtropical dadjpbstreamsAmbaum

et al, 2001), where the stronger-than-normal westerlies lead to stronger nosterBetrade winds
(Rogers and Van Loqri979. These enhanced transport patterns lead to more efficient long-range
transport in the upper tropospheicCabe et al(2001) showed that there was a poleward shift of
cyclonic activity in the Northern Hemisphere during the the late 1980s untilahg £990s, when
the NAO remained mostly in the positive phase. Negative phases of the NA@@esentative of

a weakening in the gradient in these two pressure systems and theréfasdlie opposite effects.

There is no universally accepted index to describe the NAO, therefardifferent indices which
are generated from different techniques have been used in this Woekfirst (referred to as NAO
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Figure 6.4 Seasonal pressure anomalies caused by the NAO (dotted lines - neyaiivialies,
solid lines - positive anomalies). Numbers represent % of total variabilitgezhiby the NAO.
Taken fromHurrell et al.(2003.
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(CPCQ)) has been calculated by the NOAA CPThis index has been derived from rotated princi-
pal component analysis of the 500 hPa height anomalies from the NCEMRN&halysis model.
This method extracts teleconnections which describe large-scale charthesatmospheric cir-
culation patterns due to recurring climate variability such as the NAO. Thesmteiections can
influence temperature, precipitation and jet stream location and intensityvaseiareas. The
second NAO indéek (referred to as NAO (HUR)) is the mean winter (December through March)
index of the NAO and has been calculated based on the differencernétiped sea level pressure
(SLP) between Lisbon in Portugal and Reykjavik in Iceland since 186w JLP anomalies at
each station are normalized by division of each seasonal mean prégstire long-term mean
(1864-1983) standard deviation to avoid the series being dominated byehtigvariability of

the northern statiorHurrell and Deser2010. A disadvantage of station-based indices is that they
are fixed in space therefore only adequately capture NAO variabilityddswf the year due to its
seasonal evolution (see Figuweel) and are also affected by small-scale, short-term meteorological
events which are not related to the NABUtrell and Deser2010.

Sftp://ftp.cpc.ncep.noaa.gov/iwd52dg/datalindices
4downloaded from: http:/iwww.cgd.ucar.edu/cas/jhurrell/indices.html
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6.2.3 Pacific North American Oscillation

The Pacific-North American (PNA) oscillation is another prominent mode aibdity in the
Northern Hemisphere. The positive phase of the PNA is associated witle alverage pressure
over North America and below average pressure south of the Aleutiamdksland over south-
eastern United StateBérnston and Livezey1987). The PNA affects the atmospheric circulation
in the Northern Hemisphere and influences the strength and location of ¢fifec Btorm track
(Honda et al.200]). The positive phase is linked with an enhancement of the East Asiargetrstr
and eastward shift in the jet exit region toward the western United Statesndgmative phase is
associated with a westward retraction of that jet stream toward easteraddialocking activity
over the high latitudes of the North Pacific reducing transport to the Arcsavigh the NAO, these
changes in atmospheric circulation lead to changes in temperature andtpt&rip The positive
phase of the PNA pattern is associated with above-average temperateregestern Canada and
US and below average temperatures across the south-central anedastem USl(eathers et a].
199)). Precipitation anomalies are found in the Gulf of Alaska and north-we&t8rwith above
average precipitation, and over the upper Midwestern United States withviagtlerage rainfall
(Leathers et a).1991). The PNA signal is strongest in winteBérnston and Livezeyl987) but
has been found to exhibit precipitation and temperature teleconnectionsing smd autumn
(Leathers et a).1991]). The index used in this chapter has been downloaded from the NOAA CPC
and is derived by the same method as the NAO (see Se&&id).

6.3 Model Set-up and methodology

The basic model set-up, used for the simulations in this chapter, has besibdd previously in
Sectionb.2.20f Chapterb. All runs contain the same 16 idealised tracers shown in Taldand
use the same monthly varying OH fields which remain fixed for the whole 199%-geriod. To
investigate the impact of meteorology and biomass burning on the AV of GO skparate sim-
ulations were performed. One simulation used climatological biomass burningienssvhich
remain the same year-to-year and the other three used yearly varyingdsitmnaing emissions.
Each simulation was run with either interannually varying meteorology or with matsgy for
one year repeated each of the 13 years. The four simulations were:

* Varying biomass burning emissions and varying meteorology\gied vmet).
* Climatological biomass burning emissions and varying meteorologyogéed vmet).

 Varying biomass burning emissions and fixed meteorology for Jan 2004c-2D01 (run
vgfed met01).
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Figure 6.5 Yearly-varying CO emissions (Tg(CO)/year) from GFED v3.1 for didfietrfire types
over 1997-2009 used for the yearly-varying biomass burning emistiacers.
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 Varying biomass burning emissions and fixed meteorology for May 1993rH A998 (run
vgfed-met97).

For the fixed meteorology simulations two years were chosen, one as @aingear’ and one
with a strong El Nilo signal. The ‘neutral year’ was chosen by considering the mean, maximu
minimum and standard deviations for the NAO and EidNindices. Both the NAO and El No
indices were neither strongly positive or negative and exhibited relatbrel variability in 2001,
making this year the best choice for the period of study. However, it maisidbed that it is
impossible to choose one year alone which is representative of the meamwfstateospheric
circulation due to its chaotic nature. May 1997 - April 1998 was chosen‘pssitive El Nifio
year’ as the index remained positive for the whole period. It must alsetezlrihat this year was
a particularly strong El Nio year Wolter and Timlin 1998.

6.3.1 Emissions

The emissions used were described in Secidh2 however, cgfed/met required non-yearly
varying biomass burning emissions. For cgfadet, monthly means were calculated from the
1997-2009 GFED v3.1 fire emissions. The fire emissions for the period-2009 are shown in
Figure6.5, showing the extent of the IAV of fire emissions.
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6.4 1AV of CO and the importance of meteorology and biomass burn-
ing emissions

The 2-year running mean of observed and simulated monthly mean CO atthaeesare shown

in Figure6.6. This allows variations in CO to be seen with the seasonal cycle removede In th
high-mid northern latitudes (ALT, ZEP, BRW, STM, ICE and MHD (see Fegirl2 and Table

4.4 for locations) there are two large peaks in the observed CO time series $d2D2003.
These peaks are captured by the three model experiments which incladie werying biomass
burning emissions (vgfedmet, vgfedmet97, vgfedmet01) but not the experiment with climato-
logical emissions (cgfedimet). This suggests that these peaks are driven by a change in biomass
burning emissions. The winters of 1997-1998 and 2002-2003 exgedell Nilo events, sug-
gesting a connection between EIMdj forest fires and global CO. The impact of ERdion forest
fires and any link with the Arctic is discussed in more detail in Sec@dh At these stations,
the simulations vgfeddmet, vgfedmet97 and vgfednetO1l show only small differences in CO
concentrations, even though they are driven with different meteorol®bis suggests that even
though atmospheric transport is vital for advecting emissions polewandbilay in atmospheric
circulation is much less important than variability in fire emissions in terms of the AC&idAV.

This is important as the impact of fires on Arctic has received very little attertiowever these
results suggest that they have a large impact on the 1AV of Arctic atmasplmmposition.

One or both of the 1998 and 2003 peaks can be seen globally to some adatenstrating the
importance of biomass burning emissions as a global source of CO. hirighgst can be seen that
meteorology becomes increasingly important at lower latitudes. For exangjibel, wmet captures
more of the observed variability at MID and KEY compared to other statianggesting both
meteorology and fire emissions are important processes for AV at thigdac®8y considering the
difference between the model experiments using EldNnheteorology repeatedly (vgfdthet97)
and the simulation which uses 2001 meteorology repeatedly (MgfietD1),the dynamical impact
that El Nino has on CO concentrations at different locations can be deducédL®@t El Nifio’s
dynamical impacts lead to an increase in CO concentrations of around Bv8oppr the whole
13-year period. This indicates there circulation changes result in isedetransport to the NH
extra-tropics. The Arctic stations show much smaller CO enhancementswfdafoppbv. This
does suggest that there is an increase in Arctic CO during Eb Mivents, as hypothesised by
Fisher et al(2010. At CGO, in Australia there is less CO during Eliidi, due to the weakening
of the Walker circulation as shown in Figusel

CO anomalies have been calculated for each of the four simulations anativses relative to
their 1997-2009 means. This allows the impact of meteorology and biomasademissions on
the 1AV of CO in the Arctic to be investigated. Figuée7 shows the modelled and observed CO
anomaly at surface stations located north of 60°N. Value$ bave been calculated between the
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Figure 6.6 Two year running mean of monthly mean observed CO at surface statmmiedch-
tions see Tabld.4and Figure4.12 compared to simulated CO from the simulations vgieciet,
cgfedvmet, vgfedmet97 and vgfednet01 calculated between 1997 and 2009. Note the different
y-axis ranges.
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observed and simulated anomalies and are also shown in Feguné is a measure of how much
each model simulation captures the observed interannual variability. Tad vioet simulation,
which is most realistic due to the use of correct meteorology and fire emissa@hsyear, captures
the observed anomaly very welf( 0.86). This gives confidence in the model’s ability to capture
the IAV of CO in the Arctic. Simulation cgfe@met, which uses climatological fire emissions
and yearly varying meteorology, captures between 0 and 25% of the 1&Qodepending on
the station location. The only source of variability in this simulation is the meteorolggh
changes according to the analyses. ICE, STM and ALT exhibit the Highkes of £, suggesting
the 1AV of CO at these stations is more sensitive to changing circulation patt@mpared to
BRW and ZEP. When varying meteorology and biomass burning emissionseugvgfedvmet),
TOMCAT captures 86-91% of the variability showing that biomass burnifngisxesponsible for
the majority of CO IAV in the Arctic. The other 9-14% of the variability which is maiptured
by this simulation must be due to processes which are not representederstimgsdified tracer
simulations or model errors. There is very little difference between the thoekel experiments,
vgfedvmet, vgfedmetO1 and vgfednet97, which are being forced by meteorology for different
years, also showing that meteorology has only a small impact on Arctic CO AV

Szopa et al(2007 concluded that meteorology and emissions played almost equal roles in reg
ulating the 1AV of CO at high northern and southern latitude stations. Spaltyfithey found

that their model captured the range of IAV of CO more accurately at AI'BIRW when they in-
cluded yearly varying biomass burning emissions. However, at STM@Egdthey found that their
control simulation with only climatological biomass burning emissions already k&ptuost of

the IAV. The results shown here do suggest that ICE and STM aretedfdy changing circulation
more than the other high latitude stations, however, biomass burning emissibosrdrol the
observed IAV. These different results could be due to differencélsemnmodel set-up and analy-
sis of results.Szopa et al(2007) studied a period of five-years whereas this works considers a
longer period of thirteen-years. Both studies included the 1997-1988ft6l, which is the second
strongest El Nio event recorded in the 20th centuvydlter and Timlin 1998. This was also fol-
lowed by a very strong La K& in 1999-2000. As already mentioned, these can have large impacts
on tropospheric composition through biomass burning emissions, circuldiamges and tropo-
spheric chemistry (see Sectiéil). Whether regional effects of ElI No/La Niia can propagate

to the Arctic is unknown. However, this time period was unusual and domitiaet997-2001
period thatSzopa et al(2007) studied and could therefore account for some of the differences in
results. One other difference which may be important is 8mipa et al(2007) used a general
circulation model (LMDZ-INCA) which was relaxed towards ECMWF ERA-#inds whereas
the work shown here used ERA-Interim winds in an offline CTM. Diffeesin the meteorolog-
ical analyses (ERA-40 and ERA-Interim) and model differences (esgimélation of data into
LMDZ-INCA and forcing of TOMCAT with offline calculated winds) may alsoaunt for some
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Figure 6.7 Annual mean anomalies of the Elidi, PNA and NAO indices relative to 1997-2009
(top left) and annual mean anomalies of observed and simulated CO relath8972009 at
surface stations north of 60°N.
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differences. FinallySzopa et al(2007) also used on-line calculated OH concentrations which
could contribute to some of the year-to-year variability which was attributed tear@ogy com-
pared to TOMCAT which used non yearly varying OH. However the totahMaiibility is thought

to be small Montzka et al.2011) and therefore is unlikely to contribute a large fraction to the 1AV
of CO in reality. LMDZ-INCA also yielded lower correlations with the obseiwas (0.58-0.83)
indicating that TOMCAT captures the IAV of CO at the surface in Arctic beitben the model
has been constrained to only account for biomass burning and meteoabiegyiability.

To show the model-observation relationship in a global context, Fig@&shows the correlations
between the observed and simulated CO anomaly calculated for all four wfdtiel simulations
plotted on a map at each station location and as a function of the station’s latitada.be seen

that at high northern and southern latitudes, the use of varying biomassdpemissions results

in the much higher correlations compared to cgfedet, which uses climatological emissions.
Towards the tropics, the difference between the correlations calculatediie observations with
vgfed.vmet and with cgfedrmet become smaller, suggesting meteorology becomes more impor-
tant at lower latitudes. This is in agreement w&hopa et al(2007) who also found meteorology

to be more important in the tropics. Moreover, the correlations betweenl wghet and the obser-
vations decrease from the high latitudes towards the tropics suggestinigareatre other sources
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Figure 6.8 Global maps and zonal plots of the Pearson’s correlation coefficiécilated be-
tween observed and modelled annual anomalies at the surface relativee 189%-2009 means.
CO_TOT has been used from each of the simulations vgfeet (top left), cgfedvmet (top right),
vgfed.met97 (bottom left) and vgfethetO1 (bottom right). The model has been interpolated to
the surface station location.
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of AV that are important in this region apart from meteorology and biomassibg emissions.
One reason for this could be the tropics being more sensitive to OH coatiens due to this
region being more photochemically active compared to the high latitudes. T therefore
likely to be more sensitive to changes in the oxidising capacity of the atmosphék will not
be captured by the model experiments discussed here due to the usel ofifiréhly mean OH.

Table 6.1 shows the percent contributions from different sources to the inteedvariability of
CO calculated from vgfedmet (best guess simulation). This was calculated from the standard
deviation of each tracer as a fraction of the sum of all standard devia®fdlows:

g
i = 100 6.1
Xij ZO-IJ X d ( )

wherex;j is the percent contribution to IAV of tracérat stationj, andg; is the standard devia-
tion. The total IAV, fire 1AV and anthropogenic IAV were calculated usangum of the standard
deviations of the applicable tracers. For example, for the fire IAV only tleetyipe tracers were
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used. Also, it must be noted that the anthropogenic variability does nodmefariability from
other anthropogenic emission regions which are outside of the regionsunefSgL. The per-
centages for the ‘Total IAV’ show on average fires are responsisl85% of the total IAV at the
surface in the Arctic which supports the results in Figi'gé This accounts for variations in both
meteorology and fire emissions. Anthropogenic sources contribute a matkesamount of 10%
and direct natural, isoprene and methane sources contribute a total. h$HUe anthropogenic
and natural emissions are fixed every year, all the variations in thesgdraie due to transport.

In terms of ‘Fire IAV’, forest fires are the largest contributor to IA\4using 60% of 1AV in the
CO_TF tracer. As already shown (see Figdrd0), forest fires are also the largest source of Arctic
CO sourced from all fire types. Peat fires contribute the second taagesunt to 1AV of fires of
12%, followed by agricultural and savannah fires which contribute 98.daven though peat fires
only contribute a small fraction to Arctic CO (see Fig&&0 they exhibit a high IAV in emissions
(see Figures.5) therefore contributing more to the 1AV of Arctic CO. Conversely, saanfires
contribute a larger fraction to CO (see Fig&d 0 but do not exhibit a high 1AV in emissions (see
Figure6.5). Both savannah and peat fires have fairly consistent 1AV contribsitairall stations
whereas agricultural fires show more spatial variance with the lower latigtatns (STM and
ICE) being more affected by variability in agricultural fires. This is as altex the sources of peat
and agricultural fires in GFED v3.1 being largely located in the extra-trbpécgons (see Figure
3.4) and therefore emissions will be more well-mixed with background CO as tledyamsported
polewards, however, a large fraction of agricultural fires occur inrth@-high latitudes in the
NH and therefore resulting in higher concentration gradients in the CO figddorestation and
woodland fires contribute the smallest amount to 1AV of TB with values of 6% and 2%.

Overall, European CO contributes the largest percentage (35%) to I&O0AN, followed by
North American CO (31%), then East Asian CO (19%), and the smallestilmotidon is from
South Asian CO (15%). The contribution of different anthropogenicasito the 1AV of COQAN
show a dependence on the location of the station. European CO conttiieitaggest percentage
(47%) to 1AV at STM and ICE followed by North American CO (27-29%).sEAsian and South
Asian CO contribute a smaller percent of 10-15%. ALT has the largedtilbotion from North
American CO (37%), BRW has the largest contribution from both North Araerand East Asian
CO (27%) and ZEP has the largest contribution from North American angidgan CO (32-34%).
BRW, ALT and ZEP have much higher contributions from Asian sourcespesed to STM and
ICE. Again these results are similar in pattern to the transport sensitivititsesfiown in Section
5.3

Until now, the 1AV has only been considered at the surface. The vgfeet simulation can be
used as a representation of the real atmosphere to investigate how CO t#/free troposphere
is affected by variability in biomass burning and meteorology. Figu@shows the correlations
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Table 6.1Percent contributions to the IAV of COOT (Total IAV), CO.TF (Fire IAV) and CQAN
(Anthropogenic 1AV) from individual tracers from the simulation vgfedhet at Arctic surface
stations. The values have been calculated using equatlon

CO Tracer ICE STM ZEP BRW ALT \ Mean
Total IAV

CO_TF 825 795 851 889 883847
CO_AN 128 149 99 56 7.1]10.1
CO_NAT 22 29 27 23 19|24
CO.ISO 09 0.7 08 1.7 11|10
CO_CH4 16 20 14 15 1.7 16
Fire IAV

CO_AGR 122 141 94 54 6.7 | 9.6
CO_DEF 6.7 6.6 59 52 5.7 | 6.0
CO_FOR 56.5 549 604 648 63.760.1
CO_PEA 131 136 127 105 119124
CO_SAV 89 83 89 112 93|93
CO_WOO 26 26 27 3.0 28 | 2.7
Anthropogenic 1AV

CO_NA 29.2 273 324 274 36.7 30.6
CO_EU 473 473 338 252 209349
CO_EA 126 143 195 271 248 19.7
CO_SA 109 112 142 203 17.714.9

between the annual zonal mean GOT concentrations from vgfedmet with COTOT from the
other three simulations, which used either fixed meteorology or fixed fire Emssslf there is
a high correlation between two model simulations, it indicates that any ditferbatween them
(either biomass burning emissions or meteorology) asserts little control oAVhef ICO at that
location. Conversely, a low correlation indicates that the difference irefiressions or meteorol-
ogy results in large differences in CO and therefore the IAV. It is clearykarly varying biomass
burning emissions exert a much stronger influence on the 1AV of CO thgiingameteorology.
The lowest correlations between cgfechet and vgfed/met (<0.40) are seen in the Arctic and
extend from the surface up to around 600 hPa. This shows that motkiedites in biomass
burning emissions are causing a large portion of the variability in the Arctiddsuof CO. In the
mid-upper troposphere, the correlations become larger, indicating bidmasing variability is
most important in the lower troposphere. The pattern of correlations bethath vgfedmet01
and vgfedvmet, and vgfed/met97 and vgfed/met are very similar to each other. These both
indicate that meteorology is not as important in the troposphere, in terms ofAvhef ICO, com-
pared with biomass burning emissions a8r9. This agrees witbuncan et al(2007), who found
the global 1AV of CO to be mostly controlled by biomass burning emissions. Loogelations
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Figure 6.9 Annual zonal mean correlations between COT from vgfedvmet and top)
cgfedvmet, middle) vgfedmet97, bottom) vgfeanetO1 for the period 1997-2009.
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between 100-400 hPa indicates meteorology becomes more important atditgbdes which is
also where biomass burning has been shown to become less important.
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6.5 \Variability in transport to the Arctic

Even though Sectiof.4has shown that variability in transport plays a much smaller role compared
to biomass burning emissions in determining the 1AV of Arctic pollution, it is still impuria
terms of the sensitivity of the Arctic to emissions from mid-latitudes (see Chéptdherefore,

it is necessary to understand any processes that can influence mblesvesport both now and

in the future. There is existing evidence of a link between the North Atlantidll@sen and
winter-time observed concentrations of trace gases at the surface irratie E&ckhardt et al.
2003 Sharma et al2006. This is of particular interest as some model predictions have suggested
that increasing greenhouse gas concentrations result in a trend sowigautér-time positive NAO
phases$tephenson et al2006 Meehl et al, 2007). If this is true, concentrations of trace gases
in the Arctic may increase in the future due to increased transport. It hadabn suggested
that El Niflo events could result in increased poleward transgeisher et al.2010. Figure6.6
showed that higher concentrations at Arctic surface stations were simhwaen meteorological
analyses over the 1997-1998 EIfi period were used to force TOMCAT. Any link between
El Niflo and transport to the Arctic has not previously been studied in detail. CEN@ability

is currently thought to continue under GHG warming scenarios, howéwere is evidence that
teleconnnections over North America may weakbteéhl et al, 2007). How this would affect

the transport to the Arctic is not known. For these reasons, this sectipinmestigates possible
links between the NAO, PNA and El Kb with observed and simulated CO concentrations in the
Arctic.

To isolate the effect of transport variability on Arctic composition, any \aliig due to biomass
burning emissions was removed by using the cgfeget simulation, which uses climatological
biomass burning emissions. This also allowed the simulation to be extended HEE®Ot@s the
length of the run was no longer constrained by the availability of yearlyiwgrfire emission
estimates. This simulation contained the same tracers as listed in 3@bl€or each of these
tracers, two additional tracers were included which are decayed witl fifetimes of 30-days
and 5-days rather than by reaction with OH (30-day tracers are dedaritsectiorb.2.]). This is
so the impact of transport on trace gases which have different lifetinmesesmn.

Figure6.10shows correlations calculated for the Elffdiindex with observed and simulated CO
at 5 surface stations north of 60°N, identifying any possible relationshiywden the two. Any
correlation found between the index and model tracers that is not seerthsitbbserved CO
shows that EI Nio does affect CO through transport but there are other processels are more
dominant (e.g. fires). Any correlation which is found between the indexaserved CO which
is not captured by the model suggests that this is not caused by meteoknlogpy El Nifo
affecting CO variability through other processes. The results suggasthiire is a statistically
significant link between variability in observed CO and Eiiblin spring at ALT and BRW, and in
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Figure 6.10Pearson’s correlation coefficients calculated for the EidNndex with observed and
simulated CO anomalies relative to the 1990-2009 mean at surface statiotes lo@®0°N. Sym-

bols represent values which are significant atOR05 (diamonds) and <€0.01 (diamonds and
crosses) levels. The monthly mean ERNiindex and monthly mean CO have been separated into
seasonal bins, DJF, MAM, JJA and SON (left to right). The correlatamasshown for simulated
tracers: CQTOT, COAN, CO_NA, CO_EU, COEA, CO_SA (top to bottom), which are decayed
by OH (prefix CO) and with fixed 30 and 5 day lifetimes (prefixes CO30 a@8)C
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summer at ALT. Interestingly, the correlations are positive in the springdgtive in the summer.
The model also shows a significant positive correlation for the CD3U and COSTOT tracer

at BRW in spring, indicating that this station is particularly sensitive to atmogphiculation
changes induced by El No/La Nifia events, expecting increased concentrations after or during an
El Nifio. BRW is located in Alaska which is whefésher et al(2010 observed anomalously low
CO during April 2008 attributing it to a La Nia, which agrees with the results shown here. Alaska
is particularly sensitive to ENSO teleconnections due its Pacific coastal locatxperiencing
temperature and precipitation anomalies (see FigL2e The regional tracers indicate that the
positive correlations in the observed CO are due to increased trarfispurSouth and East Asia.
The results also suggest that the transport patterns from Asia duriig ldifio are especially
significant for shorter lived species, enabling them to reach the Arckie.significant correlation
for observed CO at ALT in spring is nhot reproduced by any of the TOX tracers. According to
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Figure 6.11 Pearson’s correlation coefficients calculated for the NAO index with rvbseand
simulated CO anomalies relative to the 1990-2009 mean at surface statiotes lo@®0°N. Sym-
bols represent values which are significant atOR05 (diamonds) and €0.01 (diamonds and
crosses) levels. The monthly mean NAO index and monthly mean CO have égamated into
seasonal bins, DJF, MAM, JJA and SON (left to right). The correlatamasshown for simulated
tracers: CQTOT, COAN, CO_NA, CO_EU, COEA, CO_SA (top to bottom), which are decayed
by OH (prefix CO) and with fixed 30 and 5 day lifetimes (prefixes CO30 a@8)C
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the model, the link between El Rib and CO in spring at ALT is not due to meteorology. In the
summer, the regional tracers suggest that transport of emissions fistiEia is reduced during
an El Nifio, which could be causing the negative correlation with the observatibms.tracers
also show that transport to all stations from South Asia is increased argptd to STM and ICE
from Europe is increased, however, this is not reflected in the oltsmmgaln winter and autumn,
the only tracer which shows significant correlations is. S8 which suggests there is a strong link
between the export of South Asian emissions with Eid\ilt is known that the export of South
Asian emissions is mostly controlled by the monsostohl and Eckhard®004) and that stronger
trade winds during an El Ko have been associated with stronger monsoon sead@hsier and
Yang 1992. However, more recently there is evidence of a weakening of this retdtippossibly
due to increasing atmospheric temperatukasiar et al, 1999 Meehl et al, 2007). This suggests
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Figure 6.12Pearson’s correlation coefficients calculated for the PNA index withrebdend sim-
ulated CO anomalies relative to the 1990-2009 mean at surface stationsl locd®N. Symbols
represent values which are significant at@P05 (diamonds) and<0.01 (diamonds and crosses)
levels. The monthly mean PNA index and monthly mean CO have been sepatatsdasonal
bins, DJF, MAM, JJA and SON (left to right). The correlations are shéwvrsimulated tracers:
CO_TOT, COAN, CO.NA, CO_EU, COEA, CO_SA (top to bottom), which are decayed by OH
(prefix CO) and with fixed 30 and 5 day lifetimes (prefixes CO30 and CO5).
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that in the future, the impact of South Asian emissions on the Arctic burdemcé gjases may
become even less.

Figure6.11is the same as Figu®1Q but the correlations have been calculated with the NAO
index. In agreement witteckhardt et al.(2003, the winter correlations show there is a link
between observed CO and the NAO index at BRW and ALT, however,gbelts shown here
indicate that there is also a link at these stations in spring and at STM in autunare i a similar
relationship between the NAO and CTDT tracers in winter and spring suggesting that variability
at the surface is connected to NAO circulation changes. In winter aimysihre regional tracers
show that the model correlations at BRW are due to enhanced transpariNorth America and
Europe and at ALT are due to increased transport from Europeglpositive NAO years. In the
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Figure 6.13Global maps of Pearson’s correlation coefficient between the &b Ri4 index and
simulated total column CO over the 1990-2009 period averaged seasdefilty (ight). Tracers
CO_TOT, COAN, CO.NA, CO_EU, COSA, COEA (top to bottom) are from the simulation
cgfedvmet. Values which are not significant at the ®05 level have been removed.
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autumn, the model tracers do not reproduce the significant correlati®hiMtsuggesting that this
is caused by processes other than meteorology.

Figure6.12is also the same as FiguselObut calculated for the PNA index. The correlations with
the observations suggest that the PNA is only important in winter when ataotsgetst Barnston
and Livezey 1987, with STM revealing a significant positive correlation. This suggestsithat
the winter a positive PNA can result in more CO being transported to the Anatface. This

is because high latitude blocking during negative PNA phases (see Sé@i@nimits transport
to the Arctic. The regional tracers show that this winter correlation is mosttytduncreased
transport from South Asia and to some extent from Europe. Even thihwegbbservations show
that the PNA is only important at STM and ZEP in the winter, the model tracens it East
Asian, European and North American emissions are influenced to somé txtarghout the year
depending on station location.

Figures6.13-6.15show maps of significant correlations between the seasonally avertgedtiec
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Figure 6.14Global maps of Pearson’s correlation coefficient between the NAO i(@ex) and
simulated total column CO over the 1990-2009 period averaged seasdetilty (ight). Tracers
CO_TOT, COAN, CO.NA, CO_EU, COSA, COEA (top to bottom) are from the simulation
cgfedvmet. Values which are not significant at the ®05 level have been removed.
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realistic lifetime tracers. As suggested by Figér&Q El Nifo reveals limited correlations with
the total Arctic CO when considering changes in circulation alone. The neseslrthe largest
correlations between El Ro and the South Asian emission tracer with winter and spring showing
significant positive correlations over most of the NH and the Arctic. Thisesponds to what
was seen in the South Asian tracer at the surface in Figu@ In winter and spring, the total
tracer shows statistically significant evidence of increased concensati@n parts of Alaska and
Canada during EI Niio events, again in agreement with the satellite observations shdwishiar
et al.(2010. In summer and autumn, there is evidence of negative correlations in thé&ta
tracer over parts of the Arctic ocean and Canada and Siberia. Thene¢diacers show that this
is because of reduced concentrations of European CO in summer anddtas CO in autumn.
This suggests that the interaction of the Arctic CO burden with BoN$ complex with seasons
responding in different ways.

According to the model, Figuré.14shows that circulation changes associated with the NAO may



Chapter 6Interannual variability of Arctic CO 142

Figure 6.15 Global maps of Pearson’s correlation coefficient between the PNA iaddxsim-
ulated total column CO over the 1990-2009 period averaged seasonélllfo(kght). Tracers
CO_TOT, COAN, CO.NA, CO_EU, COSA, COEA (top to bottom) are from the simulation
cgfedvmet. Values which are not significant at the ®05 level have been removed.

CO_TOT, PNA, DJF CO_TOT PNA, MAM CO_TOT, PNA, JJA CO_TOT PNA, SON

.ot .'«‘ ¢ "

£ |

CO_AN, PNA, JUA

I
|
o
3

Correlation coefficient r

-| -0.20

-0.30

-0.40

-0.50

-0.60

CO_EA, PNA, JJA

Ei‘?fg @Qg

-0.70

have a global impact on concentrations of CO throughout the year. EGQC@TOT tracer, the
largest correlations in the Arctic occur in the winter, with clear positivealations over the whole
Arctic region, indicating total CO is increased during wintertime positive phaséhe NAO. The
regional tracers show that this is likely due to increased transport fromode and North America
with some indication that East Asian transport is also increased. Colwessaith Asian CO
shows statistically significant negative correlations in the Arctic. North Araesiied Europe are
located either side of NAO wintertime centre, making transport pathways plarti susceptible
to any strengthening/weakening of circulation over the Atlantic. The intemspriessure anomaly
during positive phases also extends over parts of Asia (see Figdiredrawing air polewards
from East Asia. Stronger trade winds during positive NAO phasaesb@um et al.200]) leads
to correlations that are generally positive in the SH and negative in the NHhéoSouth Asian
CO tracer. One previous study analysed the impact of the NAO on the viimeranthropogenic
export of pollution and also found increased poleward transport fdomh America, Europe and
Asia during positive NAO phase&¢khardt et al.2003. As the season progresses, the influence
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of the NAO on the Arctic evolves. In spring, the CIDT tracer shows regional differences in
the correlations with the NAO in the Arctic, with negative correlations overtiNéimerica and
the North Atlantic spreading poleward into parts of the Canadian Arctic aad®keenland. The
regional tracers show that this is because even though North AmerickRwaopean CO show
predominately positive correlations, negative correlations are nowadasan the Canadian Arctic
for North American CO and in the region of Greenland for the North Ameri&ast Asian and
South Asian CO. This is due to an eastward shift in the NAO centre (seesfagirwhich reduces
the direct transport into the Arctic and draws air more over the Pacific ttsvisliorth America
instead of poleward. In the summer, CKDT shows that the overall impact on CO would be a
reduction in CO during positive NAO years. East Asian CO shows signifivagative correlations
throughout the Arctic and North American, European, and South Asiarsi@ some regional
negative correlations. In the summer, the Arctic becomes more sensitivean é&missions (see
Chapterb) and therefore the NAO influence on this region contributes more to thelb®ectic
response. In summer, the centre of the NAO shifts north-eastwardBi(gee6.4) with large parts
of Europe and Scandinavia being covered in anomalously high predstirg positive phases.
This draws air southwards towards North Africa where positive caitgla between the NAO and
CO_EU are visible with negative correlations over Scandinavia. The higlspregxtends towards
North America Folland et al. 2009, drawing North American emissions towards Scandinavia
where positive correlations are visible in the Q@ tracer resulting in negative correlations over
North America and Canada. Positive correlations also occur over thih Monerica emission
region suggesting air becomes more stagnant due to the associated Bglr@systenHolland

et al, 2009.

Figure6.15shows that the PNA has a limited impact on the total Arctic burden of CO. Thedtrg
correlations are seen with the South Asian tracer in winter where positivel@@ons occur over
much of Canada and the North Atlantic and to a lesser extent during auturtire snmmer, the
North American tracer shows negative correlations in the Siberian redithre d\rctic suggesting
that less CO from North America is found here during positive phasesed? NA.

To estimate the importance of these correlations for the absolute concergm@ftic in the Arc-
tic, the differences between concentrations of simulated CO during seagébrstrongly positive
and strongly negative index values have been calculated. For each,siantbars were selected,
of which three were the most negative and three were the most positiveéheve990-2009 period
for the El Nifo, NAO and PNA indices. These months were then averaged seasoneibate
CO fields to represent positive and negative index seasons (thesesiteswill be referred to as
NINO+, NINO- , NAO+, NAO-, PNA+ and PNA-). The seasonally avged differences between
the positive and negative indices varying with altitude are shown in Figdi& One clear pattern,
is that the indices generally have the largest impact on total Arctic CO in the pudruropo-
sphere and not at the surface. Another general point is that alf¢rabhew a significant amount of
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Figure 6.16 Seasonally averaged (left to right) absolute differences in simulated @G€entra-
tions >66°N between NINO+ and NINO- (top), NAO+ and NAO- (middle), PNA+daRNA-
(bottom) composites at different altitudes. Note the different x-axis
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seasonal variability. Out of the indices considered, the NAO has theslargpact on total Arctic
CO in the winter and spring, and the Eliidi has the largest impact in autumn. In summer all three
indices show similar absolute variations between the different phases.

Considering the EI Nio influence alone, in winter between the surface and 300 hPa, thEQO
tracer shows a very small difference between NINO+ and NINO-. €gmnal tracers show this is
because under NINO+ conditions, Arctic CO is increased by 1 ppbv 8ouath Asia and by0.4
ppbv from East Asia, however, this is countered by equivalent deesein North American and
European CO. European CO shows less difference at higher altitndésexefore COTOT shows
a slightincrease (1 ppbv) in overall CO at around 550 hPa. The kirgpact from EI Nfio occurs
in spring where COTOT shows an increase of 6 ppbv at 300 hPa which supports the speisila
of Fisher et al(2010. The tracers show that 4.5 ppbv of this CO is from anthropogenic B
All regional tracers show an increase to some extent at this altitude, leoweast Asian CO
shows the largest contribution of almost 2 ppbv. In the summer, the total §gomeds differently
and decreases by up to 2 ppbv, both at the surface and at 250 hRhe surface, about half
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of this is due to a reduction in East Asian and European CO and the othes [thlé to non-
anthropogenic sources, such as fires and natural emissions. Ingke tugposphere, the lower
CO in NINO+ is due to a reduction in East Asian, South Asian and North Amescairces
plus other non-anthropogenic sources. In autumn, total CO is redyckdtlveen 1 and 3 ppbv
throughout the troposphere in NINO+. In the mid-upper tropospheoetaialf of this is due to
anthropogenic sources and the half is due to other sources. In thettopesphere, anthropogenic
CO shows an increase in CO due to European and to a lesser extent MogtticAn and South
Asian CO, indicating that the reduction in total CO in the lower tropospheredsaliess transport
of emissions from fires and natural sources.

NAO+ relative to NAO- shows an increase in CKDT throughout the troposphere in winter and
spring with up to 12 ppbv and 7 pbbv differences at 300 hPa, mostly duereaised transport of
anthropogenic emissions. North American CO dominates the differencestpplee troposphere
and European CO dominates the difference in the lower troposphereA&ias and South Asian
CO show slight increases in the upper troposphere at 300 Béardt et al(2003 also exam-
ined the wintertime concentration response of anthropogenic fixed lifetimersrat the surface
between NAO positive and negative phases and also found a pos#pense in European, North
American and Asian emissions. As with EIfi, the response of CO to NAO circulation changes
is reversed in the summer, with COOT now lower throughout the troposphere in NAO+ years
relative to NAO- years. The largest impact is at 250 hPa whereTCD shows 1.8 ppbv differ-
ence, which is mostly due to anthropogenic emissions. At the surfac&é@lalso shows up to
1.3 ppbv less CO in NAO+ years, however, the anthropogenic tracersshemall increase of 0.5
ppbv indicating that the NAO also influences transport from other seuggeh as fires and natural
sources, which are more important in summer. In autumn, thelfOO tracer reverts back to the
winter and spring response, with an increase of up to 1 ppbv from NAQAD+.

The PNA generally shows smaller differences between the PNA+ and BdApared to the other
indices. In winter, COTOT is up to 3 ppbv lower in PNA+ relative to PNA- at 400 hPa, this is due
to anthropogenic emissions, most notably from North America and East idssaring, COTOT
shows a difference of around 1.5 ppbv from the surface up to 300wiRere the positive PNA
increases CO by up to 5 ppbv. In summer and autumn, the PNA+ shows |loweerdrations
compared to PNA- as seen in winter, however, they occur lower in thedpbmre, around 550
hPa. The regional tracers show that in summer, the anthropogenic COsislely responsible for
the response in COOT, even though North American CO is reduced by up to 1 ppbv, therefor
transport from other sources are also reduced during PNA+. Inraythowever, a combination
of less CO from East Asia and Europe are responsible for the redticed
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6.6 Variability in fire emissions: EI Nifio, biomass burning and Arctic
CO.

Section6.5 showed that CO in the Arctic can be enhanced by as much as 6 ppbv in spdng
decreased by 5 ppbv in winter in the upper troposphere due to changesgnrology during an El
Nifio relative to a La Nia. However, variability in biomass burning emissions has been shown to
be the dominant process controlling CO IAV at latitudes greater than 6@&N3ectiort.4). Fires
are intrinsically linked to temperature and the availability of water and therdiitke between
fire activity and natural climate oscillations have been fouBolman et al.2009. In particular,
many studies have found regional correlations between BbMNind fire activity WVilliams and
Karoly, 1999 Kitzberger et al. 2001, Page et a).2002 van de Werf et a).2004 Westerling

et al, 2006. Here, possible links between Arctic CO IAV and Elifgi are investigated, through
El Nifio’s impact on biomass burning emissions. Figdréshows the annual mean NAO, PNA
and Nio 3.4 indices with the observed and simulated annual CO anomalies at theesinrthe
Arctic. There is a resemblance between th@d\B.4 index and the CO anomaly time series at
each Arctic station, but offset by 1 year. To investigate this relationshitphdt lag correlations
have been calculated between the monthly mean BbMidex and the monthly mean observed
and simulated CO at the same surface stations. The correlations with a lag d21nonths,
calculated for the 1997-2009 time series are shown in Figuté A full observational dataset is
not available at ALT and STM for this time period, therefore lag correlataaonly shown for the
model simulations. Significant positive correlations are found betweenitfl &hd observed CO
anomalies at ZEP, BRW and ICE, with lags of 5 to 12 months. The higheslatons (r0.6)
occur with lags of 10 to 11 months. This shows that Arctic CO during the 29®B period
has increased 5-12 months after an EfidNi Significant correlations between EIfidi and CO
from the vgfedmetO1 and vgfednet97 simulations reveal similar correlations. The cgfeuet
simulations, which uses climatological fire emissions, does not show any sagitiorrelations.
The model results therefore suggest that the correlation between thevatisns and the El Kio
index is due to a link between fire emissions and Eid\inot transport.

To determine whether this link with El No is unique to the Arctic, lag correlations at selected
surface stations south of 60°N have also been calculated and are shBignre6.18 At MHD,

the lag correlations show the same relationship as seen in the Arctic due to fieridaeing rela-
tively far North at 53°N. Interestingly, at MLO, the cgfeanet simulation shows some significant
positive correlations suggesting that EFiincreases transport of CO to this station. The location
of this station in North Pacific (see Figudel? makes it particularly sensitive the atmospheric
circulation changes associated with ENSO. At most stations, the obsesvatidrsimulated trac-

ers show different correlations with El Mb. This suggests that there are other processes at these
latitudes that influence CO, which are not accounted for in the simplifiedrtsamellations used
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in this chapter. As already discussed in Sectoh El Nifio has previously been shown to shift
convection in the tropics and therefore lighting emissions of,N@odifying budgets of @and
HOy (Doherty et al. 200§. Another EI Nilo dynamical impact is that on STE, where increased
stratospheric ozone has been found in the troposphere after amgleNent Zeng and Pyle
2005. Any composition changes are likely to feed into the OH budget which wilbeataptured

by these simulations due to the use of offline OH fields. Also, the TOMCAT niwkepreviously
been shown to underestimate convection in the tropiog/le et al, 2011, Feng et al.2011) and
therefore may not accurately capture redistribution of trace gases doevection or subsidence.

The gradual increase in correlation with increasing lag, seen in Fgya could be due to dif-
ferent timings and lengths of El No/La Nifia events, timings of fires of different types being
different in different regions or different transport times from diéfiet regions. The fire type trac-
ers can be used to examine possible links between &b ldhd different types of fires. The lag
correlations between the EI i index and CO anomalies from each of the simulated fire type
tracers from vgfed/met interpolated to ZEP are shown in Fig@@d9 The model tracers show
that total fire tracer (CAO'F) exhibits the same lag correlations as the total CO tracer TOD),
supporting the hypothesis that the Arctic CO correlations with the BbNidex are due to interac-
tions between EI Nio and fires at lower latitudes. Most of the tracers show similar lag correlatio
patterns as COOT and CQTF, increasing with increasing lag until around 10 months, but with
smaller correlations. The peat fire tracer (B&A) and the deforestation fire tracer (MWEF)
show lag correlations that peak earlier in the year. This is due to the basos@ccurring earlier

in the calender year compared to the other fire types. The agriculturaidoer (COAGR) shows
very little correlation with EI Nfio, suggesting this type of fire is not affected by the climatic tele-
connections of EI Nio. This is because agricultural fires are mostly controlled by humansand n
the climate. The lag correlations between the index and the emissions for fethetfioe tracers
are also shown in Figur@.19which removes the impacts of El i on the transport of emissions
in the model. The fire tracer emissions still exhibit similar relationships as seee mdakel fire
tracers apart from the maximum correlations occur at shorter lags xBor@e, the peat fire emis-
sions have a maximum correlation with a lag of 0 months, whereas the peat tie traxer has a
maximum correlation with lag of 3 months. As the majority of peat fire emissions inBBFEL
occur in tropical Asia, this 3 month lag will partly be due to transport time-sdaleke Arctic
from the SH. As the fire emissions have been shown to exhibit similar cormedatietween the El
Nifio index and fires, these will be used in the following section to investigateffasedt regional
fire responses to El Kb climate effects.
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Figure 6.17Monthly lag correlations at surface stations60°N calculated between the monthly
mean El Niio 3.4 index and both monthly mean observed and simulated (from wgired,
cgfedvmet, vgfedvmet97 and vgfednet01l) CO anomalies for the period 1997-2009. Corre-
lations which are significant at the levekB.01 are denoted by symbols.
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Figure 6.18Same as Figur6.17, but for surface stations 60°N.
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Figure 6.19Monthly lag correlations calculated between the BEidB.4 index and monthly mean
simulated fire type tracer CO anomalies relative to 1997-2009 mean at ZEPafief between
the El Niflo index and the monthly global fire type tracer emission anomaly relative {6-2009
mean (right).
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6.6.1 Climate drivers of fires and links with El Nifo.

As already mentioned, there is existing evidence that fire activity can bendbd by EI Nio.
Arid regions of Central and South America and parts of Australia are sengitive to increases
of precipitation which lead to an increase in plant productivity providingtaatthl fuel for fires
during the dry seasoHplmgren et al.20063. This implies that the effect of EI Kb on different
regions will also depend on the timing of regional burn seasons, i.e., settgaecipitation before
or during burn seasons could either increase fuel for fires or sspgires by reducing the flamma-
bility of fuel. Moreover, fire activity response to El fid also depends on the regional climatic
response. For example, Peru experiences an increase in rainfiald &lrNifio events whereas
Australia experiences a decreastlmgren et al.2006h). For this reason, different regional cli-
mate drivers of fires are investigated in terms of the regional resporiesepErature, precipitation
and relative humidity to El Nio. All previous studies have limited their focus to specific regions,
here an analysis has been conducted globally.

As shown in Figurés.2, El Nifio affects both temperature and precipitation in regions other than the
equatorial Pacific. These teleconnections represent the most sighifieaurrent patterns which
are associated with El Ro events, however, teleconnections can vary in tiMeRhaden et al.
2006 and therefore certain years may not exhibit all these features. Faetssn, the seasonal
mean anomalies of ECMWF ERA-Interim reanalyses of temperature aniite&on were used

to calculate correlations with the seasonal mean BbNindex over the 1997-2009 period and are
shown as global maps in Figuée2Q Overall, the patterns identified by these correlations during
the 1997-2009 period are mostly similar to the predominant teleconnectionk att@cshown in
Figure6.2 There is clear evidence of positive correlations in both temperatureranipjtation in

Figure 6.20 Correlation coefficients between the EIffdi 3.4 index and ECMWF ERA-Interim
precipitation (top) and ECMWF ERA-Interim temperature (bottom) averagedseasons (left to
right) for 1997-2009. Values which are not significant at theOF5 level have been removed.
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Figure 6.21Regions used for analysing Eli influences on fires.
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the equatorial Pacific as expected. During an Eld\positive correlations suggest that Central and
South America experience higher temperatures, and in some parts, pegatiglations suggest
less precipitation. Positive correlations with temperature are also seenmoagdr of the North
Pacific, up the east coast of North America and in Alaska. Conversaiyharn North America
shows negative correlations with temperature and positive correlationpreitipitation. Negative
correlations suggest Central Africa experiences wetter weather @sitive correlations suggest
Southern Africa experiences drier and warmer weather during BbMvents. Equatorial Asia
exhibits positive correlations suggesting that it experiences drier anthevaveather during El
Nifios as expected. One pattern which occurred during the 1997-206i08 feat is not shown in
Figure6.2, is negative correlations over the Middle East suggesting cooler and-wetather and
a region of positive correlations over Scandinavia during the summaeggestigg warmer weather
under El Nfio conditions. The teleconnections at mid to high latitudes are less consistieya
are affected by regional climatic noisBl¢Phaden et al2006 and may explain why these two
patterns are not seen in Figuge2

6.6.1.1 Climate drivers of fires

As the GFED fire emissions and the ERA-Interim reanalyses used by theCEDNModel have
been shown to capture the correlation between EloNand Arctic surface CO and the climate
teleconnections, these are now used to investigate possible drivingspescef fires in differ-
ent regions and links with EI Mb. EI Nifo is generally at its strongest between November and
February, therefore the index was averaged over this period to cidadaelations with the fire
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emissions and the climate parameters (temperature, relative humidity and ptieeipit€onsid-
ering the regionally-varying climate responses to HidNi15 regions were defined and are shown
in Figure6.21 The monthly total emissions over the period 1997-2009 for each of teggens
are shown in Figuré.22 showing that maximum fire emissions occur during different months in
different regions. For example, in the boreal regions of Alaska am&da(ALCA), north-eastern
Siberia (NESI) and central and western Siberia (NCSI), the maximumrfiresgons occur during
June to September, during the boreal summer. In the tropics and extiest(op., Central Amer-
ica (CEAM) and south-east Asia (SEAS)), the maximum fire season @&aurtier in the year,
during February to June. For this reason, a ‘burn season’ (BSyefised for each region as the
period with the maximum total fire emissions (also shown in Figu22). There were two excep-
tions to this, equatorial Asia (EQAS) and western North America (WNAMsthir for EQAS a
smaller BS between January and March was used as it is this BS which is asdgtiefluenced
by an El Nio in the November to February period (as denoted by the significarglabons in
Figure6.22. However, it should be noted that the relationship between the later BuéAtio
December) and the coincident index is the same as what will be discussed-be WNAM, the
same BS as eastern North America (ENAM) was chosen because this iskiepst fire season,
which is of most interest as it was shown to be the dominant contributor to Aretisourced CO
(see Chapteb). Precipitation was integrated over each region, between Novemberdbtae
El Niflo period) and the start of each region’s BS (referred to as pb4jreemdagain between the
start and end of the BS (referred to as pdu). Similarly, averages oftbotperature and relative
humidity before (tb4 and hb4, respectively) and during (tdu and hdypeively) the BS were
calculated over each region. The monthly mean emissions from the GFED teé fireoemissions
were also summed over the area of each region during the BS and willdyesitto as BSem.

BSem and all of the climate parameters (pb4, tb4, hb4, pdu, tdu, hdu)coerated with the
November to February El Kb index to identify any possible regional links between EfidNi
and fire emissions, and El Rb and climatic fire drivers. The climate parameters were then also
correlated with BSem to identify possible regional drivers of fires. €luas then be used together
with the EI Niflo correlations to understand what may be driving the fires in each regidimow
fires may respond under El fb/La Nifia conditions. This furthers our understanding of how
global fires may respond in the future to changes in precipitation and temaperdhe monthly
total precipitation and monthly mean temperature for each region are shovwgure§6.23and
6.24 with the monthly fire emissions overlain. It can be seen that the climatic conditibichw
yield the maximum fire emissions differ depending on the region, suggestibghthaegional
response to increasing temperatures and changes in precipitation wiidlepehe regional fire
drivers, and therefore it is important to understand what they are.ekample, the boreal fire
season occurs during the summer when temperatures are at their higthéstad precipitation is
increasing, whereas in the tropics the fire season coincides with thealgrseshen precipitation
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Figure 6.22 Monthly mean emissions summed over the 15 selected regions. The startcand en
of the ‘burn season’ used for analysis is denoted by the blue and testidmes, respectively.
Correlation with the monthly emissions with the EIidi 3.4 Index are also shown in by the green
circles, filled circles represent values which are significant at th@.65 level.
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is at a minimum.

Table 6.2 shows the correlation coefficients which have been calculated betwesm B&h the
meteorological parameters, identifying regions where these paramepearap control or influ-
ence the intensity or frequency of fires. The climate drivers discussasrbben separated into
three sections below.

Boreal fires

The total precipitation prior to the BS (pb4) in Alaska and Canada (ALCA)asahly climate
parameter that has a significant correlation (r=-0.61), indicating this is likebe the dominant
process which drives fires in this region out of the parameters coesidek negative correla-
tion indicates that when there is a decrease in precipitation in this region eN@ember to
April (pb4), fire emissions tend to be greater during the BS. This is in aggaewith Crevoisier
et al. (2007 who found precipitation to be the most important variable in modelling burnea ar
in Canada. Eastern Siberia (NESI), also exhibits a significant negativelation (r=-0.74) with
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Figure 6.23 Monthly total precipitation (m) over the 15 regions used for analysis (geeg)b
Monthly mean GFED emissions are shown by the solid black line.
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precipitation prior to the BS (pb4), showing the same climate fire driver asAALTe region

of north central Siberia (NCSI), even though in the boreal regions da have any significant
correlations with any of the meteorological parameters. This region is dordibgtagricultural
fires which are driven by human activity as opposed to meteorologicairiaésee Figure.4).
Model predictions suggest that the boreal regions are expected ¢vi@xpe an increase in pre-
cipitation (Meehl et al, 2007, which according to Tablé.2 may result in a reduction in fires.
Previous fire modelling studies predict higher fire severity over partsaob@a with some regions
also showing decreasellénnigan et aJ.2001). Even though overall precipitation is expected to
increase, there is an expected increase in extreme events such astslieehl et al, 2007).

The correlations shown here suggest that this would be expected tasediee emissions. Model
climate predictions also suggest that the boreal regions are expectedntoextensively in the
future Christensen et al2007). A warmer climate in Canada has been predicted to result in an
increase in firesKlannigan and Van Wagnet991). The correlations calculated here do show a
positive relationship over Alaska and Canada, however, they aragmficant for the period of
study. Stocks et al(1998 showed that Russian fires are also expected to increase with a warmer
climate. In addition to temperature and precipitation, there has also beenietguedcrease in
lightning flashes with a doubling of CQwhich would increase fires in the boreal regioRsi¢e
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Figure 6.24 Monthly mean temperature (K) over the 15 regions used for analysis (mes).
Monthly mean GFED emissions are shown by the solid black line. The purplenovesshe start
of the period prior to BS.
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and Rind 1994. More recently, it has also been shown that the regional fire resgarSanada
can be different depending on the seasba Goff et al, 2009. Overall, the response of the
boreal regions to changing climate is complex and still not fully understoddeguires further
investigation.

North Mid-latitudes fires

Eastern and western North America (ENAM and WNAM) exhibit differexiationships with the
climate variables, which could be due to the different vegetation types (gaeB.4). For ex-
ample, fire emissions in the region WNAM have a positive correlation with pb@.47) and
ENAM has a negative correlation (r=-0.37). For WNAM, BSem correfl&iwith tb4 (November
to April) and tdu (April to September) are r=0.35 and r=0.51, suggestiegefinissions will be
greater in the future warmer climate predicted by kheehl et al.(2007). A study byHeyerdahl
et al. (2008 found fires located in the Inland Northwest (located in WNAM in the workvain
here) between 1652-1900 to be sensitive to spring and summer tempegraltucecased spring
temperatures increased snow melt which led to dryer summer conditions, @edsad summer
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temperatures reduced soil moisture and increased flammability of vegetatimre & already
evidence that fires in western North America have increased duringraevatimate McKenzie
et al, 2004 Gavin et al, 2007 Westerling et al.2006 supporting the results shown here. ENAM
shows a significant negative correlation with relative humidity before théB8) of r=-.57. Rel-
ative humidity modulates fires by affecting the moisture content of fuel. Thative correlation
suggests that when relative humidity is low, moisture is transferred frorataggn to the atmo-
sphere increasing its flammability. Increased future temperatures in thisegioeduce relative
humidity and possibly increase fire risk in the future. In Europe (EURGjgaificant positive
correlation was found for tb4, suggesting that increased winter orgiprie temperatures would
increase fires in this region. According to the IPCC model predictions ofeestyre Meehl et al,
2007, the relationships shown here suggest European fire emissions wadasein the future. A
study byZumbrunnen et al2009 found fires in the European Alps, north of Italy, to be driven by
temperature during the first half of the 20th century, in agreement with thlke stamwn here, and
then controlled by human activities for the second half. The results pexsarre show that tem-
perature may still be an important fire driver for the whole of Eurapembrunnen et al2009
also found wind to be important at high altitudes, where fires are expd$isleffect has not been
considered here and may be important.

Extra-tropical, tropical and Southern Hemisphere fires

In Central America (CEAM), relative humidity, precipitation and temperatunéng the fire sea-
son (hdu, pdu and tdu) all reveal significant correlations with BSens@f.62, r=0.59, r=-0.82,
respectively. This suggests that if precipitation is increased, temperatumeed or relative hu-
midity reduced, during February and June, then fire emissions may iecire#isis region. This
makes fires in CEAM particularly sensitive to any future climate chandésehl et al.(2007)
predicts future increases in temperature and decreases in precipitati@naretnof CEAM, sug-
gesting that fires will increase due to precipitation (pdu) having a negativelation with BSem
and temperature (tdu) having a positive correlation. Climate prior to the lmasos (BS) is im-
portant in northern South America (NSAM) with tb4 and hb4 having significarrelations with
BSem of r=0.64 and r=-0.57, respectively, again suggesting an seiadires in this region in
the future due to increased temperatures. However relative humidity dinertgurn season (hdu)
yields the highest correlation (r=-0.74) suggesting it is the dominant climaer dor this region.
Precipitation is the dominant driver of fire in the southern part of South Axagd5SAM), where
less rainfall results in increased fires. There is a regional differentiee response of precipita-
tion to increased concentration of greenhouse gaddeglil et al, 2007, therefore the response
of fires in this region cannot be determined from this work. Temperatwetgden November and
December (tb4) in central and eastern South Asia (CSAS, SEAS) anédretimnuary and May
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(tdu) for SEAS alone, yield positive correlations suggesting that predifatere increases in tem-
perature in these regionMgéehl et al, 2007 will lead to increased fire emissions. Most fires in
these regions are for agricultural purposes (see Figuleand therefore will mostly be controlled
by human activities, however human set fires have previously growontirmilable due to climatic
extremes Page et a.2002 Cochrane2003. Equatorial Asia (EQAS) shows pb4 and pdu yield
significant correlations and may have influenced the intensity of firesglthi@é1997-2009 period,
however temperature during the BS (tdu) shows the highest correlattdAFNires show a signif-
icant positive correlation with relative humidity before the BS (hb4), wasi@HAF fires show a
significant positive correlation with temperature during the BS (téughibald et al (2009 found
precipitation to be important in determining area burnt in their model in Africackvibaptured
68% of observed area burnt variability. They reported soil moisture faeloicularly important in
driving fires. They did not consider relative humidity or temperature in thneidel which would
effect soil moisture. The correlations here suggest they are importdrtharefore accounting for
them in future models could improve burned area estimates in the future. treAasprecipita-
tion during the fire season shows the highest correlation (r=-0.5) fotldsyetemperature before
the BS (r=-0.42). With the predicted reduction in rainfall over much of Aalgtrand increase
in temperature, these correlations suggest fire may be expected to eorgzeats of Australia.
There is already existing evidence that drought in Australia is increasm@dtivity (Nicholls,
2004. Some studies have found, for some tropical and extra-tropical regpecipitation dur-
ing the burn season explains some of the variability in fires(de Werf et a).2003 van der
Werf et al, 2008. In agreement, precipitation yields the highest correlations in equatosial A
(EQAS) and Central America (CEAM) out of the other climate parameterseber, temperature
and relative humidity also show high correlations and may need to be coedjdespecially in
the extra-tropical regions where precipitation yields smaller correlatioggesiing it to be less
important.

6.6.1.2 Interactions between El Nio and climate drivers of fires

The same meteorological and emissions data has also been used to calctdtdiaas with the

El Nifio index to infer the interactions between EFRliand the climate drivers of fires in different
regions. The highest correlations between BSem and theii iMdex (referred to as NINO3.4)
are found for Alaska and Canada (ALCA), Central America (CEAM)stinern parts of South
America (NSAM), southern parts of Africa (SHAF), south-east AsiBAS) and equatorial Asia,
where the correlations suggest Effgiconditions lead to increased emissions. However, there are
some regions where the correlations of the BSem with Bbdio not yield significant correlations,
but EI Nifio with temperature, precipitation and relative humidity do and are therefewenarth
highlighting. The correlations are shown in Talel& and will now be discussed in more detail.
All the results from Table$.2and6.3 have been summarised in Figle25
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Table 6.2 Pearson’s correlation values for GFED v3.1 total emission (BSem) duriadptinn
season (BS) with the different meteorological parameters, total precipitatiean temperature
and mean relative humidity between November leading up to the BS and duriBpth®alues
significant with a P-value- 0.05 are shown in bold).

Prior to BS During BS
Region || Precip. Temp. Rel. Hum.| Precip. Temp. Rel. Hum.
ALCA -0.61 0.12 -0.23 -0.06 0.22 -0.03
NCSI -0.20  -0.06 0.21 0.24 0.14 0.12
NESI -0.74  -0.20 -0.35 -0.09 -0.13 -0.43
ENAM -0.39  -0.08 -0.57 -0.13  -0.23 -0.43
WNAM 0.47 0.35 0.21 -0.37 0.51 -0.40
EURO 0.37 0.57 0.02 -0.30 0.25 -0.08
CEAM -0.11 0.48 -0.33 -0.62 0.59 -0.82
NSAM -0.27 0.64 -0.57 -0.21 0.26 -0.74
SSAM -0.14  -0.44 -0.07 -0.55 -0.15 -0.27
NHAF -0.01  -0.25 0.60 0.10 -0.10 0.15
SHAF 0.20 0.44 0.13 -0.34  0.57 -0.40
CSAS -0.17 0.54 -0.32 -0.01 0.08 -0.25
SEAS -0.39 0.46 0.13 -0.12 0.64 -0.13
EQAS -0.69 -0.10 -0.35 -0.62 0.73 -0.32
AUST 0.15 -0.42 0.29 -0.50 -0.04 -0.38

Table 6.3 Pearson’s correlation values for EIdi (November - February mean) with total fire
emissions (BSem) during the burn season (BS) , total precipitation, meanrtgorpeand mean
relative humidity between November leading up to the BS and with total precipitatiean tem-
perature and mean relative humidity during the BS. (Values significant withradu@ > 0.05 are
shown in bold).

During BS Prior to BS During BS

Region || GFED emis. | Precip. Temp. Rel. Hum.| Precip. Temp. Rel. Hum.
ALCA 0.62 -0.62 0.23 0.09 0.18 0.60 -0.07
NCSI 0.18 -0.00 -0.22 0.21 0.12 -0.02 0.28
NESI 0.38 -0.33 0.02 -0.13 0.34 0.04 -0.04
ENAM -0.28 0.69 -0.07 0.58 0.15 0.17 0.16
WNAM 0.44 0.73 -0.18 0.63 0.12 0.32 0.23
EURO -0.21 0.15 -0.09 0.25 0.21 -0.09 0.01
CEAM 0.64 0.25 0.77 -0.12 -0.37  0.89 -0.49
NSAM 0.63 -0.59 0.91 -0.69 -0.39 0.47 -0.45
SSAM -0.02 0.57 -0.06 0.51 -0.28 0.49 0.02
NHAF -0.04 0.19 -0.16 0.13 0.49 0.23 0.77
SHAF 0.66 0.26 0.51 0.23 -0.39 0.36 -0.14
CSAS -0.36 0.85 -0.61 0.86 0.36 0.00 0.79
SEAS 0.55 -0.58 -0.09 0.51 -0.66 0.31 0.27
EQAS 0.68 -0.83 0.24 -0.44 -0.74 0.74 -0.48
AUST -0.36 -0.59 0.64 -0.29 0.07 0.25 0.06




Chapter 6Interannual variability of Arctic CO 158

Boreal fires

In Alaska and Canada (ALCA), NINO3.4 correlates negatively with piod gositively with tdu.
This suggests that under Eli\i conditions precipitation is reduced between November and April
and temperature is increased between April and September. As seendrbRabeduced rainfall
prior to the BS is associated with increased emissions of CO. This is of partimpartance to
the Arctic, as forest fires, which are extensive in this region, are the imp®rtant source of fire
sourced CO (see Chaptg). In eastern Siberia the correlations show a similar pattern of response
as ALCA with correlations between NINO3.4 and BSem equal to 0.38 andDiSIM with pb4
equal to -0.32. However, they are not significant for the number of EEmysed in this study
(equal to the number of years (13) for the time series used). As this reggadrhigher latitudes it

is likely to be influenced by other climate oscillatiorBalzter et al (2005 found some evidence

of a link between burned area during 1992-2003 due to BbNilone, however, they found the
variability was best captured when they considered both Ebind temperature or both the Arctic
Oscillation and temperature in a multiple linear regression. This shows that doe ltmcation of
the boreal regions, especially Siberia, which is remote from the centréMifi® in the tropical
Pacific, several indices and local temperature and precipitation fluctaatesd to be considered
to best predict future forest fires and their impact on the Arctic.

North Mid-latitudes fires

In WNAM, NINO3.4 is positively correlated with pb4 and hb4. From Tablg, it is known
that pb4 and BSem are positively correlated (r=0.47). This suggestElthaio conditions will
increase precipitation during winter/spring which will increase fires in tharsar. This is in
agreemenkKitzberger et al(2001) who found increased plant growth due to precipitation visible
in tree rings associated with El i conditions, providing more fuel for the summer burn season.
Interestingly, ENAM shows a response similar to WNAM in terms of climate, heweBSem
show the opposite. NINO3.4 shows positive correlations with both hb4 bAdgs in WNAM,
however, Table.2 shows ENAM has the highest correlation with hb4 (r=-0.57). This sugges
that increased relative humidity before the BS due to an BbNvill actually reduce fires due to
increased fuel moisture. European fires and climate do not show anficgghcorrelations with

El Nifio.

Extra-tropical, tropical and Southern Hemisphere fires

In both CEAM and SHAF, positive correlations are found between NIM@3d tb4, suggesting
that EI Nifo conditions will increase temperatures prior to the burn season, whidiovgnsin
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Table6.2to be related to increased fire emissions. However, in CEAM temperaturerisl fo
have the highest correlation eith Elfidi during the fire season (r=0.89), which is also associated
with increased fires. Like CEAM, temperature in NSAM, both prior to andrduthe BS, is
found to be highly correlated with El Ro (r=0.91 and r=0.47 respectively), although ERbli
conditions is also found to correlate with both precipitation (r=-0.59) andiveldumidity (r=-
0.69) prior to the BS. The results in Tal#e2 suggest that increased temperature before the BS
and reduced relative humidity before and during the BS may result in isedefire emissions

in northern South America. This is in agreement with the positive correlatidhG# between
NINO3.4 and BSem. Previous studies have found Peru to experienaagect fires due to El
Nifio increasing precipitatiorHolmgren et al.20063. The whole of NSAM in this study shows
reduction in precipitation, however emissions are still increased. This &ulseceven though
parts of Peru experience increased precipitation during an &b,NNSAM mostly experiences

a decrease (see FiguBe?) therefore differences will arise due to this work considering a much
larger area and therefore regionally varying fuel type and resp&@AS and SEAS both exhibit

a similar relationship with El Nio, whereby precipitation is negatively correlated both during and
prior to the fire season which may increase fires (according to corretatiorable6.2). In EQAS
positive correlations suggest increased temperature during the BS dueHBbNiio may also
contribute to increased fire activity. Even though EQAS is dominated byektdion fires which
are set by human®age et al(2002 showed that during the extreme EIfidi event of 1997-
1998, fires in this region burned uncontrollably, causing large peftiorsmto the atmospheric
carbon budget. In Australia (AUST), significant correlations of NINO®ith pb4 and tb4 are
found (r=-0.59 and r=0.64, respectively). A correlation betweenrB%ad NINO of -0.36 is
found but it is not significant at theq®.05 level used for this study. Other studies found EidNi
reduced precipitation prior to the burn season (in agreement with correddtond here), which
reduced plant growth and therefore, fuel for firéfo[mgren et al. 2006k Harris et al, 2008.

A study byWilliams and Karoly(1999 found parts of Australia to exhibit different responses to
El Niflo, with parts experiencing an increase in fires and parts experienaiegraase. As the
whole area of Australia has been included in the analysis done here, thisxplan why there

is not a high correlation for this analysis. Also, drought in Australia hasagdly been shown have
resulted in increased firedlicholls, 2004, which could partially offset the increase in fires from
increased precipitation during an Elfidi. CSAS is similar to AUST in the case that during El
Nifio events, less fires are expected due to a correlation of -0.36 betwB&BM and BSem,
however, the climate drivers correlations differ. In CSAS, Efidlis negatively correlated with
temperature before the BS instead of positively correlated, as found8TAWhich in turn reduces
fire emissions according to the positive correlation (r=0.54) that wagifbetween BSem and th4
(see Table.2).
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Figure 6.25Correlations showing the regional response in precipitation, temperatdreekative
humidity and how these responses can feed back into fire emissions.t&its déthe correlations
see Table$.2and6.3.
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6.6.2 Arctic surface response to El Nio/La Nifia events

To understand what these Elidi-fire relationships mean in terms of Arctic CO, the observed
and simulated surface CO concentrations at each of the Arctic stations, (EBYIALT, ZEP and
BRW) have been averaged over selected years during the 1997p2008. Years were chosen
to represent either a strong Elidi or La Nila years or years which were ‘neutral’. The observed
concentrations are on average 21 ppbv (16%) higher in BbNiars and 7 ppbv (5%) lower in
La Niha years relative to neutral years. One possible reason foritfl }ears showing a larger
percent difference relative to neutral years, could be that a [fm Mvent generally follows an
El Nifio event. This has been shown in some regions to result in particularly énfiees during
the La Niha (Kitzberger et al. 2001). This was due to increased plant growth from enhanced
precipitation during El Niio years, followed by drying of vegetation in Lafi years, providing
favourable conditions for fireK(tzberger et al.2001). The model estimates that there is a 18
ppbv (13%) enhancement in CO in Elidi years, which is similar to the observations, however,
the model only simulates a 1.6 ppbv (0.01%) reduction in LAaN\years. The reason why the
model fails to capture the extent of the LafidiCO reduction is not known and would need to
be investigated further, but could be related to the model overestimatingoacid CO in the
autumn in the Arctic or the fire inventory used in the model overestimating emissicstame
regions.
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Table 6.4 November - February El Nio 3.4 Index and CO concentrations for Elfidiyears
(NINO3.4 > 1), La Nina years (NINO3.4-1) and years without a strong El fid or La Niha
(<0.5NINO3.40.5). The observed and modelled CO (from vgfadet) concentrations are an
average of annual means at the surface stations ALT, ZEP, BRW, Si8MCE.

Year \ Nino Index \ Observed CO Modelled CO

El Nino years:

1998.00 2.35 158.16 159.43
2003.00 1.27 146.13 152.11
Average 152.15 155.77

No strong Nito/Nina:

1997.00 -0.34 128.85 131.80
2002.00 -0.09 135.34 142.38
2004.00 0.42 129.65 139.29
Average 131.41 137.82

La Nina years:
2000.00 -1.55 124.79 135.20
2008.00 -1.34 123.57 137.16
Average 124.18 136.18
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6.6.3 Fires and other indices.

As fire emissions are inherently linked to temperature and precipitation ($e6l2) which are
influenced by the NAO and PNA in the NH, correlations of these indices witenB®r each
region shown in Figurés.21 have been calculated and are shown in Fighi26 The indices
were averaged over December to March, whereas theittl Midex was averaged from November
to January, representing the strongest seasons of the climate mode®NAhexhibits similar
correlations as the El Kb in each region except that they are slightly smaller in value. The PNA
is thought to be modulated by ENSO and may explain this pat&raijs and Shuk]2002. The
NAO(CPC) and NAO(HUR) indices show similar relationships at each statidhb NAO (HUR)
yields higher correlations. This may be because the NAO(HUR) index iseimfled by local
climate noise flurrell and Deser2010 and therefore may be capturing some regional climate
fluctuations which is affecting fires but is not actually due the NAO. The NA€Ids significant
positive correlations in western US (WNAM), northern Africa (NHAF)dacentral-south Asia
(CSAS), which are higher than found with EliMi or the PNA, suggesting the NAO was the
dominant climate mode, out of the ones considered, which affected firessa thgions between
1997-2009 Li et al. (2008 found areas of increased SST in western Northern America and parts
of India, and decreased SST in Northern Africa during positive NA@sgis relative to negative
phases. Increased temperature in both SEAS and WNAM have both heen 0 be related to
increased fire emissions (see Tabld). In northern Africa, with decreasing temperature, relative
humidity would increase (assuming all other factors remained the same) ardmas Tablé.2,
increased relative humidity was related to increased fire emissions in thisirefierefore, the
teleconnections found hyi et al. (2008 could explain the positive correlations found between the
NAO (both HUR and CPC) and BSem.
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Figure 6.26 Correlations between the climate indices (NAO (CPC), NAO (HUR), PNA and
NINO3.4) and CO emissions from GFED v3.1 during the burn season fot3héifferent re-
gions shown in Figuré.21 The dotted lines represent the correlation value need to be significant
at the R<0.05 level (r=0.55) and £0.1 level (r=0.48).
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6.7 Summary

In this chapter the question of what is driving Arctic 1AV has been invetgia Using CO as
a tracer of lower latitude emissions, the contributions to CO 1AV from varyingeorelogy and
biomass burning emissions have been quantified. Simplified model simulation wblcde
yearly varying meteorology and yearly varying biomass burning emisstapsyured between 86%
and 91% of the total observed CO IAV at the surface in the Arctic. A simulatioiclwaccounted
for variability in meteorology alone captured 0-25% of the observed IAY simulations which
accounted for variability in biomass burning emissions alone captured &4e®3he variability.
This showed that the dominant driver of observed Arctic surface COi$Avariability in fire
emissions. At the lower latitudes and higher altitudes, variability in meteorologgrbe more
important in driving CO IAV. At the surface, the model total fire tracersmadian average of 85%
of the total model CO IAV, which included both meteorology and fire variabiliorest fires
caused 60% of this variability, peat fires caused 12%, agriculturahsavefires both caused 9%,
deforestation caused 6% and woodland fires caused 3%. Anthrdpd@@ncaused 10% of the
total modelled CO IAV at the surface.

Correlations between the NAO, PNA and Elfidiindices with total column CO anomalies taken
from the model with only meteorology varying were used to investigate podsiliie between
variability in transport and the Arctic. The results showed the NAO to yield thstsignificant
correlations throughout the year, suggesting it to be the dominant dfiveriability in transport
to the Arctic out of the modes considered. In the winter, significant positiveslations are seen
throughout the Arctic, due to circulation impacts on European, North Ameidca East Asian
emissions transport, and in the summer, significant negative correlatiersean throughout the
Arctic, due to impacts on the transport from East and South Asia. Thesadvaf the correlation
from positive to negative for the East Asian tracer in summer was due tdifténsthe centre of
the NAO, showing that the seasonal evolution of the NAO is important. Alsst, Asian CO con-
tributes more to the total Arctic CO burden in the summer, making the total Arctionsgpmore
sensitive to the regional response of East Asia. BldNn the winter and spring showed significant
positive correlations in the Arctic for the South Asian tracer causing sigmificorrelations in the
total Arctic CO in winter and spring over parts of the Canadian Arctic, Alashka Siberia. This
suggests that increased CO in these regions would occur duringiléVents due to circulation
changes causing enhanced transport from South Asia. The PNAov&sumd to be significantly
correlated with the Arctic through transport. This is the first time that the BbNind the PNA
have been considered in terms of their influence on transport of CO tortiiee And is the first
time the NAO has been considered throughout the year in the Arctic andstan jwinter.

Significant positive correlations were found between the EloNhdex and observed Arctic CO
at the surface, which peaked at a lag of 10-11 months. The model wdstashow that this
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correlation was related to variability in fire emissions. GFED v3.1 CO emissiothE@MWF
ERA-Interim analyses of temperature, relative humidity and precipitatioe weed to investigate
possible regional climate drivers of fires and how these may be affegt&iNISO. EI Niio was
found to be significantly negatively correlated with precipitation in the boregions suggest-
ing reduced precipitation would increase fire emissions in Alaska and Canadesastern Siberia
during El Nifio events. This is particularly important for the Arctic as forest fires in thel
regions are a large source of CO angli® the Arctic in the summer (seen in Chap&r In the
NH middle latitudes, El Nio events were also found to be positively correlated with emissions
in western North America which according to the correlations calculatedrhagebe related to
increased relative humidity and precipitation during Efidlievents. Negative correlations in east-
ern North America suggest reduced fire emissions possibly due to iecr@ascipitation during
El Nifio events. In Europe and western North America, increased tempevetueefound also
found to be highly correlated with emissions suggesting them to be importaatgldf fires. This
also indicates that increased fire emissions may occur in these regions uiutteedue to the pre-
dicted rise in temperatures over the next century. In the tropics, exfp&srand SH, EI Nio was
found to be positively correlated with emissions in Central America, nortSetth America and
south-east and equatorial Asia suggesting emissions would be incieabede regions during
El Nifio events. The climate driver analysis however suggested the regaursg of the increase
in emissions differs and would need to be considered in models. In corEta¢ifio events were
found to be negatively correlated with fire emissions in southern Asia asttaia.



Chapter 7

Arctic tropospheric chemistry during
POLARCAT Summer 2008

7.1 Introduction

Recent radiative forcing calculations in the Arctic have showrt@be an important greenhouse
gas, contributing to warming in this regio8tjindell 2007 Quinn et al, 2008 Shindell and Falu-
vegi, 2009. Os is formed in the troposphere from NOCO and non-methane hydrocarbons
(Crutzen 1973 Fishman et a).1979 Liu et al, 1987. In the Arctic, & production has been
shown to be sensitive to the concentrations of,d@d HGQ, (Emmons et a].2003, however, little

is known about the sources of these trace gakamsop et a].2010. There are very few local emis-
sions and NQ, which has a very short lifetimey(l day Jacoh 19999) and is therefore unlikely
to be transported from mid-latitude sources to the Arctic. PeroxyacetyteRAN), a reservoir
species of NQ, has been shown to be important in redistributingNl@oughout the troposphere
acting as a source of NOn remote regionsNloxim et al, 1996. Therefore, PAN presents a
method of transporting NQinto the Arctic, which can lead to the production of tropospheric O
PAN has been observed to be the dominant, N@ecies in the Arctic during spring6ttenheim
et al, 1986 1993 and may lead to the formation of;@Beine et al. 1997). There is a need to
better understand the sources of Arctic troposphegcadd therefore NQand PAN, in order to
better understand current changes mddncentrations and how they may vary in the future.

POLARCAT (POLar study using Aircraft, Remote Sensing, surface mieasents and models of
Climate, chemistry, Aerosols, and Transport) was a project propospdrasf the International
Polar Year 2007-2008. It brought together scientists from aroundvtréd to investigate the
impact of poleward transport of pollution on Arctic atmospheric composition cindate. A
major objective of the campaign was to investigate the impact of mid-latitude emissiothe
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Arctic troposphere during the summer, sampling plumes in the sub-Arctic acttc AT his is the
first major campaign to intensively sample the Arctic throughout the atmosphédareydummer
and therefore provides a valuable dataset to evaluate models in the Angtig this season.

This chapter focuses on using measurements of several trace gaagsafticipating aircraft dur-

ing the summer POLARCAT campaign, to evaluate the TOMCAT model througheutropo-
sphere in different regions of the Arctic and sub-Arctic. The importasfceAN as a source of
NOy in the Arctic and the production of tropospherig @ then considered through some sensitiv-
ity experiments. Sectio.2 describes the POLARCAT campaign and measurements used in this
chapter. Sectio7.3 describes the basic model set-up and methodology for the aircraft compar
isons. SectiorY.4 presents comparisons between the TOMCAT model and aircraft obesya
during June and July 2008. Then sensitivity simulations are shown, vitherEOMCAT model

has been used to study the importance of PAN in the Arctic as a sourcg (&d0tion7.5) and

the importance of ethane transported to the Arctic as a source of PAN (S&do A summary

of results is given in Section.7.

7.2 POLARCAT aircraft data

7.2.1 ARCTAS-B

As part of ARCTAS-B (Arctic Research of the Composition of the Trop@sp from Aircraft and
Satellites ) the NASA DCS8 aircraft was based in Cold Lake, Canada fraim Réhe - 10th July
2008 with a focus on sampling Canadian biomass burning and North Amenitaropogenic
plumes before they were transported to the Arciadob et al.2010. The flight tracks for the
DCS8 aircraft are shown in Figuré.1 and covered a range of latitudes from 50°N to 87°N. Due to
the large payload of the DC8, this dataset provides a valuable suite of reesenis for evaluating
tropospheric @ photochemistry, including CO, £)HOy, NOy, HNOs, PAN and total NQ.

7.2.2 POLARCAT-France and POLARCAT-GRACE

The POLARCAT-GRACE and POLARCAT-France projects were jointlydubismi Kangerlussuaq,
Greenland with two aircraft, the German DLR Falcon and the French ATRT4#&se projects
aimed to sample plumes which had been transported to the Arctic during the suniiner.
POLARCAT-France project took place from 30th June - 14th July 2@068ering 50°N to 71°N
(see Figurer.1). The aircraft measured CO using an infrared absorption analysiehwias an
accuracy of 5 ppbv with a 30 s integration tindedelec et a).2003. O3 was measured using
an ultraviolet (UV) absorption instrument with an accuracy of 2 ppbv foingegration time of 4
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Figure 7.1 Flight tracks from the YAK-AEROSIB (top, left), ARCTAS-B DC8 (top, ho,
POLARCAT-France ATR (bottom, left) and POLARCAT-GRACE Falcont{bm, right) during
the summer June-July 2008 POLARCAT campaign.
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s (Ancellet et al, 2009. The Falcon aircraft had a larger range than the ATR, coveringBR7
between the 2nd-14th July 2008 measuring C@, O, NG, and PAN. CO was measured us-
ing a vacuum UV fluorescence instrume@efbig et al, 1999 which has an accuracy of 5 ppbv
and G was measured using a UV absorption analyser with an accuracy of 3(Roiyer et al.
2011h. NO and NQ (defined as NO + N@+ NOz + PAN + 2xN>0s + HNO3 + HNO, +HNO3)
were measured using a chemiluminescence detector with an accuracy od 16 @ptv, respec-
tively (Ziereis et al.2000. The NG, was converted to NO for measuremeRb{ger et al,2011h
Ziereis et al.2000. PAN was measured using a fast response chemical ionisation - ion tegp ma
spectrometer with a 25 pptv accura®jger et al.20113.

7.2.3 YAK-AEROSIB

The Russian YAK-AEROSIB (Airborne Extensive Regional Observetio Siberia) project was
performed in collaboration with the POLARCAT-France project. Scientifittigcovered large
areas of Siberia (see Figurel), sampling Siberian biomass burning plumes and Asian and Euro-
pean anthropogenic plumeBdris et al.2009. Flights were conducted between 7th - 28th July
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2008 between 52°N and 72°N. CO was measured using the same instruraboaesgthe ATR-42
(aninfrared absorption analyser) angWas measured using an ultraviolet absorption gas analyser
with a precision of 2 ppbv for an integration time of 4Pafis et al.2008.

7.3 TOMCAT model simulations

A l-year simulation for 2008 was performed using the TOMCAT model freteto as CTRL),
preceded by a 6-month spin-up. The emissions used were differenttfrose used in previ-
ous chapters to offer a better representation of 2008. The AR5 2008ienssvere replaced by
the Streets v1.2 emission dataset described in Se8tbriThese emissions were created for the
INTEX-B (Intercontinental Chemical Transport Experiment- Phaseamaign in 2006 to pro-
vide a better representation of Asian emissions, as other datasets tinekeexs the magnitude of
emissions from this regiorzhang et al.2009. This dataset provides an amalgamation of the lat-
est regional and global emissions datasets. The monthly mean GFED biamaisg) lemissions
were replaced by the daily mean biomass burning emission dataset, FINKich was specif-
ically created for the POLARCAT campaighV{edinmyer et al. 201]) (see Sectiord.4). Due

to large fire variability, models which use fire emissions with a temporal resolgtieater than
monthly have been shown to compare better with aircraft observations whidlpled biomass
burning plumes Turquety et al.2007). Therefore, as some of the aircraft used for the compar-
isons encountered biomass burning pluniscéb et a).201Q Paris et al. 2009 it was deemed
necessary to account for daily variability in fires in TOMCAT. The noe-fiatural emissions were
provided by Louisa Emmonsand were created by the more recent version (v2) of the MEGAN
(Model of Emissions of Gases and Aerosols from Nature) madekfither et al 2006 as part of
the Monitoring Atmospheric Composition and Climate (MACC) project.

To evaluate the TOMCAT model against the POLARCAT data, the model owigsisaved every
hour and then interpolated offline horizontally and vertically to the flight a6k s averaged data
was used from all flights allowing the vertical interpolation to be done everytminin general,
the aircraft flight path is likely to cross over several model grid boxesenvértical direction in
one hour, therefore requiring a high frequency of vertical interpatatibhe flight longitude and
latitudes were averaged over hourly sections for the horizontal intdipola

INational Center for Atmospheric Research, USA



Chapter 7 Arctic tropospheric chemistry during POLARCAT-summer 2008 171

7.4 POLARCAT aircraft comparisons with TOMCAT

7.4.1 Carbon monoxide

Figures7.2- 7.5 show CO measured over Siberia (YAK), Greenland (Falcon and ATR)a@a

and the Arctic Ocean (DCB8). The model reproduces the observectistvations, with median
simulated concentrations lying within the 25th and 75th percentiles of the @lbegrs. Table

7.1 shows the mean observed and simulated concentrations calculated overtibal profiles
shown in Figure§.2- 7.5, along with the correlation between the observed and simulated vertical
distributions. The root mean square error (RMSE) has also been delt@lecording to equation
4.9, The RMSE error for the YAK and ATR aircraft are both 5.2 ppbv, wharke similar to

the instruments 5 ppbv uncertainty, showing very good overall agreermbetDC8 and Falcon
however show higher RMSEs of 49 and 17 ppbv, respectively. Bgidening Figure/.4and7.5it

Table 7.1Mean modelledN1) and observed@) concentrations of vertical profiles of trace gases
in the Arctic in June-July 2008. Correlations (r) and root mean squaoe @MSE) between the
modelled and observed profiles have also been calculated.

Aircraft Trace Gas M o} r RMSE
ATR:
CO (ppbv) 103.4 105.1 0.89 5.2
O3 (ppbv) 51.8 524 0.98 34
DCS8:
CO (ppbv) 109.6 149.0 0.85 49.1
O3 (ppbv) 776 715 0.98 145
PAN (pptv) 339.3 353.6 0.64 779
HNOs3 (pptv) 343.7 122.6 0.87 244.0
NO (pptv) 47.0 64.3 0.87 42.2
NO, (pptv) 80.0 115.7 0.85 715
NOy (pptv) 890.0 7295 0.83 255.6
OH (pptv) 0.12 0.12 -0.33 0.05

CoHs (pptv) 625.4 1071.76 0.91 4785
CsHs (pptv) 34.6 2459  0.85 234.2
CHsCHO (pptv) | 57.4 352.4  0.92 399.2

Falcon:
CO (ppbv) 96.1 97.7 0.72 17.3
O3 (ppbv) 90.6 92.6 0.98 299
PAN (pptv) 277.1 180.6 0.87 125.3
NO (pptv) 295 38.3 0.97 16.7
NOy (pptv) 698.5 667.2 0.92 403.2
YAK:
CO (ppbv) 106.4 105.1 0.62 5.2

Os (ppbv) 526 52.3 0.97 4.9
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Figure 7.2 Vertical profiles of median concentrations of CO (left) angl(@ght) observed during
the YAK-AEROSIB project over Siberia compared to simulated concentimfrom the TOMCAT
model interpolated to the flight tracks. The data has been binned into 50re§supe bins for
averaging. The error bars represent the 25th and 75th percentilee observed concentrations
in each bin. The dates correspond to the first and the last flight of theatgmp
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is clear that these higher RMSE values are due to an underestimate in CO pp#rénoposphere
(UT). At these altitudes it is likely that the model may overestimate the influensgaibspheric
air due to a lower vertical resolution at these pressures, which wouldiexpe lower simulated
CO concentrations. These two aircraft flew at higher altitudes comparie tATR and Falcon
(see Tablé&r.3), therefore increasing the influence stratospheric air as diagnosibe lyodel.

7.4.2 Ozone

Figuresr.2- 7.5show G measured over Siberia (YAK), Greenland (Falcon and ATR) and Ganad
and the Arctic Ocean (DCB8). As with CO, the model generally does a goaat j@producing the
observed concentrations 00The ATR and YAK regions yield similar RMSE of 3.4 ppbv and
4.9 ppbv, respectively. The Falcon and DC8 comparison show that thd hemla RMSE of 29.9
ppbv and 14.5 ppbv, respectively. As seen with CO, these aircrafefi&nvgher altitudes sampling
more stratospheric air, which is reflected in the higher mean concentrafiasm Table7.1 For

O3 from the DC8 and Falcon flights, the model overestimates the amount of gtiatasQ; in

the UT between 500 and 300 hPa.

7.4.3 Reactive nitrogen species

The Falcon measured NO, N@nd PAN in the region of Greenland (see Figurd). The results
show that TOMCAT captures the NO well, mostly lying within the 25th and 75thepeiles, but
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Figure 7.3 Vertical profiles of median concentrations of CO (left) angl(@ght) observed during
the POLARCAT-France project aboard the ATR over Greenland coeapiar simulated concen-
trations from the TOMCAT model interpolated to the flight tracks. The databeas binned
into 50 hPa pressure bins for averaging. The error bars représe@6th and 75th percentiles of
the observed concentrations in each bin. The dates correspond trendirthe last flight of the

campaign.
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may underestimate NO in the boundary layer. PAN is overestimated by TOMS®TJating a
mean vertical concentration of 277 pptv compared to the observed 180gighg a RMSE of
125 pptv. As discussed in SectidiB, the addition of the more hydrocarbons in the new chemistry
scheme led to increased formation of 35 from the oxidation of the hydrocarbons which then
goes on to form PAN. This overestimate in PAN leads to the tota} &l€b being overestimated.

The DC8 also measured NO, PAN and N&@ong with NG and HNG; (see Figurer.5). The
model does a good job of reproducing NO and AN contrast to the Falcon, the model shows
good agreement with PAN measured aboard the DC8. The model still tuesess total NQ,
however, this is now due to an overestimate of HNOnN several flights, the DC8 sampled biomass
burning plumes near the source where large emissions @fiée converted rapidly to PANN(-
varado et aJ.2010 giving higher concentration§(=353.6 pptv) compared to the Falcotﬁ:(180
pptv) (see Tabl&.1). The model shows enhanced PAN for the DC8 flighis(339 pptv) compared
to the Falcon fIightsMI_:277 pptv), suggesting the model captures some of thg dd@version to
PAN from fires, however, the model difference between the two airi@gafot as large as seen in

the observations.

7.4.4 Hydroxyl radical

The DC8 was the only aircraft to measure OH. Due to its short lifetim# ¢) and low con-
centrations, the hydroxyl radical proves to be a difficult gas to measmerately, however recent
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developments in instrumentation have vastly improved measurement capbéiétyd(and Pilling
2003. The observed OH is compared to TOMCAT simulated OH in Figug In general the
model lies within the 25th and 75th percentiles, however there are some fimtgre=atures to
note. Firstly, between 925 and 825 hPa, the measurements indicate thatATOdErestimates
OH in the DC8 flight region. In Sectio#.4, the model was compared against a published global
OH climatology constrained by observation of precursor gases. Thisarigop also suggested
that TOMCAT may overestimate NH OH in the lower troposphere. Secondiyees 725 and
575 hPa, the model predicts OH to be around the 25th percentile of thevatises, which may
suggest a small overall underestimate in OH at this altitude. Due to model p&dk & 900 hPa
and the subsequent decrease, the vertical distribution of the modehoioespture the overall ob-
served decrease in OH with altitude, resulting in a low correlation (r=-Ot88yever the overall
mean vertical OH concentration does agree (see Tal)e

7.4.5 Non-methane hydrocarbons

The DC8 was the only aircraft to measure hydrocarbons. Simulated aedveldl ethane, propane
and acetaldehyde are compared in Figdre The model underestimates ethane, propane and
acetaldehyde throughout the atmosphere by factors of 2, 7 and éctiegty. Biomass burning
can act as a significant source of acetaldehyde, contributing up to 18% total global source
(Holzinger et al, 1999. As the DC8 sampled a large amount of biomass burning pluiikes (
varado et al.2010, the measurements may be biased with high amounts of fire emissions. If this
is the case, the results shown here suggest that the boreal biomaisg leumission factors used
to create the FINN v1 inventory may be too low for the Canadian and Califoffires sampled
in 2008. Previous estimates of emissions factors of acetaldehyde havéigbly variable An-
dreae and MerleR001; de Gouw et a].2006 and may account for some of the bias in TOMCAT.
It is also possible that the model resolution is unable to capture the highraoatoens within
fire plumes, however, good agreement between modelled-observedigi@sss that this is not
the case. Propane and ethane emissions are dominated by anthropogeces stherefore the
results shown here suggest that the Streets v1.2 anthropogenic em&ssiamslerestimated. Re-
cent studies have estimated anthropogenic emissions of ethane to be Zd@iyri(Xiao et al,
2008 which is a factor of two greater than the 6 Tg/yr emitted in the Streets v1.2 qutenic
emissions in TOMCAT. As mentioned in Secti8r, the Streets inventory is only available as total
NMHC and the partitioning was done by Louisa Emmons for the ARCTAS campdWjespes
et al, 2011). Therefore, this suggests that either the Streets total VOCs are stidexeed for
the year 2008 or the speciation of NMHC was inaccurate. This could alsalmseng underesti-
mated propane due to its anthropogenic origin and contributing to the low biastaldehyde in
TOMCAT as this also has anthropogenic sources.
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Figure 7.4 Vertical profiles of median concentrations of CO (top, left}, @p, middle), NO(top,
right), NG, (bottom, left) and PAN (bottom,middle) observed during the POLARCAT-GRACE
project aboard the Falcon over Greenland compared to simulated caimargrfrom the TOM-
CAT model interpolated to the flight tracks. The data has been binned intB&fressure bins for
averaging. The error bars represent the 25th and 75th percentilee observed concentrations
in each bin. The dates correspond the first and the last flight of the cgmpa
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Figure 7.5 Vertical profiles of median concentrations of CO3, IO, NG, NOy, PAN, HNG;,

OH, GHg, C3Hg and CHCHO observed during the ARCTAS-B project aboard the DC8 over
Canada and the central Arctic compared to simulated concentrations frofOfMEAT model
interpolated to the flight tracks. The data has been binned into 50 hPagrégss for averaging.
The error bars represent the 25th and 75th percentiles of the odssoxeentrations in each bin.

The dates correspond the first and the last flight of the campaign.
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7.5 Sensitivity of Oz to Arctic PAN

To investigate the importance of PAN, which is either transported to the Arcficrored within
the Arctic, a sensitivity simulation has been performed with all PAN above 6éfitddved from the
model atmosphere. The removed PAN was converted to fH&i@ CHCHO, which effectively
provides a sink of reactive nitrogen and roughly maintains the carbomdmlaThe sensitivity
simulation (which will be referred to as EPAN) had the same set-up as thepséy described
CTRL simulation and was also run for a 1 year period over 2008 outputtiey &/75 days, after
a 6-month spin-up, from which monthly means were calculated.

Figure 7.6 shows the seasonal zonal mean,NfOncentrations from the CTRL simulation in the
Northern Hemisphere (NH) along with the absolute and percentage diffesdetween the CTRL
and EPAN simulations. Overall, Arctic PAN acts as a source of up to 80 to Idfd¥® in the
Arctic throughout the year with the biggest contributions seen at thecgurfidhis demonstrates the
importance of this reservoir species as a source of MGhis remote region. The biggest absolute
contribution of PAN to NQ s seen in the summer (June-August), with a difference of up to 8 pptv
of NOy seen between CTRL and EPAN. The smallest contribution is seen in winteeljiker to
February), with less than 2 pptv of Ndifference. In winter, due to the cold dark conditions, PAN
is more thermally stable and therefore has a longer lifetiBeir{e and Krogne2000, reducing

its importance as a source of NOMoving from winter to spring, thermal decomposition of PAN
increases, releasing NO PAN exhibits a spring maximum in the Arctic at the surface which
is believed to be due to an increase in the photochemical source of PAN datitudes and
efficient poleward transport. PAN exhibits a summer minimum, which is believed tub to its
shorter lifetime & 4 days at the surface in summer comparee-é®) days in winter) and slower
poleward transportRenkett and Bricel986 Beine and Krognes2000Q. Even though slower
poleward transport does occur in the summer (shown by the simulated GfBstiaSectiorb.3),

the summer maximum in NGshown here, suggests that the summer PAN minimum is most likely
controlled by increased decomposition and not transport procesee®vr, the occurrence of the
spring maximum in PAN combination with increasing rates of decomposition in sunumed
mean that the summer maximum in N©ould be due to the accumulation of PAN in spring,
masking any transport effects on the PAN concentrations in summer.

The G; concentrations from the CTRL simulation (see Figdt@ show that TOMCAT has a
spring maximum in @ which is well known to characterise the;@easonal cycle in the Arctic
and has received much interest over the past decatiies(et al, 2003 Jacob et a).2010. It
has been noted that PAN could be an important driver in the maximum @P&nkett and Brice
1986, however, it has also been suggested that the springtime maximum in ArdticoPéurs
later than the @ maximum, suggesting it may not be the driving proceBsirfe and Krognes
2000. The Q; differences between CTRL and EPAN show that overall, Arctic PAN |¢adsnet
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Figure 7.6 Zonal mean N@concentrations (ppbv) from CTRL (top), absolute differences batwee

CTRL and EPAN (middle) and percentage differences between CTREBAY! (bottom) for DJF
, MAM, JJA and SON (left to right) for 2008.
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Figure 7.7 Zonal mean @ concentrations (ppbv) from CTRL (top), absolute differences batwee

CTRL and EPAN (middle) and percentage differences between CTREBAY! (bottom) for DJF
, MAM, JJA and SON (left to right) for 2008.
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Table 7.2 TOMCAT Northern Hemisphere (NH) annual mean OH concentrations (ifuoté}
weighted by airmass, calculated by Equatéb4.], for CTRL and EPAN.

Model Simulation | NH [OH]w
CTRL 0.9307 1(°
EPAN 0.9046x1(°
Percent Diff -2.8%

O3 production in the Arctic. The biggest impact is seen in the summer in the lowerdpbere
with >24% of Qs in the Arctic being formed from PAN. This is in agreement with the response
seen in NQ in Figure7.6, which also showed the biggest impact in summer. This indicates that
PAN is actually more important in summer than in the spring as a sourceg,&uggesting that it

is not PAN which is driving the @springtime maximum. The smallest impact is seen in winter
when photochemistry is slower due to the lack of daylight. Interestingly, tié¢\RBich has been
removed from the Arctic also has an impact ondDlower latitudes which has also been suggested
by other studiesHonrath et al.1996.

Figure 7.8 shows total monthly burdens of:DOH, NQ,, PAN and NQ, calculated at latitudes
north of 66°N for three different altitude rangesg  the highest altitude bin shows very little
impact difference between CTRL and EPAN due to a larger influence $toaospheric @ As
seen in Figurer.7, the biggest impact on £s seen lower in the troposphere, between 0-2 km.
In response to this, OH also shows the biggest impact between 0-2 km with 5% of OH

in summer coming from @which has been produced from N@eleased from PAN. Overall,
NOy is decreased throughout the year. This is because even though RAlbeda converted to
HNOs in the model, HNQ is efficiently lost from the atmosphere by wet deposition, reducing
the total burden of reactive nitrogen (O Between 0-2 km, most of the N@omes from PAN
decomposition in the Arctic. Between 2-5 km about 50 % of,MOmes from PAN decomposi-
tion. Above 5 km, there is a much smaller difference in the,NiOm the different simulations
suggesting other sources of N@re more important at higher altitudes. Large concentrations of
NOx and HNQ; are found in the stratosphere and can therefore be transported to tdering
stratospheric-tropospheric exchange (STE) and are a major sduihesa altitudesWespes et al.
2017). A large amount of NQin the upper troposphere is also formed from lightning especially
in summer Levy et al, 1996 Tie et al, 2002.

Table 7.2 shows the airmass-weighted mean tropospheric OH concentration for th&i¢HNH
OH concentrations are approximately 2.8% lower in the EPAN simulation due to [Oweon-
centrations. As PAN is converted to HNYOnore NQ is lost by wet deposition. This suggests that
PAN is more important than HN£in contributing to the oxidising capacity of the atmosphere,
through the formation of @ Any future changes between the partitioning of Ni@ay lower



Chapter 7 Arctic tropospheric chemistry during POLARCAT-summer 2008 180

Table 7.3 Minimum and maximum longitudes and latitudes and maximum altitudes (in hPa)
reached by the POLARCAT-France ATR, ARCTAS-B DC8, POLARGBRACE Falcon and
YAK-AEROSIB aircraft during the POLARCAT summer June-July 200&paign.

Aircraft \ Min. Lon. Max. Lon. Min. Lat. MaxLat. Min. Pres (hpa)

ATR: 300.0 320.2 59.4 71.6 379.6
DC8: 224.0 322.1 50.0 87.1 187.3
Falcon: 294.7 322.0 57.5 79.1 213.8
YAK: 66.2 170.7 52.0 72.1 391.2

concentrations of OH. Due to the temperature dependence of PAN, simgyeamperatures may
shorten its tropospheric lifetime, making more Névailable to form HNQ@. Lower concentra-
tions of OH, due to increased HNGormation and therefore loss, will increase the lifetimes of
greenhouse gases, such assCtthich will have important consequences for the radiative bud-
get of the atmosphere, increasing temperatures further. Further iratgstignto this possible
chemical feedback would be needed to understand whether this could beantp

To understand the importance of PAN fog @rmation during the POLARCAT campaign, simu-
lated G and NO for July 2008 from CTRL and EPAN have been averaged egioms defined by
the maximum and minimum longitudes and latitudes and between the surface andkthmima
altitudes for each of the campaigns (see TabB. The model is not expected to capture the vari-
ability of the observations, as it has not been interpolated to the flight tr&asre7.9 shows that
between 0-10 ppbv (0-33%) ofs0s produced from NQreleased from PAN. Therefore there is
still a significant source of @which is not from PAN decompositioWespes et al2011) showed
that during ARCTAS-B a large fraction of{&ame from lightning production of NCand direct
transport of @Q from the stratospheric in the UT. In FigurelQ one interesting feature is that over
the DC8 region, approximately 50% of TOMCAT NO in the lower tropospheraes from PAN
decomposition, whereas for the Falcon region, the majority of the TOMCATdI®es from PAN.
The DC8 was mostly located in the sub-Arctic, closer to fresh emissions @f M@ontrast, the
Falcon, covering regions close to Greenland which is more remote fromiemg&surces, PAN is
more important as a source of NO
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Figure 7.8 Monthly mean burdens of © (Tg(Gs)/month), OH (Tg(OH)/month), N
(Tg(N)/month), PAN (Tg(N)/month), NO(Tg(N)/month) calculated at latitudes66°N in three
altitude bins: 0-2 km (left), 2-5 km (middle) and 5 km-tropopause (right).
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Figure 7.9 Campaign-averaged vertical profiles o @bserved by aircraft during the YAK-
Aerosib (top, left), POLARCAT-France (ATR) (top, right), POLARCAIrace (Falcon) (bottom,
left) and ARCTAS-B (DC8) (bottom, right) projects compared to the July 20808thly mean sim-
ulated Q profiles from the CTRL and EPAN simulations averaged over the flight nsgiven in
Table7.3
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Figure 7.10 Campaign-averaged vertical profiles of NO observed by aircrafinduhe YAK-
Aerosib (top, left), POLARCAT-France (ATR) (top, right), POLARCAIrace (Falcon) (bottom,
left) and ARCTAS-B (DC8) (bottom, right) projects compared to the July 20@®thly mean
simulated NO profiles from the CTRL and EPAN simulations averaged overititg flegions
given in Table7.3
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7.6 Sensitivity of O to Arctic C 2Hg

A recent study bylLiang et al.(2011) has suggested that in-situ production may be an impor-
tant source of PAN in the Arctic in the UT. The study analysed observattbri3AN during
the ARCTAS-B campaign and showed that approximately 120 pp87%0) of observed PAN
in mixed stratospheric and tropospheric air could not be explained by miXiting dwo airmasses
alone. They hypothesised that this PAN could have come from insitu piiodudn the atmo-
sphere PAN can be formed from species such as acetaldehyde abatbst Sectior2.4.4 Ac-
etaldehyde (CBCHO) is oxidised to form the acetyl radical (GEIO) which reacts very quickly
to form the peroxyacetyl radical (GJ&03), which can then react with No form PAN. Liang
et al. (201]) argued that stratospheric air, high in NGnixed with tropospheric air containing
acetyl radicals, leading to the formation of PAN. They hypothesised thaicétaldehyde required
to form the acetyl radical could only have come from ethangHg}, due to it being the only
hydrocarbon to have a long enough lifetime to reach the Arctic in sufficieaniities.

To test the sensitivity of total PAN concentrations to production frofl§&n the Arctic, a simu-
lation has been performed using the TOMCAT model, where gHgvas removed above 66°N.
This simulation was set-up in the same way as the CTRL simulation and will bee@ferras
EC2H6. Figure7.11shows zonal mean concentrations of PAN from CTRL and the absolute and
percentage difference between CTRL and EC2H6. The biggest abstifference is seen in
spring in the lower and mid troposphere but the biggest percentageediffelis seen in summer
(due to the much smaller concentrations of PAN), also in the lower and mid pbpos Overall,
C,Hg contributes between 0-30 pptv (0-8%) to PAN in the Arctic which is much lowen gsti-
mated byLiang et al.(2011) from the aircraft data. Howeveltjang et al.(2011) was considering
background airmasses only and in TOMCAT different types of airmasses not differentiated
between and they are likely to be more mixed in the model due to the size of theayéd- The
production of PAN from GHg in the Arctic also contributes up to 10 pptv (4%) of PAN at lower
latitudes. In order to understand the impact of this PAN on the formatiorns oFiQure7.12shows
the zonal mean ©concentrations. Overall, g has very little impact on g causing a differ-
ence of less than 0.04 ppbv. However, if the acetyl radicals were asgpt to form PAN, then the
stratospheric N@could be photolysed to form £without forming PAN first, therefore reducing
any impact on @.

Figure7.13shows the monthly mean burdens of, BAN, CH;CHO, GHg and NQ, at latitudes
north of 66°N. Considering the differences between CTRL and ECapiéroximately 10-35% of
CH3CHO is produced from &€Hg in the Arctic in spring and summer, with the biggest percentage
contribution in summer. In winter and autumn, when4CHO concentrations are much higher,
C,Hg contributes a smaller percent to the total4CHHO concentrations. Most of this acetaldehyde
is likely to be transported to the Arctic in these seasons from lower latitudes trdresport is more
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efficient (see SectioB.3) and photochemistry in the Arctic is slower due to less incoming solar
radiation. Some of the acetaldehyde produced freiddZhen goes onto to produce PAN, however
it has a much smaller impact on the total PAN1(0%). Again the biggest response is seen in June.
June-July is whehiang et al.(2011) hypothesised approximately 37% of PAN in the UT in STE
airmasses came from in-situ production. The TOMCAT burden 9$lws hardly any response
to the change in gHg.

Figure 7.14 shows the PAN and ©concentrations averaged over the flight regions of the DC8
during ARCTAS-B to limit the area of study to the region where the PAN measemés were
made that were analysed biang et al.(2011). The PAN and @concentrations are also shown for
the Falcon during POLARCAT-GRACE campaign for comparison. As sedmeimurdens, ¢Hg

in the Arctic does result in PAN formation. For the DCS8 region, the impact ielamvards to the
UT, which is wherelLiang et al.(2011) believed the production to be occurring. The TOMCAT
model does not simulate the 120 pptv difference which was estimated to beHimsource. For
the Falcon region the impact on PAN is similar throughout the troposphere. TOMCAT O;
profiles show hardly any change between CTRL and EPAN.

According to the TOMCAT model, the majority of PAN found in the Arctic, whiclsuls in the
formation of G (seen in Sectiorr.5), is not formed insitu from @Hg. This suggests that the
source of PAN discussed ldang et al.(2011) does not play a large role in the budget of @
PAN. It must be noted however, thalds in the TOMCAT model is underestimated by 50% (see
Section7.4) and therefore the contribution to PAN is likely to be higher than shown theitdt is
still unlikely to make a significant contribution tosOlt is also important to note that the source
of PAN hypothesised biiang et al.(2011) did not account for 37% of total PAN in the UT, but
37% in STE airmasses therefore accounting for background PAN ntratens only. Polluted
airmasses are likely to contain larger concentrations of PAN and therdi@ie/erall contribution

to the total Arctic PAN budget is likely to be smaller thhiang et al.(2011) estimated.
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Figure 7.11 Zonal mean PAN concentrations (pptv) from CTRL (top), absolute diffees be-
tween CTRL and EC2H6 (middle) and percentage differences betweBh @id EC2H6 (bot-
tom) for DJF , MAM, JJA and SON (left-right) for 2008.
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Figure 7.13 Monthly mean burdens of ©(Tg(Os)/month), PAN (Tg(N)/month), CECHO
(Tg(C)/month), GHg (Tg(C)/month), NQ (Tg(N)/month) calculated at latitudes66°N in three
altitude bins: 0-2 km (left), 2-5 km(middle) and 5 km-tropopause (right).
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Figure 7.14 Campaign-averaged vertical profiles of @op) and PAN (bottom) observed by air-
craft during the POLARCAT-GRACE (Falcon) (left) and ARCTAS-B (B)&right) projects com-
pared to the July 2008 monthly mean simulategda@d PAN profiles from the CTRL and EC2H6
simulations averaged over the flights regions given in Tat8e
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7.7 Summary

In this chapter the TOMCAT model has been further evaluated againdy @eailable aircraft
measurements from the POLARCAT campaign. Data collected as part of ABGBTPOLARCAT-
France, POLARCAT-GRACE and YAK-AEROSIB, sub-projects of tiiBlARCAT-summer cam-
paign, offered an important opportunity to evaluate the ability of numericalefsad simulate
Arctic composition during summer. A combination of measurements from theffg@rovided
measurements of several trace gases between June and July 2008ns wdSiberia, Canada,
Greenland and the Arctic Ocean.

Comparisons with the measured vertical profiles of CO agdlidwed that TOMCAT was able
to capture the vertical distribution and mean concentrations well. In the tqmpeErsphere, there
was some evidence that the model overestimated the influence of stratosgpheseen by an
overestimate of observeds@nd an underestimate of CO. This is most likely due to the reduced
vertical resolution of the model near the tropopause x M@s also reproduced well by the model
both in the Arctic and over Canada. Total Niabwever was found to be overestimated in the Arctic
against the POLARCAT-GRACE data which also showed PAN to be overdstintathe model.

In contrast, modelled PAN matched the ARCTAS-B observed PAN well. Th@ iD€asurements
were made in more polluted air with fresh emissions from fires whergN® been shown in other
studies to be rapidly converted to PAN. In this region, the modelleg W& also overestimated
along with HNQ. Ethane, propane and acetaldehyde were all underestimated by TOMKI&RT

is likely to be due to an underestimate of emissions.

A simulation was performed to estimate the importance of Arctic PAN for the trdpgpG;
burden. PAN was shown to be the dominant source of NCthe lower troposphere where it
resulted in the formation of up to 30% of;Gn the summer. This showed Arctic PAN to be an
important source of @ Another simulation was performed to estimate the importance of Arctic
C,Hg for the formation of PAN. GHg oxidation was shown to contribute a large fraction (30%) to
the acetaldehyde burden, however concentrations of PAN only irestdnsup to 8%. According

to the TOMCAT model, the production of PAN from frompyBg and stratospheric NQoroposed

by Liang et al.(2011) does not contribute a large fraction to the PAN burden in the Arctic.
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Conclusions

In this thesis, the TOMCAT chemical transport model has been used tdigatesthe processes
which control the concentrations of COg@nd its precursors in the Arctic troposphere. The main
results are discussed with reference to the research aims that weeatpresn Chaptef and
possible future work is also discussed.

8.1 Synthesis of main results

Aim 1: Evaluate the ability of a chemical transport model to simulate Arctic tropospheric
composition

Chapte# presented the first results from a new version of the TOMCAT chemiaadp@t model,
which included an extension of the standard hydrocarbon chemistrynechad a treatment of
heterogeneous uptake 06®5. Chapter7 also compared the new version of the model to newly
available data from the POLARCAT-summer 2008 aircraft campaign whidhtaze in the Arc-

tic and sub-Arctic.

The oxidation of the additional NMHC led to a 4-5% increase in the global splperic burden of
CO, a 2-4% increase in the burden of @nhd a 3-4% increase in the burden of HQotal reactive
nitrogen was also increased due to a 40-75% increase in the PAN burbdsndemonstrates the
importance of the oxidation of NMHC as a source of CO in the troposphetealbo its effect

on O3, HO, and NQ. Model intercomparisons have previously shown large variability between
simulated budgets of tropospheric CO, both in the Arctic and throughoutdbe @ghindell et al,
2006k 2008. It is believed that this may have been caused by different levels of leaitypin

their chemical schemes (i.e., hydrocarbons) leading to different NMHCs@mis and treatment
(Shindell et al. 20068. The results presented in this thesis also show that different levels of

189
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complexity in chemical schemes may also contribute to previously observed difideences
in simulated tropospheric £in the troposphereWild, 2007. The large sensitivity of PAN to
additional NMHC may have a significant impact on modelled regionab@igets due to it acting
as a source of NQin remote regionsNloxim et al, 1996. This may be particularly important in
the Arctic, as PAN was shown to be the dominant source of IN@he Arctic lower troposphere in
Chapter7, where it resulted in the formation of up to 30% of @ the summer. This demonstrates
that PAN is an important source of ArcticsOln addition to this, comparisons to the POLARCAT
aircraft data also showed the TOMCAT model to overestimate totgl NM@asurements from two
different aircraft showed that this was due to an overestimate of H&@ possibly also due to
PAN. This has also been observed in other studies along with model-atisardifferences in
other species such H@Stroud et al.2003 Law and Stohl2007 Mao et al, 2010. Mao et al.
(2010 argued that high biases of modelled Héuld be explained by including the heterogeneous
uptake of HO,, a reservoir species of HQproviding an additional loss route for HO This
suggests that there is still considerable uncertainty in model predictionSyoéhtd HQ budgets in
the Arctic and warrants further investigation. In addition to this, the low biastaine and propane
found in TOMCAT suggest the need for better global emission inventasiethése species.

In agreement with previous studieBéntener and Crutzerl993 Tie et al, 2003, the addition

of N»Os uptake led to substantial decreases of 20-47% in the global tropospN@giburden,
4-6% in the Q burden and 7-8% in the OH burden. An evaluation of simulated OH against
the Lawrence et al(200]) climatology showed that the new version of the model (with both
heterogeneous and extended hydrocarbon chemistry) offered iethfdM concentrations in the
Northern Hemisphere (NH) lower troposphere (due to lower OH conaoiis), however it also
suggested that the model was missing a source of OH in the upper trop@splibe tropics.
Comparisons with TOPSE aircraft data in the Arctic showed that lower ctrat®ns of NQ
simulated by TOMCAT were in much better agreement in winter and spring duestadtiitional

NOy loss route. One criticism of this work would be the use of offline aeroshidfieThe lack

of co-located plumes of trace gases and aerosols is likely to result irs énreimulated fields in
polluted plumes, however, the model is assumed to capture the overall monthiyoasaf NQ.

In the future, it would be advisable to switch to using the coupled TOMCABGIAP model
developed byBreider (2010 for a more complex treatment of interactions between aerosol and
gases.

Overall, simulated CO from the new version of the model was in much betteemmgrg with
observed CO in the NH due to increased CO production from the additiodHM®l and more
accurate lower OH concentrations at the surface in the NH. This impravedeged CO in winter
and spring and accounting for additional NMHC may reduce the low biameslfin simulated
CO in the NH byShindell et al (20060
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Aim 2: Quantify the main sources of trace gases within the Arctic

As discussed in Chaptelsand?2 it has been suggested that reducing emissions of gases which
lead to the formation of @may reduce warming in the Arcti€uinn et al, 2008. It is therefore
important to understand the sources of Arctig O ascertain whether regional emission reduc-
tion policies will be effective. Chaptés investigated the transport efficiency and contributions
to CO (a tracer of natural and anthropogenic combustion process@®san the Arctic tropo-
sphere from major sources. This chapter contained the first everescantribution analysis to
consider the impacts of fire emissions and different fire types througheutear in comparison

to anthropogenic sources.

The Arctic sensitivity to emissions at lower latitudes showed a strong sdasuhaltitude depen-
dency in agreement with previous studi&danecki et al, 2003 Stohl 2006. Overall, anthro-
pogenic emissions were found to be the largest source of Arctic CO (48R6ved by oxidation

of methane (25%), then fires (13%). Natural emissions (10% direct emssaiod 4% from iso-
prene oxidation) had the smallest contributions. In summer, fire and aotgo sourced CO
had equal contributions in the Arctic between the surface and the mid-tropesmlemonstrating
the importance of this as a source of pollution during this season. The majotitg &ife-sourced
CO came from naturally occurring forest fires (60%), however theiahmean burden of fire CO
was also shown to be sensitive to agricultural burning practices in thegspmreighted by total
emissions (27%). Boreal fires were also shown to be the dominant smfr@s and NG, species

in the lower and mid troposphere during the summer compared to anthropageisisions from
North America, Europe and Asia. This has important implications for the Ardifiras in the
boreal regions are expected to increase due to increased temperataesing more emissions
of CO and Q@ precursors $oja et al. 2007). Also, if human agricultural fires are increased then
they can impact the Arctic quite substantially during spring. Spring is of pdaticoncern as it is
when snow-albedo feedbacks are most important due to warming afféieéitigning of the spring
melt (Hall and Qu 2006 and has been shown to be the season where the Arctic exhibits the largest
temperature response tg @Quinn et al, 2008.

Out of the anthropogenic emission regions North America contributed thestiasgnount (30%)
to the total anthropogenic CO burden. This was due to efficient tranispibie upper troposphere
plus relatively high total emissions. East Asian emissions showed the saamekt anthro-
pogenic contribution (26%) due to high total emissions. Europe showeditdatyest contribu-
tion (23%) even though this region had the highest transport efficifiieg.was due to small total
emissions compared to the other regions. South Asia had the smallest ovetabution (9%)
due to inefficient transport and small emissions. This is in disagreemenFigtier et al(2010),
who found Asia to be the dominate source of CO in the Arctic in April 2008. é&l@x, model
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interpretation of source contributions was shown to be largely depemaetite absolute emis-
sions used in different studies, making results sensitive to errors intoes. For this reason,

the emission region contributions were weighted by total emissions to give ttie Aensitivity

to CO emissions (in units of Tg(CO) per Tg(CO) emitted per year). This stidlag the Arctic

is most sensitive to emissions changes in Europe, then North America andidizein agreement
with Shindell et al(2008. This demonstrates that emissions reductions in some regions will be
more effective in reducing pollution in the Arctic due to their location and thesprart pathways
that emissions undergo to the Arctic.

For the total Arctic Q burden, North America had the largest contribution (9%) out of the anthro
pogenic regions considered, followed by Europe (7%) and then A%t (Both South and East
Asia combined). In contrast to CO,30n the Arctic is most sensitive to emissions from North
America and not Europe, demonstrating that the different transponvpsithto the Arctic must
experience different @production efficiencies. The different pathways that emissions underg
result in very different NQ burdens. Europe has the largest burden of,NOthe Arctic, then
North America and then Asia. This was mostly due to different concentratbhtNO3. The
smaller concentrations were believed to be related to the different ratesapipation along the
pathways to the Arctic from the different regiorBa(rie, 1986 Stohl 2006. Europe emissions
had the largest contribution to PAN and N@elow 5 km, whereas North America dominated the
NOy and PAN burdens above 5 km. The amount of N&quired for net @ production in the
springtime Arctic has been shown to vary with altitude, with lower concentratdhOy being
required in the upper troposphere (UT) compared to the lower tropos&troud et al.2004).
This, along with the larger abundance of Né&nd PAN in the UT, could partially explain why
North America contributes a larger fraction tg @ompared to Europe even though transport is
less efficient. Also, more £could be produced en route to the Arctic from North America as it is
at a lower latitude band compared to Europe (see Fifube and therefore has warmer tempera-
tures and more incoming radiation resulting in moreaDd less PAN. The PAN from Europe may
remain as PAN whilst in the Arctic and could then be transported back to mid-lesifwehere it
could form Q3. PAN export from the Arctic has previously been hypothesisedibgrath et al.
(1996.

Aim 3: Investigate the processes which control observed interraual variability in the Arc-
tic.

An important part of understanding future changes in the burdens ofsatmaic trace gases in
the Arctic is knowledge of the current processes which lead to recesgredd variability. In
Chapter6 the drivers of Arctic CO interannual variability (IAV) were investigatedslering the
contributions from meteorology and biomass burning.
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Model simulations showed that 0-25% and 84-93% of observed CO uayiath different Arctic
surface stations was caused by variability in meteorology and variability is, frespectively.
This showed that fires are the dominant driver of CO IAV in the Arctic. Midghe variability in
fires was caused by variability in forest fires (60%). This is particularigresting as it has been
suggested that future changes in Arctic concentrations may result febiifit & the North Atlantic
Oscillation (NAO) towards the positive phase associated with greenh@sss jaw and Stohl
2007, however, the results shown here suggest that changes in fire ersidsiminate short-term
variability over transport changes, however, for long-term trenkanges in transport may still be
important.

Links between Arctic CO IAV and meteorological variability with phase changéhe NAO, PNA
and ENSO were also investigated. The model showed that the NAO has thsigmificant effect
on the Arctic throughout the year. During positive phases of the NAO imthter, concentrations
of trace gases and aerosols would be expected to be increased duaiwesh transport from
Europe, North America and East Asia. This is in agreement with a previody &y Eckhardt

et al. (2003. In contrast to this, summer concentrations would be expected to be laeeiod
reduced transport from East and South Asia in summer. The revdrfiag érctic response is
due to a shift in the centre of the NAO, changing its influence on transpdierps along with
the increasing importance of Asian sources in summer. The spring and aséasons showed a
more complicated response due to them being transitional seasons betevegmi¢n and summer
NAO patterns Hurrell et al, 2003. This is the first time that the NAO’s influence on transport
to the Arctic has been considered throughout the year, demonstratinidp¢hs¢asonal evolution
of the NAO is important. It has been suggested that increased greenbasss may result in a
shift in the NAO towards a more positive phastugrell et al, 2003 and the results shown here
suggest that the response of Arctic trace gas burdens will not be siElgERO was shown to only
influence emissions from South Asia during winter and spring. Enhanaesidort during EI Nio
events would result in enhanced concentrations over parts of the i@anaxttic in winter and
over parts of Alaska and Siberia in spring. The suggests that the anotydtmugoncentrations
of CO observed by AIRS over Alaska during 2008 was due to the LiaNcausing reduced
transport from South Asia, as speculatedHigher et al(2010. The export from Asia is strongly
reliant on the occurrence of the seasonal monsbaw(ence 2004 which has been shown to be
influenced by El Niio (Webster and Yandl992. The results described here are the first to show a
relationship with El Nito and export of South Asian emission to high northern latitudes. The PNA
did not significantly affect transport to the Arctic.

Lag correlations between observed CO at surface stations in the Arctitharkl Nio 3.4 Index
revealed significant positive correlations which peaked at a lag oflli®xdnths. Model simula-
tions were used to show that this relationship was caused by a link betwdgiidznd forest fires
and not transport. It is well known that El i\ events have resulted in large forest fires perturbing
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regional trace gase€handra et al.1998 van de Werf et a).2004), however, this is the first time
this relationship has been identified in the Arctic. Further investigation shtwatdhe regional

fire response to an El Ro event was different depending on what drove the fires (temperatur
precipitation and relative humidity) in each region and how the region refgabto EI Niio. El

Nifio was shown to be strongly associated with increased fire emissions fiaskad Canada,
western North America, Central America, northern South America, southiita, south-east
and equatorial Asia and to a lesser extent in eastern Siberia. In the Egems, precipitation is
reduced which results in increased fire emissions. This is particularly impdaiathe Arctic, as

the work presented here also showed that forest fires in the boggahseare a dominant source

of CO and Q@ in the Arctic during summer (therefore providing a strong link between BbNind
observed Arctic CO). In contrast, El Al events are associated with reduced fires in eastern North
America, Europe, southern Asia and Australia. Due to the predicted warofitige global cli-
mate Meehl et al, 2007), the regions which showed strong relationships between temperature and
fire emissions are of particular interest. Results shown in this thesis subgeBurope, western
North America, Central America, northern South America, southern Afgoath-east Asia and
equatorial Asia will all show an increase in fire activity in the future due t@emer climate. Fires
were also shown to be sensitive to precipitation in several regions, leowtee predicted future
changes in precipitation show much more small-scale variability, therefore gnakincomments

on regional fire response difficult.

Overall, this thesis has shown that fires are currently important as aesofifmllutants in the
Arctic, but may also drive futures changes in concentrations of trasesgand aerosols in the
Arctic through expected increases in their frequency and interSaja(et al. 2007). Estimates of
fire emissions are still poorly constrained even after much improvement wiih¢bgporation of
global burned area estimates from satellite data now being available. Inytertaevelopment of
current models to include a treatment to accurately predict fire emissions watly improve
out ability to model future global changeBdwman et al. 2009. A better understanding of
meteorological global fire drivers which could be included in models woealpdsticularly helpful.
The global study of fire drivers presented in this thesis would be usafuihis purpose. Other
major uncertainties still lie in estimates of emissions factors and combustion effesemvhich
need to be improved if we are to further improve our ability to accurately emisgiom fires
(French et al.2004). The results presented in this thesis demonstrate this will greatly improve our
ability to understand changes in the Arctic due to the importance of fires in tiigre

8.2 Future work

Work performed for this thesis has highlighted areas which would bemefit further investiga-
tion, such as:



Chapter 8Conclusions 195

 Further research into £production along the transport pathways from North America, Eu-
rope and Asia. This would help us to further understand the sensitivityeoAthtic Os
burden to the different regions. In addition to this it would also be usefstudy the re-
gional contributions to radiative forcing in the Arctic fromgCEurope, North America and
Asia all showed different seasonal and altitudinal maxima and minima. It teagopsly
been shown that £has the biggest impact on radiative forcing at higher altitudes and dur-
ing spring in the Arctic. Therefore, it is likely that the Arctic radiative budgal show
different sensitivities to the different anthropogenic emission regiongaltteeir different
transport pathways, which cause Europeant@®@dominate in the lower troposphere and
North American and Asian £to dominate in the UT. It would also be useful to consider the
importance of biomass burning in terms of radiative forcing in the Arctic in caispa to
anthropogenic emissions.

* During the late summer and autumn, CO was shown to be overestimated at feme sur
Convection in TOMCAT has been previously shown to be underestiméteyld et al,
2017 and therefore due to its importance in summer, it would be useful to pedome
simulations using an improved convection scheme (using archived mass)fla@ag et al.
2017 to see how this would influence CO at the surface and if it would improvedutu
simulations.

 In Section6.4it was shown that fires dominate the IAV of CO in the Arctic. A previous study
by Szopa et al(2007) found that meteorology and fires both played almost equal roles in
the Arctic IAV of CO. One important difference was the use of differe@MBVF winds.
It would be useful to perform a simulation testing the difference betweeidBRused by
Szopa et al(2007)) and ERA-Interim (used by TOMCAT) to see how sensitive the results
are to the different input files.

 In Section6.6.1an investigation into fire drivers was performed. The robustness of this
analysis could be checked by using satellite-observed precipitation andriome instead
of ECMWF ERA-Interim reanalyses. However, it is assumed that as thd\EE reanaly-
ses assimilate satellite observations into their model, that the results found &tk vot
change. A more useful re-evaluation method would be to use a rangé&etitsabserved
area burnt statistics instead of the CO emissions used from the GFED v3ntarweT his
would allow the uncertainty in area burnt datasets to be accounted forlsmdha work
could then be extrapolated to other gases and not just CO. Also, atatiorre only show
a possible link between El No and regional fires and their climate drivers the correlations
calculated in this chapter could be further tested by incorporating precipitaétative hu-
midity and temperature in fire/area burned models and testing the importanceshajfahe
parameters in different regions against observed area burned @hitaate models could
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then be used to further investigate climate patterns associated witlfiglaxid how these
would influence area burnt and fire emissions.

» Due to the importance of halogen chemistry and heterogeneous chemistwn(g Chap-
ter4) in the Arctic it is suggested that future Arctic simulations be done using thegledu
TOMCAT/GLOMAP model which will allow the impact of halogens ory @ the tropo-
sphere to be considered and the use of online aerosol fields whichcintétiathe oxidants
in the model. It would be particularly interesting to calculate the Arctido@dget including
ozone depletion by bromine to better understand the extent of these ewetatsictropo-
spheric Q and OH.



Appendix A

List of Chemical Reactions in the
TOMCAT Model

TABLE A.1: Chemical species in the TOMCAT CTM

Species Category Family Dry Deposited? Wet Deposited? Emitted?

1 O(CP) FM Ox N N N
2  O(D) FM Ox N N N
3 O3 FM Ox Y N N
4 NO FM NOXx Y N N
5 NOs FM NOXx Y Y N
6 NO FM NOXx Y N Y
7 N2Os TR Y Y N
8 HONO; TR Y Y N
9 HONO TR Y Y N
10 OH SS N N N
11 HO SS N Y N
12 HO; TR Y Y N
13 CHy TR N N Y
14 CO TR Y N Y
15 HCHO TR Y Y Y
16 MeOO SS N Y N
17 HO CF N N N
18 MeOOH TR Y Y N
19 HONO TR Y Y N
20 GHg TR N N Y
21 EtOO SS N N N
22 EtOOH TR Y Y N
23 MeCHO TR Y N Y
24 MeCQ SS N N N
25 PAN TR Y N N
26 GHg TR N N Y

Continued on next page
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Table A.1 — continued from previous page

Species Category Family Dry Deposited? Wet Deposited? Emitted?
27 n-PrOO SS N N N
28 i-PrOO SS N N N
29 n-PrOOH TR Y Y N
30 i-PrOOH TR Y Y N
31 EtCHO TR Y N N
32 EtCQ SS N N N
33 MeCO TR Y N Y
34 MeCOCHOO SS N N N
35 MeCOCHOOH TR Y Y N
36 PPAN TR Y N N
37 MeONQ TR N N N
38 0@P)s FM Sx N N N
39 O¢D)S FM SX N N N
40 O3S FM Sx Y N N
41 NOXS SS Y N N
42 HNG;S SS Y Y N
43 NOYS TR Y Y N
44 GHg TR N N Y
45 CoHis TR N N Y
46 TERPOOH TR Y Y N
47 1SQ SS N N N
48 ISOOH TR Y Y N
49 ISON TR Y Y N
50 MACR TR Y N N
51 MACROG: SS N N N
52 MACROOH TR Y Y N
53 MPAN TR Y N N
54 HACET TR Y Y N
55 MGLY TR Y Y N
56 NALD TR Y N N
57 HCOOH TR Y Y N
58 MeCQH TR Y Y N
59 MeCQH TR Y Y N
60 MeOH TR Y Y Y
61 TERPQ SS N N N
62 GHg4 TR N N Y
63 GH» TR N N Y
64 C4Hio TR N N Y
65 GHg TR N N Y
66 AROM TR N N Y
67 MEK TR N N N
68 MeCOCOMe TR Y Y N
69 BtOO SS N N N
70 PrpeOO SS N N N
71 AROMO SS N N N
72 MEKOO SS N N N

Continued on next page
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Table A.1 — continued from previous page

Species Category Family Dry Deposited? Wet Deposited? Emitted?
73 BtOOH TR Y Y N
74  PrpeOOH TR Y Y N
75 AROMOOH TR Y Y N
76 MEKOOH TR Y Y N
77 ONIT TR N N N
78 EtCQH SS N N N
79 EtCQH SS N N N
80 Hp CT N N N
81 CO CT N N N
82 O CT N N N
83 N CT N N N

FM = Family, TR = Independent Tracer, SS = Steady State, CT = constapaioe and time, CF
= constant in time, spatially variant

S denotes stratospheric species
Me=CHgz, Et=G,Hs, Pr= GH+, Prpe = GH;0O, Bt= C4Hg
TERP = Generic terpine compound, e.gHzo (monoterpine)

MACR = Lumped species consisting of methacrolein, methyl vinyl ketone #ret €4 carbonyls
from isoprene chemistry

HACET = Hydroxyacetone, Cs#DHC(O)CH;

MGLY = Methylglyoxal, CHsC(O)CHO

NALD = Nitrooxy acetaldehyde, NOCH,CHO

AROM = Generic aromatic compound, e.gsH5CHs (toluene)

MEK = Methyl ethyl ketone, CHC(O)CH,CHj3

ONIT = Organic nitrate (from propene and butane chemistry), e.gsGEHHCH(ONG,)CH3

TABLE A.2: TOMCAT heterogeneous reactions

Reaction Reactants Products
1 N>Os + Hb O — HNO3 + HNO3




TABLE A.3: TOMCAT gas-phase bimolecular reactions

Reactants Products ko o B Reference

1 HO; +NO — OH + NGO, 3.60x10% 0.00 -270.0 IUPAC [2005]
2  HO,+NO; — OH + NO, 4.00<107'?2 0.00 0.0 IUPAC [2005]
3 HO,+0O3 —OH+O, 2.03x10°16 457 -693.0 [IUPAC [2005]
4  HO, +HO, — Hy0, 2.20<1071% 0.00 -600.0 IUPAC [2005]
5 HO, +MeOO — MeOOH 3.8<10* 0.00 -780.0 IUPAC[2005]
6 HO,+MeOO — HCHO 3.80<10°1% 0.00 -780.0 IUPAC [2005]
7  HO, + EtOO — EtOOH 3.80<10 0.00 -900.0 IUPAC [2005]
8 HO,+MeCO; — MeCQzH 2.08<10°13 0.00 -980.0 IUPAC [2005]
9 HO, +MeCO; — MeCQH + O3 1.04x10°1% 0.00 -980.0 IUPAC [2005]
10 HO, + MeCO; — OH + MeOO 2.0&10°1¥ 0.00 -980.0 IUPAC [2005]
11 HO, + n-Pro0O — n-PrOOH 1.5%101* 0.00 -1300.0 MCM

12 HO, +i-ProO — i-PrOOH 1.51x10°1% 0.00 -1300.0 MCM

13 HO, + EtCO; — Oy + EtCOsH 3.05x10°1% 0.00 -1040.0 MCM

14 HO, + EtCO; — Oz + EtCOH 1.25<10°1 0.00 -1040.0 MCM

15 HO, + MeCOCHOO — MeCOCHOOH 1.36<103 0.00 -1250.0 MCM

16 MeOO +NO — HO, + HCHO + NO 2.95x1071?2 0.00 -285.0 IUPAC [2005]
17 MeOO +NO — MeONO, 2.95<10°1° 0.00 -285.0 IUPAC [2005]
18 MeOO +NQ — HO, + HCHO + NO2 1.3x10°'? 0.00 0.0 IUPAC [2005]
19 MeOO + MeOO — MeOH + HCHO 1.0%10° 1% 0.00 -365.0 [IUPAC [2005]
20 MeOO + MeOO — HO, + HO, + HCHO + HCHO 1.0%10°1® 0.00 -365.0 IUPAC [2005]
21 MeOO + MeCQ — HO, + HCHO + MeOO 1.8610°2 0.00 -500.0 IUPAC [2005]
22  MeOO + MeCQ@ — MeCQ;H + HCHO 2.00<107* 0.00 -500.0 IUPAC [2005]
23  EtOO0+NO — MeCHO + HGQ + NO; 2.60x10°'2 0.00 -380.0 IUPAC [2005]
24 EtOO +NQ — MeCHO + HQ + NO, 2.30x10°*? 0.00 0.0 IUPAC [2005]
25 FEtOO + MeCQ — MeCHO + HGQ + MeOO 4.40¢10°13 0.00 -1070.0 IUPAC [2005]
26 MeCQ+ NO — MeOO + CQ + NO, 7.50<10712 0.00 -290.0 IUPAC [2005]
27 MeCQ + NO3 — MeOO + CQ + NO, 4.00x10°*? 0.00 0.0 MCM

Continued on next page
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Table A.3 — continued from previous page

Reactants Products ko o B Reference
28 n-ProO + NO — EtCHO + HG, + NO, 2.90x10? 0.00 -350.0 IUPAC [2005]
29 n-PrOO+NQ — EtCHO + HG, + NO; 2.50x107'?2 0.00 0.0 MCM
30 i-PrOO +NO — Me,CO + HO, + NO, 2.70x107'2 0.00 -360.0 IUPAC [2005]
31 i-PrOO+NQ — MexCO + HO, + NO, 2.50<10°*? 0.00 0.0 MCM
32 EtCG+NO — EtOO + CGQ + NO;, 6.70x10°12 0.00 -340.0 [IUPAC [2005]
33 EtCQ+NO3 — EtO0 + CQ + NO 4.00x1012 0.00 0.0 MCM
34 MeCOCHOO+NO — MeCQ;+ HCHO + NG 2.80x10°'?2 0.00 -300.0 Tyndall et al. [2001]
35 MeCOCHOO +NO; — MeCQ;+ HCHO + NO 2.50x10°12 0.00 0.0 MCM
36 NO+NQG — NO; + NO, 1.80x10°11 0.00 -110.0 IUPAC [2005]
37 NO+Q — NO» 1.40x10°12 0.00 1310.0 IUPAC [2005]
38 NO+ 03 — NO3 1.40x10°13 0.00 2470.0 IUPAC [2005]
39 NO;+HCHO — HONGO, + HO, + CO 2.00<10°12 0.00 2440.0 IUPAC [2005]
40 NO;+MeCHO — HONO, + MeCQ; 1.40x10712 0.00 1860.0 IUPAC [2005]
41 NO; + EtCHO — HONO, + EtCO; 3.46x10°'? 0.00 1862.0 MCM
42 NO; + Me,CO — HONO, + MeCOCHOO 3.00<10°1 0.00 0.0 IUPAC [2005]
43  N,Os + H,0 — HONO, + HONO;, 0.00x10t%° 0.00 0.0 Set to 0.0, using het.chem
44  OCP)+ — 0, + 0y 8.00x1071?2 0.00 2060.0 IUPAC [2005]
45 O(@D) + CH, — OH + MeOO 1.0%10°° 0.00 0.0 IUPAC [2005]
46 O(D) + CHy — HCHO + H, 7.50x107'2 0.00 0.0 IUPAC [2005]
47 O(@D) + CH, — HCHO + HO, + HO, 3.45x10°'1 0.00 0.0 IUPAC [2005]
48 O(D) + H,0 — OH + OH 2.20<10°1° 0.00 0.0 IUPAC [2005]
49 O(D) + N, — OCP)+ N, 2.10x107'1 0.00 -115.0 Ravishankara et al. [2002]
50 O(¢D)+0, —0OCP)+ O 3.20x10° 1 0.00 -67.0 IUPAC [2005]
51 OH+CH, — H,0 + MeOO 1.85%10°1? 0.00 1690.0 IUPAC [2005]
52 OH+ GHg — H,0 + EtOO 6.9¢10°12 0.00 1000.0 IUPAC [2005]
53 OH+ GHs — n-PrO0O + HO 7.60x10°%? 0.00 585.0 IUPAC[2005]
54 OH + GHg — i-Proo + O 7.60<10° 12 0.00 585.0 IUPAC [2005]
55 OH+CO — HO, 1.44x10°* 0.00 0.0 IUPAC [2005]

Continued on next page
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Table A.3 — continued from previous page

Reactants Products ko o B Reference
56 OH + EtCHO — H,0 + EtCQGy 5.10<10' 0.00 -405.0 IUPAC [2005]
57 OH + EtOOH — H,0 + MeCHO + OH 8.0x10 12 0.00 0.0 MCM
58 OH + EtOOH — H,0 + EtOO 191012 0.00 -190.0 MCM
59 OH+H — H,0 + HO, 7.70<10°12 0.00 2100.0 IUPAC [2005]
60 OH + HO0, — H,0 + HO, 2.90x10°12 0.00 160.0  IUPAC [2005]
61 OH+HCHO — H,0 + HO, + CO 5.40¢<10°* 0.00 -135.0 IUPAC [2004]
62 OH+HGQ — H,0 4.80<10°1 0.00 -250.0 IUPAC [2005]
63 OH+ HQNO;, — H,0 + NGO, 1.90x10°* 0.00 -270.0 IUPAC [2005]
64 OH+HGQNO, — H,0 + NO;3 1.50x10° 12 0.00 0.0 IUPAC [2005]
65 OH+ HONO — H,0 + NGO, 25010712 0.00 -260.0 IUPAC [2005]
66 OH + MeOOH — H,0 + HCHO + OH 1.0%10°12 0.00 -190.0 IUPAC [2005]
67 OH + MeOOH — H,0 + MeOO 1.8%1012 0.00 -190.0 IUPAC [2005]
68 OH + MeONQ — HCHO + NG, + H,0O 4.00<10°% 0.00 845.0 IUPAC [2005]
69 OH+ MeCO — H,0 + MeCOCHOO 8.80<10°12 0.00 1320.0 IUPAC [2005]
70 OH+ MeCO — H,0 + MeCOCHOO 1.70<10°* 0.00 -420.0 IUPAC [2005]
71 OH+ MeCOCHOOH — H,0O + MeCOCHOO 1.90<1012 0.00 -190.0 MCM
72 OH+ MeCOCHOOH — OH + MGLY 8.39x10°12 0.00 0.0 MCM
73 OH + MeCHO — H,0 + MeCGQy 44010712 0.00 -365.0 IUPAC [2005]
74  OH+ NG — HO, + NO, 2.00x1071* 0.00 0.0 IUPAC [2005]
75 OH+Q —HO, + O, 1.70x10°% 0.00 940.0 IUPAC [2005]
76 OH+OH — H,0 + OCP) 6.31x1071* 2.60 -945.0 IUPAC [2005]
77 OH + PAN — HCHO + NGO, + H,0 3.00c104 0.00 0.0 IUPAC [2005]
78 OH + PPAN — MeCHO + NG + H,0O 1.27x10°12 0.00 0.0 MCM
79 OH +n-PrOOH — n-PrO0O + HO 1.90<10°12 0.00 -190.0 MCM
80 OH + n-PrOOH — EtCHO + H,0 + OH 1.10c10° 0.00 0.0 MCM
81 OH +i-PrOOH — i-ProO + O 1.90<10°12 0.00 -190.0 MCM
82 OH +i-PrOOH — Me,CO + OH 1.66<101 0.00 0.0 MCM
83 O@P)+ NG —NO+0O, 550<1071? 0.00 -188.0 IUPAC [2005]

Continued on next page
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Table A.3 — continued from previous page

Reactants Products ko o B Reference
84 OH+ GHs —1SO; 27010 0.00 -390.0 IUPAC [2005]
85 OH+ GHs — MACR + HCHO + MACRG + MeCO;  3.33x10°'° 0.00 1995.0 IUPAC [2005]
86 OH + GHg — MeOO + HCOOH + CO + KO, 3.33x10°%® 0.00 1995.0 IUPAC [200%]
87 OH+ GHs — HO, + OH 3.33<10® 0.00 1995.0 IUPAC [2005]
88 NO;+ CsHg — ISON 3.15<10°12 0.00 450.0 IUPAC [2005]
89 NO+ISQ — NO, + MACR + HCHO + HQ, 2.43x1071?2 0.00 -360.0 MCM v3.1/Bschl et al. [200]
90 NO+I1SQ — ISON 1.1210°1% 0.00 -360.0 MCM v3.1/Bschl et al. [200]
91 HO, +I1SO, — ISOOH 2.05¢1071% 0.00 -1300.0 MCM v3.1/®schl et al. [200]
92 IS +1SO, — MACR + MACR + HCHO + HGQ 2.00x107'2 0.00 0.0 Foschl et al. [200]
93 OH +ISOOH — MACR + OH 1.00<107° 0.00 0.0 Foschl et al. [200]
94 OH +ISON — HACET + NALD 1.30x107'1 0.00 0.0 Foschl et al. [200]
95 OH+ MACR — MACRO; 1.30x10%? 0.00 -610.0 IUPAC [2005]
96 OH+ MACR — MACRO, 4.00<107'? 0.00 -380.0 IUPAC [2005]
97 O3+ MACR — MGLY + HCOOH + HG; + CO 2.13<10°1% 0.00 1520.0 IUPAC [2005]
98 03+ MACR — OH + MeCQ; 2.13x1071% 0.00 1520.0 IUPAC [2003]
99 03+ MACR — MGLY + HCOOH + HO, + CO 3.50<10°1 0.00 2100.0 IUPAC [2005]
100 O;+ MACR — OH + MeCQ; 3.50<10°1% 0.00 2100.0 IUPAC [2003]
101 NO + MACRQ — NO, + MeCO; + HACET + CO 1.2%10°12 0.00 -360.0 MCM v3.1/®schl et al. [200}
102 NO + MACRGQ — MGLY + HCHO + HO, 1.27x10°*% 0.00 -360.0 MCM v3.1/®schl et al. [200}
103 HQO + MACRO, — MACROOH 1.83<10°*® 0.00 -1300.0 MCM v3.1/®schl et al. [200]
104 MACRG + MACRO, — HACET + MGLY + HCHO + CO 1.0x10 2 0.00 0.0 MCM v3.1/Rschl et al. [2001
105 MACRQO + MACRO, — HO» 1.00x107*2 0.00 0.0 MCM v3.1/Rschl et al. [200}
106 OH + MPAN — HACET + NG, 2.90x10°1* 0.00 0.0 IUPAC [2005]
107 OH + MACROOH — MACRO, 3.00x10°'1 0.00 0.0 Foschl et al. [200]
108 OH + HACET — MGLY + HO, 3.00x10°'2 0.00 0.0 IUPAC [2005]/®schl et al. [200]
109 OH + MGLY — MeCQ; + CO 1.50<107** 0.00 0.0 IUPAC [2005]/Rschl et al. [200]
110 NO; + MGLY — MeCQ; + CO + HONG 3.46x10°'?2 0.00 1860.0 MCMv3.1
111 OH + NALD — HCHO + CO + NQ 4.40<107'? 0.00 -365.0 IUPAC [2005]/®schl et al. [200]

Continued on next page
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Table A.3 — continued from previous page

Reactants Products ko o B Reference
112 OH + MeCQH — MeCGQ; 3.70x10°%* 0.00 0.0 MCM v3.1/Rschl et al. [200]
113 OH + MeCQH — MeOO 4.00¢102 0.00 -200.0 JPL[2003]
114 OH + HCOOH — HO, 4501018 0.00 0.0 IUPAC [2005]
115 MeOH + OH — HCHO + HO 2.85x10°12 0.00 345.0 IUPAC [2007]
116 OH + GoHig — TERPQ 1.20x10 11 0.00 -4440 MOZART3
117 O+ CioHis — OH + MEK + HO, 1.00x10° > 0.00 732.0 MOZART3
118 NG + CioH16 — ISON + MACR 1.20<10°12 0.00 -490.0 NOTE
119 NO + TERPQ — MeyCO + HO, + NO, 2.10x10°%? 0.00 -180.0 MOZART3
120 NO + TERPQ — MACR + MACR 2.10x1012 0.00 -180.0 MOZART3
121 HQ + TERPQ — TERPOOH 75610 0.00 -700.0 MOZART3
122 OH + TERPOOH — TERPQ 3.80x1012 0.00 -200.0 MOZART3
123 GHqo+ OH — BtOO + H,0 9.10x10%2 0.00 405.0 IUPAC [2006]
124 BtOO + NO — NO, + MEK + HO, + EtOO 1.2%1012 0.00 -360.0 MCMv3.1
125 BtOO + NO — ONIT + MeCHO 1.2%1012 0.00 -360.0 MCMv3.1
126 BtOO + HQ — BtOOH 1.8210° 1% 0.00 -1300.0 MCMv3.1
127 BtOO + MeOO — MEK + HCHO + HO, + MeCHO 1.2510 1 0.00 0.0 MCM v3.1
128 BtOO + MeOO — MeOH + EtOO 1.2%10° 1% 0.00 0.0 MCM v3.1
129 BtOOH + OH — BtOO + MEK + OH + HO 1.90<10°12 0.00 -190.0 MCMv3.i
130 MEK + OH — MEKOO 1.30x1071? 0.00 25.0 IUPAC [2006]
131 MEKOO + NO — MeCHO + MeCQ + NO, + ONIT 2.54x1012 0.00 -360.0 MCMv3.1
132 MEKOO + HG — MEKOOH 1.82<10°¥ 0.00 -1300.0 MCMv3.1
133 MEKOOH + OH — MeCOCOMe + OH + OH 1.910 12 0.00 -190.0 MCMv3.1
134 ONIT + OH — MEK + NO, + H,0O 1.60x10°12 0.00 0.0 IUPAC [2006]/RvK01
135 GH4+ O3 — HCHO + HO, + OH + CO 455107 1% 0.00 2580.0 IUPAC [2006]
136 GHs+ O3 — Hy + CO, + HCOOH 455¢1071° 0.00 2580.0 IUPAC [2006]
137 GHg+ O3 — HCHO + MeCHO + OH + HQ 1.83x10°1® 0.00 1880.0 IUPAC [2008]
138 GHg + O3 — EtOO + MGLY + CH, + CO 1.83<10°1> 0.00 1880.0 IUPAC [2006]
139 GHg+ O3 — MeOH + MeOO + HCOOH 1.8810°*® 0.00 1880.0 IUPAC [2006]

Continued on next page
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Table A.3 — continued from previous page

Reactants Products ko o B Reference
140 GHg + NO3 — ONIT 4.60<10°1° 0.00 1155.0 IUPAC [2006]
141 PrpeOO + NO — MeCHO + HCHO + HQ + NO; 1.27x10712 0.00 -360.0 MCMv3.X
142 PrpeOO + NO — ONIT 1.27x1012 0.00 -360.0 MCMv3.i
143 PrpeOO + HQ — PrpeOOH 156101 0.00 -1300.0 MCMv3.1
144 PrpeOOH + OH — PrpeOO + HO 1.90x10°12 0.00 -190.0 MCMv3.1
145 PrpeOOH + OH — HACET + OH 2.44¢10°1* 0.00 0.0 MCM v3.1
146 AROM + OH — AROMO; + HO, 1.81x10°12 0.00 -338.0 Folberth et al. (2006)
147 AROMG + NO — MGLY + NO5 + MeCQ; + CO 1.35¢<10? 0.00 -360.0 Folberth et al. (2006)
148 AROMG + NO — HO, 1.35x10712 0.00 -360.0 Folberth et al. (2006)
149 AROMG + NO3 — MGLY + NO, + MeCQ; + CO 1.20<10°%2 0.00 0.0 Folberth et al. (2006)
150 AROMG + NO3 — HO, 1.20x107*2 0.00 0.0 Folberth et al. (2006)
151 AROMG + HO, — AROMOOH 1.90<10°1¥ 0.00 1300.0 Folberth et al. (2006)
152 AROMG + MeOO — MGLY + CO + MeCQ; + MeOH 1.15¢10°* 0.00 0.0 Folberth et al. (2006)
153 AROMG + MeOO — HO, + HCHO 1.15¢10°13 0.00 0.0 Folberth (2008)
154 AROMOOH + OH — AROMO; 1.90x10°* 0.00 -190.0 Folberth et al. (2006)
155 AROMOOH + OH — OH + H,0O 461108 0.00 -253.0 Folberth et al. (2006)
156 AROMOOH + OH — MeCQ; + CO + HO, + OH 419107 0.00 -696.0 Folberth et al. (2006)
157 HO +03S — HO, + O, 2.03x10°1% 457 -693.0 IUPAC [2005]
158 OH+QS — OH+ O, 1.70x107'? 0.00 940.0  IUPAC [2005]
159 O¢D)S + H,0 — H,0 2.20<10°° 0.00 0.0 IUPAC [2005]
160 OED)S+ N, — OCP)S+N 2.10x10°11 0.00 -115.0 Ravishankara et al. [2002]
161 OfD)S+ O — O0CP)S+0 3.20x10°1 0.00 -67.0 IUPAC [2005]

Rate constant k =d<(%))“ exp(%ﬁ) whereT is temperature (K)

1 Reactions split between multiple channels in order to accommodate large nuinpbediacts
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TABLE A.4: TOMCAT gas-phase termolecular and thermal decomjoosieactions
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Reactants Products f ki ai B1 ko ar B> Reference
1 HO,+HO,+M — Hy0, + O + M 0.00 1.90<10°% 0.00 -980.0 0.0010"%° 0.00 0.6 IUPAC [2005]
2 HO,+NO,+M — HO,NO, + M 0.60 1.80<10°31 -3.20 0.0 47610712 0.00 0.0 IUPAC [2005]
3 HONO, +M — HO, + NO, + M 0.60 4.10<10°% 0.00 10650.0 4.8010"° 0.00 11170.0 IUPAC [2005]
4 MeCO;+NO,+M  — PAN+M 0.30 2.7x107%® -7.10 0.0 1.2610°** -0.90 0.0 IUPAC [2005]
5 PAN+M — MeCO;+NO,+M  0.30 490¢<10°% 0.00 12100.0 5.4010*16 0.00 13830.0 IUPAC [2005]
6 NyO5+M — NO, + NO3 + M 0.35 1.30<10°% -350 11000.0 9.7910"* 0.10 11080.0 IUPAC [2005]
7 NO,+NO3+ M — N2O5 + M 0.35 3.60<10%0 -4.10 0.0 1.9610 12 0.20 0.0 IUPAC [2005]
8 OFP)+O+M —03+M 0.00 570103 -2.60 0.0 0.0&10t%° 0.00 0.0 IUPAC [2005]
9 OH+NO+M — HONO + M 1420.00 7.4010°%1 -2.40 0.0 3.3x10 ! -0.30 0.0 IUPAC [2005]
10 OH+NG +M — HONO, + M 0.40 3.3x<10°3%° -3.00 0.0 41610 0.00 0.0 IUPAC [2005]
11 OH+OH+M — H,0, + M 0.50 6.90<10°3% -0.80 0.0 2.6610 0.00 0.0 IUPAC [2005]
12 EtCQ+NO,+M — PPAN + M 0.30 2761028 -7.10 0.0 1.2610 -0.90 0.0 MCM
13 PPAN + M — EtCO3 + NO, + M 0.36 1.70<10°% 0.00 11280.0 8.3010"® 0.00 13940.0 IUPAC [2005]
14 MACRO; + NO, +M  — MPAN + M 0.30 2.70c10%% 0.00 11280.0 8.30107® 0.00 13940.0 mschl et al. [200
15 MPAN +M — MACRO, + NO, + M 0.30 490¢<10°% 0.00 12100.0 5.4010"16 0.00 13830.0 Mschletal. [200
16 OfP)+O + M —03+M 0.00 5.70<10°% -2.60 0.0 0.0&10'°° 0.00 0.0 IUPAC [2005]
17 GHz+OH+M — PrpeO0 + M 0.48 2.8710%° -3.10 0.0 3.0610? -0.85 0.0 IUPAC [2006]
18 GHs+OH+M — Prpe0O0 + M 0.48 2.8710%° -3.10 0.0 3.0610 2 -0.85 0.0 IUPAC [2006]
19 GHs+OH+M - 0.48 2.8%10°2° -3.10 0.0 3.0610? -0.85 0.0 IUPAC [2006]
20 GHg+OH+M — Prpe0Q0O + M 0.50 8.0010 %" -3.50 0.0 3.0610 ! -1.00 0.0 IUPAC [2006]
M]y2y—1
Rate constant k #%)Fﬁ““ogm%} )

ko=ki (505)rexp(—2L)
Keo=ko (505)%2€XP(=2)

If fisleesthan 1, theR; = f. Otherwisef; =exp(—T/f)

1 Reaction (1), Rate k = (2.2x1&%exp(600/T)+1.9x1033[N »]exp(980/T))x (1+1.4x10 ?1)[H,O]exp(2200/T))
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TABLE A.5: TOMCAT photolysis reactions

Reaction Reactants Products Reference
1 EtOOH + hv — MeCHO + HG, + OH JPL [1990]
2 H,O, + hv — OH + OH JPL [1992]
3a HCHO + v — HO, + HO, + CO IUPAC
3b HCHO + hv — H, +CO IUPAC
5 HO,NO> + hv — HO, + NO, IUPAC
6 HONG; + hv — OH + NGO, IUPAC
7a MeCHO + v — MeOO + HG + CO Blitz et al., [2004]
7b MeCHO + v — CH4 + CO Blitz et al., [2004]
9 MeOOH + v — HO, + HCHO + OH JPL [1990]
10 N>Os + hv — NO3 + NO, IUPAC
11 NO, + hv — NO + O@P) JPL [1992]
12a NQ + hv — NO +O, IUPAC
12b NQ; + hv — NO, + O(P) IUPAC
14 O, + hv — O(CP) + OfP) IUPAC
15a Q+hv — 0+ O(*D) IUPAC
15b G+ hv — 0, + OCP) IUPAC
17 PAN + hv — MeCQOs; + NO, IUPAC [1999]
18 HONO + v — OH + NO JPL [1992]
19 EtCHO + v — EtOO + HGQ + CO IUPAC [2002]
20 Me,CO + hv — MeCQO; + MeOO IUPAC [1999]
21 n-PrOOH + v — EtCHO + HGQ + OH JPL [1990]
22 i-PrOOH + v — Me,CO + HO, + OH JPL [1990]
23 MeCOCHOOH +hv — MeCO; + HCHO + OH JPL [1990]
24 PPAN + tv — EtCO; + NO, IUPAC
25 MeONQ + hv — HO, + HCHO + NGO IUPAC
26a TERPOOH +t — OH + HO, + MACR + MACR JPL [1990]
26b TERPOOH +h — TERPOOH + MeCO JPL [1990]

Continued on next page
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Table A.5 — continued from previous page

Reaction Reactants Products Reference
28 ISOOH + v — OH + MACR + HCHO + HQ JPL [1990]
29 ISON + hv — NO, + MACR + HCHO + HG IUPAC [2002]
30 MACR + hv — MeCQO; + HCHO + CO + HQ IUPAC [2002]
31 MPAN + hv — MACRO; + NO,
32a MACROOH + lv — OH +HO, + OH + HO, JPL [1990]
32b MACROOH + v — HACET + CO + MGLY + HCHO JPL [1990]
34 HACET + tv — MeCQ; + HCHO + HG Orlando et. al., (1999)
35 MGLY + hv — MeCO;+ CO+HO + IUPAC [2002]
36 NALD + hv — HCHO + CO + NQ + HO, Blitz et al., [2004]
37 MeCQH + hv — MeOO + OH Orlando and Tyndall [2003]
38a QS +hv — O, + O(1D)S IUPAC
38b S +hv — 02+ O(3P)S IUPAC
40a BtOOH + v — MEK + MEK + EtOO + MeCHO  JPL [1990]
40b BtOOH + v — HO, + HO, JPL [1990]
40c BtOOH + v — OH + OH + OH JPL [1990]
43 MEK + hv — MeCGO; + EtOO IUPAC
44 MeCOCOMe + — MeCQO; + MeCQO; IUPAC
45 MEKOOH + tv — MeCQO; + MeCHO + OH JPL [1990]
46a ONIT + v — NO, + MEK + HO, + EtOO IUPAC
46b ONIT + hv — MeCHO + ONIT IUPAC
48a AROMOOH + v — OH + Me,CO + HG, + CO JPL [1990]
48b AROMOOH + v — MeCQO; + AROMOOH JPL [1990]
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Appendix A.List of chemical reactions in the TOMCAT model 209
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