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Abstract

We study the groups ExtlA(G)(ZH ,ZJ) where A(G) is the Burnside ring of

a finite group G and for a subgroup H ⊂ G, the A(G)-module ZH is defined

by the mark homomorphism corresponding to H. If |G| is square-free we give

a complete description of these groups. If |G| is not square-free we show that

for certain H,J ⊂ G the groups ExtlA(G)(ZH ,ZJ) have unbounded rank.

We also extend some of these results to the rational and complex rep-

resentation rings of a finite group, and describe a new generalisation of the

Burnside ring for infinite groups.
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Introduction

Let G be a finite group. The isomorphism classes of finite G-sets form a commutative

semi-ring Â(G), where addition is given by disjoint union and multiplication is given

by cartesian product. For a finite G-set X, write [X] for the isomorphism class

of X in Â(G). For a subgroup H ⊂ G, we have a homomorphism of semi-rings

π̂H : Â(G) → Z given by putting π̂H([X]) = |XH |. The Burnside ring A(G) is the

Grothendieck ring associated to this semi-ring. The homomorphisms π̂H extend to

homomorphisms of rings πH : A(G)→ Z known as the mark homomorphisms of G,

and we write ZH for the corresponding module structure on Z.

For distinct subgroups H, J ⊂ G, and p a prime, let ∼p be the equivalence

relation on the set of subgroups ofG generated by puttingH ∼p J whenever πH(a) ≡
πJ(a) mod p for each a ∈ A(G). By studying the equivalence classes of ∼p for each

prime p, Dress [10] gave a criterion for the solvability of a finite group in terms of the

indecomposability of its Burnside ring. In this thesis we study further the question

of when πH ≡ πJ mod p, and relate the equivalence classes of ∼p with the structure

of the cohomology groups ExtlA(G)(ZH ,ZJ).

For I a finite set, define Gh(I) =
∏

i∈I Z. For a subring R ⊂ Gh(I), define

homomorphisms πi : R → Z for each i ∈ I by projection onto the corresponding

factor, and write Zi for the corresponding R-module. Say that R ⊂ Gh(I) is a

B-ring if for each distinct i, j ∈ I, there exists r ∈ R such that πi(r) 6= 0 and

πj(r) = 0, i.e. if R separates the elements of I. In Chapter 1 we show that the

Burnside ring is a natural example of a B-ring, and study the groups ExtlR(Zi,Zj)
for R ⊂ Gh(I) an arbitrary B-ring and i, j ∈ I. For each prime p, we establish a link

between the groups ExtlR(Zi,Zj) and the cohomology of the Fp-algebra R = R⊗ZFp.
Following the case of the Burnside ring, we define an equivalence relation ∼p on I

by putting i ∼p j if πi(r) ≡ πj(r) mod p for each r ∈ R. We show that the

equivalence classes of of ∼p are in 1-1 correspondence with the indecomposable

summands of the Fp-algebra R. By examining the corresponding summands, we

show that if the equivalence classes of ∼p on I have cardinality ≤ 2 for each prime

p, then ExtlR(Zi,Zj) ' Extl+2
R (Zi,Zj) for all i, j ∈ I and l > 0. It follows that if the

order of G is square-free, then ExtlA(G)(ZH ,ZJ) ' Extl+2
A(G)(ZH ,ZJ) for all l > 0 and

H, J ⊂ G.

In Chapter 2 we consider the converse of this result. Gustafson [13] has shown

that if k is a field of characteristic p and p2 divides the order of G, then the k-algebra

A(G) ⊗Z k is not symmetric. We use this to show that if p2 | |G| then A(G) ⊗Z k

has an indecomposable summand S such that the k-vector spaces ExtlS(k, k) have

unbounded dimension. By making use of our link with the integral cohomology, we
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show that if |G| is not square-free then there exist subgroups H, J ⊂ G such that the

groups ExtlA(G)(ZH ,ZJ) have unbounded rank. In the remainder of the chapter we

consider more generally the question of computing the cohomology of commutative

local k-algebras S with maximal idealM and S/M' k. We give a formula for the

dimension of ExtlS(k, k) when S belongs to the family of commutative noetherian

local k-algebras satisfying dimM2 = 1 andM3 = 0. We also give a simple proof of

a weak version of Theorem 2.7.

In Chapter 3 we consider a new generalisation of the Burnside ring to infinite

groups, using the idea of a Mackey system of subgroups. We establish which prop-

erties of the finite group version carry over to this more general setting, such as

the mark homomorphisms and Mackey functor structure. Let S be the group of

permutations of N fixing all but finitely many elements. We construct a Mackey

system MS for S and study in detail the resulting Burnside ring A(S,MS). We give

a combinatorial description of the multiplication operation in A(S,MS) in terms of

partial injections between finite sets.

Further examples of B-rings are given by the ring of rational characters RQ(G) of

a finite group G. For a cyclic group H ⊂ G, we have a homomorphism RQ(G)→ Z
defined by sending a rational representation to its trace at a generator of H, and

we write ZH for the corresponding RQ(G)-module. In Chapter 4 we apply the

results of Chapter 1 to RQ(G), and show that if the order of G is square-free then

ExtlRQ(G)(ZH ,ZJ) ' Extl+2
RQ(G)(ZH ,ZJ) for all cyclic groups H, J ⊂ G and l > 0.

This leads to the question of the appropriate setting for studying more general

rings, such as the ring of complex characters. We introduce the notion of a B′-ring

to deal with more general families, and construct a B′-ring embedding for the ring

of complex characters of a finite group.
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Chapter 1

B-rings

For I a finite set, define Gh(I) =
∏

i∈I Z. Let R be a subring of Gh(I) and let πi

be the projection R→ Z corresponding to i ∈ I. For r ∈ R, write r(i) for πi(r).

Definition 1.1. We say that R ⊂ Gh(I) as above is a B-ring if R satisfies the

following ‘separability condition’: for each i, j ∈ I with i 6= j we can find an r ∈ R
with r(i) 6= 0 and r(j) = 0.

Lemma 1.2. Let I be a finite set and R be a subring of Gh(I). Then there’s a

J ⊂ I and a B-ring S ⊂ Gh(J) with R isomorphic to S.

Proof. If R ⊂ Gh(I) is a B-ring then there’s nothing to show. Otherwise, suppose

R ⊂ Gh(I) is not a B-ring, i.e. there exists i, j ∈ I such that the separability

condition fails. We claim that r(i) = r(j) for all r ∈ R. To see this, suppose instead

that we have some r ∈ R with r(i) 6= r(j). Then the element r′ = r − r(j) idR has

r′(i) = r(i)− r(j) 6= 0 and r′(j) = 0, which contradicts the choice of i and j. It then

follows that R is isomorphic to the ring S ⊂ Gh(I − {j}) obtained by omitting the

jth factor. Continuing in this manner gives the result, since I is finite.

Our rings of interest are then arbitrary subrings of some product of finitely many

copies of Z, though we wish to consider them as embedded in some minimal such

ring. We give an intrinsic description of these rings as follows.

Proposition 1.3. A ring S is isomorphic to a B-ring R ⊂ Gh(I) for some finite set

I if and only if S is a commutative ring which is of finite rank and torsion-free as a

Z-module, with Q⊗Z R a product of |I| 1-dimensional Q-algebras.

Proof. If R ⊂ Gh(I) is a B-ring then it is certainly commutative and torsion-free,

since Gh(I) is. As a Z-module Gh(I) is finitely generated, so R is of finite rank. For

each pair i, j of distinct elements of I, let ri,j be an element of R satisfying r(i) 6= 0

and r(j) = 0. Then putting si =
∏

j 6=i ri,j for each i ∈ I, we have si(j) 6= 0 if and

only if i = j. Let N =
∏

i∈I si(i) and Ni = N/si(i). For i ∈ I write ei for the

corresponding primitive idempotent of Gh(I). Then

N · ei = Nisi ∈ R,

and so N ·Gh(I) ⊂ R ⊂ Gh(I). Hence

Q⊗Z R ' Q⊗Z Gh(I) '
∏
i∈I

Q,
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i.e. Q⊗R is isomorphic to a product of |I| 1-dimensional Q-algebras.

Suppose S is a commutative ring which is of finite rank and torsion-free as a

Z-module, with Q ⊗Z S a product of 1-dimensional Q-algebras. Then we have an

isomorphism

θ : Q⊗ S →
∏
i∈I′

Q

for some finite indexing set I ′.

Since S is torsion-free, Q⊗S contains a copy of S as the subring 1⊗S ⊂ Q⊗S.

Denote the image θ(1 ⊗ S) by S ′ ⊂
∏

i∈I′ Q, and for each i ∈ I ′ let π̂i denote the

projection map
∏

i∈I′ Q → Q onto the ith factor. Write πi for the restriction of π̂i

to S ′. Since S ′ is of finite rank as a Z-module we must have that πi(S
′) ⊂ Z ⊂ Q

for each i ∈ I ′. We can then regard S ′ as sitting inside Gh(I ′) =
∏

i∈I′ Z ⊂
∏

i∈I′ Q.

We claim that this embedding defines a B-ring. For s ∈ S, write s′ for the element

θ(1⊗ s) of S ′. It remains to show that for each distinct pair i, j ∈ I ′ we can find an

element s ∈ S such that πi(s
′) 6= 0 and πj(s

′) = 0.

Let {fi}i∈I′ be the primitive idempotents of Gh(I ′), and note that π̂j(fi) = 1 if

j = i and π̂j(fi) = 0 otherwise. For each i ∈ I ′, we have fi = θ(qi ⊗ ti) for some

qi ∈ Q and ti ∈ S. Then t′i = θ(1 ⊗ ti) = (1/qi) · θ(qi ⊗ ti) = (1/qi)fi, and so

πi(t
′
i) = 1/qi 6= 0 and πj(t

′
i) = 0 for each j 6= i. Thus t′i satisfies the separability

condition for any j 6= i, and the embedding S ′ ⊂ Gh(I ′) defines a B-ring.

For the remainder of this chapter, let I be some fixed finite set. For a B-ring

R ⊂ Gh(I) and i ∈ I, define a left1 R-module Zi by letting R act on the set Z via

πi, i.e. for r ∈ R, n ∈ Z, put

r · n = r(i)n.

We will later show that all R-modules which are of rank 1 as a Z-module are of the

form Zi for some i ∈ I. One advantage of working with an explicit embedding is

that these modules are immediately obvious. We will occasionally make use of the

intrinsic definition however, as in the following corollary.

We first recall that for a commutative ring R and an R-module N , the functor

HomR(−, N) : R-Mod → R-Mod is left exact. For each non-negative integer l,

let ExtlR(−, N) denote the lth right derived functor of HomR(−, N). For another

R-module M , write ExtlR(M,N) for ExtlR(−, N)(M). For further details see [25]

(Chapter 2).

Corollary 1.4. Let R ⊂ Gh(I) be a B-ring. Then the R-modules ExtlR(Zi,Zj) are

finite for any l ≥ 1 and i, j ∈ I.

Proof. Since RQ = Q ⊗Z R is a product of some finite number of copies of Q, it is

1All further modules will be left modules unless otherwise specified.
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semisimple. Then Q⊗ Zi is a projective RQ-module for any i ∈ I, and so

ExtlRQ
(Q⊗Z Zi,Q⊗Z Zj) = 0

for any l ≥ 1 and i, j ∈ I. By [25] (Proposition 3.3.10) this is isomorphic to

Q⊗Z ExtlR(Zi,Zj),

and so ExtlR(Zi,Zj) is torsion. But it is also finitely generated, so it is finite.

For a finite R-module M , define the rank of M be its rank considered as a finite

group, i.e. the cardinality of a minimal generating set for M .

By the Krull-Schmidt theorem for modules ([16], Section 3.4), for each finite

R-module M we have a well-defined integer recording the number of summands

appearing in a decomposition of M as a direct sum of indecomposable R-modules.

Call this the summand rank of M .

Lemma 1.5. Let R ⊂ Gh(I) be a B-ring, and let i, j ∈ I. Then

HomR(Zi,Zj) '

0 if i 6= j

Zi if i = j.

Proof. Since Zi is generated as an R-module by 1 ∈ Zi, any φ ∈ HomR(Zi,Zj) is

determined by φ(1).

If i 6= j, we can by the definition of a B-ring choose an r ∈ R such that r(i) = 0

and r(j) 6= 0. Then r(j)φ(1) = φ(r · 1) = φ(0) = 0, and so φ = 0.

Suppose i = j. Each m ∈ Z determines a unique map φm ∈ HomR(Zi,Zi) given

by φm(1) = m, and (r · φm)(1) = φm(r · 1) = r(i)φm(1) = φr(i)m(1). Since any

φ : Zi → Zi is determined by φ(1), all maps Zi → Zi are obtained in this way, and

so HomR(Zi,Zi) ' Zi.

Definition 1.6. Let R ⊂ Gh(I) be a B-ring. For distinct i, j ∈ I define

dR(i, j) = min{r(i) | r ∈ R, r(j) = 0, r(i) > 0}.

When the ring R is clear, we will simply write d(i, j).

If s ∈ R is such that s(i) = d(i, j) and s(j) = 0, then s′ = d(i, j) idR−s satisfies

s′(i) = 0 and s′(j) = d(i, j). It follows that d(i, j) = d(j, i) for all i, j ∈ I. Moreover,

if r ∈ R is such that r(i)−r(j) = t for some t ∈ Z, then r′ = r−r(j) idR has r′(j) = 0

and r′(i) = t, hence d(i, j) | t. It follows then that for any m | d(i, j), we have

r(i) ≡ r(j) mod m

for each r ∈ R, and so the R-modules Zi/mZi and Zj/mZj are isomorphic.
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Proposition 1.7. Let R ⊂ Gh(I) be a B-ring, i, j ∈ I. Then

Ext1R(Zi,Zj) '

Zj/d(i, j)Zj if i 6= j

0 if i = j.

Proof. Writing Kl for the kernel of πl : R→ Zl for each l ∈ I, we have a short exact

sequence of R-modules

0→ Ki
ι−→ R

πi−→ Zi → 0,

where ι denotes the inclusion Ki ↪→ R. Applying HomR(−,Zj) for j 6= i, we obtain

a long exact sequence beginning with

0 HomR(Zi,Zj) HomR(R,Zj) HomR(Ki,Zj)

Ext1R(Zi,Zj) Ext1R(R,Zj) . . .

Now Ext1R(R,Zj) = 0 since R is projective, and HomR(Zi,Zj) = 0 by Lemma

1.5. So we obtain a short exact sequence

0→ HomR(R,Zj)
ι−→ HomR(Ki,Zj)

∂−→ Ext1R(Zi,Zj)→ 0,

where ι = HomR(ι,Zj) and ∂ denotes the first connecting homomorphism in the

above long exact sequence.

We will first describe the R-module HomR(Ki,Zj). Consider τ ∈ HomR(Ki,Zj),
and suppose r1, r2 ∈ Ki are such that πj(r1) = πj(r2). Then r1 − r2 belongs to

Kj ∩Ki. We claim that there exists N ∈ Z such that N(r1 − r2) ∈ KjKi. If this is

the case, then we can write

N(r1 − r2) =

p∑
l=1

zjl z
i
l ,

where zjl ∈ Kj, z
i
l ∈ Ki, for 1 ≤ l ≤ p. Then

N(τ(r1)− τ(r2)) = τ(N(r1 − r2)) =

p∑
l=1

zjl · τ(zil ) = 0

since each zjl acts by zero in Zj. Hence

Nτ(r1) = Nτ(r2)

and so τ(r1) = τ(r2).

To show that such an N exists, recall that we can choose for each l ∈ I an sl ∈ R

17



with sl(l
′) 6= 0 if and only if l = l′. For l 6= i, j, then s2l ∈ KjKi. Putting

N =
∏
l∈I
l 6=i,j

sl(l)
2,

we note that

N(r1 − r2) =
∑
l∈I
l 6=i,j

N(r1 − r2)(l)
sl(l)2

s2l ,

and so N(r1 − r2) ∈ KjKi.

Since τ(r) depends only on πj(r) for each r ∈ R, the homomorphism τ factors

through πj|Ki : Ki → Zj. Now πj(Ki) is the submodule D = (d(i, j)) of Zj, and for

each m ∈ Z we have a homomorphism σm : D → Zj given by

σm(d) =
d

d(i, j)
m

for d ∈ D, and all homomorphisms D → Zj are of this form. It follows that every

τ of HomR(Ki,Zj) must then be of the form τm := σm ◦ πj for some m ∈ Z. For

z ∈ Ki we have

τm(z) = σm(πj(z)) =
z(j)

d(i, j)
m,

and so for r ∈ R we have

(r · τm)(z) = (r(j)τm)(z) =
r(j)z(j)

d(i, j)
m = τr(j)m(z),

from which we conclude that HomR(Ki,Zj) ' Zj.
It remains to determine the image of HomR(R,Zj) in HomR(Ki,Zj). Now

HomR(R,Zj) is canonically isomorphic to Zj, and can be regarded as the set of

maps φm,m ∈ Z, where φm(r) = mr(j). Moreover, for z ∈ Ki we have

(ι(φm))(z) = φm(ι(z)) = φm(z) = mz(j) =
z(j)

d(i, j)
d(i, j)m = τd(i,j)m(z),

and so ι maps HomR(R,Zj) onto the submodule generated by τd(i,j). Then

Ext1R(Zi,Zj) ' Zj/d(i, j)Zj

as claimed.

Next suppose i = j. The long exact sequence arising from applying HomR(−,Zi)
to

0→ Ki → R→ Zi → 0

begins as

18



0 HomR(Zi,Zi) HomR(R,Zi) HomR(Ki,Zi)

Ext1R(Zi,Zi) 0 . . .

and so HomR(Ki,Zi) surjects onto Ext1R(Zi,Zi). But by the same argument as

before, this time putting

N =
∏
l∈I
l 6=i

sl(l)
2,

we have that for any τ ∈ HomR(Ki,Zi), the homomorphism τ factors through πi.

But πi(z) = 0 for all z ∈ Ki, so HomR(Ki,Zi) = 0, and hence Ext1R(Zi,Zi) = 0.

Our argument that for any τ ∈ HomR(Ki,Zj), the homomorphism τ factors

through πj applies more generally. We will state it now in a form that will be useful

later.

Lemma 1.8. Let M be a submodule of R, and N a torsion-free R-module where

r acts by r · n = r(j)n for each n ∈ N . Then any homomorphism of R-modules

g : M → N factors through πj|M : M → Zj.

1.1 The spectrum of a B-ring

Let I be a finite set. The spectrum of Gh(I) is given by

Spec Gh(I) =
⊔
i∈I

SpecZ,

and for i ∈ I and P ∈ SpecZ we write Q(i, P ) for the corresponding prime. For π̂i :

Gh(I)→ Z the projection onto the ith factor, and sP the natural map Z→ Z/PZ,

we have

Q(i, P ) = ker(sP ◦ π̂i).

Let S be an arbitrary subring of Gh(I). Since Gh(I) is generated by a finite set of

idempotents, Gh(I) is integral over S, and it follows that the embedding S ⊂ Gh(I)

induces a surjection

Spec Gh(I)→ SpecS

given by Q(i, P ) 7→ Q(i, P )∩S =: qS(i, P ) (see [2] Theorem 5.10). When the subring

in question is clear we will simply write q(i, P ).

Proposition 1.9. Let R ⊂ Gh(I) be a B-ring, let i, j be distinct elements of I, and

let P, P ′ be prime ideals in Z. Then

i. q(i, P ) = q(i, P ′) if and only if P = P ′;

ii. q(i, P ) = q(j, P ′) if and only if P = P ′ = (p) for some rational prime p with

p | d(i, j).
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Proof. It is immediate that for p a rational prime, p idR ∈ q(i, P ) if and only if

P = (p), and this establishes (i).

By the same reasoning, if q(i, P ) = q(j, P ′), then we must have P = P ′. By the

separability condition for i, j, we moreover must have P 6= (0) and so P = (p) for

some rational prime p. It remains to show that q(i, (p)) = q(j, (p)) if and only if

p | d(i, j).

Now if q(i, (p)) = q(j, (p)) then p | r(i) whenever p | r(j) for each r ∈ R. In

particular, p | r(i) whenever r(j) = 0, and so p | d(i, j). Conversely, if p | d(i, j) and

r ∈ q(j, (p)), i.e. r(j) = lp for some l ∈ Z, then r′ = r − lp idR satisfies r′(j) = 0,

and so p | r′(i). Hence p | r(i) and r ∈ q(i, (p)). Since p | d(i, j) implies p | d(j, i),

we also have r ∈ q(j, (p)) whenever r ∈ q(i, (p)), and so q(i, (p)) = q(j, (p)).

Since any surjective homomorphism of rings θ : R→ Z determines a prime ideal

ker θ ⊂ R, we obtain the following.

Corollary 1.10. For a B-ring R ⊂ Gh(I), the modules Zi, i ∈ I, give a complete

irredundant collection of R-modules (up to isomorphism) which are of rank 1 as a

Z-module.

1.2 The Burnside ring

1.2.1 The Grothendieck group associated to a commutative monoid

As we will make use of it repeatedly, we briefly outline the construction of the

Grothendieck group associated to a commutative monoid, see [1] (Chapter 2) for

more details.

Given a commutative monoid M̂ , we wish to associate to M̂ an abelian group M

and a homomorphism of monoids α : M̂ → M , such that for any group H and any

homomorphism of monoids γ : M̂ → H, there exists a unique homomorphism of

groups β : M → H such that γ = β ◦ α. By the usual universal property argument,

if M exists then it must be unique up to isomorphism.

In order to construct M and α, first form the free abelian group F (M̂). Write +

for addition in the monoid M̂ and +′ and −′ for addition and subtraction in F (M̂).

Let I be the subgroup generated by all m +′ n −′ (m + n), m,n ∈ M̂ . Putting

M = F (M̂)/I, and letting α : M̂ → M send m ∈ M̂ to the equivalence class of m

in M , it is clear that M satisfies the universal property above.

Furthermore, if M̂ is a semi-ring with unit, then it is immediate that the construc-

tion above produces a ring M . We say that M is the Grothendieck ring associated

to the semi-ring M̂ .

20



1.2.2 The Burnside ring as a B-ring

Let G be a finite group. The isomorphism classes of finite G-sets form a commutative

semi-ring with unit, with addition given by disjoint union and multiplication given

by cartesian product. The Burnside ring A(G) is the Grothendieck ring associated

to this semi-ring. For a finite G-set X, we write [X] for the isomorphism class of X

in A(G). We will first recall some basic facts about Burnside rings; for proofs and

further details see [24] (Chapter 1).

Let ccs(G) denote the set of conjugacy classes of subgroups of G, and for a

subgroup H ⊂ G write (H) for the corresponding conjugacy class. Each finite

transitive G-set is isomorphic to one of the form G/H for some unique (H) ∈ ccs(G),

and the set

{[G/H] | (H) ∈ ccs(G)}

is a basis for A(G) as an abelian group.

For subgroups H,K ⊂ G, the orbits of G on G/H × G/K can be put into 1-1

correspondence with the set of double cosets H\G/K as follows. For any orbit O

we can choose a representative of the form (H, gK) in O, for some g ∈ G. Two

representatives (H, g1K) and (H, g2K) belong to the same orbit if and only if there

exists a h ∈ H with hg1K = g2K, i.e. if and only if Hg1K = Hg2K. Moreover, for an

orbit O containing an element of the form (H, gK) for g ∈ G, note that H ∩ gKg−1

is the stabilizer of (H, gK), and so O is isomorphic as a G-set to G/(H ∩ gKg−1).
The multiplication operation of A(G) is then given on the transitive G-sets by

[G/H] · [G/K] =
∑

HgK∈H\G/K

[G/(H ∩ gKg−1)].

Rather than working with double cosets, we will instead embed A(G) in a ring where

the multiplication operation is easier to compute.

For a G-set X and subgroup H ⊂ G, write XH for the set of x ∈ X fixed by

each h ∈ H. For subgroups H, J ⊂ G, say that H is subconjugate to J if H is

conjugate to a subgroup of J by some element of G. For each (H) ∈ ccs(G) we have

a well-defined homomorphism of rings

π(H) : A(G)→ Z

known as the mark homomorphism associated to (H), given by putting

π(H)([G/J ]) = |(G/J)H |

for J ⊂ G and extending linearly. Note that |(G/J)H | 6= 0 if and only if H is

subconjugate J , and that |(G/H)H | = [NGH : H], where NGH is the normalizer of

H in G.
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Combining the maps π(H) gives an injective homomorphism

π : A(G)→
∏

(H)∈ccs(G)

Z,

which allows us to regard A(G) as a subring of

Gh(ccs(G)) =
∏

(H)∈ccs(G)

Z,

the ‘ghost ring’ of G.

For H ⊂ G, write πH for π(H); for a ∈ A(G), write a(H) for πH(a).

Lemma 1.11. The embedding A(G) ⊂ Gh(ccs(G)) defines a B-ring.

Proof. We need to show that for non-conjugate subgroups H, J ⊂ G we can find

an a ∈ A(G) with a(H) 6= 0 and a(J) = 0. Now if J is not subconjugate to

H, then a = [G/H] suffices. Otherwise, if J is subconjugate to H then H is not

subconjugate to J , and putting a = [NGJ : J ][G/G]− [G/J ] we have a(J) = 0 and

a(H) = [NGJ : J ] 6= 0.

It follows that we have A(G)-modules Z(H) for each (H) ∈ ccs(G), and all rank

one modules of the Burnside ring are of this form. Similarly we have prime ideals

qA(G)((H), P ) for P ∈ SpecZ, and all prime ideals are of this form. For H ⊂ G

write ZH for Z(H) and q(H,P ) for qA(G)((H), P ). For J ⊂ G not conjugate to H,

write d(H, J) for dA(G)((H), (J)).

For p a rational prime and H ⊂ G, write Op(H) for the smallest normal subgroup

N of H such that H/N is a p-group. We recall the following result due to Dress.

Lemma 1.12 (Proposition 1 of [10]). Let H, J be subgroups of G and p a rational

prime. Then q(H, (p)) = q(J, (p)) if and only if Op(H) is conjugate to Op(J).

Lemma 1.12 together with Proposition 1.9 and Proposition 1.7 then gives the

following description of the degree 1 cohomology of the Burnside ring.

Theorem 1.13. Let H, J be subgroups of G. Then Ext1A(G)(ZH ,ZJ) is non-zero

if and only if (H) 6= (J) and (Op(H)) = (Op(J)) for some p, in which case

Ext1A(G)(ZH ,ZJ) has a unique p-power summand.

Example 1.14. Let p be a rational prime and let G = Cp, the cyclic group of order

p. Write e for the trivial subgroup. As an abelian group, we have

A(G) = Z[G/G] + Z[G/e].
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Now πG([G/G]) = πe([G/G]) = 1, and πG([G/e]) = 0, πe([G/e]) = p. The embed-

ding π : A(G)→ Z× Z is then given by

π([G/G]) = (1, 1),

π([G/e]) = (0, p),

and for the remainder of this example we will regard A(G) as the subring of Z× Z
spanned by these elements. It is clear that for (a, b) ∈ Z× Z we have (a, b) ∈ A(G)

if and only if a ≡ b mod p. Then d(G, e) = p, and so Ext1A(G)(ZG,Ze) ' Ze/pZe.
Let KG be the kernel of the surjective A(G)-module map A(G) → ZG defined

by putting 1A(G) = (1, 1) 7→ 1. KG is cyclic, generated by (0, p), and so we have a

surjection α : A(G) → KG defined by putting (1, 1) 7→ (0, p). The kernel of α is

then generated by (p, 0), and we let β be the surjection A(G)→ ((p, 0)) defined by

putting (1, 1) 7→ (p, 0). Then ker β = KG, and so continuing on in this manner we

obtain a free A(G)-module resolution of ZG given by

. . .
β−→ A(G)

α−→ A(G)
β−→ A(G)

α−→ A(G)→ ZG → 0.

Applying HomA(G)(−,Ze) to the above resolution, and writing α and β for

HomA(G)(α,Ze) : HomA(G)(A(G),Ze) → HomA(G)(A(G),Ze) and HomA(G)(β,Ze) :

HomA(G)(A(G),Ze)→ HomA(G)(A(G),Ze), we obtain a chain complex

0→ HomA(G)(A(G),Ze)
α−→ HomA(G)(A(G),Ze)

β−→ HomA(G)(A(G),Ze)
α−→ . . .

Now HomA(G)(A(G),Ze) is the set of maps φm : A(G) → Ze, m ∈ Z, where

φm(1A(G)) = m. Then

(α(φm))(1A(G)) = φm(0, p) = pm,

and so imα = (φpm)m∈Z. Moreover,

(β(φm))(1A(G)) = φm(p, 0) = 0,

and so ker β = HomA(G)(A(G),Ze). Since HomA(G)(A(G),Ze) is isomorphic to Ze,
it then follows that

ExtlA(G)(ZG,Ze) '

Ze/pZe if l odd

0 if l even.
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Similarly, applying HomA(G)(−,ZG) to the above resolution we obtain

ExtlA(G)(ZG,ZG) '

0 if l odd

ZG/pZG if l > 0 even.

We also obtain a resolution of Ze by swapping the positions of the maps α and

β in the resolution for ZG. Then applying HomA(G)(−,Ze) and HomA(G)(−,ZG) we

obtain

ExtlA(G)(Ze,Ze) '

0 if l odd

Ze/pZe if l > 0 even,

and

ExtlA(G)(Ze,ZG) '

ZG/pZG if l odd

0 if l even.

1.3 Higher Ext groups and Tor

Recall that for a commutative ring R and R-module N , the functor − ⊗R N :

R-Mod → R-Mod is right exact. For each non-negative integer l, let TorRl (−, N)

denote the lth left derived functor of ⊗RN . For another R-module M , write

TorRl (M,N) for TorRl (−, N)(M). For further details see [25] (Chapter 2).

Lemma 1.15. Let R ⊂ Gh(I) be a B-ring, i ∈ I. Then Zi ⊗R Zi ' Zi. If j ∈ I is

distinct from i, then Zi ⊗R Zj ' Zi/d(i, j)Zi ' Zj/d(i, j)Zj.

Proof. Suppose i = j, and let Ki be the kernel of the map πi : R → Zi. Note that

R/Ki ⊗R R/Ki ' R/Ki ([5] Section 4.1, Corollary 2). Then

Zi ⊗R Zi ' R/Ki ⊗R/Ki ' R/Ki ' Zi.

If i 6= j, then for m,m′ ∈ Z, we have m⊗m′ = mm′⊗1 in Zi⊗Zj, and so we have

a surjective homomorphism of R-modules θ : Zi → Zi ⊗ Zj given by m 7→ m ⊗ 1.

Put d = d(i, j) and let r ∈ R be such that r(i) = d and r(j) = 0. Then

θ(d) = d⊗ 1 = r · 1⊗ 1 = 1⊗ r · 1 = 0.

Moreover if m is a positive integer with m < d and θ(m) = 0, then there exists r ∈ R
with r(i) | m and r(j) = 0. But then d | m, a contradiction, and so ker θ = (d(i, j))

and Zi ⊗R Zj ' Zi/d(i, j)Zi.

Recalling Proposition 1.7, we note that for i 6= j we have an isomorphism

TorR0 (Zi,Zj) ' Ext1R(Zi,Zj).
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We will show that this also holds in the next degree up. In order to do this we

first need to identify a family of injective R-modules. For i ∈ I, write Qi for the

R-module structure on the field Q given by r · q = r(i)q.

Lemma 1.16. The R-modules Qi are injective.

Proof. By Baer’s criterion ([7] Theorem 57.14), it is sufficient to show that for any

ideal M ⊂ R and homomorphism of R-modules g : M → Qi, we can extend g to a

homomorphism R→ Qi.

Let

d = min{m(i) | m ∈M,m(i) > 0},

and let m′ ∈M be an element with m′(i) = d. Note that d | m(i) for each m ∈M .

Define ĝ : R→ Qi by

ĝ(r) =
πi(r)g(m′)

d
.

Certainly ĝ is a homomorphism of R-modules, and so it remains to show that ĝ|M =

g. By Lemma 1.8, g factors through πi|M : M → Zi. It follows that if m ∈ M is

such that m(i) = tm′(i) for some t ∈ Z, then g(m) = tg(m′). Then for such an

m ∈M ,

ĝ(m) =
πi(m)g(m′)

d
=
tdg(m′)

d
= tg(m′) = g(m),

and so ĝ is an extension of g.

We also introduce the notion of an i-special R-module as follows.

Definition 1.17. Let M be an R-module and i ∈ I such that for each r ∈ R and

m ∈M we have

r ·m = r(i)m.

Then M is said to be i-special.

Example 1.18. Let M be an R-module and (F•, ∂•) a free R-module resolution

of M , where Fl = R⊕nl . Applying HomR(−,Zi) to F• then gives a chain complex

where each term is of the form HomR(R⊕nl ,Zi) ' Z⊕nli . Since ExtlR(M,Zi) is a

subquotient of such a module, it follows that each ExtlR(M,Zi) is i-special.

Similarly, each ExtlR(Zi,M) is i-special. It follows that the modules ExtlR(Zi,Zj)
are both i-special and j-special. Since we can choose an r ∈ R with r(i) = d(i, j)

and r(j) = 0, it follows that d(i, j) annihilates the modules ExtlR(Zi,Zj).

Lemma 1.19. Let M,N be i-special R-modules for some i ∈ I. Then

i. HomR(M,N) = HomZ(M,N);

ii. M ⊗R N = M ⊗Z N ;

iii. M ⊗R Zi 'M ;
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where the R-module structure on HomZ(M,N) and M⊗ZN is given by r ∈ R acting

by r(i).

Proof. If φ : M → N is a homomorphism of R-modules, then it is certainly a

homomorphism of Z-modules. And if φ′ : M → N is a homomorphism of Z-modules,

then for any r ∈ R and m ∈M ,

φ′(r ·m) = φ′(r(i)m) = r(i)φ′(m) = r · φ′(m)

and so φ is a homomorphism of R-modules. This proves (i), and the proof for (ii) is

similar. For (iii), since Zi is i-special, we have

M ⊗R Zi = M ⊗Z Zi 'M.

Proposition 1.20. Let R ⊂ Gh(I) be a B-ring, and let i, j ∈ I. Then

Ext2R(Zi,Zj) ' TorR1 (Zi,Zj).

Proof. For each l ∈ I write Kl for the kernel of πl : R → Zl. Dimension shifting

(see [4], Proposition 2.5.5) with the short exact sequence

0→ Ki → R→ Zi → 0 (†)

gives isomorphisms

ExtlR(Zi,Zj) ' Extl−1R (Ki,Zj)

for l ≥ 2 and any i, j. Let

0→ Zi → Qi → Qi/Zi → 0

be the short exact sequence associated with the inclusion Zi ↪→ Qi. Since Qi is

injective, Ext1R(Ki,Qi) = 0, and so the long exact sequence arising from applying

HomR(Ki,−) to the above short exact sequence begins as

0 HomR(Ki,Zi) HomR(Ki,Qi) HomR(Ki,Qi/Zi)

Ext1R(Ki,Zi) 0.

By Lemma 1.8, HomR(Ki,Qi) = 0, and we obtain

Ext2R(Zi,Zi) ' Ext1R(Ki,Zi) ' HomR(Ki,Qi/Zi).

Moreover, it is clear that any φ ∈ HomR(Ki,Qi/Zi) must vanish on K2
i , so we can

instead consider the R-module HomR(Ki/K
2
i ,Qi/Zi).
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For z ∈ Ki, write [z] for the element z +K2
i in Ki/K

2
i . Note that for r ∈ R, we

have r − r(i) ∈ Ki, and so

[r − r(i) idR][z] = 0

in Ki/K
2
i for any z ∈ Ki. Hence

r · [z] = [r(i) idR z] = r(i)[z],

and Ki/K
2
i is i-special. Since the R-module Qi/Zi is also i-special, we then have

HomR(Ki/K
2
i ,Qi/Zi) = HomZ(Ki/K

2
i ,Qi/Zi).

Now for a prime p and α ∈ N we have HomZ(Z/pαZ,Q/Z) ' Z/pαZ. Since

Ki/K
2
i is finite, and since the Hom functor respects direct sums, it follows that

HomZ(Ki/K
2
i ,Qi/Zi) ' Ki/K

2
i .

On the other hand, applying − ⊗R Zi to (†) and noting that TorR1 (R,Zi) = 0

since R is projective, we obtain an exact sequence

0 TorR1 (Zi,Zi)

Ki ⊗ Zi R⊗ Zi Zi ⊗ Zi 0.

It is immediate that the map R⊗ Zi → Zi ⊗ Zi is an isomorphism, and so

TorR1 (Zi,Zi) ' Ki ⊗ Zi.

Note that if z1z2 ∈ K2
i , then

z1z2 ⊗ 1 = z1 ⊗ z2(i) = 0

in Ki ⊗ Zi, and so Ki ⊗ Zi ' Ki/K
2
i ⊗ Zi. Moreover Ki/K

2
i is i-special, so by the

previous lemma we have Ki/K
2
i ⊗ Zi ' Ki/K

2
i . Then

Ext2R(Zi,Zi) ' Ki/K
2
i ' TorR1 (Zi,Zi)

as claimed.

Next consider Ext2R(Zi,Zj) with i 6= j. Returning again to our sequence

0→ Zj → Qj → Qj/Zj → 0,

and now applying HomR(Ki,−), we identify Ext2(Zi,Zj) as the cokernel of the map

σ : HomR(Ki,Qj)→ HomR(Ki,Qj/Zj)

induced by the quotient map σ : Qj → Qj/Zj. Again we note that any R-module
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homomorphismKi → Qj must vanish onKiKj, and similarly for any homomorphism

Ki → Qj/Zj, so we can instead consider the cokernel of the map

HomR(Ki/KiKj,Qj)→ HomR(Ki/KiKj,Qj/Zj).

Since the modules Ki/KiKj,Qj, and Qj/Zj are all j-special, this is the same as

considering the cokernel of the map

σ′ : HomZ(Ki/KiKj,Qj)→ HomZ(Ki/KiKj,Qj/Zj).

Let Ki/KiKj have a free part of rank s as an abelian group and write T for the

torsion submodule. Now any Z-module homomorphism Ki/KiKj → Qj must map

the torsion submodule of Ki/KiKj to zero, and so HomZ(Ki/KiKj,Qj) is isomorphic

to Q⊕sj . Similarly, HomZ(Ki/KiKj,Qj/Zj) is isomorphic to (Qj/Zj)⊕s ⊕ T . By

inspection, σ′ maps Q⊕sj onto (Qj/Zj)⊕s, and so

Ext2(Zi,Zj) ' T.

Moving on to TorR1 (Zi,Zj), from the long exact sequence obtained from applying

−⊗R Zj to (†) we have an exact sequence

0→ TorR1 (Zi,Zj) −→ Ki ⊗ Zj
α−→ R⊗ Zj −→ Zi ⊗ Zj → 0,

and so

TorR1 (Zi,Zj) ' ker(α).

Suppose z ⊗ n a non-zero element of kerα. Then z(j) = 0 and so z ∈ Ki ∩ Kj.

By the proof of Proposition 1.7, there exists some N ∈ N with Nz ∈ KiKj. Then

N(z ⊗ n) = 0 in Ki ⊗ Zj, and so z ⊗ n is torsion. Conversely, if some non-zero

z⊗n ∈ Ki⊗Zj is torsion then so is its image in R⊗Zj. But R⊗Zj ' Zj is torsion-

free, so z ⊗ n ∈ ker(α). So kerα is the torsion submodule of Ki ⊗ Zj. Identifying

Ki ⊗ Zj with Ki/KiKj ⊗ Zj ' Ki/KiKj then gives

TorR1 (Zi,Zj) ' T ' Ext2R(Zi,Zj),

for all i, j ∈ I.

1.4 Reducing to the modular case

Fix some rational prime p and put k = Fp. For a B-ring R ⊂ Gh(I), we have an

associated commutative k-algebra R = R ⊗Z k ' R/pR. For i ∈ I, we have an

R-module ki where r acts on the field k by r(i). For an R-module N , write N for
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the associated R-module N/pN . If N is annihilated by p, we will also denote the

associated R-module by N .

Lemma 1.21. Let X be a torsion-free R-module and M an R-module annihilated

by pR. Then

ExtlR(X,M) ' Extl
R

(X,M)

and

TorRl (X,M) ' TorRl (X,M)

for each l ≥ 0.

Proof. First note that for any R-module N , any homomorphism of R-modules φ :

N →M must vanish on pN , and so we have an induced homomorphism φ : N →M .

Similarly, any homomorphism of R-modules ψ : N → M lifts to a homomorphism

of R-modules N →M . It follows that

HomR(N,M) ' HomR(N,M).

Let (F•, ∂•) be a free R-module resolution of X. In particular F• is a free Z-

module resolution of the Z-module X, and so applying −⊗Z k gives a chain complex

over X with homology groups TorZl (X, k). But X is torsion-free so the homology

groups vanish and the chain complex is exact. Since F• is a free R-module resolution,

F• ⊗Z k is a free R-module resolution.

Applying HomR(−,M) to F• ⊗Z k and computing cohomology then computes

the groups Extl
R

(X,M). But HomR(R,M) ' HomR(R,M), so this is the same

as applying HomR(−,M) to F• and taking cohomology, i.e. computing the groups

ExtlR(X,M). The proof for Tor is analogous.

For each i ∈ I, we have a short exact sequence of R-modules

0→ Zi
p−→ Zi → ki → 0. (‡)

Applying HomR(Zi,−) we obtain

0 HomR(Zi,Zi) HomR(Zi,Zi) HomR(ki, ki)

Ext1R(Zi,Zi) Ext1R(Zi,Zi) Ext1
R

(ki, ki)

Ext2R(Zi,Zi) Ext2R(Zi,Zi) . . .

p

p

p

where we make use of the additivity of ExtlR(Zi,−) for each l ≥ 1 to identify each

map ExtlR(Zi,Zi) → ExtlR(Zi,Zi) as multiplication by p, and make use of Lemma

1.21 above to replace each ExtlR(Zi, ki) with Extl
R

(ki, ki).
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Recall that by Example 1.18, each ExtlR(Zi,Zi) is i-special. Then any decom-

position of ExtlR(Zi,Zi) as an abelian group is also a decomposition of R-modules.

For each l ≥ 1 and each rational prime q, let Ml,q be the submodule of ExtlR(Zi,Zi)
annihilated by some power of q. Since ExtlR(Zi,Zi) is finite, it follows that we have

a decomposition of R-modules

ExtlR(Zi,Zi) '
⊕
q

Ml,q

where the sum is over all rational primes q.

For l ≥ 1, let al be the summand rank of Ml,p as defined in the remark following

Corollary 1.4, and let bl be the k-dimension of Extl
R

(ki, ki). Note that for l ≥ 1 the

kernel of the map
(

ExtlR(Zi,Zi)
p−→ ExtlR(Zi,Zi)

)
is a k-vector space with dimension

al. Moreover, the cokernel of this map is also a k-vector space of dimension al, and

so the image of the connecting homomorphism Extl
R

(ki, ki) → Extl+1
R (Zi,Zi) has

dimension bl − al. Hence

al+1 = dimk ker
(

Extl+1
R (Zi,Zi)

p−→ Extl+1
R (Zi,Zi)

)
= dimk im

(
Extl

R
(ki, ki)→ Extl+1

R (Zi,Zi)
)

= bl − al

for l ≥ 1. In order to determine the sequence al, it is then sufficient to compute the

sequence bl. Note that by Proposition 1.7, a1 = 0.

Similarly, applying HomR(Zi,−) to the corresponding short exact sequence for

j ∈ I with j 6= i, writing cl for the summand rank of the p-part of ExtlR(Zi,Zj), and

writing dl for the dimension of Extl
R

(ki, kj), we obtain

cl+1 = dl − cl

for l ≥ 1. By Proposition 1.7, c1 = 1 if p | d(i, j) and c1 = 0 otherwise.

If we instead apply the (covariant) functor −⊗RZj to (‡), we obtain a long exact

sequence

. . . TorR2 (Zi,Zi) TorR2 (ki, ki)

TorR1 (Zi,Zi) TorR1 (Zi,Zi) TorR1 (ki, ki)

Zi ⊗ Zi Zi ⊗ Zi ki ⊗ Zi 0.

p

p

Putting

TorRl (Zi,Zi) =
⊕
q

Nl,q,
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and writing zl for the summand rank of Nl,p, and yl for the dimension of TorRl (ki, ki),

this time we obtain

zl = yl+1 − zl+1

for l ≥ 1.

Repeating with −⊗Zj for j ∈ I with j 6= i, and writing xl for the summand rank

of the p-part of TorRl (Zi,Zj), and wl for the dimension of TorRl (ki, kj), we obtain

xl = wl+1 − xl+1

for l ≥ 1.

Example 1.22. Let G = Cp2 , the cyclic group of order p2. Let e denote the trivial

subgroup and H the subgroup of index p. The Burnside ring A(G) can be regarded

as the subring of Z× Z× Z generated by t1 = (1, 1, 1), t2 = (0, p, p), t3 = (0, 0, p2).

As a k-vector space, A(G) = A(G)⊗ k then has a basis consisting of t1, t2, t3, where

we write ti for the image of ti in A(G).

Now t22 = (0, p2, p2) = pt2, t2t3 = pt3, and t23 = p2t3; hence t2
2

= t2t3 = t3
2

= 0.

It follows that A(G) is isomorphic to the k-algebra A = k[x, y]/(x, y)2. Moreover

since p | d(G,H) and p | d(H, e) we have kG ' kH ' ke, and we can denote the

module simply by k. In order to determine the summand rank of the p-part of

the groups ExtlA(G)(ZU ,ZV ) for U, V ∈ {e,H,G} and l ≥ 1, it is then sufficient to

compute ExtlA(k, k) for l ≥ 1.

Let K be the kernel of the quotient map A → A/(x, y) ' k. Then K '
(x, y) ' k⊕2 as an A-module, and we have a surjection A⊕2 → K with kernel K⊕2.

Continuing in this manner we obtain a resolution

. . .→ A⊕2
l → . . .→ A⊕2 → A→ k → 0.

Applying HomA(−, k) gives a chain complex where all maps are identically zero,

and so ExtlA(k, k) = k⊕2
l

for each l ≥ 0.

Now suppose U ∈ {e,H,G}, let al be the summand rank of the p-part of

ExtlA(G)(ZU ,ZU), and let bl = dim Extl
A(G)

(kU , kU). Computing al corresponds to

solving the recurrence al+1 = bl − al with a1 = 0. Since we already know that

bl = 2l, we can immediately solve the recurrence to obtain

al =
2l + 2(−1)l

3

for l ≥ 1. Similarly, for distinct U, V ∈ {e,H,G}, let cl be the summand rank

of the p-part of ExtlA(G)(ZU ,ZV ), and let dl = dim Extl
A(G)

(kU , kV ). Computing cl

corresponds to solving the recurrence cl+1 = dl−cl where now c1 = 1. Again dl = 2l,
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and solving the recurrence gives

cl =
2l − (−1)l

3

for l ≥ 0.

1.5 B-rings modulo a prime

Let k be any field. For a commutative, finite-dimensional k-algebra A we have a

decomposition of A as a left A-module

A =
n⊕
i=1

Ai

into a finite direct sum of n indecomposable projective A-modules Ai, for some

n ∈ N. Since A is commutative, this is a decomposition of A into indecomposable

local k-algebras. By the usual block theory considerations (see [3] II.5), studying the

cohomology of A is reduced to studying the cohomology of the individual algebras

Ai.

Let I be a finite set and let R ⊂ Gh(I) be a B-ring. Define a relation ∼′p on I

by putting i ∼′p j if and only if p | d(i, j) for i 6= j. Note that by the definition of

d(i, j) this relation is symmetric and transitive, and we write ∼p for the equivalence

relation defined by taking its reflexive closure. Let E denote the set of equivalence

classes of I with respect to ∼p. Let k = Fp and recall that we write R for the

k-algebra R ⊗Z k. For an equivalence class E ∈ E , write kE for the (well-defined)

R-module which is k as an abelian group and where r ·m = r(i)m for i any element

of E. Since pR annihilates kE for each E ∈ E , we can also regard kE as a module

for R.

Lemma 1.23. For each E ∈ E there exists an r ∈ R such that r(i) ≡ 1 mod p for

each i ∈ E and r(j) ≡ 0 mod p for each j /∈ E.

Proof. For each equivalence class E ′ distinct from E, we have an rE′ ∈ R with

rE′(i) 6≡ rE′(j) mod p for i ∈ E and j ∈ E ′. Subtracting rE′(j) if required, we can

assume rE′(j) = 0, and hence p - rE′(i). Replacing rE′ by rp−1E′ if required, we can

assume rE′(i) ≡ 1 mod p. Then putting r =
∏

E′∈E
E′ 6=E

rE′ it is clear that r has the

claimed properties.

Proposition 1.24. We have a surjective homomorphism of R-modules

θ : R→
∏
E∈E

kE

with kernel the radical of R.

32



Proof. We have a homomorphism of R-modules

R→
∏
E∈E

kE

given by

r 7→ (r(i) mod p)E∈E

where i ∈ E. By Lemma 1.23 this homomorphism is surjective. The kernel of

this homomorphism contains pR, and we write θ for the induced surjective homo-

morphism of R-modules. Since
∏

E∈E kE '
⊕

E∈E kE is a semisimple R-module,

the kernel of θ certainly contains the radical of R. It remains to show the reverse

inclusion.

As in the proof of Proposition 1.3, choose for each i ∈ I an element si ∈ R such

that si(j) 6= 0 if and only if j = i. Let si(i) = ptini where ni is coprime to p; put

t = maxi ti and put N =
∏

i∈I ni. Let r ∈ R be such that r(i) ≡ 0 mod p for each

i ∈ I. Putting q = Nrt+1, we have that psi(i) | q(i) for each i ∈ I, and so we can

define integers mi ∈ Z by requiring q(i) = pmisi(i). It follows that

q = p ·
∑
i∈I

misi

and so q ∈ pR. Then the image of q in R is zero, and hence the image of rt+1 in R

is zero, since N is coprime with p.

It follows that the kernel of θ is nilpotent, and hence equal to the radical of

R.

Corollary 1.25. Let R, I and E be as above.

i. R is the direct sum of |E| indecomposable k-algebras;

ii. Each indecomposable k-algebra summand of R is a local k-algebra with maximal

ideal of codimension 1.

iii. the set {kE}E∈E is a complete irredundant set of simple modules for R;

iv. for i, j ∈ I, the modules ki and kj belong to the same block of R if and only if

i ∼p j and hence ki ' kj;

v. the dimension of the block of R corresponding to ki is |E|, the size of the ∼p-
equivalence class of i ∈ I.

Proof. The only part that does not follow immediately is v. For an equivalence

class E, let R′ be the B-ring R′ ⊂
∏

i∈E Z induced by R, and πE : R → R′ the

corresponding homomorphism. Then πE descends to a map R → R
′

and this is

clearly a surjection of k-algebras. Since R
′

has a single block of dimension |E|, the
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block of R corresponding to E has dimension ≥ |E|. Since we can do this for each

equivalence class in E , the block must have dimension |E|.

Corollary 1.26. Let R ⊂ Gh(I) be a B-ring with p - d(i, j) for all distinct i, j ∈ I.

Then R is semisimple.

Proof. Since p - d(i, j) for all distinct i, j ∈ I, we have |E| = |I| and the homomor-

phism θ of Proposition 1.24 is an isomorphism.

Corollary 1.27. Let R ⊂ Gh(I) be a B-ring and let i, j ∈ I be distinct with

d(i, j) = 1. Then

ExtlR(Zi,Zj) = 0

for all l ≥ 0.

Proof. We already have the result for l = 0 by Lemma 1.5.

Since p - d(i, j), the modules ki and kj belong to different blocks of R. Then

Extl
R

(ki, kj) = 0 for each l ≥ 0, and so the p-part of ExtlR(Zi,Zj) is zero for each

l ≥ 1. Since this is true of any prime p, it follows that ExtlR(Zi,Zj) = 0 for all

l ≥ 1.

Corollary 1.28. Let R ⊂ Gh(I) be a B-ring and suppose that distinct elements

i, j of I are such that {i, j} is an equivalence class for the relation ∼p on I. Write

al and cl for the summand ranks of the p-parts of ExtlR(Zi,Zi) and ExtlR(Zi,Zj)
respectively. Then

al =

0 if i odd

1 if i even

cl =

1 if i odd

0 if i even

for all l ≥ 1.

Proof. The algebra R has an indecomposable 2-dimensional k-algebra summand

corresponding to the pair {i, j}, and this summand has a maximal ideal of codi-

mension 1. Any such k-algebra is isomorphic to k[x]/(x2). Note that for n > 1 and

A = k[x]/(xn), we have a free A-module resolution of k given by

. . .
β−→ A

α−→ A
β−→ A

α−→ A→ k → 0

where α(1A) = x and β(1A) = xn−1. It follows immediately that Extlk[x]/(x2)(k, k) = k

for all l ≥ 0, i.e. in the notation of Section 1.4 we have bl = dl = 1 for all l ≥ 1.

The corollary follows by the recurrence relations al+1 = bl − al and cl+1 = dl − cl,
together with the conditions a1 = 0, c1 = 1.
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We rephrase the above corollaries in terms of the Burnside ring of a finite group.

The first was first shown by Solomon in [22].

Corollary 1.29. Suppose p - |G|. Then A(G) is semisimple.

Proof. If p - |G| then certainly p - [NGH : H] = πH([G/H]) for each H ⊂ G. Now

for any distinct pair (H), (J), we must have that H is not subconjugate to J or J is

not subconjugate to H. Suppose H is not subconjugate to J . Then πH([G/J ]) = 0.

But p - πJ([G/J ]), and so p - d(J,H). By Corollary 1.26, A(G) is semisimple.

Recall that for a prime p and H ⊂ G, we write Op(H) for the smallest normal

subgroup N / H such that H/N is a p-group.

Corollary 1.30. Let H, J ⊂ G be subgroups such that Op(H) is not conjugate to

Op(J) for any rational prime p. Then

ExtlA(G)(ZH ,ZJ) = 0

for all l ≥ 0.

Proof. By Lemma 1.12 and Proposition 1.9, we have p - d(H, J) for each p, and the

result then follows by Corollary 1.27.

Corollary 1.31. Suppose p | |G| and p2 - |G|. Let E be the set of equivalence

classes of the relation ∼p on ccs(G), and let E1, . . . , Eq be the equivalence classes of

cardinality 2. ForH ⊂ G and l ≥ 1, writeMH,l for the p-part of ExtlA(G)(ZH ,ZH); for

J ⊂ G not conjugate to H and l ≥ 1, write NH,J,l for the p-part of ExtlA(G)(ZH ,ZJ).

Then

i. each E ∈ E has cardinality ≤ 2,

ii. MH,l is non-zero for some l ≥ 1 if and only if H ∈ Ei for some 1 ≤ i ≤ q,

iii. NH,J,l is non-zero for some l ≥ 1 if and only if {H, J} = Ei for some 1 ≤ i ≤ q,

iv. if H ∈ Ei for some 1 ≤ i ≤ q then

MH,l '

0 if i odd

Z/pZ if i even,

v. if {H, J} = Ei for some 1 ≤ i ≤ q, then

NH,J,l '

Z/pZ if i odd

0 if i even.
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Proof. Suppose E is an equivalence class of cardinality ≥ 3, and consider distinct

conjugacy classes of subgroups (H), (J), (J ′) in E. Without loss of generality we can

assume Op(J) = Op(J ′) = H. Then J/H and J ′/H are p-groups in NGH/H. Since

p2 - |G|, we certainly have p2 - |NGH/H|, so J/H and J ′/H are Sylow p-groups

in NGH/H. Then J/H and J ′/H are conjugate in NGH/H, and so J and J ′ are

conjugate in G, a contradiction. So each class E ∈ E has cardinality at most 2.

For parts ii and iii, we know by Corollary 1.28 that if H ∈ Ei for some i then MH,l

is non-zero whenever l is even, and if {H, J} = Ei for some i then NH,J,l is non-zero

whenever l is odd. If H /∈ Ei for each i, then by part i the block corresponding to

kH is 1-dimensional, and MH,l = 0 for all l ≥ 1. Similarly, if {H, J} 6= Ei for each

i, then H and J belong to distinct equivalence classes and NH,J,l = 0 for all l ≥ 0.

It remains to show parts iv and v. Again by Corollary 1.28 we know that MH,l

has a p-power summand only when l is even, and NH,J,l has a p-power summand

only when l is odd. We still need to show that the p-power summand is in fact

Z/pZ. For NH,J,l this follows from Example 1.18, since d(H, J) annihilates NH,J,l

and p2 - d(H, J) since p2 - |G|. For MH,l note that by dimension shifting this is

the p-part of Extl−1A(G)(KH ,ZH) where KH = kerπH . Since p2 - d(H, J ′) for any

J ′ ⊂ G, and since p | d(H, J ′) if and only if (J ′) = (J), we can construct sH ∈ A(G)

such that sH(J ′) 6= 0 if and only if (H) = (J ′), and such that p2 - sH(H). Now

sH annihilates KH , so it follows that sH annihilates ExtlA(G)(ZH ,ZH), and so a

fortiori sH annihilates MH,l. So any p-power summand of MH,l must be of the form

Z/pZ.

The following is then immediate.

Theorem 1.32. Suppose |G| is square-free. Then for all H, J ⊂ G and l > 0, we

have an isomorphism of A(G)-modules ExtlA(G)(ZH ,ZJ) ' Extl+2
A(G)(ZH ,ZJ).

In order to consider the case where G does not have square-free order, we need

to consider Extl
R

(k, k) for more general k-algebras R. In the following chapter we

consider the problem of computing dim Extl
R

(k, k) for R a commutative local k-

algebra.
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Chapter 2

Cohomology of commutative local k-

algebras

Let k be a field and S a commutative local k-algebra with maximal ideal M and

residue field S/M ' k. For l ≥ 0, put al = dim ExtlS(k, k). In this chapter we

consider the problem of studying the sequence (al)l∈N.

In the first section we observe that we can just as well consider dim TorSl (k, k).

Next we consider the case of the Burnside ring A(G) of a finite group G, and show

that if p2 | |G| then A(G) = A(G) ⊗Z Fp has an indecomposable summand with

corresponding sequence (al) unbounded, and hence there exist subgroups H, J ⊂ G

such that the groups ExtlR(ZH ,ZJ) have unbounded rank.

Turning then to the problem of actually computing the sequence (al) for a given

k-algebra, we consider the family of k-algebras of the form dimM2 = 1 andM3 = 0,

and obtain an explicit description of the numbers al for this family.

In obtaining our results on the Burnside ring, we rely on work of Tate [23] and

Gulliksen [12] on differential graded algebras. In the final part of this chapter, we

give shorter arguments using spectral sequences for some of these results.

2.1 Relating ExtlS(k, k) and TorSl (k, k)

Lemma 2.1. Let (F•, ∂•) be a minimal projective S-module resolution of an S-

module N . Then the maps HomS(∂l, k) : HomS(Fl, k)→ HomS(Fl+1, k) and ∂l⊗Sk :

Fl ⊗S k → Fl−1 ⊗S k are all zero.

Proof. Let X be an S-module with a minimal generating set of cardinality n. Then

dimX/MX = n, and we have a surjective homomorphism of S-modules S⊕n →
X/MX. Since S is free, this map lifts to a surjection S⊕n → X with kernel

contained in M · S⊕n.

It follows that we can choose a minimal resolution (F•, ∂•) of N so that im ∂l ⊂
M · Fl−1 for each l. Since any map S → k vanishes on M, it follows that

HomS(∂l, k) = 0 for each l. Similarly each ∂l ⊗ k has image contained in M ·
(Fl−1 ⊗ k) = 0.

Corollary 2.2. With S as above, dim ExtlS(k, k) = dim TorSl (k, k) for each l ≥ 0.

Corollary 2.3. Let I be a finite set and R ⊂ Gh(I) a B-ring. Then for all i, j ∈ I
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and l ≥ 1, the summand rank of the p-part of TorRl (Zi,Zj) is equal to the summand

rank of the p-part of Extl+1
R (Zi,Zj).

Proof. Suppose i = j. Recall that in Section 1.4 we derived recurrence relations

al+1 = bl − al

and

zl = yl+1 − zl+1

for l ≥ 1, where al is the summand rank of the p-part of ExtlR(Zi,Zi), zl is the

summand rank of the p-part of TorRl (Zi,Zi), and bl and yl are the dimensions of the

k-vector spaces Extl
R

(ki, ki) and TorRl (ki, ki) respectively. By Corollary 2.2 we have

bl = yl. Since our recurrence relations begin with z1 = b1 and a1 = 0, we then have

zl = al+1 for all l ≥ 1.

Similarly, for i 6= j, the relations were

cl+1 = dl − cl

and

xl = wl+1 − xl+1

for l ≥ 1, where cl is the summand rank of the p-part of ExtlR(Zi,Zj), xl is the

summand rank of the p-part of TorRl (Zi,Zj), and dl and wl are the dimensions of

the k-vector spaces Extl
R

(ki, kj) and TorRl (ki, kj) respectively. If ki and kj belong

to different blocks of R then the result is trivially true. Otherwise we have ki ' kj

and can again apply Corollary 2.2 to get dl = wl. Now the relations begin with

x1 = d1 − 1 and c1 = 1, and once more we get xl = cl+1 for all l ≥ 1.

Let G be a finite group. Corollary 1.30 is then equivalent to the following:

Corollary 2.4. Let H, J ⊂ G be subgroups such that Op(H) is not conjugate to

Op(J) for any rational prime p. Then

Tor
A(G)
l (ZH ,ZJ) = 0

for all l ≥ 0.

Corollary 2.5. For H, J ⊂ G, the groups ExtlA(G)(ZH ,ZJ) are of unbounded rank

if and only if the groups Tor
A(G)
l (ZH ,ZJ) are of unbounded rank.

Proof. Suppose H, J ⊂ G are such that the groups ExtlA(G)(ZH ,ZJ) are of un-

bounded rank. We know by Corollary 1.29 that if p is a rational prime with p - |G|
then ExtlA(G)(ZH ,ZJ) has no p-power summand for any l. Since there are only

finitely many primes dividing |G|, there must be some rational prime q such that
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the q-parts of the groups ExtlA(G)(ZH ,ZJ) are also of unbounded rank. Since the

rank of the q-part is the same as the summand rank of the q-part, it follows that

the q-parts of the groups TorRl (ZH ,ZJ) have unbounded rank, and so a fortiori the

groups TorRl (ZH ,ZJ) have unbounded rank. The reverse argument is identical.

2.2 Indecomposable summands of the modular Burnside ring

We have seen already in Section 1.5 that if p is a rational prime with p2 - |G| then

A(G) ⊗Z Fp is a sum of indecomposable uniserial Fp-algebras. Moreover if |G| is

square-free then for arbitrary subgroups H, J ⊂ G, the groups ExtlA(G)(ZH ,ZJ) are

periodic. In this section we show that if p2 | |G| for some rational prime p, then

A(G) has Ext groups of unbounded rank. This is an easy consequence of a result

of Gustafson [13] on the modular Burnside ring together with a result of Gulliksen

[12] on the homology of commutative local noetherian rings.

Let k be a field and recall that a k-algebra S is said to be symmetric if there

exists a k-linear map λ : S → k such that λ(st) = λ(ts) for each s, t ∈ S, and kerλ

contains no non-zero ideals of S. Recall that a chain P0 ( P1 ( . . . ( Pq of prime

ideals of S is said to have length q. Recall that for a commutative ring S the Krull

dimension d(S) is the supremum of the lengths of all chains of prime ideals of S.

The two theorems we need are then as follows.

Theorem 2.6 (Gustafson). If p2 | |G| and k is a field of characteristic p then the

k-algebra A(G)⊗Z k is not symmetric.

Theorem 2.7 (Gulliksen). Let S be a commutative noetherian local k-algebra with

maximal ideal M and with k = S/M. Then the sequence (dim TorSl (k, k))l∈N is

bounded if and only if

d(S) ≥ dimM/M2 − 1.

Lemma 2.8. Let S be a finite-dimensional commutative local k-algebra. Then

d(S) = 0.

Proof. Since S is finite dimensional the maximal ideal M is nilpotent. So it is the

only prime of S, and so d(S) = 0.

Lemma 2.9. Let S be a finite-dimensional commutative local k-algebra with max-

imal ideal M and dimM/M2 = 1. Then S is symmetric.

Proof. Let t ∈ S generateM and note that {1S, t, . . . , tq} is a vector space basis for

S for some q ≥ 0. Define λ : S → k by putting

λ

(
q∑
i=0

ait
i

)
= aq.
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Now if J ⊂ S is a non-zero ideal then we can choose some non-zero element s =∑q
i=0 bit

i in J , and choosem to be minimal such that bm 6= 0. Then tq−ms = bmt
q ∈ J

is not in kerλ, so kerλ contains no non-zero ideals and S is symmetric.

We can then provide our converse to Theorem 1.32 as follows.

Theorem 2.10. If |G| is not square-free then there exist subgroups H, J ⊂ G such

that the groups ExtlA(G)(ZH ,ZJ) have unbounded rank.

Proof. Let p be a rational prime with p2 | |G|. The algebra A(G) = A(G)⊗ZFp is not

symmetric by Theorem 2.6, and so it has an indecomposable k-algebra summand

S which is not symmetric. By Lemma 2.9, the maximal ideal M of S satisfies

dimM/M2 > 1. By Lemma 2.8 and Theorem 2.7 the sequence (dim TorSl (k, k))l∈N

is unbounded, and so by Lemma 2.2 the sequence (dim ExtlS(k, k))l∈N is unbounded.

Let E be the set of equivalence classes on ccs(G) with respect to the equivalence

relation ∼p as defined in Section 1.5. By Corollary 1.25, the summand S corresponds

to some equivalence class E ∈ E , and we have

dim ExtlS(k, k) = dim Extl
A(G)

(kE, kE).

Let H, J be subgroups of G with (H), (J) ∈ E, let αl be the summand rank of

the p-part of ExtlA(G)(ZH ,ZJ), and let βl be the dimension of Extl
A(G)

(kE, kE). By

Section 1.4, we have a recurrence

αl+1 = βl − αl

for l ≥ 0. Since βl is unbounded, it follows immediately that αl is unbounded, and

hence the groups ExtlA(G)(ZH ,ZJ) have unbounded rank.

2.3 The case dimM2 = 1

Recall that for k a field and S a commutative local k-algebra with maximal ideal

M and with S/M ' k, we are interested in determining the sequence (al) =

(dim ExtlS(k, k)). In this section we consider the family of finite-dimensional com-

mutative local k-algebras satisfying dimM2 = 1 and M3 = 0, and give an explicit

description of the sequence (al). We assume that k is algebraically closed and that

char k 6= 2.

Put n = dimM/M2, let v1, . . . , vn generate M, and let w span W =M2. Let

V be the vector space spanned by v1, . . . , vn. The multiplication operation of S then

defines a symmetric k-bilinear form B̂ on V by vivj = B̂(vi, vj)w. Let m be the rank

of B̂ and note that m > 0 since v1, . . . , vn generate the ideal M. Write B for the

corresponding linear map V ⊗ V → k.
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2.3.1 Degenerate cases

Before proceeding with a general analysis we deal with two exceptional cases.

First, if n = 1, then clearly S is isomorphic to the algebra k[x]/(x3). We have

already computed the cohomology groups for this algebra in the proof of Corollary

1.28, and we recall that al = 1 for all l ≥ 0.

Next, if n > 1 and m = 1, then since k is algebraically closed we can suppose

B̂(vi, vj) 6= 0 if and only if i = j = 1. Writing U for the submodule generated by v1,

note that we have an S-module decomposition

M' U ⊕ k⊕n−1.

Moreover, w, v2, . . . , vn span a a sub-module T ⊂ S isomorphic to k⊕n, and it is

clear that S/T ' U . Then dimension shifting using the short exact sequences

0→M→ S → k → 0

and

0→ T → S → U → 0,

and using the fact that ExtlS(−, k) respects direct summands, we obtain

al+1 = dim ExtlS(M, k)

= dim ExtlS(k⊕n−1, k) + dim ExtlS(U, k)

= (n− 1) dim ExtlS(k, k) + dim Extl−1S (k⊕n, k)

= (n− 1)al + nal−1,

for l ≥ 1. Now a0 = 1 and a1 = n, so an easy induction yields al = nl for l ≥ 0.

2.3.2 Constructing a resolution

For the remainder we will assume that n > 1 and m > 1. By diagonalising our

quadratic form and making use of the fact that k is algebraically closed with char-

acteristic not equal to 2, we can assume that our basis of V is chosen so that

B̂(vi, vi) = 1 for 1 ≤ i ≤ m and B̂(vi, vj) = 0 for all other i, j (see e.g. [17] Chapter

1.2). We proceed to describe a minimal resolution of the S-module k.

Let K1 be the kernel of the natural module map S → k. Since B̂ is non-zero,

the map S ⊗k V → S given by
∑

i si ⊗ vi 7→
∑

i sivi is a surjection onto the kernel

K1. We denote the kernel of this map by K2, and begin the resolution by

0→ K2 → S ⊗ V → S → k → 0.

Regarding kerB ⊂ V ⊗V as a subspace of S⊗V , note that K2 = kerB⊕ (W ⊗ V ).
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We then have a map S ⊗ kerB → K2 given by putting

s⊗

(∑
i,j

αi,jvi ⊗ vj

)
7→
∑
i,j

αi,jsvi ⊗ vj

and extending linearly. We claim that this is a surjection. Certainly kerB is in the

image, so it remains to check that w ⊗ vi is in the image for each 1 ≤ i ≤ n. But

since m ≥ 2, for any vi we can choose j 6= i with B̂(vj, vj) = 1, and then vj⊗(vj⊗vi)
is an element of S ⊗ kerB mapping onto w ⊗ vi.

We’d like to continue this process, identifying subspaces Al of the k-vector space⊕∞
r=1 V

⊗r such that we have a resolution given by

. . .→ S ⊗ Al → S ⊗ Al−1 → . . .→ S ⊗ A1 → S → k

where the maps are given by multiplication of the first two terms as above.

We claim that putting A1 = V , and

Al =
l−2⋂
j=0

(
V ⊗j ⊗ kerB ⊗ V ⊗l−2−j

)
for l ≥ 2 gives such a resolution.

Proof. It is clear that we have an S-module map δl : S ⊗ Al → S ⊗ V ⊗l−1 given by

multiplication in the first two positions. In order to show that δl maps into S⊗Al−1,
it is then sufficient to check elements of the form 1⊗ q for q ∈ Al.

Now δl(1⊗ q) = q. Since

q ∈
l−2⋂
j=0

V ⊗j ⊗ kerB ⊗ V ⊗l−2−j

we certainly have that

q ∈
l−2⋂
j=1

V ⊗j ⊗ kerB ⊗ V ⊗l−2−j = V ⊗
(l−1)−2⋂
j=0

V ⊗j ⊗ kerB ⊗ V ⊗(l−1)−2−j.

So q ∈ S ⊗ Al−1 as required.

Since S⊗Al ⊂ S⊗kerB⊗V ⊗l−2 for each l, it is clear that δl−1 ◦ δl = 0, so we do

indeed have a chain complex. It remains to show that the complex is exact, i.e. that

each δl+1 is a surjection onto ker δl. Note that ker δl ⊂M· (S⊗Al) = (V ⊕W )⊗Al.
Now if t ∈ ker δl ∩ (V ⊗ Al) then

t ∈
(
kerB ⊗ V ⊗l−1

)
∩ (V ⊗ Al)

and hence t ∈ Al+1. So the element 1⊗ t of S ⊗ Al+1 maps onto t.
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Suppose t ∈ ker δl ∩ (W ⊗ Al), and write t as

t = w ⊗

(∑
i1,...,il

αi1,...,ilvi1 ⊗ . . .⊗ vil

)
.

For each 1 ≤ i ≤ n, choose some 1 ≤ j(i) ≤ m with j(i) 6= i. Then vj(i) ⊗ vi ∈ kerB

for each 1 ≤ i ≤ n, and so∑
i1,...,il

αi1,...,isvj(i1) ⊗ vi1 ⊗ . . .⊗ vil ∈ Al+1

and ∑
i1,...,il

αi1,...,ilvj(i1) ⊗ vj(i1) ⊗ vi1 ⊗ . . .⊗ vil

is an element of S ⊗ Al+1 mapping onto t.

Finally, since ker δl ⊂M · (S ⊗ Al−1) for each l, the map

HomS(δl, k) : HomS(S ⊗ Al, k)→ HomS(S ⊗ Al+1, k)

is the zero map for each l, and so our resolution is minimal. Then dim ExtlS(k, k) =

dimAl for each l ≥ 1.

2.3.3 Determining Al

Define a non-singular bilinear form Q on V by putting Q(vi, vj) = δi,j. For each

l ≥ 2 we have a non-singular bilinear form Q(l) on V ⊗l by putting

Q(l)(vi1 ⊗ . . .⊗ vil , v′i1 ⊗ . . .⊗ v
′
il
) = Q(vi1 , v

′
i1

) · . . . ·Q(vil , v
′
il
)

and extending linearly.

Now

A⊥l =

(
l−2⋂
j=0

V ⊗j ⊗ kerB ⊗ V ⊗l−2−j
)⊥

=
l−2∑
j=0

(
V ⊗j ⊗ kerB ⊗ V ⊗l−2−j

)⊥
.

Note that kerB is spanned by vectors of the form vi⊗vj for i 6= j, v1⊗v1−vi⊗vi
for 1 ≤ i ≤ m and vj ⊗ vj for j ≥ m+ 1. Putting u =

∑m
i=1 vi ⊗ vi, we have

Q(2)(vi ⊗ vj, u) = 0,

for all i 6= j, and

Q(2)(v1 ⊗ v1 − vi ⊗ vi, u) = 0,
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for 1 ≤ i ≤ m, and

Q(2)(vj ⊗ vj, u) = 0

for j ≥ m + 1, so k · u ⊂ (kerB)⊥. Since kerB has dimension n2 − 1 and Q(2)

is non-singular, it follows that (kerB)⊥ = k · u, and that
⊕

l≥2A
⊥
l is spanned by

tensors of the form v ⊗ u⊗ w for v, w ∈
⊕

l≥0 V
⊗s.

Let F be the free non-commutative k-algebra on v1, . . . , vn and write f for the

element
∑m

i=1 v
2
i of F . The vector space spanned by elements of the form bfc for

b, c ∈ F is then the two-sided ideal I generated by f . Note that F comes with a

natural grading by degree F =
⊕

i≥0 Fi, and that since the ideal I is homogeneous,

this grading descends to the quotient F/I =
⊕

i≥0 Fi/(I ∩ Fi). Since dimA⊥l =

dim I ∩ Fl, and dimV ⊗l = dimFl, the problem of computing the dimension al =

dimAl is then equivalent to the problem of computing dimFl/(I ∩ Fl). In order to

do this we will construct a Gröbner basis for I.

We first recall some results from the theory of non-commutative Gröbner bases

(see [8] Chapter 6 for proofs and further details).

2.3.4 Gröbner bases

Let X denote the set of monomials of F . Introduce a total order on X by first

ordering by degree, and breaking ties with the lexicographic ordering vn > vn−1 >

. . . > v1. Explicitly, if x = vi1 . . . vis and y = vj1 . . . vjs are monomials of the same

degree, we have x > y if and only if there is some 1 ≤ r ≤ s such that ir > jr

and iq = jq for all 1 ≤ q < r. For an element w =
∑

x∈X λxx of F , say that x is

occurring in w if λx 6= 0. To each element w of F , we have a unique element of X

occurring in w which is maximal with respect to the total order, called the leading

monomial of w and denoted LM(w).

For J an ideal of F , let N(J) be the set of monomials which are not leading

monomials of elements of J , and C(J) the subspace of F spanned by the elements

of N(J).

Lemma 2.11 (Proposition 6.1.1 of [8]). We have a vector space decomposition

F = J ⊕ C(J).

For monomials v, w ∈ X, say that w is a subword of v if there exist monomials

w1, w2 ∈ X such that w1ww2 = v. Let G be a set of generators for an ideal J . We

say that G is a Gröbner basis for J if for each j ∈ J there is an element g of G such

that LM(g) is a subword of LM(j).

Lemma 2.12 (Theorem 6.1.4 of [8]). If G is a Gröbner basis for J then N(J) is the

set of monomials which do not contain LM(g) as a subword for any g ∈ G.

Call a (not necessarily distinct) pair (g, f) of elements of F an overlap if we have

LM(g)v = w LM(h) for some monomials v, w in X. We then have the following

recognition condition for Gröbner bases.
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Lemma 2.13 (Theorem 6.1.6 of [8]). If G is a generating set for J , then G is a

Gröbner basis for J if and only if for each overlap g, h ∈ G with LM(g)v = w LM(h),

we have that gv − wh is a linear combination of elements of the form v′g′w′, where

v′, w′ ∈ X, g′ ∈ G, and v′ LM(g′)w′ < LM(g)v with respect to our total ordering of

monomials.

2.3.5 A Gröbner basis for I

Recall that f = v21 + . . . + v2m and I = (f). Certainly f2 = vmf − fvm ∈ I, so the

set G = {f, f2} is a generating set for I. We claim that it is also a Gröbner basis.

The set of leading monomials of G is {v2m, vmv2m−1}. The pair (f, f) is an over-

lap since (v2m)vm = vm(v2m), and the pair (f, f2) is an overlap since v2m(v2m−1) =

(vm)(vmv
2
m−1), and these give all possible overlaps. Now fvm − vmf = f2, and

fv2m−1 − vmf2 = f

(
m−2∑
i=1

v2i

)
+ f2vm −

(
m−1∑
i=1

v2i

)
f,

where all leading monomials appearing are < vmv
2
m−1, so both overlaps satisfy the

conditions of Lemma 2.13. Thus G is a Gröbner basis for I.

Call a word in v1, . . . , vn special if it does not contain v2m or vmv
2
m−1 as a subword.

By Lemma 2.12 the special words then span the vector space C(I), and by Lemma

2.11 we have that al is the number of special words of length l.

2.3.6 Counting special words

Let bl be the number of special words of length l which do not begin with vm, and

let cl be the number of special words of length l that begin with vm.

Given any special word of length l − 1, we have n − 1 special words of length l

not beginning with vm obtained by appending one of v1, . . . , vm−1, vm+1, . . . , vn. So

bl = (n− 1)(bl−1 + cl−1).

Then 1
n−1bl−1 is the number of special words of length l beginning with vm−1, and

also the number of special words of length l beginning with v2m−1. So

cl = bl−1 −
1

n− 1
bl−2.

We then have a system of recurrences for l ≥ 3 with b1 = n− 1, c1 = 1, b2 = n2 − n,

and c2 = n− 1.

Adding the two together and rewriting in terms of the quantity of interest al, we

get

al = (n− 1)al−1 + bl−1 −
1

n− 1
bl−2,
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which we can rewrite as

al = nal−1 − al−2 − (al−1 − nal−2 + al−3).

Noting that a2 = na1 − a0, it then follows by induction that

al = nal−1 − al−2

for all l ≥ 2. If n = 2, it is clear by a further induction argument that we then have

al = l + 1 for all l ≥ 0. Suppose n > 2.

We can express the recurrence as the matrix equation[
al+1

al

]
=

[
n −1

1 0

][
al

al−1

]
,

and repeatedly making use of the recurrence we can rewrite this as[
al+1

al

]
=

[
n −1

1 0

]l [
a1

a0

]
.

Putting the above matrix into Jordan normal form allows us to rewrite this further

as [
al+1

al

]
=

1

θ

[
1 1
n−θ
2

n+θ
2

][(
n+θ
2

)l
0

0
(
n−θ
2

)l
][

n+θ
2

−1
−n+θ

2
1

][
a1

a0

]
,

where θ =
√
n2 − 4. We then get

al =
1

θ2l+1

(
(n+ θ)l+1 − (n− θ)l+1

)
for l ≥ 0.

2.4 Studying (al) with spectral sequences

Let S be a commutative noetherian local ring with maximal ideal M and with

S/M' k. In [23] Tate gives a method for constructing a resolution of the S-module

k which has the structure of a differential graded S-algebra. In [12] Gulliksen uses

this construction to prove Theorem 2.7 together with the following:

Theorem 2.14. With S,M, k as above, let x1, . . . , xn be a minimal generating set

for M and let N be the ideal of S generated by x1, . . . , xn−1. If N is prime then

dim TorSl (k, k) = dim TorSl (S/N, k) + dim TorSl−1(S/N, k)

for each l ≥ 1.
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In this section we use spectral sequences to provide significantly shorter argu-

ments for Theorem 2.14 and a weaker version of Theorem 2.7.

2.4.1 The Grothendieck spectral sequence and Theorem 2.14

We first recall some facts about the Grothendieck spectral sequence, see [25] (Chap-

ter 5.8) for further details. Let B,C, and D be abelian categories with B and C having

enough projectives. Let G : B → C and F : C → D be right exact functors. Then

F ◦ G is right exact, and we write L∗G, L∗F and L∗(F ◦ G) for the corresponding

left derived functors. Suppose that G sends projective objects of B to acyclic objects

for F . Then for each object B in B, we have a first quadrant homological spectral

sequence E with E2 page given by

E2
pq = (LpF) ◦ (LqG)(B),

and with E converging to L∗(F ◦ G)(B).

Proof of Theorem 2.14. Consider the right-exact functors

−⊗S k : S-Mod→ k-Mod,

−⊗S S/N : S-Mod→ S/N -Mod,

−⊗S/N k : S/N -Mod→ k-Mod,

and note that we have a factorisation

−⊗S k = (−⊗S/N k) ◦ (−⊗S S/N).

Note moreover that −⊗SS/N sends projective (i.e. free) S-modules to free S/N -

modules, which are acyclic for − ⊗S/N k. We are then in a situation to apply the

Grothendieck spectral sequence.

Letting k play the rôle of the object B above, the E2 page of our spectral sequence

is then given by

E2
pq = TorS/Np (TorSq (k, S/N), k),

and the sequence converges to TorS∗ (k, k).

Given a projective S-module resolution of any S-module X, it is clear that

tensoring by k produces a chain complex where each term is some number of copies

of the S-module k. It follows that as an S-module, TorSq (k, S/N) is isomorphic to

some number of copies of k for any q ≥ 0, and hence as an S/N -module TorSq (k, S/N)

is isomorphic to some number of copies of the S/N -module k.

Since the ideal N is prime, we have that xln /∈ N for each l ∈ N, and hence

S/N ' k[t], the polynomial ring over k in one variable. We have a projective
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resolution of the k[t]-module k given by

0→ k[t]→ k[t]→ k → 0,

where the map k[t] → k[t] is given by multiplication by t. It follows immediately

that

Tor
k[t]
1 (k, k) ' Tor

k[t]
0 (k, k) ' k

and that Tor
k[t]
l (k, k) vanishes for all l ≥ 2.

The E2 page of our spectral sequence is then given by

E2
pq =

TorRq (k, S/N) if p ∈ {0, 1},

0 otherwise.

Since the maps on the E2 page are of the form ∂2pq : E2
pq → E2

p−2,q+1, all such maps

are zero, and similarly all maps on subsequent pages are zero. So the sequence

converges immediately. Recall that in general the terms on the lth diagonal of E∞

are a set of successive quotients in a filtration of Ll(F ◦ G). Since in this case our

object is in k-Mod, it follows that summing up the terms on the lth diagonal gives

TorAl (k, k). Then

TorAl (k, k) ' TorSl (k, k)⊕ TorSl−1(k, k)

as required.

2.4.2 A weak form of Theorem 2.7

We state our weaker form of Theorem 2.7 as follows.

Theorem 2.15. Let S be a commutative local finite-dimensional k-algebra with

maximal ideal M satisfying S/M ' k and dimM/M2 = 2. For l ≥ 0 put al =

dim TorSl (k, k). Then the sequence (al)l∈N is unbounded.

Proof. Let A = k[x, y], and note that without loss of generality we can suppose S

is a quotient A/I for some ideal I ⊂ (x, y).

Consider the right-exact functors

−⊗A k : A-Mod→ k-Mod,

−⊗A A/I : A-Mod→ S-Mod,

−⊗S k : S-Mod→ k-Mod,

and note that we have a factorisation

−⊗A k = (−⊗S k) ◦ (−⊗A A/I).
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As before, −⊗AA/I sends projective A-modules to S-modules which are acyclic for

−⊗S k.

Moving to the Grothendieck spectral sequence associated to the above factorisa-

tion and the A-module k, we have that the E2 page is given by

E2
pq = TorSp (TorAq (k, S), k),

and this sequence converges to TorA∗ (k, k).

Computing the derived functors of −⊗A k is straightforward: there’s a canonical

minimal projective resolution of the A-module k given by the Koszul resolution

0→ A
β−→ A⊕2

α−→ A→ k → 0 (††)

where α(a, b) = ax+ by and β(a) = a · (y,−x). This gives

TorA1 (k, k) ' k⊕2,

TorA2 (k, k) ' k,

and TorAl (k, k) = 0 for l ≥ 3.

It remains to compute TorAl (k, S). For a ∈ A, write [a] for its image in S.

Applying −⊗A S to (††) we obtain a chain complex

0→ S
β−→ S⊕2

α−→ S → 0,

where α([a], [b]) = [ax + by] and β([a]) = [a] · ([y], [−x]). Let Z be the socle of

S and note that Z = ker β. Let z = dimZ. Then dim im β = dimS − z. But

dim kerα = 2 dimS − (dimS − 1) = dimS + 1, and hence dim TorA1 (k, S) = z + 1.

It is clear that TorA2 (k, S) ' Z ' k⊕z as an S-module. By the same reasoning

as before, each A-module TorAl (k, S) is isomorphic to some number of copies of k.

Since the S-module structure of TorA1 (k, S) is induced by the A-module structure,

it follows that TorA1 (k, S) ' k⊕z+1 as an S-module.

Making use of the fact that TorSl (−, k) respects direct sums, the E2 page of our

spectral sequence is then

...
...

...
...

...

. . . 0 0 0 0 0 . . .

. . . 0 k⊕z TorS1 (k, k)⊕z TorS2 (k, k)⊕z TorS3 (k, k)⊕z . . .

. . . 0 k⊕z+1 TorS1 (k, k)⊕z+1 TorS2 (k, k)⊕z+1 TorS3 (k, k)⊕z+1 . . .

. . . 0 k TorS1 (k, k) TorS2 (k, k) TorS3 (k, k) . . .

. . . 0 0 0 0 0 . . .
...

...
...

...
...
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with maps ∂2p,q : E2
pq → E2

p−2,q+1.

In order to determine E3, note that all maps out of E2
pq are zero for q = 2 and p

arbitrary, and for q arbitrary and p = 0, 1. Similarly all maps into E2
pq are zero for

q = 0. The E3 page is then given by

...
...

...
...

...

. . . 0 0 0 0 0 . . .

. . . 0 coker ∂22,1 coker ∂23,1 coker ∂24,1 coker ∂25,1 . . .

. . . 0 coker ∂22,0 coker ∂23,0 ker ∂22,1/ im ∂24,0 ker ∂23,1/ im ∂25,0 . . .

. . . 0 k TorS1 (k, k) ker ∂22,0 ker ∂23,0 . . .

. . . 0 0 0 0 0 . . .
...

...
...

...
...

with maps ∂3pq : E3
pq → E3

p−3,q+2.

On the E3 page the only potentially non-zero maps are ∂3pq for q = 0 and p ≥ 3,

so it follows that the E4 is given by

...
...

...
...

...

. . . 0 0 0 0 0 . . .

. . . 0 coker ∂33,0 coker ∂34,0 coker ∂35,0 coker ∂36,0 . . .

. . . 0 coker ∂22,0 coker ∂23,0 ker ∂22,1/ im ∂24,0 ker ∂23,1/ im ∂25,0 . . .

. . . 0 k TorS1 (k, k) ker ∂22,0 ker ∂33,0 . . .

. . . 0 0 0 0 0 . . .
...

...
...

...
...

and since all maps ∂4 are ‘out of bounds’ and hence zero, the sequence converges

and the above is the page E∞. As before, summing up the terms on the lth diagonal

then gives TorAl (k, k).

Considering the l = 1 diagonal, note TorS1 (k, k) ' M/M2 ' k⊕2 ' TorA1 (k, k),

and so coker ∂22,0 = 0 and TorS2 (k, k) surjects onto k⊕z+1. This implies a2 ≥ (z + 1).

Considering the l = 2 diagonal, the sum of the three modules appearing is 1-

dimensional, and so in particular dim coker ∂23,0 ≤ 1. Then the map TorS3 (k, k) →
TorS1 (k, k)⊕z+1 has image of dimension at least (z+ 1)(dim TorS1 (k, k))− 1 = 2z+ 1,

and hence a3 ≥ 2z + 1.

For l ≥ 3, the lth diagonal is zero, and so in particular

ker ∂2l−1,1/ im ∂2l+1,0 = 0.

Then for any l ≥ 2, we have

al+2 ≥ dim im ∂2l+2,0 = dim ker ∂2l,1 ≥ (z + 1)al − zal−2.
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Now a2 ≥ z + 1 > za0, and a3 ≥ 2z + 1 > za1, so it follows that al > al−2 for each

l, and hence al →∞ as l→∞.

A small advantage of this proof is that we can say more about the growth of

TorlS(k, k) when S is not symmetric, as in the case of certain summands appearing

in the modular Burnside ring.

Corollary 2.16. Suppose S as above is in addition not symmetric. Then the

sequence (dim TorlS(k, k))l∈N is bounded below by a sequence which grows exponen-

tially.

Proof. The k-algebra S is symmetric if and only if it has a 1-dimensional socle ([9]

Lemma 9). Put z = dim socS and al = dim TorlS(k, k) for l ≥ 0. By the proof of

Theorem 2.15 we have an inequality

al+2 ≥ (z + 1)al − al−2

for each l ≥ 2.

Consider the recurrence

bl+2 = (z + 1)bl − zbl−2

defined for all even l ≥ 2, with b0 = a0 and b2 = a2. We then have[
b2l+2

b2l

]
=

[
z + 1 −z

1 0

]l [
b2

b0

]

for l ≥ 0. We can rewrite this as[
b2l+2

b2l

]
=

1

z − 1

[
z 1

1 1

][
zl 0

0 1

][
1 −1

−1 z

][
b2

b0

]

and obtain

b2l+2 =
(zl+1 − z)(b2 − b0)

z − 1
.

Similarly we can consider the recurrence

bl+2 = (z + 1)bl − zbl−2

defined for all odd l ≥ 3, with b1 = a1 and b3 = a3, and we obtain

b2l+3 =
(zl+1 − z)(b3 − b1)

z − 1
.

Since z > 1, b2 > b0, and b3 > b1, it follows that the subsequences (al)l∈2N and

(al)l∈2N+1 of even and odd terms are both bounded below by sequences which grow
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exponentially. We conclude that the sequence (al)l∈N is bounded below by a sequence

which grows exponentially.

53





Chapter 3

Mackey systems for Burnside rings

A survey of generalisations of the Burnside ring to larger classes of groups is given

in [18]. In this chapter we introduce the notion of a Mackey system in order to

present a new generalisation of the Burnside ring, and establish which properties of

the Burnside ring of a finite group carry forward to this setting.

Let S be the group of permutations of N which fix all but finitely many elements.

In the latter half of the chapter we construct a Burnside ring for S and study this

ring in detail.

Definition 3.1. Let G be a group. A collection of subgroups M of G is a Mackey

system for G if:

1. G ∈M;

2. for H,K ∈M we have H ∩K ∈M;

3. for H ∈M and g ∈ G we have gHg−1 ∈M;

4. for each H,K ∈M there are only finitely many (H,K) double cosets.

Definition 3.2. A G-set X is said to be M-admissible if it is finitely generated (i.e.

has finitely many orbits), and if for any x ∈ X we have StabG(x) ∈M.

Let X be a transitive M-admissible G-set. Then X is isomorphic to the G-set

G/A for some subgroup A ∈ M. Similarly, any M-admissible G-set is isomorphic

to a finite disjoint union of G-sets of the form G/Ai, Ai ∈M.

Proposition 3.3. Let X1, X2 be M-admissible G-sets. Then X1 tX2 and X1×X2

are M-admissible G-sets.

Proof. If x ∈ X1 t X2 then either x ∈ X1 or x ∈ X2, and in each case we have

StabG(x) ∈M. If x1, . . . , xm generates X1 as a G-set and x′1, . . . , x
′
m′ generates X2,

then x1, . . . , xm, x
′
1, . . . , x

′
m′ generates X1 tX2. So X1 tX2 is M-admissible.

Without loss of generality, suppose X1 and X2 are transitive. Then there exist

A1, A2 ∈ M with X1 ' G/A1 and X2 ' G/A2. For (g1A1, g2A2) ∈ G/A1 × G/A2,

we then have StabG((g1A1, g2A2)) = g1A1g
−1
1 ∩ g2A2g

−1
2 ∈M.

In order to show that G/A1 × G/A2 is M-admissible, it remains to show that

it is finitely generated. Let O be an orbit of G/A1 × G/A2. We can choose a

representative (A1, gA2) ∈ O for some g ∈ G. Any other (A1, g
′A2) ∈ G/A1 ×G/A2
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belongs to the same orbit if and only if there is an a ∈ A1 with agA2 = g′A2, i.e. if

and only if g and g′ generate the same (A1, A2)-double coset of G. Since there are

finitely many such double cosets, we have that G/A1 × G/A2 is finitely generated,

and so G/A1 ×G/A2 is M-admissible.

It follows that the isomorphism classes of M-admissible G-sets form a semi-ring

Â(G,M), with addition given by disjoint union, multiplication by cartesian product,

and the identity provided by the isomorphism class of the trivial G-set G/G.

Definition 3.4. The Burnside ring A(G,M) of a group G together with a Mackey

system M is the Grothendieck ring of Â(G,M).

3.1 Examples and basic properties

Example 3.5. Let G be a finite group. Then any collection M of subgroups con-

taining G and closed under conjugacy and intersection is automatically a Mackey

system for G, and the ring A(G,M) naturally embeds in the usual Burnside ring

A(G). When M is the collection of all subgroups of G then A(G,M) is the usual

Burnside ring of G.

Example 3.6. For n a positive integer, let Sn be the symmetric group on n letters.

For a partition λ = (λ1, . . . , λm) of n, let Sλ denote the subgroup Sλ1 × . . . × Sλm
of Sn, called the Young subgroup associated to λ. Let M be the collection of all Sλ

together with their conjugates, as λ ranges over the partitions of n. It is clear that

M is a Mackey system for Sn. For a partition λ, write sλ for the element [Sn/Sλ]

of A(Sn,M). As an abelian group, A(Sn,M) is free on the elements sλ = [Sn/Sλ],

where λ ranges over the partitions of n.

For ν, µ partitions of n and t ∈ Sn, the subgroup Sν∩tSµt−1 of Sn is conjugate to

a unique Young subgroup of Sn, and we denote the corresponding partition ν ∩ µt.
By our description of multiplication in the Burnside ring in Section 1.2.2, we have

sνsµ =
∑

SνtSµ∈Sν\Sn/Sµ

sν∩µt .

To each sλ we can associate a rational character rλ, where for t ∈ Sn, the integer

rλ(t) is the number of elements of S/Sλ fixed by t. Let R(Sn) denote the character

ring of Sn. Our formula above then mirrors the Mackey formula for the product of

induced characters, and so we have a homomorphism of rings A(Sn,M) → R(Sn)

given by mapping sλ 7→ rλ. Since the characters rλ span the character ring R(Sn)

as λ ranges over the partitions of n ([15] Lecture 4), this homomorphism is an

isomorphism of rings A(Sn,M) ' R(Sn).

Example 3.7. Let G be a group and let M be the collection of subgroups of finite

index. This is the ‘finite-G-set-version’ given in [18].
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Example 3.8. For a set A ⊂ N write Sym(A) for the group of permutations of A

fixing all but finitely many elements, and write A′ for the complement of A. For

n ∈ N, write n for the subset {1, . . . , n} ⊂ N. Let S = Sym(N), the restricted

infinite symmetric group. The representation theory of S is studied in [20], and

the stability properties of such are important in the theory of FI-modules (see for

instance [6]).

Let MS be the collection of subgroups of the form H × Sym(A) where A ⊂ N is

cofinite and H ⊂ Sym(A′). We claim that MS is a Mackey system for S.

Proof. Certainly S ∈MS and MS is closed under conjugation.

For cofinite subsets A,B and subgroups H × Sym(A), K × Sym(B) ∈M, let

I = (H × Sym(A)) ∩ (K × Sym(B)) .

Recall Dedekind’s modular law, which states that for subgroups J1, J2, J3, with

J1 ⊂ J2, we have

J2 ∩ J1J3 = J1(J2 ∩ J3).

Putting J1 = Sym(A ∩ B), J2 = I, and J3 = Sym(A′ ∪ B′), and noting that I ⊂
Sym(A′ ∪B′)× Sym(A ∩B), we then have

I = I ∩ (Sym(A′ ∪B′)× Sym(A ∩B))

= (I ∩ Sym(A′ ∪B′))× Sym(A ∩B),

which identifies I as being of the form L × Sym(A ∩ B) with A ∩ B cofinite and

L ⊂ Sym((A ∩B)′).

In order to establish that for any X, Y ∈MS there are only finitely many X\S/Y
double cosets, it is sufficient to show this for X = Y = Sym(A), where A is an

arbitrary cofinite subset of N. Without loss of generality, put A = N − m for

some m ∈ N. Let Ω be the set of distinct m-tuples in N, and note that we have

a bijective correspondence between Ω and the set of cosets S/ Sym(A) by assigning

to a coset σ Sym(A) the tuple (σ(1), . . . , σ(m)). Now Sym(A) acts on Ω, and we

have a bijective correspondence between Sym(A)\S/ Sym(A) and Sym(A)\Ω. Since

we can assign to each orbit in Sym(A)\Ω a tuple (j1, . . . , jm) with all jk ≤ 2m, it

follows that the number of orbits is finite, and hence there are finitely many double

cosets.

Example 3.9. For a set of positive integers A ⊂ Z write A+ for the set A ∪ −A,

and write Sym+(A) for the group of permutations σ on A+ such that σ fixes all

but finitely many elements and such that σ(i) = −σ(−i) for each i ∈ A. When A is

finite, Sym+(A) is the Weyl group of type BC on |A| letters, and the subgroup of

elements which reverse the sign of an even number of elements is the Weyl group of

type D on |A| letters.
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Let WBC = Sym+(N), and let MBC be the collection of subgroups of the form

H×Sym+(A) where A ⊂ N is cofinite and H ⊂ Sym+(A′). Similarly, let WD be the

subgroup of WBC of elements which reverse the sign of an even number of elements,

and let MD be the subset of MBC of subgroups of WD.

By a proof analogous to the one above, MBC is a Mackey system for WBC and

MD is a Mackey system for WD.

Example 3.10. For a rational prime p, let V be the Fp-vector space with basis

E = {e1, e2, . . .}, and for I ⊂ E, write GL(I, p) for the group of invertible linear

transformations on the Fp-span of I which fix some cofinite subset of I. Write I ′

for the complement of I in E. Put G = GL(E, p) and let M be the collection of

subgroups of the form H × GL(I, p), where I ⊂ E is cofinite and H ⊂ GL(I ′, p).

Let M be the smallest set containing M which is closed under conjugation and

intersection.

We claim that M is a Mackey system for G.

Proof. If A ∈ M, then there a cofinite I ⊂ E with GL(I, p) ⊂ A. In order to

establish the double coset property for pairs (A,B), it is then sufficient to show it

for A = B = GL(I, p) and I an arbitrary cofinite subset. Without loss of generality

put I = {ei | i ≥ m} for some m ∈ N.

Given any h, h′ ∈ G, there exists an n ∈ N such that h, h′ fix all ei satisfying

i > n. Let W be the Fp-span of all ei with i > n and let W ′ be the span of all

ei with i ≤ n, and note that V = W ⊕W ′. We can then represent h and h′ by

n× n-dimensional matrices X,X ′ with entries in Fp, where h ·w = w if w ∈ W and

h · w′ = Xw′ if w′ ∈ W ′, and similarly for h′. Note that h and h′ belong to the

same (A,A)-double coset if X can be arrived at from X ′ using row operations on

the rows beyond row m, and column operations on the columns beyond column m.

But using row and column reduction we can replace X,X ′ with matrices Y, Y ′ such

that for i, j ≥ 2m, we have Yij = Y ′ij = δij.

It follows that the number of double cosets is bounded above by the number of

2m× 2m matrices with entries in Fp, and hence there are only finitely many double

cosets.

For a group G and Mackey system M, write ccs(G,M) for the collection of

conjugacy classes of subgroups in M. We record basic properties of the Burnside

ring of a finite group which carry over to the Burnside ring of a group with Mackey

system.

Proposition 3.11. As an abelian group we have

A(G,M) =
⊕

(H)∈ccs(G,M)

Z[G/H].
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Proposition 3.12. For each (H) ∈ ccs(G,M), we have a homomorphism of rings

π(H) : A(G,M)→ Z given by mapping [G/K] for K ∈M to |(G/K)H |.

Proof. The only thing we need to check is that |(G/K)H | is finite. But to each coset

gK fixed by H we can assign a unique double coset HgK = gK. So |(G/K)H | ≤
|H\G/K| is finite.

Proposition 3.13. Combining the maps π(H) for each (H) ∈ ccs(G,M) forms an

injective homomorphism of rings

π : A(G,M)→
∏

(H)∈ccs(G,M)

Z.

Proof. In order to establish injectivity, we first show that we can define a partial

order on ccs(G,M) by putting (H) ≤ (K) whenever H is subconjugate to K. For

a proper inclusion of subgroups H ⊂ K, we can choose a set of double coset rep-

resentatives for H\G/H such that some k ∈ K −H is a representative. Then this

defines a degenerate set of representatives for K\G/K. Since the number of double

cosets is stable under conjugation, it follows that K is not subconjugate to H, and

so ≤ defines a partial order.

Now suppose we have an x ∈ A(G;M) with π(x) = 0. Write x =
∑
aH [G/H],

and let J be maximal with respect to the partial order such that aJ 6= 0. Now

π(J)([G/H]) = 0 whenever J is not subconjugate to H. Then

π(J)(x) = π(J)(aJ [G/J ]) = aJ [NGJ : J ] 6= 0,

a contradiction, and so π is injective.

3.2 Mackey functors

Induction and restriction homomorphisms between Burnside rings are well under-

stood, and typically described in the context of Mackey functors. In this section

we quickly recall the theory of Mackey functors, and give an analogous description

of induction and restriction for the Burnside ring of a group with Mackey system.

There are several ways of defining Mackey functors, here we follow [18].

Let FGI be the category of finite groups, with morphisms injective homomor-

phisms of groups. For a finite group G and g ∈ G, write c(g) for the distinguished

morphism G→ G given by conjugation by g.

For R a commutative ring and A a category, a bifunctor A → R-Mod is a

pair M = (M∗,M
∗), where M∗ is a covariant functor A → R-Mod and M∗ is a

contravariant functor A → R-Mod, with M∗ and M∗ agreeing on objects. For an

object A, we write M(A) for M∗(A) = M∗(A). For a bifunctor FGI → R-Mod

and an injective homomorphism of groups f : H → G, denote by indf the map
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M∗(f) : M(H)→ M(G) and by resf the map M∗(f) : M(G)→ M(H). When f is

an inclusion of groups, write indGH = indf and resGH = resf .

Definition 3.14. A bifunctor (M∗,M
∗) : FGI → R-Mod is said to be a Mackey

functor if:

1. for each distinguished morphism c(g), M∗(c(g)) is the identity map;

2. for f an isomorphism of groups, the composites resf ◦ indf and indf ◦ resf are

the identity map;

3. for inclusions of subgroups H,K ⊂ G,

resGK ◦ indGH =
∑

KgH∈K\G/H

indc(g)|H∩g−1Kg
◦ resHH∩g−1Kg,

where c(g)|H∩g−1Kg is regarded as a map H ∩ g−1Kg → K.

Recall that for a homomorphism of groups f : H → G and a H-set X, we can

define an equivalence relation ∼ on the set G×X by putting (gf(h), x) ∼ (g, h·x) for

g ∈ G, h ∈ H, x ∈ X. Write [g, x] for the equivalence class of (g, x) ∈ G×X. The set

of equivalence classes G×fX then has a natural G-action given by g ·[g′, x] = [gg′, x].

Put R = Z and define a bifunctor M = (M∗,M∗) on objects by sending a finite

group G to the Burnside ring A(G). For f : H → G an injective homomorphism

and X a finite H-set, let indf (X) be the G-set G×f X, and for Y a finite G-set, let

resf Y be the set Y with H-action given by h · y = f(h)y. It is easy to check that

this then defines a Mackey functor. We will now give the appropriate generalisation

for the Burnside ring of an infinite group with Mackey system.

Let GMI be the category whose objects are pairs (H,M) where H is a group and

M is a Mackey system for H. A morphism φ : (H,M)→ (G,N) in GMI is given by

an injective homomorphism of groups H → G (also denoted φ) such that φ(H) is of

finite index in G, φ(M) ∈ N for each M ∈M, and φ−1(N) ∈M for each N ∈ N.

We can identify FGI as a full subcategory of GMI by associating to each finite

group G the pair (G, sub(G)), where sub(G) is the set of subgroups of G.

Proposition 3.15. Define a bifunctor M = (M∗,M
∗) : GMI → Z-Mod on objects

by putting M((H,M)) = A(H,M). For a morphism φ : (H,M) → (G,N), define

M∗(φ) = indφ on an M-admissible H-set X by putting indφX = G ×φ X, and

extend to a homomorphism A(H,M) → A(G,N). Define M∗(φ) = resφ on an N-

admissible G-set Y by putting resφ Y = Y with H-action h · y = φ(h)y, and extend

to a homomorphism A(G,N) → A(H,M). Then M satisfies properties 1 − 3 of

Definition 3.14.

Proof. The only thing to be checked is that the maps indφ and resφ are well-defined,

and the category GMI has been chosen to make sure that they are.
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Indeed, let φ : (H,M)→ (G,N) be a morphism and X an M-admissible H-set.

Then for (g, x) ∈ G ×φ X, we have StabG(g, x) = gφ(StabH x)g−1, which is in N

since StabH x ∈ M. Moreover, since φ(H) is of finite index in G, we can choose

a finite set of (right) coset representatives g1, . . . , gl for φ(H)\G, and since X is

M-admissible we have a finite generating set x1, . . . , xm for X as a H-set. Then

G ×φ X is finitely generated as a G-set by the elements (gi, xj) for 1 ≤ i ≤ l and

1 ≤ j ≤ m.

Similarly, for an N-admissible G-set Y and y ∈ Y , note that we have StabH y =

φ−1(StabG(y)) and StabG y ∈ N, so φ−1(StabG y) ∈M. Moreover, let y1, . . . , ys be a

finite set of generators for Y as a G-set. Then any y ∈ Y is of the form gyk for some

1 ≤ k ≤ s, and hence of the form hgiyk for some 1 ≤ i ≤ l, and so the elements giyk

generate Y as a H-set.

3.3 The restricted infinite symmetric group

In Example 3.8 we introduced the restricted infinite symmetric group S and Mackey

system MS. In order to describe the Burnside ring A(S,MS), we first give a de-

scription of the set of conjugacy classes of subgroups in MS.

Consider the class T of pairs (G,X) where G is a finite group and X is a finite

set with faithful G-action. Write Ĝ for the natural embedding of G in Sym(X). For

pairs (G,X) and (H,Y ) in T and a bijection s : X → Y , note that s induces a

homomorphism of groups ŝ : Ĝ→ Sym(Y ) by requiring

ŝ(g)(y) = s(g(s−1(y)))

for each y ∈ Y and g ∈ Ĝ. Call two pairs (G,X), (H,Y ) isomorphic if there exists a

bijection X → Y which induces an isomorphism of groups Ĝ ' Ĥ. Let T be the set

of isomorphism classes of pairs (G,X) and write [G,X] for the isomorphism class of

(G,X).

Given a subgroup G×Sym(A) ∈MS, the group G acts faithfully on A′, and so we

have a pair (G,A′) in T. Suppose G×Sym(A) and H×Sym(B) are elements of MS

belonging to the same conjugacy class in ccs(S,MS), with say σ (G× Sym(A))σ−1 =

H ×Sym(B) for some σ ∈ S. Since σ conjugates Sym(A) to Sym(B), we must have

that σ induces a bijection s : A′ → B′. The homomorphism G→ H induced by this

bijection is the one induced by the conjugation action of σ, and so the pairs (G,A′)

and (H,B′) are isomorphic. We then have a well-defined map t : ccs(S,MS)→ T .

Given a pair (G,X) in T and an embedding π : X ↪→ N, we have an injective

homomorphism π̃ : G ↪→ S by requiring π̃(g)(π(x)) = π(g · x) for each x ∈ X, and

π̃(g)(y) = y for each y ∈ π(X)′. In this way we can assign to the pair (G,X), and

the embedding π, a subgroup π̃(G)× Sym(π(X)′) in MS. For π′ : X → N another

embedding, any σ ∈ S mapping π(x) to π′(x) for each x ∈ X then conjugates
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π̃(G)× Sym(π(X)′) to π̃′(G)× Sym(π′(X)′), and so to a pair (G,X) we can assign

a well-defined conjugacy class of subgroups in MS.

Suppose pairs (G,X) and (H,Y ) in T are isomorphic, with s : X → Y the

bijection between X and Y inducing the isomorphism, and suppose we have some

fixed embeddings π1 : X → N, π2 : Y → N. Our recipe above allows us to construct

subgroups π̃1(G) × Sym(π1(X)′) and π̃2(H) × Sym(π2(Y )′) in MS. Then for any

σ ∈ S satisfying σ(π2(s(x))) = π1(x) for each x ∈ X, we have that σ conjugates

π̃2(H)× Sym(π2(Y )′) to π̃1(G)× Sym(π1(X)′). Our construction then gives a well-

defined map c : T → ccs(S,MS).

The following is then immediate:

Lemma 3.16. The maps t and c as above are mutually inverse, and define a 1-1

correspondence between T and ccs(S,M).

By Proposition 3.11, A(S,MS) can be regarded as free on the set ccs(S,MS),

and hence on the set T . For a finite group G and finite set X with faithful G-action,

write γ[G,X] for the corresponding Z-basis element of A(S,MS).

Recall that a filtration of a ring R is a collection {Ri}i∈N where each Ri is a

subgroup of R viewed as an abelian group, where Ri ⊂ Ri+1 for each i ∈ N, and

where Ri · Rj ⊂ Ri+j for each i, j ∈ N. We say that the filtration is exhaustive if

R =
⋃
i∈NRi. The graded ring grR associated to an exhaustive filtration {Ri}i∈N of

a ring R is given by

grR =
⊕
i∈N

Qi

where Q0 = R0 and Qi = Ri/Ri−1 for i > 0. Multiplication is defined by putting

(r +Qi−1) · (s+Qj−1) = rs+Qi+j−1

for r ∈ Ri and s ∈ Rj, and extending by distributivity.

Lemma 3.17. Let

An =
∑

[G,X]∈T
|X|≤n

Zγ[G,X].

Then {An}n∈N is an exhaustive filtration of A(S,MS).

Proof. We have already seen in Proposition 3.11 that A(S,MS) =
⋃
nAn. Moreover,

we have seen in Example 3.8 that computing some product

[S/(G× Sym(A))] · [S/(H × Sym(B))]

gives terms of the form [S/(L × Sym(C))] where |C ′| ≤ |A′| + |B′|. It follows then

that An · Am ⊂ An+m.
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Given [G,X], [H, Y ] ∈ T we have a faithful action of G×H on X tY and hence

a well-defined element of T given by [G × H,X t Y ]. Let A be the free abelian

group on the set of ζ[G,X], [G,X] ∈ T . Define a multiplication on A by

ζ[G,X] · ζ[H,Y ] = ζ[G×H,XtY ].

One can check that this makes A into a unital ring, with unity given by the pair

[e, ∅], where e is the trivial group and ∅ is the empty set.

Theorem 3.18. Let grA(S,MS) be the graded ring associated to the filtration

{An}n∈N of A(S,MS). Then grA(S,MS) ' A.

We will defer the proof to the next section.

3.3.1 Constructing the multiplication operation

While we have described a basis of A(S,MS) as an abelian group in terms of the

set T , in order to compute the multiplication operation we are still required to

choose embeddings into N and work with double cosets. In what follows we give a

description of γ[G,X] · γ[H,Y ] only in terms of the pairs [G,X] and [H,Y ].

Let X = {x1, . . . , xn}, Y = {y1, . . . , ym}. A partial injection f : X → Y is a

(possibly empty) set of pairs (xi, yj), with each xi, yj appearing at most once. If

(xi, yj) is a pair contained in f we write f(xi) = yj; otherwise we say that f(xi) is

undefined. Let im f ⊂ Y be the set of all yj ∈ Y such that there exists some xi ∈ X
with f(xi) = yj. Note that the set of partial injections Y → X is just the set of

partial injections X → Y with each pair reversed. Write ∆X,Y for the set of partial

injections X → Y .

For finite groups G and H, with G acting on a finite set X and H acting on a

finite set Y , we have an action of G×H on ∆X,Y , where if

f = {(xi1 , yj1), . . . , (xik , yjk)},

then we put

(g, h) · f = {(g · xi1 , h · yj1), . . . , (g · xik , h · yjk)}.

This partitions ∆X,Y into a set of orbits O for the action of G × H. Consider an

orbit O, and f ∈ O with stabiliser KO ⊂ G×H. Let ZO = (X t Y )− im(f). Since

KO stabilises f , we have a well-defined action of KO on ZO. If G has a faithful

action on X and H has a faithful action on Y , then KO acts faithfully on ZO. So

to pairs (G,X), (H,Y ) in T, and O the set of orbits of G×H on ∆X,Y , we have a

well-defined collection {(KO, ZO)}O∈O in T. Moreover, it is immediate that this is

well-defined up to isomorphism class in T, i.e. to pairs [G,X], [H,Y ] in T we have

a well-defined collection {[KO, ZO]}O∈O in T .
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Theorem 3.19. With notation as above, the multiplication operation in A(S;MS)

is given by

γ[G,X] · γ[H,Y ] =
∑
O∈O

γ[KO,ZO].

Thus we claim that the number of orbits is equal to the number of double cosets

obtained from embeddings of [G,X] and [H,Y ] into S, and moreover that the pairs

[KO, ZO] arising from the above construction are precisely the pairs arising from our

original definition of the multiplication.

Before establishing the correspondence we introduce some notation and make

some preliminary observations. Fix embeddings π1 : X → N, π2 : Y → N such that

xi 7→ i, for 1 ≤ i ≤ n, and yj 7→ j for 1 ≤ j ≤ m. The pairs [G,X] and [H, Y ] in T
then give rise to subgroups U = π̃1(G) × Sym(n′) and V = π̃2(H) × Sym(m′) of S

belonging to MS.

Note that for σ, τ ∈ S, we have σV = τV if σ(j) = τ(j) for 1 ≤ j ≤ m. We then

have UσV = UτV if σ(j) = τ(j) whenever j ∈m and one of σ(j), τ(j) is in n.

If σ ∈ S is such that σ ∈ Sym(A) × Sym(B) for disjoint sets A,B ⊂ N, then

we can define elements σA ∈ Sym(A) and σB ∈ Sym(B) by putting σA(i) = σ(i)

for each i ∈ A, and σB(i) = σ(i) for each i ∈ B. Then σ = σAσB. Similarly, for

a subgroup K ⊂ Sym(A) × Sym(B), write KA for the subgroup {σA | σ ∈ K} of

Sym(A).

Lemma 3.20. We have a bijection between the set U\S/V of (U, V )-double cosets

of S, and the set O of orbits of the action of G × H on the set ∆X,Y of partial

injections X → Y .

Proof. For a partial injection f : X → Y , write Of for the unique orbit to which

f belongs. Given a double coset UσV , define a partial injection fσ : X → Y by

putting f(xi) = yj whenever σ(j) = i with j ∈ m and i ∈ n. We define a map

s : U\S/V → O by putting s(UσV ) = Ofσ .

In order to make sure that this map is well-defined, we need to check that if σ′ ∈ S
is such that UσV = Uσ′V , then fσ and fσ′ are in the same orbit of ∆X,Y . Now if

UσV = Uσ′V then we have uσ′ = σv for some u ∈ U and v ∈ V . We can write

u = π̃1(g)τu and v = π̃2(h)τv, where g ∈ G, h ∈ H, and τ1 ∈ Sym(n′), τ2 ∈ Sym(m′).

Suppose (xi, yj) ∈ fσ, i.e. we have j ∈ n and i ∈m with σ(j) = i. Then

(uσ′) · (π̃2(h−1) · j) = (σv) · (π̃2(h−1) · j)

= (σπ̃2(h)τ2) · (π̃2(h−1) · j)

= (σπ̃2(h)) · (π̃2(h−1) · j)

= σ · j

= i
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and so σ′ · (π̃2(h−1) · j) = u−1 · i = π̃1(g
−1) · i. It follows then that for xi ∈ X

and yj ∈ Y we have (g−1xi, h
−1yj) ∈ fσ′ if and only if (xi, yj) ∈ fσ, and hence

(g, h) · fσ′ = fσ.

We define a map t : O → U\S/V as follows. Given O ∈ O and f ∈ O, choose

any σ ∈ S satisfying σ(j) = i whenever (xi, yj) ∈ f , and σ(j) 6∈ n whenever j ∈ m

is such that j 6∈ im f . If τ ∈ S is another element with this property, we have

σ(j) = τ(j) whenever j ∈ m and one of σ(j), τ(j) is in n, and hence UσV = UτV .

It then makes sense to define t(O) = UσV .

Running the above argument backwards shows that this does not depend on our

choice of f ∈ O, and so the map is indeed well-defined. Moreover it is immediate

that the maps s and t are mutually inverse, so we have a bijection between O and

U\S/V .

Lemma 3.21. Let UσV be a (U, V )-double coset of S, let O = s(UσV ), and let

KO = StabG×H fσ. Consider the element (U, σV ) of the S-set S/U × S/V and put

L = StabS((U, σV )) = π̃1(G)× Sym(n) ∩ σ(π̃2(H)× Sym(m))σ−1

and K = Ln∪σ(m). Then the groups K and KO are isomorphic.

Proof. Given (g, h) ∈ KO and (xi, yj) ∈ fσ, we have (g·xi, h·yj) = (xπ̃1(g)(i), yπ̃2(h)(j)) ∈
fσ, and so the set

nX = {i ∈ n | (xi, yj) ∈ fσ for some yj ∈ Y }

is invariant under the natural action of π̃1(g). It follows then that

π̃1(g) ∈ Sym(nX)× Sym(n− nX)

and hence we have a well-defined element π̃1(g)n−nX . Similarly we define

mY = {j ∈m | (xi, yj) ∈ fσ for some xi ∈ X}

and note that

σπ̃2(h)σ−1 ∈ Sym(σ(mY ))× Sym(σ(m−mY )).

We then define a map φ : KO → K by

φ(g, h) = π̃1(g)n−nXσπ̃2(h)σ−1.

Certainly φ(g, h) ∈ Sym(n ∪ σ(m)), so in order to show that φ(g, h) ∈ K it is

sufficient to show that it stabilises (U, σV ). This will follow from showing that we
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have

φ(g, h) ∈ Sym(n)× Sym(σ(m)− n)

with φ(g, h)n = π̃1(g), and

φ(g, h) ∈ Sym(σ(m))× Sym(n− σ(m))

with φ(g, h)σ(m) = σπ̃2(g)σ−1. This latter equation is clear from the definition of

φ(g, h), so it only remains to show the former.

Now if i ∈ n − nX , then certainly φ(g, h)(i) = π̃1(g)(i). If i ∈ nX , with say

(xi, yj) ∈ fσ, then we have that σ(j) = i. Suppose g · xi = xk. Then we have

(xk, yl) ∈ fσ with h · yj = yl. It follows then that σ(l) = j. Now

σπ̃2(h)σ−1(i) = σπ̃2(h)(j)

= σ(l)

= k

= π̃1(g)(i)

as required, and so φ(g, h)n = π̃1(g).

Conversely, given some element τ ∈ K, it is clear that τ must then be invariant

on n and σ(m). Reversing our argument above, we can then pull back τn along π̃1

to an element of G and τσ(m) along π̃2 to an element of H, and this defines a map

K → KO which is the inverse of φ.

Finally, since

φ(g, h) · (g′, h′) = π̃1(g)n−nXσπ̃2(h)σ−1π̃1(g
′)n−nXσπ̃2(h

′)σ−1

= π̃1(g)n−nX π̃1(g
′)n−nXσπ̃2(h)π2(h

′)σ−1

= π̃1(gg
′)n−nXσπ̃2(hh

′)σ−1

= φ(gg′, hh′),

the map φ is indeed a homomorphism of groups, and so we have K ' KO.

Lemma 3.22. Let KO act on ZO = (X t Y ) − im(f), and K on Z = n ∪ σ(m).

Then (KO, ZO) and (K,Z) are isomorphic.

Proof. Let ψ : ZO → Z be defined by putting xi 7→ i for 1 ≤ i ≤ n, and yj 7→ σ(j)

for all j ∈ m where yj is not in the image of f . Let φ : KO → K be as defined in

the proof of Lemma 3.21. Suppose xi ∈ X. Then

ψ((g, h) · xi) = ψ(xπ̃1(g)(i))

= π̃1(g)(i)

= φ((g, h))ψ(xi).
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Similarly, let yi ∈ Y − im(f). Then

ψ((g, h) · yi) = ψ(yπ̃2(h)(i))

= σπ̃2(h)(i)

= σπ̃2(h)σ−1σ(i)

= φ((g, h))ψ(yi).

The homomorphism KO → Sym(Z) induced by ψ is then the isomorphism φ as

defined in Lemma 3.21, and so the pairs (KO, ZO) and (K,Z) are isomorphic.

This completes the proof of Theorem 3.19. Theorem 3.18 now follows as an easy

corollary:

Proof of Theorem 3.18. With notation as in Lemma 3.17, consider γ[G,X] ∈ An and

γ[H,Y ] ∈ Am. There is a unique partial injection f : X → Y satisfying |(X t Y ) −
im(f)| = |X| + |Y | given by the empty set. We have a corresponding orbit O with

(KO, ZO) = (G×H,X t Y ). Then in grA(S,MS) we have

(γ[G,X] + An−1) · (γ[H,Y ] + Am−1) = γ[G×H,XtY ] + An+m−1,

and so the isomorphism of abelian groups grA(S,MS) → A defined by putting

γ[G,X] + An−1 7→ ζ[G,X] is then an isomorphism of rings.

3.3.2 Mackey system of Young subgroups

Recall that for a composition λ of n, we have a corresponding Young subgroup Sλ of

Sn. Let Y be the collection of all subgroups of the form Mλ = Sλ×Sym(n′) together

with their conjugates (and for λ the empty composition put Mλ = S). It is clear

that Y is a Mackey system for S, and that the set of conjugacy classes ccs(S,Y) is

in 1-1 bijection with the set of partitions. We have a Burnside ring A(S,Y) and a

natural inclusion of rings A(S,Y) ⊂ A(S,MS). Write γλ for the element γ[Sλ,n] of

A(S,Y). Then for another partition µ, we have coefficients cνλ,µ defined by

γλ · γµ =
∑

cνλ,µγν .

In order to describe the coefficients cνλ,µ, we examine how the multiplication rule

described above behaves in the subring A(S,Y).

Let λ = (λ1, . . . , λp) be a partition of n and µ = (µ1, . . . , µq) a partition m. A

numbering of µ by λ is a tuple (ti,j), 0 ≤ i ≤ p, 0 ≤ j ≤ q, such that t0,0 = 0,∑
0≤j≤q

ti,j = λi
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for each 1 ≤ i ≤ p, and ∑
0≤i≤p

ti,j = µj

for each 1 ≤ j ≤ q.

We can also describe numberings in terms of young tableau. Consider the young

tableau associated to µ, and partially number the boxes using the numbers 1, . . . , p

such that each i appears no more than λi times. Call this a tableau numbering of µ

by λ. For 1 ≤ i ≤ p and 1 ≤ j ≤ q, let si,j denote the number of boxes numbered i

in row j of the tableau. For 1 ≤ j ≤ q, let s0,j be the number of boxes in row j left

unnumbered; for 1 ≤ i ≤ p, define si,0 by

λi −
∑

1≤j≤q

si,j,

and put s0,0 = 0. It is clear that the tuple S = (si,j) then describes a numbering of

µ by λ, and that any other tableau numbering of µ by λ which can be obtained by

swapping boxes within the same row gives rise to the same tuple.

Define the join J(λ, µ, T ) of λ and µ with respect to the numbering T to be the

partition ν associated to T viewed as a composition.

Proposition 3.23. The coefficient cνλ,µ is equal to the number of numberings T of

µ by λ such that J(λ, µ, T ) = ν.

Proof. Let f : n→m be a partial injection. We can associate a tableau numbering

of µ by λ to f by putting the number i in the jth box of the tableau if f(l) = j and
i−1∑
k=1

λk < l ≤
i∑

k=1

λk. The orbit of f under the action of Sλ × Sµ then corresponds to

all all tableau formed by swapping boxes within the same row; so to an orbit O we

can associate a numbering TO of µ by λ, and to each numbering we can associate a

unique orbit. Let τ = J(λ, µ, TO). An element of Sλ×Sµ then stabilises f precisely

when it belongs to the subgroup Sτ .

3.3.3 Refining the ghost ring

For sets A,B, write BA for the set of functions A→ B. Then

BA '
∏
a∈A

B,

where a function f : A→ B corresponds to a tuple (f(a))a∈A ∈
∏

a∈AB.

Recall that for a finite group G, we have an embedding

A(G) ↪→ Gh(ccs(G)) =
∏

(H)∈ccs(G)

Z ' Zccs(G),

and we can regard each a ∈ A as a function ccs(G) → Z where a((H)) = π(H)(a).
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Both Zccs(G) and A(G) have Z-module rank equal to | ccs(G)|, and A(G) has finite

index in Zccs(G). Similarly, for G a group and M a Mackey system for G, we have

an embedding

A(G,M) ↪→ Zccs(G,M).

In the case of the restricted infinite symmetric group S, we have seen that

A(S,MS) has countable Z-module rank. However, Zccs(S,MS) does not, and so it

seems reasonable to ask if there is a more suitable choice of ghost ring.

For (H), (K) in ccs(S,MS), write (H) ≤ (K) if H is subconjugate to K, and

recall that by the proof of Proposition 3.13 that this defines a partial order on

ccs(S,MS). For (K) ∈ ccs(S,MS), define

W ((K)) = {(H) ∈ ccs(S,MS) | (H) ≤ (K)}

and let J be the topology on ccs(S,MS) generated by requiring that W ((K)) is

both open and closed, for each (K) ∈ ccs(S,MS)2. Let C(S) ⊂ Zccs(S,MS) be the set

of continuous functions ccs(S,MS)→ Z with respect to the discrete topology on Z.

Proposition 3.24. The embedding π : A(S,MS) ↪→ Zccs(S,MS) has image contained

in C(S).

We first give some preliminary definitions and observations. LetK = G×Sym(A)

for some cofinite set A and some G ⊂ Sym(A′). The action of K partitions the set A′

into a set of orbits OK . We define the signature of K to be the tuple b = (b1, . . . , bm)

recording the size of these orbits in non-increasing order. We define the signature

of a conjugacy class of subgroups (K) to be the signature of any K ′ ∈ (K) and note

that this is well-defined. For a tuple b = (b1, . . . , bm), let
m∑
i=1

bi be the length of b.

Lemma 3.25. For each m ∈ N there are only finitely many (K) ∈ ccs(S,MS) such

that the length of the signature of (K) is ≤ m.

Proof. Suppose (K) ∈ ccs(S,MS) has signature of length m. Then there is some K̂

conjugate to K with K̂ ⊂ Sym(m)× Sym(m′). It follows then that the number of

elements of ccs(S,MS) with signature of length m is bounded above by the number

of subgroups of Sym(m), and hence the number of elements with signature of length

≤ m is finite.

With K as above and σ ∈ S, note that each element of σK must map each orbit

O ∈ OK into σ(O) = {σ(a) | a ∈ O}. It follows that for J ∈ MS, a necessary

2For G a compact Lie group, C the set of conjugacy classes of closed subgroups of G with finite
Weyl group, and (K) ∈ C, let W((K)) = {(H) ∈ C | (H) ≤ (K)}. Then the topology on C
generated by requiring that W((K)) be both open and closed for each (K) ∈ C is precisely the
topology on C induced by the Lie group structure of G. A Burnside ring A(G) can be defined for
G, and an embedding A(G) ↪→ ZC. With respect to the induced topology on C and the discrete
topology on Z, this is an embedding into the set of continuous functions C→ Z. See [11] for details.
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condition for J to fix the coset σK is for J to be invariant on the set σ(O) for each

O ∈ OK , i.e. each σ(O) must be a union of orbits in OJ . For an orbit Q ∈ OJ , we

say that Q is involved in σK if Q ⊂ σ(O) for some O ∈ OK .

Suppose J = H × Sym(B) for some cofinite set B and some H ⊂ Sym(B′). For

Q ∈ OJ and h ∈ H, we have h ∈ Sym(B′ ∩ Q′) × Sym(Q) × Sym(B) and so can

consider the element hB′∩Q′ . We define the expansion of J by Q to be the subgroup

J ′ = H ′ × Sym(B ∪Q) in MS where

H ′ = {hB′∩Q′ | h ∈ H}.

Note that (J) ≤ (J ′), and that if Q is not involved in σK, then J fixes σK if and

only if J ′ does.

Proof of Proposition 3.24. We wish to show that for each a ∈ A(S,MS) the map

ccs(S,MS)→ Z given by (H) 7→ π(H)(a) is continuous. Since each a can be written

as a sum a =
∑

(K)∈ccs(S,MS)
a(K)[S/K] where a(K) ∈ Z for each (K) ∈ ccs(S,MS)

and where only finitely many of the terms a(K) are non-zero, it is sufficient to show

that for each K the map

φ(K) : (H) 7→ |G/KH |

is continuous. In order to show this, it is sufficient to show that the pre-image

Xn of any {n} ∈ Z is open. We will do this for n > 0 by showing that each

Yn = (φ(K))−1([n,∞]) is both closed and open, and then observing that Xn =

Yn ∩ (C(S)− Yn+1). For n = 0 we note that X0 = C(S)− Y1, and for n < 0 we note

that Xn is the empty set.

Suppose n > 0. We claim that there are finitely many maximal elements in Yn

with respect to the subconjugacy partial order. We will show this by establishing

a bound on the length of the signature of a maximal element, and then applying

Lemma 3.25. Let (K) have signature (b1, . . . , bq).

Suppose (J) is maximal, and some orbit Q of J is not involved in any σK in

(G/K)J . Then for J ′ the expansion of J by Q, we have (J ′) ∈ Yn, and (J) ≤ (J ′),

contradicting maximality of (J). So each orbit of J must be involved in some σK

in (G/K)J .

Let (J) have signature (c1, . . . , cr). Any orbit of J of cardinality greater than

b1 clearly can’t be involved in any σK, so we have ci ≤ b1 for each 1 ≤ i ≤ r. It

remains to establish a bound on r.

Each orbit of K can be a union of at most b1 orbits of J , and so each σK fixed

by J can have at most b1q orbits of J involved in it. Since each orbit of J must be

involved in some σK fixed by J , we have φ(K)((J)) ≥ r
b1q

. If r > b1qn, J can not be

maximal, as expanding J by any orbit would give a J ′ with φ(K)((J ′)) ≥ n. So we

must have r ≤ b1qn.

Thus the length of the signature of a maximal element is bounded by b21qn, and
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so there are finitely many maximal elements.

Since (H1) ≤ (H2) implies φ(K)(H1) ≥ φ(K)(H2), we have that

Yn = W (J1) ∪ . . . ∪W (Jp)

for J1, . . . , Jp a complete set of maximal elements in Yn, and hence Yn is both open

and closed.
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Chapter 4

Further B-rings and B′-rings

4.1 Rational representation rings

Let G be a finite group. The isomorphism classes of finite-dimensional rational rep-

resentations (i.e. linear representations over Q) of G form a commutative semi-ring

with unit, with addition given by direct sum and multiplication given by tensoring

over Q. The rational representation ring RQ(G) is the Grothendieck ring associated

to this semi-ring. For φ a finite-dimensional rational representation of G, write [φ]

for the isomorphism class of φ in RQ(G). We will first recall some basic facts about

rational representation rings; for proofs and further details see [7] (Chapter V).

Let cccs(G) denote the set of conjugacy classes of cyclic subgroups of G, and let

φ1, . . . , φr be a complete irredundant set of irreducible finite-dimensional rational

representations. Then r = | cccs(G)|, and as an abelian group RQ(G) is free on the

elements [φ1], . . . , [φr]. For a vector space V and a linear operator A : V → V , write

trA for the trace of A.

For each g ∈ G, we have a well-defined homomorphism of rings

πg : RQ(G)→ Q,

where for a rational representation φ we put

πg([φ]) = trφ(g)

and extend linearly. For a complex linear representation φ and g ∈ G, trφ(g) is an

algebraic integer, so πg has image in Z. For g, g′ ∈ G, πg = πg′ if and only if 〈g〉 is

conjugate to 〈g′〉 in G, where 〈g〉 denotes the cyclic subgroup of G generated by g.

For a cyclic subgroup H = 〈g〉, write πH for the map πg, and for r ∈ RQ(G) write

r(H) for πH(r).

Lemma 4.1. The maps πH combine to give an embedding

π : RQ(G)→
∏

(H)∈cccs(G)

Z,

and this embedding defines a B-ring.

Proof. The only thing we need to check is that for H, J non-conjugate cyclic sub-
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groups, we can find r ∈ RQ(G) with r(H) 6= 0 and r(J) = 0. Given a G-set X,

we have a rational representation ϕX defined on the vector space QX with basis

{ex, x ∈ X}, where ϕX(g)(ex) = eg·x. Then πH([ϕX ]) is just |XH |. So our result

follows from Lemma 1.11.

As in the case of the Burnside ring, for H, J ⊂ G non-conjugate cyclic sub-

groups we write d(H, J) for dRQ(G)((H), (J)). For P ∈ SpecZ we write q(H,P ) for

qRQ(G)((H), P ).

For a rational prime p, each g ∈ G can be written uniquely as g = gugr with gu

having order divisible by p and gr having order coprime to p. Similarly, for H ⊂ G

a cyclic subgroup, we have a decomposition H = Hu × Hr, where Hu is a cyclic

subgroup of elements having p-power order and Hr a cyclic subgroup of elements

having order prime to p. Then Op(H) = Hr.

Proposition 4.2. Let H, J ⊂ G be non-conjugate cyclic subgroups and p a rational

prime. Then p | d(H, J) if and only if Op(H) is conjugate to Op(J).

Proof. If Op(H) is not conjugate to Op(J), then by Lemma 1.12 and Proposition

1.9 there is a G-set X with p - |XH | − |XJ |. Letting ϕX be the corresponding

permutation representation, we then have p - πH([ϕX ])−πJ([ϕX ]), and so p - d(H, J).

The converse follows immediately from a more general result of Serre:

Lemma 4.3 ([21] Section 10.3, Lemma 7). Let A be the subring of C generated by

the |G|th roots of unity, let R(G) be the ring of complex characters, and let χ be

an element of A⊗Z R(G) which takes rational integer values. Then

χ(g) ≡ χ(gr) mod p.

Corollary 4.4. Let H, J ⊂ G be non-conjugate cyclic subgroups and p a rational

prime. Then p | dRQ(G)(H, J) if and only if p | dA(G)(H, J).

Proof. By Proposition 4.2, p divides dRQ(G)(H, J) if and only if Op(H) is conjugate

to Op(J), and by Proposition 1.12 this is the case if and only if p | dA(G)(H, J).

Since RQ(G) is a B-ring, we have that each prime ideal is of the form q(H, (p)),

for H a cyclic subgroup and p a rational prime or zero. Proposition 4.2 together

with Proposition 1.9 then gives the following description of SpecRQ(G).

Corollary 4.5. For H, J cyclic subgroups of G and p a rational prime, q(H, (p)) =

q(J, (p)) if and only if p is a rational prime and Op(H) is conjugate to Op(J).

Write ZH for the RQ(G)-module Z(H). Proposition 4.2 together with Proposition

1.7 then gives the following description of the degree 1 cohomology.
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Corollary 4.6. Let H, J be cyclic subgroups of G. Then Ext1RQ(G)(ZH ,ZJ) is non-

zero if and only if (H) 6= (J) and (Op(H)) = (Op(J)) for some p, in which case

Ext1RQ(G)(ZH ,ZJ) has a unique p-power summand.

Write RQ(G) for RQ(G)⊗ Fp. We then have the following corollaries from the

results of Chapter 1.5 together with Proposition 4.2.

Corollary 4.7. Suppose p - |G|. Then RQ(G) is semisimple.

Proof. By the proof of Corollary 1.29 we have p - dA(G)(H, J) for each pair H, J of

non-conjugate subgroups. Then by Corollary 4.4, p - dRQ(G)(H, J) for each pair H, J

of non-conjugate cyclic subgroups, and by Corollary 1.26 RQ(G) is semisimple.

Corollary 4.8. Let H, J ⊂ G be cyclic subgroups such that Op(H) is not conjugate

to Op(J) for any rational prime p. Then

ExtlRQ(G)(ZH ,ZJ) = 0

for all l ≥ 0.

Proof. By Proposition 4.2, p - d(H, J) for any rational prime p, and the result follows

by Corollary 1.27.

Corollary 4.9. Suppose p | |G| and p2 - |G|. LetH be a non-trivial p-subgroup ofG.

For J ⊂ G a cyclic subgroup and l ≥ 1, write MJ,l for the p-part of ExtlRQ(G)(ZJ ,ZJ);

for K ⊂ G a cyclic subgroup not conjugate to J and l ≥ 1, write NJ,K,l for the p-part

of ExtlRQ(G)(ZJ ,ZK). Then

1. MJ,l is non-zero for some l ≥ 1 if and only if (J) ∈ {(H), (e)},

2. NJ,K,l is non-zero for some l ≥ 1 if and only if {(J), (K)} = {(H), (e)},

3. if (J) ∈ {(H), (e)} then

MJ,l '

0 if l odd

Z/pZ if l even,

4. if {(J), (K)} = {(H), (e)}, then

NJ,K,l '

Z/pZ if l odd

0 if l even.

Proof. Write e for the trivial subgroup of G. Since p2 - |G|, the subgroup H is a

Sylow p-subgroup of G, and all non-trivial p-subgroups of G are conjugate to H.

Then for non-conjugate cyclic subgroups J, J ′ in G, we have p | d(J, J ′) if and only
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if {(J), (J ′)} = {(H), (e)}. Let E be the set of equivalence classes of the relation ∼p
on cccs(G). Then {(e), (H)} is the only class of cardinality 2, and all other classes

have cardinality 1. The remainder of the proof follows that of Corollary 1.31.

Corollary 4.10. Suppose |G| is square-free. Then for all cyclic subgroupsH, J ⊂ G,

ExtlRQ(G)(ZH ,ZJ) is either zero for all l ≥ 1, or periodic with period 2.

4.2 B′-rings

Another natural candidate for consideration within the framework of B-rings is the

ordinary representation ring R(G) of a finite group G, i.e. the Grothendieck ring as-

sociated to the semi-ring of isomorphism classes of finite-dimensional complex linear

representations. However R(G) ⊗Z Q is not necessarily a product of 1-dimensional

Q-algebras, and so by Proposition 1.3, R(G) is not isomorphic to a B-ring. The

obvious thing to do is relax this condition.

Definition 4.11. A B′-ring is a commutative torsion-free reduced ring which is of

finite rank as a Z-module.

This raises the question of the appropriate embedding for such a ring. For I

a finite set and AI = {Ai}i∈I a multiset of subrings of rings of algebraic integers,

define Gh′(I) =
∏

i∈I Ai. For a subring R ⊂ Gh′(I) let πi be the projection R→ Ai

corresponding to i ∈ I. For r ∈ R write r(i) for πi(r).

Proposition 4.12. A ring S is a B′-ring if and only if there exists a finite set I and

a multiset AI of subrings of rings of algebraic integers, together with an isomorphism

S ' R ⊂ Gh′(I) such that for each distinct pair i, j ∈ I, there exists an r ∈ R with

r(i) 6= 0 and r(j) = 0, and such that for each i ∈ I, the associated projection map

πi : R→ Ai is surjective.

Proof. Since Q⊗Z S is a finite-dimensional commutative reduced Q-algebra, by the

Artin-Wedderburn theorem ([4] Theorem 1.3.5) we have an isomorphism

θ : Q⊗ S →
∏
i∈I

Ei,

for some finite set I and some multiset EI = {Ei}i∈I of finite field extensions of Q.

For each i ∈ I, let A′i be the ring of algebraic integers of Ei. As in the proof of

Proposition 1.3, we identify R = θ(1⊗ S) as a subring of
∏

i∈I A
′
i isomorphic to S.

For each i ∈ I we have a projection map

πi : R→ A′i

onto the factor corresponding to i ∈ I. Let Ai be the subring πi(R) ⊂ A′i. We

can then regard R as sitting inside Gh′(I) =
∏

i∈I Ai. The remainder of the proof

follows that of Proposition 1.3.
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For I a finite set, AI = {Ai}i∈I a multiset of subrings of rings algebraic integers,

and R ⊂ Gh′(I) a B′-ring, define an R-module structure on Ai by

r · n = r(i)n.

For the remainder of this chapter let I be some fixed finite set and AI some multiset

of subrings of rings of algebraic integers.

We restate results on B-rings which follow in this more general setting without

any adjustment.

Lemma 4.13. Let R ⊂ Gh′(I) be a B′-ring. Then the modules ExtlR(Ai, Aj) are

finite for any l ≥ 1 and i, j ∈ I.

Lemma 4.14. Let R ⊂ Gh′(I) be a B′-ring. Then

HomR(Ai, Aj) '

0 if i 6= j

Ai if i = j.

Recall that for R ⊂ Gh(I) a B-ring, we defined positive integers d(i, j) for

distinct i, j ∈ I such that

i. Ext1R(Zi,Zj) ' Zj/d(j, i)Zj;

ii. q(i, (p)) = q(j, (p)) if and only if p | d(i, j).

We can’t define d(i, j) as before, as we do not necessarily have an ordering on a

given subring of a ring of algebraic integers.

Definition 4.15. Let R ⊂ Gh′(I) be a B′-ring, and for j ∈ I let Kj be the kernel

of the map πi : R→ Aj. For i ∈ I with i 6= j, define dR(i, j) to be the ideal πi(Kj)

of Aj. When the ring R is clear, we will simply write d(i, j).

While it no longer makes sense to ask if d(i, j) = d(j, i), we do however have the

following.

Lemma 4.16. Ai/d(i, j)Ai ' Aj/d(j, i)Aj.

Proof. Note that

d(i, j) = πi(Kj) ' Kj/(Kj ∩Ki) ' (Ki +Kj)/Ki.

Since R/Ki ' Ai, we have

Ai/d(i, j) '(R/Ki)/((Ki +Kj)/Ki)

' R/(Ki +Kj)

' (R/Kj)/((Ki +Kj)/Kj)

' Aj/d(j, i).

77



For A a subring of a ring of algebraic integers, E its field of fractions, and J ⊂ A

an ideal, we can define an A-submodule of E

J−1 = {e ∈ E | eJ ⊂ A}.

If A is a principal ideal domain, then J = (j) for some j ∈ A, and J−1 = (j−1). Then

we have an isomorphism of A-modules J−1/A ' A/J. We can state the equivalent

of property i above.

Proposition 4.17. Let R ⊂ Gh′(I) be a B′-ring, i, j ∈ I. Then

Ext1R(Ai, Aj) '

d(j, i)−1/Aj if i 6= j

0 if i = j.

Proof. We first recall the proof of Proposition 1.7, most of which goes through in

this more general setting. Putting Ki = kerπi, and letting ι denote the inclusion

Ki → R, we have

Ext1R(Ai, Aj) ' HomR(Ki, Aj)/ι(HomR(R,Aj)),

where ι = HomR(ι, Aj).

Suppose i 6= j, and recall that any homomorphism of R-modules Ki → Aj factors

through πj|Ki : Ki → d(i, j). We can then rewrite the above as

Ext1R(Ai, Aj) ' HomAj(d(i, j), Aj)/σ(HomAj(Aj, Aj)),

where σ denotes the inclusion d(i, j) ↪→ Aj and σ = HomAj(σ,Aj).

Since HomAj(d(i, j), Aj)/σ(HomAj(Aj, Aj)) is finite, it is torsion. Then for any

homomorphism of Aj-modules τ : d(i, j) → Aj, there exists some n ∈ Z such that

nτ is given by multiplication by some element a in Aj. Let E be the field of fractions

of Aj. Then τ is given by multiplication by a/n ∈ E. It follows that each e ∈ E
with e · d(i, j) ⊂ Aj gives rise to a homomorphism of Aj-modules d(i, j)→ Aj, and

all homomorphisms are of this form. So we get

HomAj(d(i, j), Aj) ' d(i, j)−1

with d(i, j)−1 as defined above. Moreover this isomorphism sends the submodule

σ(HomAj(Aj, Aj)) of HomAj(d(j, i), Aj) to the submodule Aj of d(j, i)−1, so we have

Ext1R(Ai, Aj) ' d(j, i)−1/Aj

as claimed.

If i = j, again any homomorphism Ki → Ai factors through πi(Ki) = 0, and so
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Ext1(Ai, Ai) = 0.

Let I be a finite set and AI a multiset of subrings of rings of algebraic integers.

The spectrum of Gh′(I) is given by

Spec Gh′(I) =
⊔
i∈I

SpecAi,

and as before, for i ∈ I and P ∈ SpecAi we write Q(i, P ) for the corresponding

prime. For each i ∈ I, let ei be the corresponding idempotent of Gh′(I). Let

R ⊂ Gh′(I) be a B′-ring. Since the projection maps πi : R → Ai are all surjective,

for any x ∈ Gh′(I) we can find elements xi ∈ R such that

x =
∑
i∈I

eixi.

Now since each ei is trivially integral over R, it follows that Gh′(I) is integral over

R, and so we have a surjection

Spec Gh′(I)→ SpecR

given by Q(i, P ) 7→ Q(i, P ) ∩ R =: qR(i, P ). For P ∈ SpecAi and J an ideal of Ai,

write P | J for J ⊂ P .

We can now state our equivalent of Proposition 1.9.

Lemma 4.18. Let R ⊂ Gh′(I) be a B′-ring and suppose P ∈ SpecAi is such that

P | d(i, j). Then there exists Q ∈ SpecAj with q(i, P ) = q(j,Q) and Q | d(j, i).

This follows from the slightly more general result:

Lemma 4.19. Suppose P is a proper ideal of Ai with P | d(i, j). Then the set

Q = {r(j) ∈ Aj | r ∈ R, r(i) ∈ P}

is a proper ideal of Aj, with Q | d(j, i).

Proof. It is clear that Q is an abelian group and that d(j, i) ⊂ Q. For q ∈ Q and

a ∈ Aj, we can choose r, s ∈ R with r(j) = q, r(i) ∈ P , and s(j) = a. Then rs ∈ R
satisfies (rs)(i) ∈ P and (rs)(j) = qa. So aq ∈ Q and Q is an ideal of Aj.

Put P̂ = {r(i) ∈ Ai | r ∈ R, r(j) ∈ Q}. Certainly P ⊂ P̂ . We claim that

P̂ ⊂ P and hence P̂ = P . Consider p̂ ∈ P̂ , and let r ∈ R be such that r(i) = p̂ and

r(j) = q ∈ Q. By the definition of Q, there then exists r′ ∈ R with r(j) = q and

r′(i) = p for some p ∈ P . Put t = r−r′. Then t(j) = 0 and hence t(i) ∈ d(i, j) ⊂ P .

But t(i) = p̂ − p ∈ P and hence p̂ ∈ P . So P̂ = P . Now if Q = Aj then it is

clear from the definition that P̂ = Ai. But P̂ = P is proper so Q is proper, as

required.
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4.2.1 Character rings

Let G be a finite group. The isomorphism classes of finite-dimensional complex rep-

resentations (i.e. linear representations over C) of G form a commutative semi-ring

with unit, with addition given by direct sum and multiplication given by tensoring

over C. The representation ring R(G) is the Grothendieck ring associated to this

semi-ring. For φ a finite-dimensional representation of G, write [φ] for the isomor-

phism class of φ in R(G). We will first recall some basic facts about representation

rings; for proofs and further details see Chapter V of [7].

Let cc(G) denote the set of conjugacy classes of G, and let φ1, . . . , φr be a com-

plete irredundant set of irreducible finite-dimensional complex representations. Then

r = | cc(G)|, and as an abelian group R(G) is free on the elements [φ1], . . . , [φr]. For

g ∈ G, write (g) for the conjugacy class of g.

For each g ∈ G, we have a well-defined homomorphism of rings

πg : R(G)→ C

where for a complex representation φ we put

πg([φ]) = trφ(g)

and extend linearly. Let A be the ring of algebraic integers and recall that for a

complex representation φ and g ∈ G, trφ(g) is an algebraic integer. For g ∈ G, we

have a subring Ag of A given by all πg(r), r ∈ R(G). For g, g′ ∈ G, we have πg = πg′

if and only if (g) = (g′).

It follows that the homomorphisms πg allow us to embed R(G) as a subring

of
∏

(g)∈cc(G)Ag. It is clear in the sense of Definition 4.11 that R(G) is a B′-ring.

However the embedding just defined is not in general a B′-ring embedding in the

sense of Proposition 4.12.

Example 4.20. Let G = C3, the cyclic group of order 3. Let ω be the algebraic in-

teger e2πi/3 and A the subring of C generated by ω. We can identify R(G) as the sub-

ring of Z×A×A which as a Z-module is spanned by the elements (1, 1, 1), (1, ω, ω2),

and (1, ω2, ω). Let t denote the element (1, ω, ω2) and note that t2 = (1, ω2, ω).

Now the regular representation of C3 corresponds to the element (3, 0, 0) of R(G),

so we certainly have the separability condition verified for the first slot. However,

we claim that there is no x = (x1, x2, x3) ∈ R(G) with x2 = 0 and x3 6= 0. Since

R(G) is spanned by the elements 1R(G), t, t
2, for any element y ∈ R(G) we can find

some polynomial fy with integer coefficients such that fy(t) = y. Suppose we have

fx(t) = x with x as above. Then x2 = 0 implies that fx(ω) = 0, in which case

x3 = fx(ω
2) = 0, since ω and ω2 are both roots of the minimal polynomial for ω

over Z.
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For each (H) ∈ cccs(G), fix some choice of g ∈ G satisfying (〈g〉) = (H), and

write πH for πg and AH for Ag.

Proposition 4.21. The maps πH combine to give an embedding

π : R(G)→
∏

(H)∈cccs(G)

AH ,

and this embedding defines a B′-ring.

Proof. Any rational representation of G is automatically a complex representation,

so our verification of the separability condition for the rational representation ring

in the proof of Lemma 4.1 is also a verification of the separability condition for the

claimed embedding above.

It remains to show that this is indeed an embedding. We know we have an

embedding

ι : R(G) ↪→
∏

(g)∈cc(G)

Ag,

and we can regard our map π as the map ι followed by the map

α :
∏

(g)∈cc(G)

Ag →
∏

(H)∈cccs(G)

AH

given by dropping the additional slots.

Suppose then that x ∈ R(G) is such that π(x) = 0. If x 6= 0, then ι(x) 6= 0, and

so x is only non-zero in the slots dropped by the map α. Since πg(x) is an algebraic

integer, for each (g) ∈ cc(G) we can find some fg ∈ Z[y] such that fg(πg(x)) ∈
Z − {0}, and hence we can find some polynomial f and some g ∈ G such that

f(x) ∈ kerπ is integer-valued and πg(f(x)) is non-zero.

So we can assume that x ∈ kerπ is integer-valued. But for any integer-valued

virtual character y we have that y(g) = y(h) whenever g and h generate conjugate

cyclic subgroups ([14] Lemma 5.22). It follows then that πH(x) 6= 0 for (H) = (〈g〉),
a contradiction. So ker π = 0 and π is an embedding.
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