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of the weighted horizontal magnetic gradient to solar compact and
eruptive events, 2018, Advances in Space Research, 61, 595-602

Korsós, M. B., and Ruderman, M. S.:On Flare and CME Pre-
dictability Based on Sunspot Group Evolution, 2016, ASP Confer-
ence Series, Vol. 504. San Francisco: Astronomical Society of the
Pacific, 43

iii



Abstract

In this thesis, our aim was to further test and develop our WGM

flare prediction method. First, we extended the number and GOES
flare intensity range of the previously applied data sample to re-
inforce the two diagnostic properties of the WGM method. This
extended statistical sample confirmed that the characteristic pre-
flare behaviour of the WGM and distance (Dpn) parameters both
need to appear concurrently for a follow-up flaring to take place
in a δ-spot. Furthermore, we verified the relationship between the
value of highest flare class intensity (from B- to X-class) of a flaring
AR and the maximum value of WGM . Also, the new sample reaf-
firmed the linear connection between the duration of the converging
and diverging motions of the barycenters of opposite polarities up
to flare onset.

Next, we further probed the WGM method, by applying it to
magneto-hydrodynamic simulations modelling solar-like flares. The
pre-flare evolution of WGM and the behavior of Dpn at various
heights identified in the simulated sample δ-type AR were inves-
tigated as a case study. We identified the optimum heights where
Dpn yielded the earliest sign of pre-flare behaviour, compared its
to photospheric counterpart. These loci in height, found for being
most beneficial for predicting flares, agree reasonably well with the
heights of the occurrence of flares themselves. We also estimated the
expected time of flare onsets from the durations of the converging-
diverging motion of the barycenters of opposite polarities before each
flare. The estimated onset time and the actual time of occurrence
of each flare were in good agreement at the corresponding optimum
heights.

Finally, based on the analyses of the simulated flaring AR cases,
we proposed to extend our studies into 3D embracing a solar at-
mospheric region from the photosphere into low corona. To make
advances, over a dozen of ARs were analysed. We showed that if the
optimum height is between 1000-1800 km in the solar atmosphere
then this would allow us to increase the flare prediction with 3.2 hrs
±2.5 hours lead time.
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Chapter 1

Introduction

1.1 The Sun

If we compare the Sun with the other stars in the Universe, then we can say that
the Sun is not unique in this context. It is a standard, medium-sized “ball of
gas” already half way through its lifetime. However, the Sun is very important
for us. Our star is at the centre of the Solar System and provides energy for
the Earth. Furthermore, studying the Sun with its proxy offers researchers a
unique insight into stellar structures and astrophysical plasmas.

The Sun contains 99.8% of the mass of our entire solar system, and it is
nearly all in plasma state. About 70% of our star consists of hydrogen, while the
rest is mostly helium, with much smaller quantities of heavier elements, such as
oxygen, iron, magnesium and silicon. Every second, 4.26 · 109 kg of the Sun’s
mass is converted into energy by nuclear fusion reactions taking place inside the
solar core. At the Sun’s equator, the rotation period is approximately 26 days,
and it increases with latitude to about 35 days near the poles. This feature is
called the differential rotation and occurs due to the rotation of this gaseous
plasma body. The solar plasma is held together by gravity, and gravitational
forces create tremendous pressure and temperatures in the core. Encasing the
core, the solar interior consists of three other layers, namely: the radiative zone,
the tachocline, and the convective zone (see Fig. 1.1). The basic properties of
each region are:

• Core: The solar core extends up to 0.25% of the radius of the Sun (R�

1



2 CHAPTER 1. INTRODUCTION

Figure 1.1: Cartoon view of the structure of the Sun. Credit:Wikipedia Com-
mons/kelvinsong.

is 695 508 km). Here, the plasma is under massive pressure and is highly
compact, therefore, the temperature reaches about 15.5 million K. The
extreme temperature and pressure provide the conditions necessary for
the nuclear fusion of hydrogen. Through quantum tunnelling, hydrogen
nuclei are able to cross the Coulomb barrier, which allows fusion to occur
enough to fundamentally power a total solar luminosity of 3.8·1033 ergs−1.
Helium is produced by the fusion of hydrogen nuclei, through two basic
avenues: the carbon-nitrogen-oxygen (CNO)-cycle, and, more importantly
in the case of our Sun, the proton-proton (p-p) chain.

• Radiative zone: The radiative zone lies above the core from 0.25 to 0.75
R�. The γ-rays of the p-p chain continuously scatter in this high-density
region when they meet free electrons, protons and atomic nuclei. The
γ-rays are absorbed by atomic nuclei, therefore, the energy or particle
motions do not increase in the plasma. The random travel through the
radiative zone under this process means that protons from the core take
on average about 1 million years to reach the surrounding convective zone.

• Tachocline: This is a 0.04 R� thin region between the radiative zone and
the differentially rotating convective zone. The tachocline is where the
solid body rotation mutates rapidly into differential rotation, which causes
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the region to have a very large shear in velocity. The shearing process is
the key to the so-called solar dynamo mechanism which generates the
solar magnetic field. The differential rotation is the power that alters the
poloidal magnetic field and enables it to become toroidal field.

• Convective zone: This most outer part of the solar interior starts from
0.75 R� and reaches all the way up to the surface, the latter known as the
photosphere. The temperature drop enables the recombination process of
electrons and ions. The absorption of photons heats up localised plasma
elements and forms convective cells. The convective cells carry hot gas
from the lower part of the convective zone (as deep as from the tachocline)
to the photosphere, where it cools down. After the cooling, the material
is transported back into the deeper layers, and the process starts again.

In the outer part of the Sun (the solar atmosphere), the first layer is the
photosphere. There is a point where the transparency of the Sun changes from
100% down to 0%, where the surface becomes truly opaque, and the temperature
decreases until a minimum is reached. Upwards from the photosphere it is easy
to see the further distinct regions of the atmosphere, namely, the chromosphere,
the transition region and the corona. Let us briefly discuss there atmospheric
regions.

• Photosphere: This is the layer from which the majority of Sun’s energy is
radiated, in the form of light. The absorption lines in the solar spectrum
help us to discover the diverse magnetic field topology of the photosphere
in great detail. Due to the Zeeman splitting (see later in Sec. 2.1.1) of
magnetically sensitive lines, measurements of the local magnetic field can
be performed. We may distinguish quiet Sun, active Sun and the polar
magnetic fields at the solar surface based on magnetic field measurements.
The quiet Sun magnetic fields are ephemeral regions which rise with the
convective flows. They are observed as an intra-granular network. The
active regions (ARs) contain stronger and more compact magnetic field el-
ements than quiet Sun magnetic fields. When the magnetic field strength
of the AR is just a few hundred Gauss (G) then, it is called facule, but
when the value reaches 1000-3000 G and it becomes spatially more ex-
tended (a few Mm), the area is termed a sunspot. The number and
magnetic field strength of ARs follow the 11-year solar cycle (see later in
Sec. 1.3). Solar physics researchers, including us, pay particular attention
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to the magnetically complex solar ARs, because they are the source of the
biggest eruptions of the Solar System (i.e. the source of flares and coronal
mass ejections (CMEs)).

• Chromosphere: The temperature and the plasma density of the chromo-
sphere vary substantially with height above the photosphere. At first, the
temperature decreases with height - from about 6000 K at the photosphere
to about 4000 K a couple hundred kms higher up. Strangely, temperatures
begin to increase in the upper reaches of the chromosphere, rising up to
a few tens of thousands K. The plasma density decreases approximately
from 2 · 10−4 kg/m3 to less than 1.6 · 10−11 kg/m3. The magnetic flux
tubes, even in the ARs, rapidly expand with height as the ambient gas
pressure drops. The chromosphere is normally hidden from our view, be-
cause it is drowned out by the brightness of the underlying photosphere.
The chromospheric features are mostly examined in the Hα line which is
a specific wavelength of red light (656 nm) emitted by hydrogen atoms
in the Sun’s atmosphere. Some other wavelengths of ultraviolet light also
help us see into the chromosphere, especially into the hotter, higher sec-
tions near the transition region. Here, the main observed features are
filaments and prominences that rise up through this area into the solar
corona. Furthermore, most of the solar flares occur somewhere in the
chromosphere.

• Transition Region: This is a highly dynamic part of the solar atmosphere.
It is an extremely thin layer (in solar term) serving as the border between
the chromosphere and the solar corona. Here, the temperature grows very
quickly from a few tens of thousands to about two million K.

• Corona: The corona is the outer part of the solar atmosphere. During
total solar eclipses, it is seen as a white crown surrounding the Sun. Fur-
thermore, we can investigate the corona with a special instrument called
the coronagraph that allows us to view the corona at all times, not only at
an eclipse. The overall shape of the corona changes with the solar cycle.
Coronal features include a large variety of magnetic structures, such as e.g.
coronal loops, streamers, plumes and corona holes. Primarily electrons,
protons and alpha particles that escape from the Sun’s powerful gravity
and stream out from the corona along the magnetic field lines extending
into interstellar space make up the solar wind [Parker, 1958]. This stream



1.2. ACTIVE REGIONS 5

of energised, charged particles varies in density, temperature and speed
over time, especially during impulsive flares and CME occurrences.

Figure 1.2: Temperature and density in the solar atmosphere. Credit: NASA

The 1D VAL atmospheric column model [Vernazza et al., 1981] is used
to infer basic parameters of the solar atmospheric layers described above. Fig.
1.2 demonstrates that the characteristic height, temperature, number density,
magnetic field and the dominance of gas pressure over magnetic pressure in
the case of the quiet Sun is in good agreement with spectroscopic observations.
Despite the fact that the solar atmosphere is much more complex and dynamic,
the VAL atmospheric model has still been widely used for decades in various
form.

1.2 Active Regions

The major solar eruptions originate from the magnetically strong ARs, which
appear on the solar surface as sunspot groups, as we mentioned above in the
paragraph discussing the photosphere. One of the important elements to be
investigated in this work is the ARs. Originally, the convective cells and the
tachocline are the cradle of the ARs. The 11-year and the associated 22-year
solar cycle are strongly influenced by the combination of convective currents,
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which bring the charged plasma from the deep to the photosphere and cause
the differential rotation of the convection zone. The continuous strong shearing
builds up the magnetic field in the azimuthal direction. The magnetic pressure
associated with these azimuthal field lines (B2/8π) forces out the infused plasma
(pi) in order to maintain a pressure balance with the surrounding plasma (p0):

pi +
B2

8π
= p0. (1.1)

The absence of plasma gives rise to buoyancy force within the field-lines
[Abbett and Fisher, 2003]. The rising flux tubes interact with the turbulent con-
vective flows and make a tangled, Ω-shaped structure of magnetic field lines,
forming an AR, visible above the photosphere. The magnetic field is pushed
around by fluid motions at the photosphere continuously, because the gas pres-
sure exceeds the magnetic pressure in this highly dynamic granular environment.

Sunspots are observed to be depressed compared to the brightness of the
surrounding plasma [see a review by van Driel-Gesztelyi and Green, 2015]; this
is known as the Wilson depression [Loughhead and Bray, 1958]. Sunspots are
made up of two distinct parts. The outer region is the brighter penumbra with
a fibril structure, see Fig. 1.3. The dark central part of the sunspot is called
the umbra. Umbrae are dark because they are cooler than the surrounding
photosphere. A strong vertical field (1000-4000 G) rises from the umbra, while
in the outer penumbra, the horizontal component of the field dominates. The
strong and highly vertical fields inhibit convective cells from replenishing the
area with hot plasma from the deep convection zone. Evershed [1909] observed
an outward flow from umbrae through the penumbrae which advects heat away
[Schlichenmaier and Solanki, 2003]. Furthermore, a downflow was found within
umbrae, below the surface [Duvall et al., 1996]. In addition to this, outside of
penumbra boundaries, a further moat outflow creates a small ring where line-
of-sight (LOS) magnetic field is week [Brickhouse and Labonte, 1988]. This flow
also advects the heat from convective cells, away from penumbrae [Fox et al.,
1991]. Convective upflows encounter and are forced outward by the mostly
horizontal field lines of penumbrae. The outflow cools and flows down when
the plasma is pulled inward (toward the sunspot) to maintain pressure balance
[Hindman et al., 2009].

When the AR appears, it has a leading and a trailing part, which have
opposite polarities on the northern and southern hemispheres. This is known
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Figure 1.3: The 3-dimensional structure of a sunspot: (a) Swedish Solar Tele-
scope (SST) observation combined with a sketch of the inferred 3D structure
(schematic) underneath the spot. Credit: MPA - Max-Planck-Gesellschaft. (b)
An artistic visualisation of the magnetic structure in a sunspot [Thomas and
Weiss, 2004]. Some of the penumbral flux ends up in a shallow canopy above
the solar surface. The vertical arrows illustrate the Evershed flows that pump
downwards by the small-scale granular convection cells (small black arrows are
between vertical arrows). The curved arrow shows the large-scale outflows in
the moat cell that surrounds the spot.

as Hale’s law [Hale et al., 1919]. The line connecting the centroids of the lead-
ing and following polarities is inclined towards the equator (Joy’s Law) and
the inclination decreases with emergence latitude [Howard, 1991]. At the pho-
tospheric interface, the magnetic dipole structure actually is the part of the
flux rope that is rising from the interior and the other part entering (the Sun)
again. As one cycle draws to the end and the new one begins, the polarity of
the leading spot in both hemispheres is observed to change.

The sunspots appear at about 40◦ latitude at the beginning of the solar
cycle, and this latitude of emergence gradually migrates towards the equator
during 11 years, the length of the cycle. Additionally, when the sunspot cycle
is close to the maximum, then the polar field cycle is at its minimum phase
and vice versa. The leading polarity of the sunspot group is opposite with the
polar field in each hemisphere. Also, it has been observationally proven that
the decaying leading magnetic polarity of the sunspot group migrates along the
meridional lines to the pole, and the following polarity to the equator. This
process reduces the strength and eventually flips the polarity of the polar field
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over the solar cycle. An explanation of the solar cycle was first put forth in
1961 by the American astronomer Horace Babcock, and it is now known as the
Babcock Model [Babcock, 1953] (see Fig.1.4).

(a) (b) (c)

Figure 1.4: Schematic of solar flux-transport dynamo processes according to
the Babcock Model [Babcock, 1953]. (a) Shearing of poloidal field by the Sun’s
differential rotation. b) Toroidal field produced due to shearing by differential
rotation. (c) When the toroidal field is strong enough, buoyant loops rise to the
surface and sunspots are visible in the photosphere. Credit: Pearson Education
(2014)

Sunspot groups are traditionally classified using the Mount Wilson and
McIntosh classification systems [Hale et al., 1919, McIntosh, 1990]. These two
main classification methods are currently applied to all sunspots by eye. The
Mount Wilson sunspot group classification system was introduced in 1919 based
on the configuration and characteristics of the positive and negative polarities.
Each group is labelled with a combination of designations (i.e. unipolar (α),
bipolar(β) or multipolar(γ or δ)) nature of the sunspots, see Table 1.1. The
McIntosh method is a three-component classification system, taking the form
Zpc. The first (Z) component is the modified Zürich sunspot classification,
the second one (p) classifies the largest spot, and the last digit (c) shows the
degree of spottiness in the interior of the AR. Accordingly, the three-component
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classification system has 60 distinct types of sunspot groups, as source, shown
are in Figure 1.5.

Classification Description

α Unipolar AR.

β Bipolar AR with a clear division between two opposite polarities.

γ Several smaller opposite polarities distributed in bipolar AR.

δ AR has the two opposite polarity umbrae within one penumbra.

Table 1.1: Mount Wilson sunspot groups classification system.

When becoming closer to the solar maximum, then the magnetically com-
plex sunspots (δ-type) appear more frequently, and those serve as the source of
powerful solar flare and CME eruptions. These eruptions, in turn, could affect
our modern technology-based society in some very serious and damaging ways,
therefore, we need to predict the intensive solar eruptions with high accuracy.
The most current prediction techniques all connect in a different kind of way to
the Mount Wilson and McIntosh classification systems. The methods try to find
relationships between the extremely powerful solar events and some pre-defined
observable proxies that measure the magnetic complexity of the host ARs.

1.3 3D magnetic field of solar ARs

The Mount Wilson and McIntosh classification systems are useful tools to iden-
tify the flare-producing ARs, but these classification systems do not provide
yet accurate enough flare prediction. A reliable flare prediction method is still
a challenging problem, which may be resolved if we concentrate on the pre-
flare evolution of flare-producing ARs. The dynamics and evolution of flare
and CME eruptions in the solar atmosphere is related to the (upper chromo-
spheric and coronal) magnetic field of ARs, as in the upper chromosphere and
corona, magnetic forces dominate. Nevertheless, detailed routine magnetic field
measurements are only available in the photosphere, and the measurement of
the upper chromospheric and coronal magnetic fields is one of the major diffi-
culties in solar physics. The structure of tangled and Ω-shaped magnetic field
lines above the photosphere has been studied mostly by EUV observations [As-
chwanden et al., 1999b], but the three-dimensional (3D) solar magnetic field of
the ARs is still difficult to measure directly.
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Figure 1.5: The three-component classification system known as the McIntosh
method. Credit: http://www.petermeadows.com/html/glossary.html

Nowadays, we have to compute 3D magnetic field structures of the ARs,
for which we use the measured photospheric magnetic field as boundary con-
dition. The thermal conductivity is parallel to the field by large, therefore,
the field lines become visible by emission at the corresponding temperature,
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which allows us to test constructed and modelled magnetic field structures.
The presence of constructed magnetic field could be in agreement with real
coronal images, however, coronal field models simplify the true nature of the
coronal magnetic field. The knowledge of the coronal magnetic field plays an
important role in numerous problems, such as magnetic energy storage, mag-
netic instabilities, magnetic reconnection, and magnetic energy dissipation in
solar flares and CMEs.

For performing a magnetic field reconstruction, we need to take into ac-
count the value of the plasma-β. This parameter plays a fundamental role
in the physics of the solar corona. The plasma-β is a dimensionless number
quantifying the ratio of the kinetic plasma pressure and the magnetic pressure:

β = 2µ0
p

B2
. (1.2)

The plasma-β changes with height in the solar atmosphere. When β << 1,
then the magnetic pressure dominates over the kinetic pressure.

Force-free-field (FFF) modelling is able to reconstruct the invisible mag-
netic structure from photosphere to the corona using measurements of the sur-
face magnetic field [Wiegelmann and Sakurai, 2012]. The FFF reconstruction
gives a good first-insight information about the energy, structure, morphology
and topology of the magnetic field. The FFF can be derived from the equation
of motion. The left-hand side of the equation of motion vanishes when the flow
speed is much smaller than the sound speed, Alfvén speed and the gravitational
free-fall speed for the vertical scale-length. The result is a magnetohydrostatic
balance between the pressure gradient, the Lorentz force and the gravitational
force.

0 = −∇p+ j×B− ρgẑ. (1.3)

The gravitational force is negligible when the height of the structure is much
less than the pressure scale hight. The Lorentz force is:

j×B = 0. (1.4)

If the Lorentz force is equal to 0, then the magnetic field satisfies the force-free
condition. The Lorentz force is not allowed under force-free conditions, because
the pressure gradient and the gravitational forces would not be strong enough
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to balancing it. We can conclude that inside a magnetic structures the magnetic
field keeps force-balance by itself. When the electric current density vanishes
everywhere, i.e.

j =
1

µ0

∇×B = 0, (1.5)

and the magnetic field can be written as a gradient of the scalar potential:

B = ∇Φ, (1.6)

then the solenoidal condition
∇ ·B = 0 (1.7)

leads to the Laplacian of Φ being

∇2Φ = 0, (1.8)

with the scalar potential solution Φ given by

Φ(x, y, z) =
1

2π

∫
s′

∂Φ

∂n

1

r
ds′ =

−1

2π

∫
s′

Bz(x
′, y′, z′ = 0)

r
ds′. (1.9)

Here, Bz = ∂Φ
∂z

is the normal component of the field on the boundary s’, and

r =
√

[(x− x′)2 + (y − y′)2 + (z − z′)2].

The components of the field are:

Bi =
∂Φ(x, y, z)

∂xi
, (1.10)

where (x1, x2, x3)=(x, y, z), which is a consequence of the irrotational character
of the current free field or potential field [Gary, 1989]. Furthermore, the field
satisfies the magnetostatic equation:

∇×B = α ·B, (1.11)

where α is the force-free parameter. When α=0, we recover the potential field
(PF) case, which is the minimum energy solution,
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(∇×B)x = 0, (∇×B)y = 0, (∇×B)z = 0, ∇ ·B = 0. (1.12)

However, when α is constant along a field line and also along the electric cur-
rent lines, the constructed full magnetic field is called the linear force-free field
extrapolation model (LFFF), e.g.

(∇×B− αB)x = 0, (∇×B− αB)y = 0, (∇×B− αB)z = 0,

∇ ·B = 0. (1.13)

Otherwise, when α is non-constant, it is called a non-linear force-free field ex-
trapolation model (NLFFF), described by

(∇×B− αB)x = 0, (∇×B− αB)y = 0, (∇×B− αB)z = 0,

∇ ·B = 0, ∇α ·B = 0. (1.14)

An important point in the FFF extrapolation model is that the magnetic
field energy is bounded from below by a PF, and at the upper boundary by the
Aly - Sturrock conjecture [Aly, 1984, 1988].

The Aly-Sturrock conjecture states that the maximum magnetic energy
is obtained when the magnetic field lines are fully open. This means that the
lower boundary is a footpoint of the magnetic field on the Sun and the magnetic
field lines reach up to infinity. If, on the other hand, the magnetic field is closed,
then the magnetic loop contains electric currents, therefore, the energy is higher
than that of associated with the PF, but lower than the open field [Aly, 1984,
Yang et al., 1986, Sturrock, 1991]. This is an important result, as solar flares
and CMEs derive their energy from electric currents that always flow along field
lines. The vertical electric current density can be estimated from the measured
photospheric magnetogram (Bx0, By0):

µjz0 =
∂By0

∂x
− ∂Bx0

∂y
, (1.15)
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and the force-free parameter can be calculated as

α(x, y) = µ0
jz0

Bz0

. (1.16)

Before we perform magnetic field extrapolation, we need to think about
which approach is the most suitable model for our study. The PF condition
is an instrument used by many computer extrapolation models because of the
mathematical simplicity. This approach is very useful if we would like to recon-
struct the 3D form of e.g. a coronal loop, the strength of the coronal magnetic
field, or the global topology of the magnetic field. But, if we would like to
calculate the free-energy of an AR, then we need to use at least one of the more
complex FFF approaches. The LFFF is a simple, fast, and elegant method,
but it requires the knowledge of the three components of the field at the pho-
tosphere. The LFFF model also has some difficulties. For example, the LFFF
cannot be continued in a physically realistic manner to large distances, because
the magnetic field decays so slowly that the magnetic energy diverges.

Next, the main problem which the NLFFF approach is that no widely ac-
cepted solution exits, but the literature distinguishes two different types of pop-
ular NLFFF codes [Aschwanden, 2016]. The first one is the traditional NLFFF
code, which uses the 3D vector field from a vector magnetograph as input for
the photospheric boundary. The second type uses only a LOS magnetogram to
constrain the PF, while the forward-fitting of an analytical approximation of
the NLFFF solution in terms of vertical currents to coronal field coordinates
is carried out in order to determine the α parameter. The truth is, we do not
know yet which extrapolation model yields the picture to be closest to real-
ity. To demonstrate this, let us take a closer look at Fig. 1.6a-d. There, we
are not fully sure whether the PF or the NLFFF extrapolation is more simi-
lar to the AIA 171 Å observation outlining the magnetic field lines at coronal
temperatures.

To process with the coronal field extrapolation by means of PF, LFFF
or NLFFF we use two main techniques. One is the Green’s function [Schmidt,
1964], and another one is Fourier expansion [Alissandrakis, 1981]. The Green’s
function method is to place monopoles at (x′, y′, 0) with a magnetic flux
Bndx

′dy′ at the lower boundary. The magnetic potential at (x, y, z) due to
the normal magnetic field Bn(x′, y′) on z = 0 is
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Figure 1.6: Comparison of extrapolated field lines with AIA 171 Å coronal loops
for AR 11158: (a) the NLFFF extrapolation, (b) the PF extrapolation, (c) the
AIA 171 A image and (d) field lines of NLFFF extrapolation overlaying the
AIA image. The black contour lines indicate the ±1000 G of LOS photospheric
field [Fig. 5 of Jiang and Feng, 2013].

ψ(x, y, z) =
∫
Bn(x′, y′)Gn(x, y, z, x′, y′)dx′dy′, (1.17)

Gn(x, y, z, x′, y′) =
−1

φ|r− r′|
(1.18)
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where |r − r′| is the distance from (x, y, z) to (x′, y′, 0), and Gn is the Green’s
function.

The Fourier method expands the boundary value in Fourier components
over the corresponding values of kx, ky, namely,

Bn(x, y) = B0 +
∑
k

Bke
ikxx+ikyy. (1.19)

The Fourier solution is written as

ψ(x, y, z) = B0z −
∑
k

Bk

k
eikxx+ikyy−kz. (1.20)

The Fourier expansion is a much faster computational method than the Green’s
function, therefore, the Fourier procedure is a popular magnetic field extrapo-
lation technique.

1.4 Energy Build-up before Flares and CMEs

Whichever way we choose to reconstruct the 3D skeleton of the magnetic map-
ping of flaring ARs, this could help us better understand the magnetic build-up
before the flare and CME eruptions. Flare and CME evolution basically starts
when new magnetic flux is pushed up through the solar surface and an AR is
born. The emerging magnetic flux carries magnetic energy from the solar inte-
rior to the atmosphere. The differential rotation causes stretching this emerging
field in a torus shape. Swirling motions of a convective plasma in helical turbu-
lence lead to a locally stressed and twisted shape of magnetic flux tubes. Since
the triggering mechanism for flux emergence is buoyancy, allowing the twisted
magnetic flux tube to rise towards the solar surface, it is generally accepted that
a minimum twist is necessary for flux tubes to conserve their integrity [Emonet
and Moreno-Insertis, 1998, Cheung et al., 2006, Fan, 2008]. The buoyancy in-
stability takes place in the mechanical equilibrium with the environment of flux
tubes, inside which the magnetic pressure is large, but the plasma density is
low [Zwaan, 1985].

The level of twist in the emerging flux is quantified by the magnetic he-
licity, defined as
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HM(t) =
∫
z≥0

A(t) ·B(t)dV . (1.21)

Here, B is the magnetic field, and A is the vector potential for B. We can
consider the sheared, twisted flux tubes, and derive the connection between
the magnetic helicity and the α parameter. If the magnetic energy is minimised
with a specified value of HM , then we obtain the LFFF. At first, the LFFF could
be a minimum energy state, but later, it will be unstable. Next, if the magnetic
energy is minimised by fixing the connectivity of the magnetic structure, then
we obtain the NLFFF, which might be dynamically stable or unstable. We can
conclude that α is uniquely related to the number of twists, which is a measure
of helicity. HM is conserved for the LFFF of an expanding flux tube.

(a) (b)

(c) (d)

Figure 1.7: The upper chromospheric/coronal magnetic field lines become shuf-
fled by (a) twisted, (b) braiding, (c) shearing or (d) new emerging magnetic flux
and the build-up of free magnetic energy of the system.

The NLFFF state of an AR can become unstable due to efficient driver
mechanisms that generate the geometry favourable for the release of free-energy
from the system, see Fig. 1.7. One such driver could be the twisting or shearing
motion of the two opposite polarity magnetic fields along the polarity inversion
line (PIL). Alternately, new emerging magnetic flux may be pushed towards the



18 CHAPTER 1. INTRODUCTION

pre-existing flux, and result in the favourable geometry for the energy release.
An additional possibility is that, two magnetic field lines start braiding with
each other, and, at some point the AR becomes unstable.

1.5 Energy Release - Magnetic Reconnection

When the favourable geometry for the energy release arises, then flare and/or
CME occurrences are irreversible. The phenomenon of the free-energy release is
called the magnetic reconnection [Parker, 1979, Kulsrud, 1998, Biskamp, 2000,
Priest and Forbes, 2000]. Magnetic reconnection is the name given to the mag-
netic topology change of a set of field lines, which guides them to a new equilib-
rium configuration with lower magnetic energy. Reconnection is a small-scale
phenomenon that is generated in some region, such that there the constraint of
ideal dynamics is broken. The cause of the magnetic reconnection effect is found
in Ohmic dissipation of electric current, which takes place in current sheets (re-
gions where an intensive electric current flows). Sweet [1958] suggested that
places where the magnetic field vanishes, namely, at null-points, e.g. X-points,
are potential weak spots in the sense that current sheets tend to be formed at
them. During this process, magnetic energy is converted into kinetic energy,
thermal energy, and particle acceleration.

The formal description of reconnection requires the modelling framework
of resistive magnetohydrodynamics (MHD). In this case, the fluid may move
separately from the field, and the field lines can slip across the fluid. In resis-
tive MHD, Faraday’s, Ampére’s and Ohm’s laws may be combined to obtain
four basic equations detailed below, which describe plasma and magnetic field
evolution. They are:

Conservation of mass:

∂%

∂t
= −∇ · (%v), (1.22)

where %(r, t) is density and v(r, t) is velocity;

Conservation of momentum:

%
( ∂
∂t

+ v · ∇
)
v = −∇p+ % · g +

1

µ0

(∇×B)×B. (1.23)
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Here, p(r, t) is pressure; g(r, t) is gravitational acceleration; B(r, t) is magnetic
field and µ0 is a magnetic permeability of free space;

Conservation of entropy:

( ∂
∂t

+ v · ∇
)
p = −γp∇ · v + (γ − 1)

η

µ2
0

(∇×B)2, (1.24)

where η is magnetic diffusivity and γ is normally taken as 5/3; and

Conservation of magnetic flux:

∂B

∂t
= ∇× (v ×B)− 1

µ0

∇× (η∇×B), (1.25)

∇ ·B = 0. (1.26)

where η/µ0 (m/s2) is the diffusion coefficient, which determines the diffusion
of the magnetic field. When η=0, then the ideal MHD equations are obtained
from Eqs. (1.22) - (1.26). The ratio of the resistive and ideal MHD time scales
is called the Lundquist number:

S =
τr
τA

= µ0
LvA
η
, (1.27)

where vA is the Alfvén velocity. τr and τA are the characteristic time scales for
the diffusive/ideal structures with length scale L. Alternatively, we also use the
magnetic Reynolds number,

Rm = µ0
Lv

η
. (1.28)

Here, the Alfvén speed is replaced by a typical plasma velocity v, and L is a
characteristic length. The magnetic Reynolds number is relevant in turbulence
problems that are flow-dominated. The Lundquist number is significant in
resistive instabilities. The ratio of these two numbers gives the Alfvén Mach
number, which determines the reconnection rate:

Rm

S
=

v

vA
= MA. (1.29)

The reconnection time in a current sheet of length L is
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trec =
L

v
=

tA
MA

, (1.30)

where tA is the Alfvén transit time. The value of tA is from 10 to 100 s if
we estimate the length of e.g. a coronal magnetic structure as 104-105 km.
In the literature, two basic 2D reconnection models are widely known: the
Sweet-Parker and the Petschek model. Fig. 1.8a-b demonstrates these two basic
2D reconnection models, where the diffusion region is the grey area, and the
opposite field lines are illustrated with red and blue colours.

(a)

(b)

Figure 1.8: (a) Sweet-Parker reconnection model; (b) Petschek reconnection
model.
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1. Sweet-Parker model

In Fig 1.8a, Sweet and Parker determined [Sweet, 1958, Parker, 1957] the
speed with which field lines are carried into a steady diffusion region of
length 2L and width 2δ. The reconnection rate from this model is given
by

MA ' R−1/2
m . (1.31)

In the corona, if we calculate the reconnection time using Rm = 1014 and
MA ∼ 10−7 then trec ∼ 108−109 s. This reconnection time is much longer
than the typical value of trec for flares. Later, Parker [1963] claimed that
this model cannot explain the rapid energy release in a flare.

2. Petschek model

Petschek [1964] suggested that the Sweet-Parker diffusion region is limited
to a small segment (of length L� Le ) of the boundary between opposing
magnetic fields (see Fig. 1.8b). The diffusion region is thinner, and so
reconnection can take place faster. Petschek realised that a slow-mode
shock (purple lines) provides another way of converting magnetic energy
into heat and kinetic energy. He suggested that shocks would stand in the
flow when a steady state is reached. In this model, the reconnection rate
is given by

MA '
π

8lnRm

. (1.32)

The value of the MA is between 0.01 and 0.1 in the corona. The Petschek
model provides a time scale similar to that of flare occurrences. Forbes
and Priest [1987] extended this investigation, and they found that the
magnetic reconnection speed is controlled by the spatial pattern of flow
in the inflow region. The model put forward by Forbes and Priest [1987]
is very similar to the Petschek model, because the inflow causes a flux
pileup around the diffusion region.

Our understanding of magnetic reconnection is still limited. Our current
knowledge comes from theoretical studies, computer models, and laboratory
experiments. These all support the basic Petschek model and most of the solar
eruption models are based on this simple but powerful approach.
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1.6 Standard solar flare and CME occurrence

model

The magnetic reconnection process for the energy release during flares and
CMEs has been widely adopted by many theories. These theories also have
been put forward to account for the initial conditions of solar flare and CME
occurrence. Based on Aschwanden [2005], we can categorise the basic flare
and CME models according to their driver mechanisms and dimensionality of
the magnetic reconnection geometry listed in Table 1.2. The basic models are
separated by the locations of the drivers: above and below the flare site. Above
the flare site, drivers could be rising filaments or a prominence. Drivers below
the flare site, i.e. in the photosphere, can be flux emergence, converging flows
and shear flows closer to the PIL.

Driving mechanism 2D model 3D model

Rising filament or prominence

X-type reconnection

Hirayama [1974]

Kopp and Pneuman [1976]

Photospheric flux emergence
Emerging flux model Quadropolar flux transfer

Heyvaerts et al. [1977] Melrose [1995]

Photospheric converging flows

Equilibrium loss model

Forbes and Priest [1995]

Quadrupolar double-arcade

Uchida [1980]

Photospheric shear motions

Magnetic breakout

Sturrock [1966]

Tether-cutting model

Antiochos et al. [1999]

Shearing motions to create current sheets

Somov et al. [1998]

Table 1.2: Summary of basic flare/CME models according to the driver mech-
anisms and dimensionality. Credits: [Table 10.1 of Aschwanden, 2005]

Table 1.2 is not a complete list of flare and CME models, but multiple
scenarios out of them could lead to a relatively useful flare and CME model, like
the well-known CSHKP model (see Fig. 1.9a). The 2D CSHKP model is, at the
moment of writing, the most widely accepted standard flare description because
this model capture well a lot of observational features found in hard and soft
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X-rays, Hα, and radio wavelengths. This model provides a self-consistent expla-
nation about the process of filament eruption, magnetic reconnection, flares and
CMEs occurrences. The CSHKP model was developed by Carmichael [1964],
Sturrock [1966], Hirayama [1974], Kopp and Pneuman [1976] and is named as
CSHKP after these five scientists.

(a) (b)

Figure 1.9: CSHKP model for eruptive solar (a) flares and (b) CME. Credit:
[Figure 12 of Priest, 2014]

In the CSHKP model, the initial driver of the flare/CME process is a
filament rising above the polarity inversion line (PIL) due to a weak eruptive
instability or a loss of equilibrium [Hirayama, 1974]. In Hα images, one can
see that a filament is a thin, dark, meandering ribbon, because it is about a
hundred times cooler and denser than the surrounding coronal material. If the
filament appears on the solar limb, then it is brighter than the dark outer space
behind it so we call it (historically) a prominence. Filaments (or prominences)
are located in highly sheared, mainly horizontal, magnetic field above PILs,
where the radial photospheric magnetic field component reverses. The initial
instability may be triggered by an increasing twisted flux [van Ballegooijen and
Martens, 1989, Török and Kliem, 2003], or due to shearing motions that cause
the magnetic energy to build up and reaching a critical value [Sturrock, 1966,
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Mikic and Linker, 1994]. The current sheet is typically located between the
anti-parallel field lines providing ideal circumstances for magnetic reconnection
below the rising filament. The constantly rising filament stretches the current
sheet above the PIL. In the stretched current sheet the field lines become close to
each other, and potential weak X-point starts to form. In the X-point, magnetic
flux is lost from the structure on the inflow sides, and the new structure, built up
by the reconnection, finally, grows on the outflow sides. Magnetic reconnection
taps into the stored energy of the magnetic field, converting it into heat and
kinetic energy that sends particles streaming out along the field lines. The
heated plasma, together with the newly formed magnetic field line creates a
pair of slow and fast shocks above and below the reconnection site. The hot
plasma becomes subtended in the loop from the chromosphere to the corona.

Below the reconnection site, the new field lines with the heated plasma
occupy the denser soft X-ray flare loops which are filled with chromospheric
evaporated plasma and newly reconnected relaxing field lines. The fast shocks
in the reconnection outflow collide with the previously reconnected field lines
and produce hot thermal hard X-ray sources above the flare loops. The particles
race along the field lines and interact with the chromosphere, also causing the
evaporation up-flows of the plasma. Post-flare loops are formed over the PIL
and slowly cool down by radiation. The reconnection region keeps continually
rising, reaching magnetic field line even further from the magnetic inversion
line, so more field lines reconnect and form new post-flare loops above the
newly created hotter ones. A new arcade includes both the older cooler loops,
and above, new hotter loops. Above the reconnection site, the reconnection
outflows propagate upward, and bright flare loops are visible in soft X-ray and
EUV wavelengths.

During flare occurrences, we can observe the cooler loop in the Hα line,
while the hotter loops are seen in soft X-ray. Neupert [1968] noted that the
cumulative time integral of the soft and hard X-ray flux are the same, therefore,
the source of hard X-rays (< 25 keV) are foot-points of the loop, which are
also emitting soft X-rays. Masuda et al. [1994] investigated that soft X-ray
loops are underneath and found the coronal hard X-ray source on the top of
coronal loops. The coronal hard X-ray is softer then the foot-point’s hard X-
ray, because the bremsstrahlung emission suggests that accelerated particles
lose kinetic energy closer to chromosphere. When the high-energy particles are
trapped, they produce intensive emissions in the radio band.
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The flare process traditionally is divided into three phases: (i) The pre-
flare phase is when the flare trigger is leading to the major energy release. It
shows a slow increase of soft X-ray flux. (ii) The impulsive phase is the main
energy release phase. The soft X-ray flux rises rapidly during this phase, and
the hard X-ray, γ-ray, and radio microwave emissions also appear. (iii) In the
gradual phase, we cannot observe further emission in hard X-ray and the soft
X-ray flux begins to decrease gradually.

The filament or CME from the inner part of the AR lifts off slowly, and
the flux rope is stretched upward. This imposes an ever stronger magnetic
tension force hindering the flux rope from further ascension. At some point, the
flux rope then breaks away from the surface and moves into the interplanetary
space. The outward motion of the magnetic flux form coronal streamers, which
expand like balloon-shaped bursts released into the solar wind. They contain
a billion tons of matter threaded with magnetic field lines. Electrons, protons,
and heavy nuclei are accelerated along the magnetic field lines to near the speed
of light, which is much faster than the solar wind can flow.

The CME/filament eruption has a classic three-part structure, which con-
sists of a bright front, a cavity, and a core (Fig. 1.9b). The bright front is a shell
of dense coronal plasma bounding a darker region, and it has been interpreted
as material swept up by the erupting flux rope. The darker region is formed
due to the presence of a flux rope. The innermost bright feature, the so-called
core is also seen to be emitting in the Hα line of neutral hydrogen, indicating
the presence of much cooler plasma. However, when a CME occurs at the outer
part of an AR, then the whole process can be mild. The magnetic field is weak
and the linear velocity of the eruption is small.

After the flare and CME/filament eruption, we can observe many different
types of waves. For example:

1. Moreton waves are very fast, high-speed waves (1000 km/s) in the chro-
mosphere. This type of waves can be detected in different wavelengths.
They were discovered by Athay and Moreton [1961] in Hα line.

2. EIT waves are the “little brothers” of Moreton waves. The propagation
speed of the EIT waves have a wide spectrum, from 10 to a few 100 km/s.

3. Aschwanden et al. [1999a] found that coronal loops of ARs oscillate after
the eruption.
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4. Helioseismic so-called solar quakes could penetrate deeper into the solar
interior, and they may be reflected back up to the surface after a white
light flare occurs [Kosovichev and Zharkova, 1998].

5. The outward propagation of coronal shock waves, as a part of CMEs, may
cause Type II radio bursts.

1.7 The classification of solar eruptions

Solar flares and CMEs exhibit diverse phenomena that may reflect how they
were initiated. Flares and CMEs often even accompany each other, but not al-
ways. Smaller populations of non-flaring filaments can lead to CME occurrences
[Gosling et al., 1976, Harrison, 1995, Bein et al., 2012]. Yashiro et al. [2006]
found that the probability of a low energetic flare joint with CME occurrence
is much smaller than an intensive flare being associated with a large CME. If
these two phenomena do occur together, then the pre-, rise- or decay-phase
of a flare is temporally associated with the initial-, impulsive acceleration- or
propagation-phase of a CME [Zhang et al., 2001].

Figure 1.10: Eruptive events on the Sun:(a) flare and (b) CME occurrences.

Actually, a main difference between solar flares and CMEs is the scale on
which they occur. A flare is small and more local, when compared to a CME
(see Fig. 1.10). Flares happen mainly in the lower solar atmosphere, where the
magnetic field lines of an AR are highly concentrated. A CME is, however, an
absolutely massive eruption that may occur on very large scales. A CME, in
terms of its developed size, can be even bigger than the Sun itself. Solar flares
and CMEs are classified according to their strength.
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The above introduced impulsive events have classification system that
is based on their observable features. Here, we give a brief summary of this
classification.

1.7.1 Flare classification

Before the space age, flares were observed using Hα filters. Since the 1930s,
Hα flare classification is based on the visible red spectral line of wavelength
656.28 nm (emitted by H atoms) and ranks flares according to their appearance
area in square degrees of heliocentric latitude. The observed flares are classified
as ”S” for a small flare and by adding the number 1, 2, 3, or 4 for flares of
different sizes, where the number 4 means that the visible area of flare is large
(see Table 1.3). Furthermore, this flare classification is subdivided into flares
as: ’f’ for faint, ’n’ for normal, or ’b’ for brilliant.

Classification Corrected Area (10−6 solar disk)

S < 100

1 100− 250

2 250− 600

3 600− 1200

4 > 1200

Table 1.3: Hα flare classification.

Recently, in the space age, the most widely known flare classification sys-
tem is currently based on data available from the Geostationary Operational
Environmental Satellite (GOES) system (see later Sec. 2.2.2). Near-Earth mea-
surements of the maximum X-ray flux at wavelengths from 0.1 to 0.8 nm, as
detected by the XRS instrument on-board the GOES-15 satellite, are classed as
A, B, C, M, or X type flares (see Table 2.8) since 1970s. These five flare intensity
class categories are broken down into a logarithmic scale from 1 to 9. The A-,
B- and C-classes are the lower energetic class of solar flares, and they are very
abundant. The A-, B- and C-class range have almost no(t yet known) effect on
Earth. Sometimes the C-class solar flares, which are long enough in duration,
might produce a CME. These CMEs are in general slow and weak, therefore,
they do not seem to cause significant geomagnetic disturbances here on Earth.
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M-class flares are of medium strength, while X-class flares are the strongest out
of all the intensity flare classes. An M-class flare may cause weaker or stronger
radio blackouts, but the X intensity flares give rise to strong to extreme radio
blackouts on the daylight side of the Earth. If the solar flare is eruptive, with a
large coronal mass ejection near the centre of the Sun, it could cause a strong
and long-lasting solar radiation storm with extreme geomagnetic storming at
Earth.

Classification Peak Flux Range (Watts/m2)

A < 10−7

B 10−7-10−6

C 10−6-10−5

M 10−5-10−4

X > 10−4

Table 1.4: GOES measurements of the maximum X-ray flux at wavelengths
from 0.1 to 0.8 nm near Earth.

1.7.2 Coronal Mass Ejection (CME) classification

Before we classify the CMEs, we have to take into account the plane of the sky
effect. CMEs have many different shapes, however, fundamental differences can
be found between narrow CMEs and normal CMEs [Schwenn et al., 2006]. A
narrow CME is a jet-like occurrence along open magnetic field lines, usually
originating from a coronal hole. Normal CMEs are characterised by a closed
coronal loop, see, for example, in the CSHKP model in Fig. 1.9b. The angular
width of CMEs projected in the plane of the sky ranges between 2 and 360
degrees. If the angular width of a CME is smaller than 10◦, we call it a narrow
CME, however, if it is larger than 10◦, we call it a normal CME. When the
apparent angular width is close to 360◦, the phenomenon is referred to as a halo
CME. These events own their appearance to the fact that they are directed
towards the Earth.

We can examine CMEs, e.g., in white-light, H Lymann-α, soft X-rays,
radio, UV, and EUV wavelengths and so on. During an observation, the start
time of the CME is associated with the pre-flare state, when the soft X-ray
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radiation dominates. Most of the acceleration of the CME occurs within 2R�.
Their speed could be constant, or it might increase or decrease slightly between 2
and 6R�. Furthermore, the projected speeds have a wide range. The measured
velocity of a CME is generally the radial (linear) propagation speed of the upper
part of a CME frontal loop. Depending on the value of the linear speed of a
CME, if the speed is smaller/larger than the velocity of the solar wind, we
call it a slow (500-800 km/s)/fast (over 800 km/s) CME [Webb and Howard,
2012]. There is, however, a third type of CME: the stealth CME. This name
refers to a CME with no apparent solar surface association, therefore, it has
no easily identifiable source region on the Sun. The velocity of this type of
CME is smaller than 300 km/s according to Howard and Harrison [2013]. The
estimated mass of a CME falls in the range of 1011- 1013 kg, which is about
ten times the mass of a prominence. These latter CMEs are the events whose
occurrence is absolutely vital to predict.

Evans [2013] introduced a more elaborate CME classification, which is
based on the transient speed of the CMEs from the SOHO/LASCO (Solar
and Heliospheric Observatory/ Large Angle Spectrometric Coronagraph1) cat-
alogue. Detailed in Fig. 1.11, the five classes are based on the rate of occurrence
of CMEs, and they provide indication about the frequency of such an event per
year.

1.8 Space Weather

The continuous flux of solar particles suddenly increases in the Earth’s upper
atmosphere when a high-intensity (e.g. above M5-class) solar flare or a massive
CME reaches the Earth. The frequency of these most energetic eruptions of
the entire Solar System follows the 11-year solar cycle, hinting towards their
magnetic solar origin.

At the peak of the solar activity cycle, several dangerously high-intensity
class flares and CMEs may occur (i.e. around monthly 2-3). A flare event
produces radiation at various wavelengths, which may have unfortunate conse-
quences. The high-energy solar flares affect the ionosphere immediately, with
adverse effects upon communications and radio navigation. Solar energetic par-
ticles can reach the Earth in about 20 minutes to several hours, threatening

1http://cdaw.gsfc.nasa.gov/CME list/
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Figure 1.11: The types of the detected CME based on the transient speed
Credit:NASA.

the electronics of spacecraft and unprotected astronauts, as they rise to 10.000
times the quiet background flux. However, if the flare is further associated with
CME, which has a large amount southward directed magnetic field and hits
the Earth’s upper atmosphere, then this interaction can result in additional
dramatic consequences for a number of ground-based (pipelines, power lines)
and space-based infrastructures (telecommunication, GPS) (see. Fig. 1.14). A
strong magnetic storm could cause over-voltage in integrated circuit chips of
computers, television sets, microwave ovens, telephones and so on. These soci-
etal assets and services are vital for the economic welfare and security of every
citizen, but may be subject to failure due to solar activity, as it has indeed
happened in the past.

The interaction of solar activity with the Earth’s upper atmosphere occurs
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Figure 1.12: Demonstration of the various eruptive and dynamic effects of solar
phenomena on the Earth as a function of time. (Credit: NASA/Berkley).

through a complex series of events often referred to as Space Weather. Space
Weather was born as a concept thanks to the so-called Carrington event. On
1st of September in 1859, R.C. Carrington and R. Hodgson while carrying
out routine sunspot observations at different locations, both witnessed a major
optical (i.e. white light) flare. Carrington reported [Carrington, 1859] that
the huge solar event caused a strong geomagnetic storm only 17 hours and 40
minutes later. Auroras were sighted up to as low as 20◦ geomagnetic latitudes,
and electric surges occurred from ground-induced currents in telegraph wires,
both in Europe and the U.S. Tsurutani et al. [2005a,c,b] have newly calibrated
the ground-based magnetometer data of the Carrington flare geomagnetic storm
that can be compared with those strongest events in the past 150 years.

Let us briefly summarise a few major examples. One of the most famous
cases in the past 150 years is the geomagnetic disturbance during which Quebec
(Canada), suffered an electrical power blackout in 1989 [Cid et al., 2014]. A
powerful explosion happened on the Sun on March 10, 1989. The solar flare
immediately caused short-wave radio interference on the dayside of the Earth.
The accompanying billion-ton plasma CME rushed straight towards Earth. On
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Figure 1.13: Large solar eruption can damage satellites, electrical grids,
pipelines and radio communication. Credit: nasa.gov

the evening of March 12, the vast cloud of solar plasma finally hits our planet’s
upper atmosphere, and caused colourful Northern Lights that could be seen
as far south as Florida and Cuba. The interaction of the solar plasma with
our ground-based facilities actually created electrical currents in this facilities,
across much of North America. Later the currents found a weakness in the
electrical power grid of Quebec. The solar storm have caused blackouts that
effected millions of people.

In the 23rd Solar Cycle lasting from 1996 to 2008, huge flares with CME
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Figure 1.14: Transformer severe internal damage caused by the space storm of
March 13 1989 in Quebec, Canada. The local population suffered an electrical
power blackout in 1989. Credit: nasa.gov

occurrence took place [Cid et al., 2014]. More than 10 years ago, on April 2,
2001, an X20 flare with the accompanying CME left the Sun from the NOAA
(National Oceanic and Atmospheric Administration) 9393 Active Region (AR)
on the west solar limb. Additionally, the largest solar flare ever recorded since
the beginning of the satellite measurements was estimated to be an X28 solar
flare with CME that occurred on November 4th, 2003. Fortunately, the NOAA
10486 sunspot group that was the cradle of this solar eruption had already
rotated largely to the west solar limb.

The most important recent event out of all the extreme events was a
CME that erupted from the Sun on July 23, 2012. The velocity of the CME
was as large as 3000 km/s, which is over four times faster than a typical fast
CME velocity. Fortunately, Earth was not in the path of this CME, but, the
plasmoid hit the STEREO-A spacecraft that could measure the parameters of
such an event. Researchers concluded that the storm was one of the strongest
in recorded history, some had the view that it might be even stronger than the
Carrington flare [Russell et al., 2013, Patsourakos et al., 2013].

In September 2017, space storms disrupted shortwave radios for hours
preventing emergency responses to hurricanes that were about to tear apart the
Caribbean 2.

2https://agupubs.onlinelibrary.wiley.com/doi/full/10.1029/2018SW001897
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In the UK Government’s National Risk Registry, hazards from Space
Weather are listed as high as number 2 as of writing. Major international
funding bodies, e.g. NASA, NSF or the EU’s Horizon 2020, all consider it a
high priority issue in their research strategy agenda to reliably and accurately
predict and protect from Space Weather events in our era of human space explo-
ration. A crucial difference between today’s world and the one from the many
centuries ago is that we are now substantially more reliant upon computers and
communications to run our commerce, work facilities, and even our forms of
entertainment and recreation. The initial 15 communication satellites in space
in 1989 nowadays have been joined by more than further 500 satellites. Mobile
phones, computers, and the internet have become an industry worth several bil-
lions of pound that are all vulnerable to space storms. Actually, we need even
more satellites, more electricity flowing in our power grid systems, which will
have to work under loads, originating from Space, unheard of in the past. It is
now believed that one of the biggest threat of civilisation may breakdown come
from Space Weather. The question is not anymore ”whether it will occur”, but
when.

Nowadays, one of the burning questions of solar activity research is to un-
derstand clearly the causes and dynamics of Space Weather phenomena. Fur-
thermore, the goal is to develop a reliable flare and CME prediction method
in order to protect mankind, as well as our sophisticated technological systems
that might be at considerable risk from high-speed charged particles blowing
often abruptly off the Sun. With this Thesis we will make a step in the direction
to develop a method of Space Weather predicting, in particular, to improve flare
prediction.

1.9 Thesis Aims

We have already developed a flare prediction method. The method is based
on tracking changes of the magnetic configuration of δ-spots of the ARs in the
photosphere, as flare pre-cursors, with about an hourly temporal resolution, for
predicting flares above M5-class [Korsós et al., 2015]. Our method employs the
weighted horizontal gradient of the magnetic field (WGM). The WGM proxy is
defined between two spot-groups with opposite polarities in the entire δ-spot.
In all the observed flare cases, two typical pre-cursor patterns were discovered
with the WGM method:
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1. The pre-flare behavior of the WGM quantity itself exhibits characteristic
patterns: faster increase phase with a maximum value at its peak. After
reaching the maximum value, the WGM shows a gradual decrease prior
to flaring.

2. The pre-flare behavior pattern of the distance parameter is based on the
converging-diverging motion between the area-weighted barycentres of the
positive and negative polarities of the AR prior to a flare. We found that
flare occurs when the distance between the barycenters is approximately
equal to the corresponding distance at the beginning of the converging
phase.

These two pre-flare behaviors allowed us to elaborate on some of the most
important properties of an imminent flare:

• The first one is the estimation of the expected flare intensity. This is
based on the relationship between the values of the maxima of the WGM

(WGmax
M ) and the highest associated GOES flare intensity class of ARs.

• Next is the estimation of the flare onset time. The estimate is based
on the relationship found between the duration of the receding motion
of the opposite polarities until the flare onset, and the duration of the
approaching motion of the opposite polarities.

• The last feature is the percentage difference (WG%
M) calculated between

the values of pre-flare WGmax
M and the values of the WGM at the moment

of flare onset (WGflare
M ). If WG%

M is over 54%, no further flare of the
same class or above would be expected; but, if WG%

M is less than ∼42%,
further flares of the same class could be probable within about an 18 hour
window.

The aim of this Thesis is to further develop the WGM method for a more
accurate flare prediction. The overall research goal is to address three questions
in a series of studies:

• Are the two typical pre-flare patterns valid across the entire GOES flare
spectrum, or not? In 61 flare cases, Korsós et al. [2015] demonstrated that
the WGM could be successfully applied to help identify typical features
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preceding flares with classes above M5. Later, in Zheng et al. [2015] and
in Korsós and Ruderman [2016], the WGM method was applied to case
studies of lower than M5 flare cases. Here, we extend the previous analysis
of high-energy flares to include both medium (M) and low-energy (C and
B) flares to find the answer to the question raised above.

• Can we reproduce our observational findings by a simulated flaring AR?
We have also further probed and tested the flare prediction capability of
the WGM method, by applying it to MHD simulations generating solar-
like flares. Four flares emanated from a δ-type AR, according to the energy
released, two of them can be classed as GOES B-type and the remaining
two as C-type. In order to develop a reliable prediction method, we also
propose to extend our investigations from the photosphere into chromo-
sphere and the low corona. The concept is that flares actually occur higher
up in the solar atmosphere and not in the photosphere. We followed the
pre-flare evolution of the WGM and the behavior of the distance parame-
ter at various heights in the solar atmosphere to increase the application
capability of the WGM method.

• Is it possible to increase the flare prediction capability of our method if
we extend our investigations in 3D embracing an observed solar atmo-
spheric region? Based on the underlying ideas of the previous question,
and to make a leap forward in developing SW forecast capability (and
capacity), we generalise our forecast method, by applying it to 3D ARs
in the lower solar atmosphere, in order to identify the optimum height for
flare prediction. Here, we expect to increase the forecasting capability,
with having important practical implications relevant to flare prediction.
Specifically, we (i) investigate the pre-flare dynamics and the related phys-
ical processes in the 3D solar atmosphere by constructing the magnetic
topology above ARs and (ii) tracke their temporal evolution by applying
the WGM method. Our aims are realised by the objectives of (a) ac-
quiring knowledge to implement potential and non-linear magnetic field
exploration techniques and (b) creating a data catalogue of 3D magnetic
mapping of the AR(s).

The remainder of this thesis is organised as follows. The sources of the
observations, data catalogues and applied methods for our studies are described
in Chapter 2.
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In Chapter 3, we briefly introduce and apply the WGM method to the
different kinds of energetic flares, i.e. between class B and X flares. Further-
more, we present an extended statistical analysis of AR cases and summarise
our findings.

In Chapter 4, to test the reliability of the WGM method, we perform a
detailed analysis of the flaring regions of the carried out test simulation in terms
of Ohmic heating and temperature increase, in order to compare the findings
with those reached by applying the WGM method.

In Chapter 5, a significant number of the 3D investigations for developing
a reliable flare prediction method are described. We examine the pre-flare dy-
namics of 13 ARs in the lower solar atmosphere by constructing 3D magnetic
skeletons. Furthermore, we perform a detailed comparative analysis between
potential field (PF) and non-linear force free field (NLFFF) extrapolations in
three flaring AR cases. At the end of Chapter 5, we conclude our findings about
the increased prediction capability of the method.

Finally, the main results and conclusions of the studies, including
prospects for future work, are summarised in Chapter 6.



Chapter 2

Data initialisation and database

In the course of this thesis numerous data products from ground- and space-
based observatories were used to analyse solar active regions before the flare
occurrences. Here, we give a short description of the data and their preprocess-
ing in Sec. 2.1. Next, we introduce the concept of pre-flare dynamic analysis of
a flaring AR in Sec. 2.2.1. Furthermore, the presented method in Sec. 2.2.1 uses
several numerical codes and different solar data catalogues, which are described
in Sec. 2.2.2, Sec. 2.2.3 and Sec. 2.2.4.

38
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2.1 Data source

One of the most fascinating characteristics of the Sun is its magnetic field.
The magnetic field itself is bringing order to the chaos of solar events and
phenomena. Spectropolarimetric measurements allow to deduce the magnetic
field strength and its orientation by means of the Zeeman effect. In this section,
the Zeeman effect and the instruments of the magnetic field measurements are
discussed briefly in view of how to image the LOS and the full vector magnetic
field components. At the end of this section, we introduce briefly how we can
obtain the heliographic coordinates of a sunspot from space-based observations.

2.1.1 Zeeman effect

It is well known that the energy states of atoms are characterised by discrete
energy levels. When an electron is excited by e.g. photon absorption or collision,
the electron state makes transitions between the allowed energy levels. The
associated emitted light forms a discrete spectrum, reflecting the quantised
nature of energy levels. In the presence of magnetic field, these energy levels
can shift [Herzberg, 1950]. This is called the Zeeman effect.

The basic principle of magnetic field measurement is to employ the Zeeman
effect. The polarisation of the splitting components refers to the direction of the
magnetic field, as demonstrated in Fig. 2.1. The spectral lines split into linearly
and circularly polarised components, depending on the LOS with respect to the
magnetic field direction (longitudinal field or transverse field). So, for example,
when we observe along the magnetic field then we detect only two opposite
circular polarisation σ-components (middle panel of Fig. 2.1). But, if we observe
perpendicular to the field we detect one Π-linearly polarised component and
the two σ-components linearly polarised in the perpendicular direction (bottom
panel of Fig. 2.1).

Once, we know the direction of the magnetic field then we also would like
to measure the strength of this magnetic field, which can be obtained by the
spectral line shifts or polarisation. The magnitude of polarisation is given in
wavelength by

4λ = 4.7 · 10−13gλ2B, (2.1)
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Figure 2.1: On the top, the observed line is not split up because there is no
magnetic field. In the middle, a LOS magnetic field causes circularly polarised
split components of the spectral line. At the bottom, the transverse field causes
linearly polarised split components of the spectral line.

where λ is the wavelength in Å, B refers to the magnetic field strength in Gauss
and the g is a so-called Landé factor (a spectroscopic parameter). To measure
the strength of magnetic field, the best choice seems to be spectral line with
g=3, e.g. the Fe I or Ni I lines. If g=3 then the separation of quantum states
into three different energy levels results in three different excitation states with
slightly different energies that give rise to three spectral lines of slightly different
energy upon relaxation of the atom. This is the simplest case of the Zeeman
effect, known as the normal Zeeman effect.

If the magnetic field is strong (above 1000 G) then the splitting compo-
nents by the normal Zeeman effect are very sharp and well separated. However,
when the solar magnetic field is weak, therefore the splitting of spectral line
is not clearly separated. In this case, we can observe only the polarisation of



2.1. DATA SOURCE 41

the line profile, because the Zeeman splitting 4λ becomes smaller than the
line width. To accomplish a longitudinal field map from measurements of weak
magnetic fields, one needs two narrow-band images, each displaced by ±4λ
from the nominal line position. One of the most common tools used to obtain
two narrow-band images is the so-called Michelson interferometer.

2.1.2 Michelson interferometer

The Michelson interferometer is a popular device mounted on solar space tele-
scopes, because for observations from a space-based platform one needs a com-
pact and reliable instrument, in general with 2D imaging. This has led to
designs in which the spectrograph is replaced by a tunable narrowband filter
with a bandwidth of typically 0.1 Å, which can isolate the wing of a spectral
line to be used for Doppler and Zeeman measurements. The Michelson inter-
ferometer is an optical interferometry, which produces interference between two
beams of light, as demonstrated by Figure 2.2.

First, as Figure 2.2 presents, a monochromatic beam light enters the
Michelson interferometer cube and it splits this light into two beams by a po-
larising beam splitter. One beam polarisation is reflected by the beam splitter
and enters the air arm. The other, orthogonally polarised beam, is transmitted
and goes to the glass arm. The two beams travel through quarter-wave plates
placed in each arm and are reflected back from the arm ends. After that the
reflected beams are passing through, again, the quarter-wave plate. Then the
beams are combined at the beam splitter, forming interference fringes and exit
through the quarter-wave plate towards the CCD. The combined beam is leav-
ing the Michelson cube with an elliptical polarisation, which depends on the
wavelength, as in the case of a birefringent filter. The phase of the emerged or-
thogonally polarised light depends on the angle of the rotating half-wave plate.
At the end, the phase of the modulation is related to the Doppler shift of the
solar spectral line. Also, the outgoing monochromatic light can be described by
the so-called Stokes-parameters to derive information about the solar magnetic
field.
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Figure 2.2: The Michelson interferometer used as narrow-band filter.

2.1.3 Stokes-parameters

In 1856, Stokes showed that a general elliptically polarised beam of light can be
described by four parameters. For example, the size and shape of the ellipse, its
orientation with respect to some fixed spatial axes, and the direction of rotation
of the ellipse could be a choice of these parameters. The four parameters are
not a preferred coordinate system of the space, but they can be (easily) mea-
sured. They provide an alternative description of the polarisation state which
is experimentally convenient because each parameter corresponds to a sum or
difference of measurable intensities.

The four Stokes parameters are labelled as I, Q, U, V, where the first
parameter, I, is total intensity and sum of any two orthogonal polarisations.
The second one, Q, is the radiance linearly polarised in the direction parallel or
perpendicular to the reference plane, while U is the radiance linearly polarised
in the directions 45◦ to the reference plane. Last but not least, V is the radiance
circularly polarised component.

However, in general, light is only just partially polarised that is why the
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degree and direction of polarisation are also important from an observational
point of view. The degree and direction of polarisation can be determined also
by the measured Stokes parameters. Firstly, the degree of light polarisation, P,
is given by

P =

√
Q2 + U2 + V 2

I
(2.2)

and, next, the direction angle, χ, is obtained by

tan 2χ =
U

Q
. (2.3)

However, to determine the components of the vector magnetic field we
have to process these data iteratively, i.e. with a so-called inversion code [see,
e.g. the VFISV Milne-Eddington Inversions, NICOL, HAZEL and etc. Asen-
sio Ramos and de la Cruz Rodŕıguez, 2015]. An inversion code is a computer
program, which provides information about the magnetic properties of differ-
ent regions from the interpretation of the Stokes parameters, like in Fig. 2.3.
Fig. 2.3 itself demonstrates how the inverted vector magnetic field components
correspond to the measured Stokes parameters in the case of an AR. Fig. 2.3a
shows the measured Stokes parameters I/Q/U/V which are inverted to deter-
mine the continuum intensity and the three vector magnetic field components
Blos/Btrans/Bazim of an AR, respectively.

2.1.4 Magnetic field measurements in space

The Michelson interferometer is one of the popular mounted instruments on the
solar space telescopes to obtain magnetic field measurements, as we mentioned
before. There are a number of successful space missions providing continuously
and routinely photospheric magnetic field measurements and continuum images,
e.g. SOHO (Solar and Heliospheric Observatory) and SDO (Solar Dynamics
Observatory). SOHO and SDO carry synoptic instruments with full-disk capa-
bility intended for precision Doppler velocity measurements for helioseismology
in addition to sensing the surface magnetic field. The magnetic field observa-
tions of the SOHO and SDO satellites are based on the principles outlined in
Sections 2.1.1- 2.1.3.
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(a) (b)

Figure 2.3: Example of inverting the vector magnetic field components. Credit:
Stéphane Régnier (website: http://www.astro.gla.ac.uk)

SOHO - The Michelson Doppler Imager (MDI)

The SOHO/Michelson Doppler Imager (MDI) is one of the leading producers of
solar magnetic data by a satellite. MDI measures velocity and magnetic fields
in the photosphere to learn about the physical conditions in the convection
zone and about the magnetic fields which control the structures of the corona.
The SOHO satellite is constructed and operated under the joint auspices of the
European Space Agency (ESA) and the National Aeronautics and Space Ad-
ministration (NASA). SOHO was launched on December 2, 1995 and is located
in a halo orbit close to the Earth-Sun L1 Lagrange point. The choice of halo
orbits around L1 is a result of the interaction between the gravitational pull
of the Earth-Sun system, and, the Coriolis and centrifugal accelerations on the
SOHO spacecraft. SOHO is stabilised by three axes: to control the pointing,
roll angle and orbital motion. SOHO’s optical axis is pointing at the center of
the Sun and the roll of the spacecraft is aligned to the Sun’s axis of rotation
that is always contained in the spacecraft’s XZ plane.

The setup of MDI is based on a modification of the Fourier Tachometer
technique [Brown and Evans Dunn, 1981]. The telescope collects the sunlight
through a series of filters onto a 1024x1024 pixels charge-coupled device (CCD)
camera and it measures the Doppler velocity and LOS magnetic field with 96
seconds sequence. The spatial resolution of MDI is better than 10 arcseconds for
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(a)

(b)

Figure 2.4: The principal optics package components of the (a) MDI and (b)
HMI instruments. Credit: Stanford University

each six month period and 1 arcsecond for 15 minutes between these consecutive
half-year periods.

The optical elements are made of a well-constructed filter system as we
can see in Fig 2.4a. The bandpasses of the fixed filters are centered on the
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Nickel (Ni) absorption line at 6768 Å with a full width at half maximum of 50
Å. This normal Zeeman triplet absorption line develops near the middle of the
photosphere. The next element is the blocker and it has an 8 Å bandpass. The
third element is the Lyot-filter with a 465 mÅ bandpass which is a wide-field
and temperature-compensated device. The transmission bandpass of the fixed
filters system is 454 mÅ. The two tuneable Michelson interferometers are the
last elements and they are also the heart of the filter system. The two Michelson
Doppler imagers have sinusoidal bandpasses with periods of 377 mÅ and 189
mÅ and can be tuned simply by rotation of half-wave plates. The Michelson
interferometers give the opportunity to make filtergrams in a narrow (94 mÅ)
bandpass anywhere in the vicinity of the Ni line [Scherrer et al., 1995].

SDO - Helioseismic and Magnetic Imager (HMI)

SDO is, in some aspects, a further developed and upgraded version of the SOHO
satellite. SDO was launched on February 11, 2010 on its board with the He-
lioseismic and Magnetic Imager (MDI) instrument [Schou et al., 2012, Scherrer
et al., 2012] constructed as a lead by NASA’s Goddard Space Flight Center in
Greenbelt. The HMI instrument is similar in design to the MDI but it does not
have an optical layout of the system. This instrument incorporates a number
of features that represent significant upgrades from MDI. The goal of SDO is
to understand the influence of the Sun on Earth and the near-Earth space by
studying the solar atmosphere on small scales of space and time observable in
many wavelengths. SDO is also a 3-axis stabilised spacecraft, with two solar
arrays and two high-gain antennas in an inclined geosynchronous orbit around
Earth.

HMI observes the full solar disk in the neutral Iron absorption line at
6173 Å (Fe I) because this line has a normal Zeeman triplet with high magnetic
sensitivity. The polarisation techniques of HMI are much more sophisticated
than that of the MDI. Here, the polarisation analysis is carried out with rotating
retarders mounted permanently in the beam. The filter system includes the
blocking filter, a five-elements Lyot filter and two Michelson interferometers as
we can see in Fig. 2.4b. The last three filters can be tuned by rotating retarder
waveplates in a 76 mÅ bandpass to over 680 mÅ. Furthermore, the instrument is
capable of vector magnetometry because these waveplates give all the different
polarisation Stokes vectors. The angular resolution of the instrument is 0.1
arcsecond, with the field-of-view covering the entire solar disk. Two 4096x4096
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pixels CCD cameras are used separately. Images are made in a sequence of
tuning and polarisations at every 4 second cadence for each camera. One camera
is dedicated to a 45 s Doppler and LOS field sequence while the other to a 90 s
vector field sequence. Therefore, not only the resolution is better but also the
data rates are with a higher cadence than MDI.

2.1.5 Transformation of sunspot coordinates

For our aim to study the pre-flare kinetics and evolution of a sunspot, the
appropriate coordinates of an AR are indispensable to be established. The em-
ployed SOHO/MDI and SDO/HMI satellite data are stored in a so-called FITS
(Flexible Image Transport System) file format, which includes many provisions
for describing photometric, temporal and spatial information, together with a
metadata image. The FITS files have optional features for the MDI and HMI
data, what are available from the e.g. http://sdac.virtualsolar.org/cgi/search
website.

For our study, the most practical coordinate system is the heliographic
one because it is easy to measure and follow the position of sunspots on the
Sun. This coordinate system was developed by Richard Carrington in the 1850s.
Carrington determined the solar rotation rate by studying sunspots on the solar
disk. Carrington [1863] defined a fixed coordinate system, called today as the
Carrington-coordinate system, with five heliographic coordinates (L, L0, B, B0

and P as in Fig. 2.5b) that rotates around in a sidereal frame every 25.38 days.
For this purpose, an internationally agreed reference point meridian L0=0 is
defined as the central meridian which passed through the apparent centre of
the disk on 1st of January in 1854 at Greenwich 12:00. This reference meridian
is called the Carrington meridian. Every synodic Carrington rotation (27.27
days) is counted from this reference time with the central meridian longitude
decreasing from 360◦ to 0◦ during each full rotation. The 27.27 days is a mean
synodic rotation rate because of the eccentricity of the Earth’s orbit, therefore,
it varies a little during the year. The heliographic latitude of the solar disk
center, B0, varies ±7.25◦ because the Sun’s rotational axis is inclined to the
ecliptic plane by this angle. In June and December, when B0=0, the sunspots
travel transverse through the disk. The position angle, P, superimposes the
Earth’s equator on to the ecliptic. The inclination of the superimposing effect
changes between ±23.37◦ within a year. P also varies between ±26.37◦ due to
the combination effect of B0 and P. Additionally, the actual values of P, B0 and
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(a)

(b)

Figure 2.5: Visualisation of (a) the Cartesian (x, y) and polar (r, θ) coordinate
systems and (b) the heliographic latitude B, longitude L of a sunspot on the
solar disk. P is the position angle of the solar axis. P is measured from the
Earth’s north point on the disk, and is ± east/west-ward. B0 and L0 are the
heliographic latitude and longitude of the solar disk centre.

L0 are given in each FITS header file.

In a relevant FITS file, the position data is given in Cartesian (x, y)
coordinates system (see Fig. 2.5a) but for us the heliographic coordinate system
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is expedient to measure the position of sunspots. Therefore, we need to convert
the Cartesian coordinates into polar (r, θ) coordinates by using

r =
√
x2 + y2, θ = arctan y/x. (2.4)

Next, the angular distance (ρ) of a sunspot from the solar disk center is
obtained from:

sin ρ =
r

R
, (2.5)

where R is the radius of the projected image and r is the distance of the feature
from the disk center. R is also stored in the FITS header file and r can be
determined from Eq. (2.4).

Next, to calculate B and the heliographic distance (l) from the central
meridian, the following equations are required:

sinB = cos % sinB0 + sin % cosB0 sin θ (2.6)

and

sin l =
cos θ sin %

cosB
. (2.7)

Eq. (2.6) gives directly the true heliographic latitude (B) of the sunspot but
Eq. (2.7) does not provide the true heliographic longitude (L). To calculate L
from the measured l the following equation is necessary to employ:

L = L0 + l. (2.8)

When we obtained the B and L coordinates of a sunspot, then it is now possible
to follow the evolution of it before flare occurrences.

2.2 Preparation of the pre-flare dynamic evo-

lution study of flaring ARs

In this section, we introduce and discuss the relevant data catalogues and appli-
cation tools for the pre-flare tracking of ARs by employing the weighted horizon-
tal magnetic gradient (WGM) method [developed and introduced originally by
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Korsós et al., 2015] across a range of heights from the photosphere throughout
the chromosphere, transition region and low corona.

First, let us briefly introduce the WGM method itself and the GOES
(Geostationary Operational Environmental Satellites) flare catalogue which are
used for both the photospheric and 3D (i.e. cross-atmospheric) pre-flare tracking
studies. Later, in Sections 2.2.3- 2.2.4, we also introduce some further catalogues
and tools what are individually used in two different studies.

2.2.1 The WGM method

Firstly, let us outline the key points of the main method of tracking the pre-
flare evolution of ARs, as this method plays the central role throughout the
whole thesis. In Korsós et al. [2015] (K15 thereafter, respectively), we presented
the concept of the weighted horizontal magnetic gradient method, often briefly
referred to as the WGM method. The WGM quantity itself is defined as a proxy
to measure the magnetic non-potentiality:

WGM =

∣∣∣∣∣
∑

iBp,i · Ap,i −
∑

j Bn,j · An,j

Dpn

∣∣∣∣∣ =
Φ

Dpn

, (2.9)

where B is the magnetic field and A is the umbra area. The indices p and
n denote positive and negative polarities, i and j are their running indices in
the selected spot cluster. Φ is the unsigned magnetic flux. Dpn is the dis-
tance between the area-weighted centers of the positive and negative polarities
(barycenters) in this cluster, see Fig. 2.6. Figure 2.7 is an example that serves
to illustrate the methodological framework of the WGM method used in this
thesis.

The WGM method was applied to 61 ARs, which produced stronger than
M5-class flares, based on the GOES flare classification system. The pre-flare
dynamics and the related physical processes at the solar surface were investi-
gated using data with an hourly temporal resolution from joint SDD ground-
(Debrecen Heliophysical Observatory, DHO) and space-based (Solar and Helio-
spheric Observatory, SOHO) sunspot data catalogues [see, e.g. Baranyi et al.,
2016] from 1996 to 2010. The WGM analyses focussed on the vicinity of polar-
ity inversion line(s) (PILs), which is illustrated with red ellipse(s) in Fig. 2.7b.
This is the area where the indicative characteristic features of the imminent
flaring behaviour appear up to two-three days prior to the actual flare onset.
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Figure 2.6: Illustration for the WGM proxy. The blue/red colour indicates
the negative/positive polarity. The ellipses are the considered fluxes within
the umbra. The filled ellipses are the barycenters of the positive and negative
umbrae. The white double-arrow marks the distance parameter (Dpn). The
yellow ellipse outlines the common penumbra of the opposite polarity umbrae,
where the unsigned magnetic flux (Φ) is calculated.

First, K15 identified prominent and characteristic pre-flare patterns of
the WGM proxy quantity: increasing phase, maximum and gradual decrease
prior to flaring. The overall pre-flare behaviour of the WGM parameter is
approximated by aqua ”inverted V-shape” on the top panel of Fig. 2.7a. From
this characteristic pre-flare behaviour a linear relationship was found between
the pre-flare WGM maximum (WGmax

M ) and the largest flare intensity class of
the AR investigated. This relationship yields as a tool to estimate the expected
flare intensity following the preceding maximum of WGM .

Furthermore, the introduction of WGM enabled to discover a second flare
precursor. Namely, the two barycenters of opposite polarities display a pattern
of converging and diverging motions prior to the flare, which is illustrated with
a red parabolic curve in the middle panel of Fig. 2.7a.

In the case of 61 flare events, we found that the flare occurs when the
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Figure 2.7: (a): The top panel shows the WGM , the middle panel plots the
distance parameter between the barycentres (Dpn), and the bottom panel is a
plot of the associated unsigned magnetic flux (Φ) as a function of time. The
investigated flare onset is indicated by (blue) vertical lines. In the upper panel,
the pre-flare behaviour of the WGM parameter is highlighted by an aqua ”in-
verted V-shape”. In the middle panel, the red parabola indicates the pre-flare
behaviour of the Dpn parameter. The error is marked with shaded grey. (b):
Top panel: Intensity snapshot at 07:59 on 9 March 2011 of AR 11166. Bottom
panel: Magnetogram at 07:59 on 9 March 2011.

distance between the barycenters is approximately equal to the corresponding
distance at the beginning of the converging phase. With other words, we found
that the barycenters would be bouncing back from their closest position and
flaring take place only around the moment of time when these barycenters reach
their position they had before the approaching phase. This precursor has the
capability for a more accurate flare onset time estimation, which is based on
the relationship between the duration of the diverging (TD+F ) and converging
(TC) phases of the barycenters of the opposite polarity regions.
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Also, K15 investigated separately the i) single-flare case when only one
energetic flare took place after WGmax

M and ii) cases when multiple flares erupted
after reaching WGmax

M . In the 61 flare cases, the longest study period was 48
hrs from the moment of reaching WGmax

M to the moment of the first flare. The
percentage difference (WG%

M) was calculated between the values of WGmax
M and

the values of the WGM at the moment of flare onset time (WGflare
M ). In brief,

we found the following: if WG%
M is over 54%, no further flare of the same

GOES class or above would be expected; but, if WG%
M is less than ∼42%,

further flare(s) of the same GOES class is probable within about an 18-hour
window. The longest time interval of a subsequent flare to occur was 18 hrs
in the study samples. K15 suggested that these latter features may serve as
practical additional flare alert tools.

2.2.2 Geostationary Operational Environmental Satel-
lites - GOES flare list

We apply the GOES solar flare event catalogue to select potential flare events
for the WGM analyses. Actually, nowadays, the GOES catalogue is a stan-
dard reference catalogue for most of the space weather research. The GOES
program began in 1975 with the launch of the first operational spacecraft. A
number of satellites from the GOES spacecraft series provide data through its
Space Environment Monitor (SEM) system. The three main components of the
space weather monitoring program are the X-rays, energetic particles and the
magnetic field. In our work, we use the X-ray measurement of GOES-15. The
X-ray sensor of the spacecraft is an ion chamber that yields whole-Sun X-ray
fluxes in the 1-8 Å wavelength band. These measurements enable a sensitive
means of detecting the start and evolution of solar flares (see Fig. 2.8a).

The GOES daily flare lists1 are the flare eruption events registered by
GOES satellite. In the catalogue, we can find information about the moments
of beginning, maximum and end-time of flares. Also, this catalogue includes
the flare energy (A1.0,...,9.9; B1.0,...,9.9; C1.0,...,9.9; M1.0,...,9.9 or X1.0-),
the position and the NOAA number of the host AR of the X-ray event (see
Fig. 2.8b). The kick-off time of a flare is defined as the first minute, in a
sequence of 4 minutes, of steep monotonic increase in the 1-8 Å X-ray flux. The

1https://www.ngdc.noaa.gov/stp/space-weather/solar-data/solar-features/solar-flares/x-
rays/goes/xrs/



54 CHAPTER 2. DATA INITIALISATION AND DATABASE

(a)

(b)

Figure 2.8: (a) Plot of the GOES soft X-ray time profile during February 13th
and February 15th of 2011. (b) The corresponding GOES flare list of (a).
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maximum time is taken as the minute of the peak X-ray flux. The end time is
the time when the flux level decays to a point halfway between the maximum
flux and the pre-flare background level. From this catalogue, we employ data
at the peak time, the flare energy, the position and the name of host AR of the
selected flare events for WGM analyses. Actually, we use these data as event
reference to search for typical dynamic pre-flare behavior pattern(s) of the host
AR taking place days before the flare onset.

2.2.3 Photospheric investigation

First, we apply the WGM method only in the photosphere to establish whether
the two typical pre-flare patterns are detectable across the entire GOES flare
spectrum (from B-class to the X-class), or not. For the analyses of photo-
spheric data, we employ the Debrecen Data Sunspot catalogue [Baranyi et al.,
2016]. The Debrecen Heliophysical Observatory (DHO) has the most detailed
documentation of the sunspots since 1958. The DHO has constructed various
solar catalogues2 based on both ground-based and space-borne observations.
We apply catalogues of space-borne observations for our study, namely the
SOHO/MDI-Debrecen Data (SDD) and SDO/HMI- Debrecen Data (HMIDD)
catalogues. These two catalogues provide accurate and detailed position, area,
and mean estimated magnetic field information for all observable sunspots and
sunspot groups from 1996 to the end of 2014. The SDD and HMIDD catalogues
are based on the SOHO/MDI and SDO/HMI continuum intensity images and
magnetogram observations. The two catalogues were produced by the Sunspot
Automatic Measurement (SAM) program packages [Győri, 1998, 2015]. SAM
automatically finds the sunspots on a solar disk image and determines their
parameters. These two catalogues contain the following data for each observed
umbra and penumbra of a given sunspot:

• time of observation

• NOAA number of sunspot’s group

• the number of the sunspot. The sunspots are sequentially numbered
within the sunspot group on the basis of the sunspot’s longitude.

• projected and the corrected areas of umbrae

2Debrecen Sunspot Data Catalogue available at http://fenyi.solarobs.csfk.mta.hu/
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• Carrington latitude, B

• Carrington longitude, L

• distance in longitude from the central meridian of the Sun, LCM

• position angle, P

• distance from the centre of Sun in terms of Sun’s radius, r

• mean magnetic field within the umbra, MU

• mean magnetic field within the penumbra, MP

In the data catalogue, if there is more than one umbra within a penum-
bra, this fact is identified with a negative number. The negative number is
corresponding to the first identified umbra in the common penumbra. If the
common penumbra contains positive and negative umbrae then it is considered
as a δ-spot.

Figure 2.9 demonstrates the online form of the Debrecen Data catalogue
with the case of NOAA 11429 on 09/03/2012 at 18:58:59 UT3.

In the SDD and HMIDD catalogues, the uncertainty of position measure-
ments is 0.1 heliographic degree, while measuring the area has an error about
10% [Győri et al., 2011]. It is also worth mentioning that, we do not use the
value of MU because often the observation time of the continuum image and
the assigned magnetograms are different and it causes the value of the MU be-
coming smaller than the surround MP. Therefore, carrying out our studies in
the photospheric, we determine B from the umbra area A by

B = f(A) = 265[G] · ln(A) + 1067[G]. (2.10)

Actually, this equation determines the relationship between the mean magnetic
field and the umbra area within ±10◦ from the LCM with an error of 15%
[Korsós et al., 2014]. Furthermore, we need to note that the temporal and spatial
resolutions are different of the SDD and HMIDD catalogues. The cadence
of the SDD is about one and half hour depending on the availability of the
MDI observations. The HMIDD cadence is an hour, also depending on HMI

3Source: http://fenyi.solarobs.csfk.mta.hu/ESA/2012/20120309-185859.90/20120309-
185859.90 11429.html
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Figure 2.9: Example of the online Debrecen Data catalogue. The numbered
spots in the continuum intensity image of the NOAA 11429 sunspot group are
shown. All the corresponding measured data of the numbered spots of the
sunspot group can be seen in the associated table under the image.

observations. The spatial resolution of HMIDD is larger than SDD’s because of
the differences in the spatial resolution between the HMI (4096 x 4096 pixels)
and MDI (1024 x 1024 pixels).

Let us now outline how we apply the WGM method successfully to data
from the photosphere. Here, we use the following five steps to successfully
identify the pre-flare dynamics of a flaring AR:

1. During the entire investigated period it is required that the AR is located
between −70◦ and +70◦ (+75◦) from the central meridian of the Sun (blue
line in Fig. 2.10).

2. During the AR’s disk passage, the largest intensity flare-class event of the
AR is selected from the GOES flare catalogue.

3. In order to acquire enough preceding data to identify the precursors, the
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Figure 2.10: Location boundaries of applying the WGM method in the photo-
sphere (blue line, refer to Sec. 2.2.3) and for 3D (red line, refer to Sec. 2.2.4)
studies are shown. The green line demonstrates the location passage of the
investigated flare with WGM .

occurrence of the associated strongest flare class could be no further than
∼ 40◦ east of the central meridian (green line in Fig. 2.10).

4. The WGM method is applied in a selected area of the AR. As an initial
approach, the selected area is an entire δ-spot of the AR where all umbrae
are now taken into account for analysis. This assumption is based on
the idea that the δ-type sunspots themselves are observed and identified
as the most probable places for the flare onset. A δ-type spot contains
opposite polarity umbrae surrounded by a common penumbra, therefore it
has polarity inversion line(s) (PIL). It is also well known that solar flares
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often are related to PILs [Schrijver, 2007, Louis et al., 2015]. Furthermore,
the umbrae are loci of high flux densities, so they are presumably the
dominant components of the flare processes. However, it should be noted
that the Debrecen sunspot catalogue does not always indicate the two close
opposite magnetic polarities as a δ-type spot. In this case, the selected
area is a circle with a radius of 1.5◦±0.5◦ around the barycentrum of
the two closest umbrae with opposite polarities. We have introduced this
circle of interest in the studied samples of K15. The diameter of the circle
is derived from the common amorphous shaped penumbra of the opposite
polarity umbrae approximated by a circle with a radius of 1.5◦±0.5◦ in
Carrington heliographic coordinates. Finally, the selected area is tracked
and the evolution (e.g., emergence of new flux or flux cancellation) of
umbrae are monitored.

5. At the end, the WGM method is applied to the selected area. The evolu-
tion of the unsigned magnetic flux, the distance between the area-weighted
barycenters of opposite polarities and the WGM are followed as outlined
below:

(a) To establish that a behaviour is related to the upcoming flare rather
than merely an insignificant fluctuation, (i) the relative gradient of
the rising phase of WGM is set at a minimum of 30% and (ii) the
relative gradient of the distance parameter of the converging motion
is greater than 10% for a period of at least 4 hrs. Furthermore, a
maximum of 10% deviation is allowed as the distance increases back
to its original value that it had at the moment when the converging
phase started.

(b) When the relevant pre-flare behaviour of theWGM proxy is identified
as given in point a) above, then the WGmax

M and WG%
M can also

be determined. The WGmax
M corresponds to the peak of the aqua

”inverted V-shape”, and, the WG%
M is the value taken at the end of

the ”inverted V-shape” in the top panel of Fig. 2.7a.

(c) Next, the applied parabolic curve, which illustrates the pre-flare be-
haviour of the distance parameter (middle panel of Fig. 2.7a), is fitted
from the starting time of the converging phase to the end of the di-
verging phase. The minimum of the parabolic curve is the moment
of reaching the closest position of the two barycenters. The parabolic
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curve was fitted by the QtiPlot4 tool, which is a cross platform data
analysis and scientific visualisation program package.

Finally, let us comment on the errors and uncertainties of the WGM

method: The uncertainty in the distance parameter is 10% which originates
from the error of position and area measurements. The mean error of the es-
timated magnetic field associated with a certain umbral area has an error of
15%. Therefore, the total calculated uncertainty of WGM is 20%.

2.2.4 The 3D analyses

Secondly, in this thesis, we apply the WGM method in the lower solar atmo-
sphere to establish whether it is possible to increase the flare prediction capabil-
ity of the method or not. The data processing and the construction of 3D mag-
netic field structure of ARs were carried out with the extensive use of the IDL
program language employing the SolarSoftware general purpose and instrument-
specific routines, see Fig. 5.1 as an example of a 3D magnetic skeleton. The
SolarSoftware package5 is a set of integrated software libraries, databases, and
system utilities which are suitable for solar common programming and data
analysis environment. Perhaps the most important virtue of the SolarSoftware
is that we can easily use the FITS files of the MDI and HMI instrument for our
analyses.

For our 3D analyses, SDO measurements are more applicable than those
from SOHO, because SDO has more accurate and continues LOS and vector
magnetic field data products. Based on SDO measurements, we constructed a
high spatial- and temporal-resolution 3D magnetic map data catalogue, which
includes the area, mean magnetic field data and the location (Carrington co-
ordinates, L and B) of sunspots of ARs at every 45 km in height from the
photosphere into the lower corona on an hourly bases for the selected ARs by
the below listed methods.

But, before we construct a 3D magnetic structure of flaring ARs by e.g. PF
or NLFFF extrapolations, the applicable ARs now have to satisfy the following
criteria:

4https://www.qtiplot.com/
5The SolarSoftware is downloaded from https://sohowww.nascom.nasa.gov/solarsoft/
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Figure 2.11: The figure illustrates the three-dimensional NLFFF magnetic field
of AR 11158. The red-blue colour bar refer to the positive-negative polarity
magnetic field values at the different heights in the solar atmosphere. The grey
colour bar represents the photospheric Bz magnetic field measurements values.
Credit: Norbert Gyenge

1. During the entire investigated period it is expected that the AR is taking
place between −60◦ and +60◦ from LCM of the Sun (red line in Fig. 2.10).

2. The largest intensity flare-class of the AR has to be an X-class flare during
their disk transit.

3. In order to be able to build up enough preceding data to identify the
precursors, the X-class flare should be no further than 40◦ east of LCM.

4. The selected AR should have δ-spot(s).

These four points are a little different from those when compared to the criteria
of the photospheric event selection, which are listed in Sec. 2.2.3.

PF extrapolation

Now, let us see first the PF extrapolation approaches. Here, we used the HMI
LOS magnetograms as a photospheric lower boundary for constructing the mag-
netic skeleton of an AR embedded in a 3D box. First, we select the potential AR
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in the first interested SDO/HMI LOS magnetogram and track it in the magne-
togram time sequences. The tracking of magnetic features within these datasets
is completed by using the Yet Another Feature Tracking Algorithm6 [YAFTA;
Welsch and Longcope, 2003, DeForest et al., 2007]. YAFTA is accessible from
the Solarsoft IDL library. The detection algorithm is based on the clumping
method, which enrols together all contiguous like-polarity pixels with absolute
flux densities within a specified threshold, and marks them as a unique element.
For our study, we set up the minimum thresholding of both significance limits of
the magnetic field contour and area as inputs. These thresholds were set at 2σ
and 30 pixels through a systematic testing of a variety of parameters with the
aim of securing a successful and consistent identification of strong flux elements.
The magnetic field strength, area, and cross-sectional diameter of all sunspots
of AR could then be recorded for each relevant frame and saved in individual
files for further PF extrapolation.

In the PF extrapolation approach, we use the method published by Gary
[1989]. The method itself takes the curl of Eq. (1.11), whereas, we can obtain
the so-called Helmholtz equation:

(∇2 + α2)B = 0, (2.11)

where B itself satisfies the Equation (2.11). This subset is very important
because it can give us a general solution to understand the current in the so-
lar atmosphere [Gary, 1989], either using Fourier series expansions or Green’s
functions for the magnetic field extrapolation.

To extrapolate the PF magnetic fields at every moment of time, we em-
ployed the LFFF IDL extrapolation code from www.heliodocs.com7, which is
based on the paper of Gary [1989]. Actually, we set the α parameter equal to
zero, and, this is the way that we can apply the LFFF code as a PF extrapola-
tion. The code itself uses Fourier series expansions.

NLFFF extrapolation

In the past few decades, several methods have been developed to compute the
NLFFF in the solar atmosphere. In this work, we apply the direct boundary

6YAFTA is available from http://solarmuri.ssl.berkeley.edu/?welsch/public/software/YAFTA
7http://www.heliodocs.com/php/xdoc print.php?file=SSW/packages/spvm/idl/bff/bff.pro
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integral formulation for nonlinear force-free magnetic field by Yan and Li [2006].
The predecessor of the applied NLFFF extrapolation was the so-called boundary
integral method, which was developed first by Yan and Sakurai [2000].

The applied boundary element methods itself use the Green’s function to
reformulate the NLFFF problem. The nonlinear integral equations have to be
carried out over the full domain, but the adopted NLFFF method allows to
evaluate the magnetic field at every arbitrary point from the boundary data
without having to compute it previously in the entire domain. The method
itself is considering the half-space above the lower boundary with vanishing
magnetic field at infinity. The solution can be obtained at a given point i inside
the volume V and for the boundary magnetic field values (B0) on Γ = ∂V, if
we employ the following equation:

ciBi =
∮

Γ

(
Y
∂B

∂n
− ∂Y

∂n
B0

)
dΓ (2.12)

with ci=1 for points in the volume and ci=1/2 for boundary points. The Y, in
Eq. (2.12), is a kernel function which depends on B.

Here, as a boundary condition in the photosphere, we use the Space
Weather HMI Active Region Patches (SHARP) data [for details see Bobra et al.,
2014] because the applied method requires the three vector magnetic field mea-
surements at the boundary as input. The SHARP data are cut-outs from the
HMI full-disk images with no coordinate change or interpolation. The SHARP
data series provide maps in patches that encompass automatically tracked mag-
netic concentrations during their disk transit; map quantities include the photo-
spheric vector magnetic field, Doppler velocity measurement, continuum inten-
sity, and LOS magnetic field. SHARP data are available at jsoc.stanford.edu.

Identification of the δ-spot of an AR

After the magnetic field extrapolation steps are carried out, we need to identify
the δ-spot(s) of the selected ARs for the WGM method. This step is based on
the idea that the δ-type sunspots themselves are well-identified and traceable.
Also, they are the most probable places for the flare onsets as discussed in
Sec. 1.3.

In order to find a δ-spot, we adopt and apply the automatic PIL recog-
nition program developed by Cui et al. [2006]. The program first computes
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Figure 2.12: Snapshot showing the identified δ-spots of NOAA 11158 with the
associated the LOS magnetogram. The red-dotted lines are the automatically
identified PILs of the AR. The white-countered areas show where the magnetic
field is larger than |150| G.

the transverse component of the magnetic field deduced by the PF with the
boundary condition of the LOS magnetic field. Next, the program select pixels,
based on whether the strength of the deduced transverse component of the mag-
netic field is larger than |150| G. Also, the program identifies pixels where the
horizontal gradient of the longitudinal magnetic field is larger than |50| G/Mm.
Finally, the program contours up the area where the magnetic threshold value is
greater than 2σ. As we can see, e.g. in Fig. 2.12, the contoured area with PIL(s)
become the so-called δ-spot where, finally, the WGM method is applicable for
further analysis. In the 3D analyses, we work with 95% confidence interval to
construct the necessary input data catalogue applicable for the WGM method,
therefore, the ± 2.5% error in the 3D studies is negligible when compared to
the error of ± 15% in the photosphere.

At the end of this Chapter, we would like to mention that all the adopted
numerical codes and the solar catalogues were written and developed by others,
who shared these useful resources and assisted with their use. These codes
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and programs were identified earlier in this chapter and credit or reference was
clearly given. The WGM method, which plays the central role throughout
the whole thesis, was developed entirely by myself but occasionally improved
with the help of my collaborators when applied to various specific solar data
catalogues.



Chapter 3

Investigation of the pre-flare
dynamics of ARs in the
photosphere

There is a wide range of eruptions in the solar atmosphere which contribute
to space weather, including the major explosions of radiation known as flares.
Analysis of joint satellite and ground-based sunspot data allow us to develop
reliable precursors to estimate flare onset time and expected flare intensity. This
Chapter is a further development of Korsós et al. [2015]. In this work, we apply
the WGM method across the GOES flare intensity range, from the B-class to
the X-class flares. First, we found a logarithmic relationship between the log
value of highest flare class intensity (from B- to X-class) of an flaring AR and
the maximum value of WGM of the 127 ARs investigated. Also, we confirm that
the converging-diverging motion of the barycenters of opposite polarities in the
vicinity of the polarity inversion line (PIL) plays an important role prior to the
flare occurrences at any flare energy scale. The extended statistical sample (i)
reaffirms the linear connection between the duration of the converging-diverging
motions of barycenters of opposite polarities up to flare onset and (ii) provides
a geometric constraint for the location of flare formation around the PIL. These
two latter properties may be applied for a better prediction of the flare onset
time and location in an AR. Finally, (iii) the method provides a tool to estimate
the likelihood of a following flare of the same of larger energy.

66
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3.1 Introduction

The origin of the enormous released energy in solar flares was firstly recognised
by Giovanelli [1946], Hoyle [1949] and later by Dungey [1953]. It was proposed
at an early stage by Sweet [1958] and Parker [1963] that magnetic reconnection
may be the underlying physical mechanism of the flare occurrences. A clear
understanding of the dynamics and energetics of magnetic reconnection still
remains an important goal of solar flare research. Nowadays, a number of
specific mechanisms are proposed that may lead to the process of magnetic
reconnection, e.g. sunspot rotation [Yan and Qu, 2007, Zhang et al., 2007, Yan
et al., 2009, Chandra et al., 2011, Hardersen et al., 2011, Vemareddy et al.,
2016] or the shearing motion of the sunspots in the photosphere [Vemareddy
et al., 2012] which contribute to helicity and accumulation of magnetic energy
of an AR [Török and Kliem, 2003, Démoulin, 2007, Démoulin and Pariat, 2009].

However, if we could determine one or more common reliable pre-flare
pattern(s)/feature(s)/behaviour(s) then it would be a profitable way for a future
accurate flare prediction method [see, e.g., Georgoulis, 2012, 2013, Barnes et al.,
2016, and references therein]. One of a know flare pre-cursor of an AR is
the magnetically complicated and highly dynamic δ-spot. It is supported by
so many observations that the δ-type sunspot groups are more likely for flare
genesis than bipolar ARs, see e.g. Künzel [1960], Sammis et al. [2000]. The
other common feature associated with flaring is the polarity inversion line (PIL).
Schrijver [2007] and Louis et al. [2015] observationally proved that the strength
of solar flare eruptions is depending on the evolution of the PIL.

The aim of finding a potentially reliable pre-cursors was achieved by
Korsós et al. [2015] (K15 therefore, respectively) with the introduction of the
WGM method (see Section 2.2.1). In this Chapter, we have generalised the
application of the WGM method in two main ways. First, we have expanded
the number of investigated ARs by taking into account not only ARs observed
by the SOHO satellite but also those detected by the higher spatial and tem-
poral resolution SDO (Solar Dynamics Observatory) mission. Second, we have
extended the analysis to encompass GOES flare classes from as low as B-class
to as high as X-class flares. In Section 3.2, we briefly introduce and apply the
WGM method to the different energetic flares, i.e. between B- and X-class
flares. In Section 3.3, we present an extended statistical analysis of these higher
number of AR cases and summarise our findings. In Section 3.4, we introduce
a simple visualisation of our observational experience of the pre-flare behaviour
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of barycentric distance parameter. Finally, we provide discussions of our results
and draw conclusions in Section 3.5.

3.2 Applying the WGM method

In 61 flare cases, K15 demonstrated that the WGM method could be successfully
implemented to help identify typical features preceding flares with classes above
M5. Later, in Zheng et al. [2015] and Korsós and Ruderman [2016], the WGM

method was applied to case studies of lower than M5 flare cases employing
the SDO/HMI-Debrecen Data (also known as HMIDD, the continuation of the
SDD) catalogue. In the present work, we go now even further by enlarging
the observational sample to include 6 ARs with B-class flares, 21 with C-class
flares, 13 with M1-M5, and 30 additional ARs with flare events above M5 (see
Appendix A.1).

The main reasons for the small number of the weaker than M5 flaring
AR in the sample are as follows: (i) When the investigated strongest energetic
flare class becomes lower and lower (e.g. it is below M5 or less) then there is
an associated decreasing chance of having this low-energy flare class to be the
largest flare class of an AR. (ii) In principle, the HMIDD (2011-2014) database
would be slightly more suitable to investigate the lower than M5-class flares
because the temporal and spatial resolutions of this catalogue are better than
that of the SDD. However, in case of these weaker flares, often, we simply cannot
identify the two nearby opposite polarities of the AR in the HMIDD catalogue,
so, the WGM method is not applicable.

By considering lower-energy flares, this expansion of the investigation of
flare classes explores whether there could be a common physical mechanism
underlying the flare process across all energy scales. However, it must be noted
that our method does not give insight into which of the wide range of the
proposed flare models available in the literature is applicable. Our method
points merely towards the idea that, regardless of the model, there are common
pre-flare features identified in photospheric level.

First, let us now demonstrate the technique of applying the WGM method
to five representative but still arbitrary examples where the flare classes are
different. The examples for analysis discussed here are: AR 11429 with five
above M5-class flares, AR 11504 produced two low M-class flares; and AR 11281
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generated 3 C-class flares as the largest-class flare of the host AR. The 4th one
is AR 11967. This AR is interesting because it hosted a known and identified
microflare [Yang et al., 2015]. In Yang et al. [2015], observational evidence
of X-shape magnetic reconnection before a microflare was introduced. The
magnetic reconnection occurred at the topside edge of AR 11967 on February
3, 2014 07:15 UT. There, Yang et al. [2015] found that the X-shape reconnection
process builds up of two types of reconnection: (i) First, two anti-parallel loops
slowly reconnect, and, after the new loops were formed, they became stacked.
This slow reconnection continued for several tens of minutes. (ii) The second
type of reconnection, the rapid reconnection, took only about three minutes.
During the rapid reconnection, the anti-parallel loops approached each other
very quickly and reconnected. After the rapid reconnection, the former anti-
parallel loops disappeared and new loops formed separately. Finally, AR 11495
is a typical example for the non-flaring AR.

The resulting diagrams of the WGM analysis of ARs 11429, 11504, 11281,
11967 and 11495 are shown in Figs. 3.1, 3.2, 3.3, 3.4 and 3.5, respectively.
In Figs. 3.1a– 3.5a, we depict the pre- and post-flare evolution of WGM (top
panel) and we also plot the distance (Dpn) between the barycentres of opposite
polarities as a function of time (middle panel). In the top panel of Figs. 3.1a–
3.5a, the corresponding pre-flare behaviour of the WGM parameter is indicated
by aqua ”inverted V-shape”, where a peak corresponds to a follow-up flare.
In the middle panel of Figs. 3.1a– 3.5a, the relevant pre-flare behaviour of the
Dpn parameter is marked with red parabolic curves. In the bottom panel of
Figs. 3.1a– 3.5a, we show the temporal variation of the unsigned magnetic flux
(Φ) in δ-spot. Figures 3.1b– 3.3b and Fig. 3.5b show the investigated ARs in
their white-light appearance (upper panel) and the corresponding magnetogram
(bottom panel). The δ-spot of each AR is encircled by the red ellipses indicat-
ing the region of interest where the WGM , Dpn and Φ are also calculated by
Equation (2.9) according to the Sec. 2.2.3. Furthermore, we also quantify the
important data for the pre-flare analyses, as given in Table 3.1, accordingly to
step 5 of Section 2.2.3.

3.2.1 Example for intensive X- and M-class flare case

Let us first investigate the case where the largest intensity flare class was a strong
X- or M-class. AR 11429 produced three powerful X-class and two stronger
M-class flares between from 4th to 12th of March, 2012. In Fig. 3.1a, we can
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Figure 3.1: (a):The top panel shows the WGM , the middle panel plots the dis-
tance parameter between the barycentres, and the bottom panel is a plot of the
associated unsigned magnetic flux as a function of time. The investigated flare
onsets are indicated by (blue) vertical lines. Note, the pre-flare behaviour of the
WGM parameter is indicated by aqua ”inverted V-shape”. The the U-shapes
(red parabolae) in the middle panel are another key flare precursors features
of the WGM method. The error is marked with shaded grey. (b): Top panel:
Intensity snapshot at 10:58 on 7 March 2012. Bottom panel: Magnetogram at
10:58 on 7 March 2012.
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observe firstly the rising phase of WGM to its maximum value (WGmax
M =3.5·106

Wb/m). After, the WGM has a decreases phase where the X1.1-class flare
occurs on 05/03/2012 at 04:30. Next, about 19 hrs later, after the first maximum
value of the WGM , one finds another rising phase and the associated WGmax

M ,
followed again, during the decreasing phase with the series of X5.4, X1.3, M6.3,
and M8.4 energetic flares.

Furthermore, we note that as we track the evolution of the Dpn parameter
in time, we can clearly see the duration of converging and diverging motion
of the area-weighted barycenters of opposite polarities before the X1.1, and,
the second duration of converging and diverging motion for the series of the
subsequent X5.4 and X1.3 flares. Two further individual converging-diverging
motions appear before the M6.3 and M8.4 intensity flares. In fact, all required
pre-flare behaviours of WGM and of the Dpn can be classified as true precur-
sors because they all satisfied the given criteria in step 5a of Section 2.2.3, see
Table 3.1.

Next, we investigate the percentage of the decrease of the WGM to the
flare onset. This percentage is a mere 27% when the X1.1-class flare occurred,
so more flare(s) would be expected. In Figure 3.1a, we can see that after the
second maximum of WGM during the decreasing phase more X- and M-class
flares happened indeed. After the second maximum value of the WGM , in the
case of the X5.4-class flare, the percentage decrease is 48% and, again, more
flares occurred. An X1.6-class flare appears after the X5.4-flare and the associ-
ated percentage of decreasing is 52%. Based on the statistical investigation in
K15, this is the percentage (see Section 2.2.3) whereupon we would not except
further X-class flare, which indeed did not happen. The remaining two ob-
served stronger flares examined here were M-class (M6.3 and M8.4). Here, we
also would like point out that each of these two M-class flares have a pre-flare
converging-diverging motion. So, the converging-diverging motion could be a
strong indicator for a flare occurrence.

3.2.2 Example for weak M-class flare case

Let us now investigate the case where the largest intensity flare class was a weak
M-class. AR 11504 produced an M1.2 flare on June 13, 2012 13:17 UT and a
further M1.9 flare on June 14, 2012 14:35 UT. In Figure 3.2a, we see that the
WGM increases to a maximum value (WGmax

M =0.55·106 Wb/m), followed by a
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less steep decrease which ends with an M1.2 (WGflare
M =0.35·106 Wb/m) flare

and is succeeded by another M1.9 (WGflare
M =0.23·106 Wb/m) energetic flare

(top panel). The conditions specified by step 5a of Section 2.2.3 are satisfied
by the pre-flare behaviour of the WGM , therefore we can dismiss the idea that
this behaviour is unconnected to the flare. Moreover, the percentage difference
(WG%

M) is only 36% until the first flare, which is less than 42% (as defined
by the criterion given by K15), therefore we do expect more flare(s) to follow,
which did indeed happen. After the second flare, WG%

M is 58%, so further flares
were not expected.

Regarding the Dpn parameter, the two converging-diverging phases are
evident. The first one is before the M1.2 flare where TC is 9 hrs and TD+F is
25 hrs. The second one occurred before the M1.9 flare where TC is 14 hrs and
TD+F is 19 hrs. It is worth mentioning that the two converging phases of the
barycenters had a duration longer than 4 hrs; the relative gradient of the first
decreasing phase is 39% and for the second one it is 44%.

3.2.3 Example for C-class flare case

Let us now introduce a representative example of the analysis of a C-class flare
by investigating AR 11281. This AR was the cradle to the following 3 C-class
flares: C1.8 on September 2, 2011 15:16 UT, C2.4 and C1.2 on September 3,
2011 07:56 and 20:10 UT, respectively.

In Fig. 3.3a, we recognise the following pre-flare properties of the WGM

and the distance: (i) The rising phase and a maximum value of the WGM

(WGmax
M =0.78·106 Wb/m) is followed by a less steep decrease which ends with

C1.8 (WGflare
M =0.45·106 Wb/m), C2.4 (WGflare

M =0.51·106 Wb/m) and after
that with the C1.2 (WGflare

M =0.36·106 Wb/m) energetic flares. The conditions
of point 5a of Section 2.2.3 are satisfied, therefore the pre-flare behaviour can
be confidently attributed to the flare. (ii) The characteristic converging and the
diverging features of the barycentric distance prior to the first C-class flare are
also evident. The duration of the converging phase of the distance is 13 hrs and
the gradient is 26%. The first flare occurred 30 hrs later, measured from the
moment of the closest position of the two opposite polarity barycenters. The
second C-class flare occurred approximately 17 hrs after the first C-class flare.
The final C1.2 flare occurred 12 hrs after the second C2.4 flare.

Let us now briefly investigate the percentage difference in the magnitude
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Figure 3.2: (a): Same as Fig. 3.1 but for AR 11504. (b): Top/Bottom panel is
intensity/magnetogram at 01:59 on 13 June 2012.

of the WGM after reaching its maximum during its descending phase, at the
moment of onset of the different flares. The WG%

M is 42% at the first C-class
flare (C1.8). The WG%

M is 35% at the onset of C2.4 and 54% at the last C-class
occurrence from the previous WGmax

M . We conclude that one should indeed
expect flare(s) after the first C1.8 flare, and that one should not expect further
same class flare(s) after the last C-class, which is what happened. Because there
was only one clear U-shape flare precursor, we could not say anything about
how many same-class flares will follow the first C flare.

3.2.4 Example for microflare case

We analysed the same area in a part of the SDO/HMI line-of-sight magne-
tograms than that of Yang et al. [2015] (see Figure 3.4b). In Figure 3.4a, one
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Figure 3.3: (a): Representative example for applying the WGM method
to GOES C-class flares in AR 11281. (b): Top/Bottom panel is inten-
sity/magnetogram at 00:59 on 03 September 2011.

can indeed recognise the increasing and decreasing phase of the WGM before
the microflare. The maximum value of the WGM is 0.65·106 Wb/m and the
value of the WGM at flare onset is 0.38·106 Wb/m. The WG%

M is 42% after the
maximum of the WGM . Unfortunately, we cannot say whether a further flare
occurred because we do not have any later observations from this area. Next,
the converging and diverging phases of the distance are also identifiable: we
emphasise this with a red parabola in the middle panel of Fig. 3.4. Here, the
duration of the observed TC is 7 hrs, with 40% decreasing of the distance and
TD+F is 6 hrs. Based on the required conditions and steps outlined in 1-5 in
Section 2.2.3, these two pre-flare behaviours can be classified as true precursors
of the microflare.

Note that there may be another typical pre-flare behaviour of the WGM



3.2. APPLYING THE WGM METHOD 75

 0⋅10
0

 2⋅10
5

 4⋅10
5

 6⋅10
5

 8⋅10
5

08:00 14:00 20:00 02:00 08:00

W
G

M
 [

W
b

/m
] 

 

4.0⋅10
6

8.0⋅10
6

1.2⋅10
7

1.6⋅10
7

2.0⋅10
7

08:00 14:00 20:00 02:00 08:00

D
p
n
 [

m
] 

0.0⋅10
0

2.0⋅10
12

4.0⋅10
12

6.0⋅10
12

8.0⋅10
12

1.0⋅10
13

08:00 14:00 20:00 02:00 08:00

Φ
 [

W
b

]

Time

Feb 02 Feb 03

(a) (b)

Figure 3.4: (a): Evolution of the pre-flare indicators of the WGM method,
similar to those of Fig. 3.1 but for a B-class flaring event in AR 11967. The
estimated error is marked by the shaded grey envelope. (b): The magnetogram
and the EUV pictures are courtesy of Yang et al. [2015].

and distance between 02/02 08:00 and 02/02 18:00. Although, based on 5a of
Section 2.2.3, the pre-flare behaviour of the WGM could be a precursor, but, the
pre-flare behaviour of distance parameter does not qualify as a precursor because
the decreasing time is only one hour. In summary, as Fig. 3.4a demonstrates,
it is clear that even microflares seem to show the precursors of flaring identified
by the horizontal magnetic gradient method.

3.2.5 Example for non-flaring case

Finally, there is the very important question: what does happen to WGM in
non-flaring spot groups? Here, we introduce briefly the non-flaring AR 12495, as
an example. In Fig.3.5a, we can see that the WGM shows rising and decreasing
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phase(s). E.g. if we determine the relative gradient and the elapsed time of the
first rising phase, which is highlighted by an aqua line, then we can say that
the given limits in step 5a of Section 2.2.3 are satisfied. This is also true in
the converging phase case of the Dpn. However, the opposite polarities in the
selected cluster do not show any signs of the diverging motion which is necessary
for the magnetic reconnection to produce a flare. Therefore there are no flares
expected, just like it is confirmed by the observation.
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Figure 3.5: (a): Evolution of the pre-flare indicators of the WGM method,
similar to those of Fig. 3.1 but for a non-flaring event in AR 11495. The
estimated error is marked by the shaded grey envelope. (b): Top/Bottom panel
is intensity/magnetogram at 01:59 on 01 June 2012.
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AR Flare WGM Dpn WG%
M

GOES-class Date Time % TInc [h] WGMax
M [Wb/m] % TDec [h] TInc+flare [h] %

11149

X1.1 05/03/2012 04:30 201% 26 3.5·106 32% 10 11 27%

X5.4 07/03/2012 00:02

84% 13 3.7·106

23% 12
7 48%

X1.3 07/03/2012 01:14 8 52%

M6.3 09/03/2012 03:22 33% 11 13 86%

M8.4 10/03/2012 17:15 37% 5 4 98%

11504
M1.2 13/06/2012 13:17

333% 24 0.55·106 39% 9 25 36%

M1.9 14/06/2012 14:35 44% 14 19 58%

11281

C1.8 02/09/2011 15:16

640% 19 0.78·106 26% 13

30 42%

C2.4 03/09/2011 07:56 47 35%

C1.2 03/09/2011 20:10 59 54%

11967 Micro 03/02/2014 07:15 365% 7 0.65·106 40% 7 6 42%

11495 No flare 780% 7 0.76·106 38% 18

Table 3.1: The Table includes the name of the AR; intensity and time of the
hosted flares; the relative gradient and the elapse time of the rising phase of
WGM ; value of WGmax

M ; the relative gradient and the elapse time of the Dpn

parameter of the converging motion; elapse time from end of the converging
motion to the flare onset; and WG%

M .

3.3 Statistical analyses of WGM method on the

extended data

From the above mentioned five different characteristic but arbitrary examples,
we propose that the pre-flare behaviour of WGM and the distance of the area-
weighted barycentre of opposite polarities maybe present widely for flare classes
ranging from B to X, and, may be indispensable before the associated reconnec-
tion and/or flaring process. If the conjecture of pre-flare behaviour is proven to
even more solar data than the current ensemble of 127 AR cases, this will cer-
tainly give us a greater statistical significance for understanding the underlying
physics.

Our aim is to analyse the photospheric precursors of flares of a 127 strong
set of AR from SDD and HMIDD. First, let us focus on the relationship be-
tween the log value of largest intensity flare of an AR (log(I)) and the preceding
maximum of the WGM (see Fig. 3.6). We have found a logarithmic dependence
between log(I) and the WGmax

M , what we could use for the estimation of ex-
pected largest flare intensity (Sflare) of the AR:
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Sflare = log I = a · log(WGmax
M ) + b, (3.1)

where a = 0.58 [W/m2]/[Wb/m] and b = −12.5 [W/m2].

The correlation coefficient of the fitted logarithmic function is R2 = 0.54
and is an indicator for a reasonable functional fit to the data. The root mean
square error (RMSE) of log(I[W/m2]) is 0.51.
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Figure 3.6: The log value of GOES flare intensity (log(I)) as function of the
maximum WGM (WGmax

M ). The estimated errors are also given in the lower
right corner.

Next, the WGM method reveals further important connections between
the proposed precursors and the associated flare properties. K15 showed that,
for large flares, there is a relationship between the duration of the converg-
ing motion (TC) and the sum of the duration of the diverging motion of the
barycenters of opposite polarities together with the remaining time until flare
onset (TD+F ). The question is then whether this relationship is also valid in
the extended data studied here. In other words, it is of interest to establish
whether this relationship found for flares above M5 remains for less energetic
flares, i.e. below M5 down to C-class or microflares.

Figure 3.7a gives a further insight into the relationship between these phys-
ical quantities by plotting the elapsed time between the start of the diverging
phase and flare onset as a function of the duration of converging motion. The
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Figure 3.7: (a): Relationship between the durations of converging motion and
the duration from the moment of time of closest position up to the first flare on-
set. (b): Relationship between difference of the distances between the barycen-
ters at the start of the converging phases and at the closest approach (DC) and
the distance between the point of closest approach to the position of first flare
onset (DFM) in photospheric level. The estimated errors are given in the lower
right corner.

linear relationship found may possess the capability to estimate an approximate
onset time (Test) of the associated flare:

Test = TD+F = a · TC + b, (3.2)

where a = 1.1 [hr] and b = 7.14 [hr]. R2 of the fitted linear function is 0.60
indicating a moderate correlation. By identifying the start of the diverging
phase of the barycenters of opposite polarity, one may predict the time of first
flare onset with an estimated error of 7.2 hrs.

We also investigated whether there is a correlation between the duration
of converging-diverging motion and the flare intensity, but we were unable to
conclude any statistically significant relationship. Figure 3.7b shows the linear
correlation between the distance from the starting point of the converging phase
to the point of the closest approach (DC) and the distance between the point
of closest approach to the position of the first flare onset (DFM). The linear
fit between DC and DFM may provide another practical tool for estimating the



80 CHAPTER 3. FROM B- TO X-CLASS FLARES

spatial location of the flare. Here, the R2 of the linear regression is only 0.42
which means that the correlation is moderate. The RMSE is 3.6 Mm. Again,
we cannot report any statistically significant relationship between the distance
values and flare intensity. However, it is worth mentioning that the expected
onset time and estimated location could both reinforce the search for a more
reliable flare forecast.

Last, but not least, we carried out an analysis similar to that of K15 to
estimate the corresponding probability thresholds and have found reassuring
results confirming the earlier findings. Namely, if the WG%

M is over 55%, no
further energetic flares are expected; but, if the WG%

M is less than ∼40%, a
further flare is probable within approximately 18 hrs. If the WG%

M is between
40% and 55%, one cannot make a reliable prediction of whether additional flares
will/will not take place. In summary, therefore, these properties of the WGM

method may serve as practical flare watch alert tools across a wide range of the
flare energies, the subject of course to the conditions outlined in Section 2.2.3.

3.4 Visualisation of pre-flare behaviour of the

distance parameter

In this section, inspired by laboratory experiments, we introduce a simple visual
interpretation of the observed pre-flare behaviour of the area-weighted barycen-
ters of opposite polarities prior to the reconnection process. The process of
magnetic reconnection in the solar atmosphere is mostly studied either using
space-based observations or theoretical (e.g. numerical or analytical) modelling.
However, laboratory experiments may also yield some interesting insight and
impetus. A good example is the series of experimental studies by e.g. Yamada
[1999] and Yamada et al. [2010]. Yamada [1999] investigating the physics of
magnetic reconnection in a controlled laboratory environment. In these experi-
ments, reconnection is driven by torus-shaped flux cores which contain toroidal
and poloidal coil windings. Two types of reconnection modes were found, ac-
cording to whether the poloidal field coil current increased or decreased. When
the poloidal coil current increased then the poloidal fluxes increased as well and
plasma was pushed toward the X-point. This reconnection process is called the
push mode. On the other hand, when the poloidal current decreased, the asso-
ciated decreasing poloidal flux in the common plasma was pulled back toward
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Figure 3.8: Figure demonstrating the process (1) when two opposite polarities
of initial barycenter separation distance D0 are in converging; (2) the two op-
posite polarities are at their closest and a current sheet starts forming, where
DMin is the minimum distance, with D0 > DMin; (3) the two opposite polarities
are in diverging from their closest distance, DMin, back to D0, and the associ-
ated current sheet is still developing above the photosphere; (4) reconnection
takes place and a flare occurs above the polarity inversion line (PIL). After the
distance between the polarity barycentres returns to the initial separation, D0,
during a further evolution, this distance can now either decrease or increase (i.e.
D1 < D0 or D1 > D0). DC=D0-DMin in Fig. 3.7 (right panel).



82 CHAPTER 3. FROM B- TO X-CLASS FLARES

the X-point, a reconnection process known as the pull mode. They found that
the push mode occurs more rapidly than the pull mode.

Besides the extensive modelling in the literature, the experiments by Ya-
mada et al. [2010] have been a direct drive to solar observational studies of
the process of magnetic reconnection. For example, in K15, it was found that
the area-weighted barycentres of two opposite magnetic polarities of an AR in
the investigated area first approach each other, reach their minimum distance
followed by a diverging phase. Most surprisingly, the flare occurrence(s) takes
place when the growth of the distance becomes large enough and it approaches
the value it had at the beginning of the converging phase (for the actual details
see their middle panel of Figs. 3.1–3.5). K15 have shown, using 61 samples
from the SOHO (Solar and Heliospheric Observatory) era, that there is never a
large flare occurrence when the barycenters are closest. Occasionally, though,
smaller so-called precursor flares may take place. The diverging phase was found
to continue until the distance increased back to about its original value, i.e. to
the level of separation when the converging phase started. The most energetic
flares were found to happen after the diverging phase, and for the flare onset
time a statistical relationship was established in terms of the duration of the
converging/diverging phases (see left-hand side of Fig. 3.7).

In Figure 3.8, we introduce a simple visualisation of the pre-flare be-
haviour. First, the two opposite magnetic polarities start to converge (panel 1),
with an initial barycentric distance of D0. When the barycentres reach their
closest position (i.e. the separation is Dmin), a thin current sheet begins to form
between the opposite polarity field lines (or sheets) but there is no reconnection
yet (see panel 2). After the minimum distance stage, the two opposite polar-
ities begin to recede from each other and the separation in photospheric level
increases back to the about the same level of separation when the converging
process started (see panel 3), with barycentric separation distance of ∼D0. The
current sheet is still forming during the diverging phase above the photosphere.
Finally, reconnection takes place, however, well after the moment when the
photospheric distance between the area-weighted centres of polarity is at about
the same value of what it had at the beginning of the converging phase (see
panel 4), with a barycentric distance D1. During the process of magnetic re-
connection, the magnetic field lines rearrange according to the yet unknown key
principles of reconnection in the highly stratified lower solar atmosphere. This
rearrangement is accompanied with a sudden energy release, e.g. flare eruption,
where the energy of eruption was stored in the stressed magnetic fields.
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It has to be noted that a further possible explanation of our empirical find-
ing may be that the actual converging phase is caused by bipolar flux emergence
between the two barycenters at the area of the PIL that eventually brings the
barycenters closer. Next, the diverging may be caused by the strong shearing
motion between the opposite polarities [Ye et al., 2018].

3.5 Conclusion

Most flare forecasting models attempt to predict flare probability [see, e.g.,
Georgoulis, 2012, 2013, Barnes et al., 2016, and references therein]. Many of
these flare forecast studies focus on a predictive time window of 6, 12, 24 and
48 hrs [see, e.g., Al-Ghraibah et al., 2015, Benz, 2017, and references therein].
In K15, the concept of the weighted horizontal magnetic gradient, WGM , was
introduced where all umbrae were taken into account in the δ-spot for analysis.
Initially, the WGM method was developed on samples which produced flares
above M5-class. In this Chapter, we expanded the statistical sample of flares
to be investigated below the M5-class down to B-class microflares, therefore
offering an over-arching view of the applicability of the WGM method for a
wider energy spectrum of flares. An answer is searched for to the question:
do smaller flares display the same predictive pre-flare features as their stronger
cousins. In the present work, we have outlined the case for the affirmative
answer.

Here, we have investigated a total number of 127 ARs which produced
flares from as small as B-class energetic flares to the strongest X-class flares
and found the two distinct pre-flare patterns regularly: (i) the pre-flare be-
haviour pattern of WGM : a rising phase, a maximum and a gradual decrease
prior to flaring and (ii) the pre-flare evolutionary pattern of the Dpn during
the converging and diverging motion from the minimum distance value of the
area-weighted barycenters of opposite polarities until the flare onset. If one
concurrently finds these two pre-flare behaviours, which we identified as use-
ful practical characteristic markers before flare occurrence irrespective of flare
class, associated flare(s) does seem to occur. However, if we cannot identify the
pre-flare behaviour of the Dpn parameter or the pre-flare behaviour of WGM

then we could not expect a flare.

After identifying the pre-conditions, we have also investigated the previ-
ously discovered three flare prediction tools of K15 with the extended statistical
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sample:

• First, we investigated the relationship between the intensity of flares in
terms of the WGmax

M . We have always focussed on the largest intensity
flare (I) which has occurred in the given AR after reaching WGmax

M . By
extending the flare samples down to B-class, we found a logarithmic re-
lationship between the log(I) of the ARs and WGmax

M . This relationship
may provide a tool to estimate the log(I) of an expected flare with ± 0.51
uncertainty from the measured WGmax

M .

• Next, our extended statistical sample confirmed the linear relationship
between the duration of the converging motion and the time elapsed from
the moment of minimum distance until the flare onset. Therefore, we
propose that if one can reliably identify the moment when the barycenter
distance begins to grow again then one is also able to estimate the onset
time of the flare with ± 7.2 hrs of uncertainty.

• At the end, we have revisited the estimated probability of further flares
during the descending phase of the WGM after its maximum. We found
encouraging results extending the initial findings of K15 to a wider flare
energy range, namely: if the percentage difference (WG%

M) is over 55%,
no further energetic flare(s) may be expected; but, if WG%

M is less than
∼40%, further flaring is probable within about 18 hrs. The importance
of this empirical result is that it could be a further auxiliary tool for
indicating the properties of imminent flares.



Chapter 4

Applying the weighted
horizontal magnetic gradient
method to a simulated flaring
Active Region

This Chapter is based on Korsós et al. [2018], where we test the WGM method
on data of a simulated flaring AR. The MHD simulation of solar-like flares was
carried out by Chatterjee et al. [2016]. The pre-flare evolution of the WGM and
the behavior of the distance parameter between the area-weighted barycenters
of opposite polarity sunspots at various heights is investigated in the simulated
δ-type sunspot. Four flares emanated from this sunspot. We found the optimum
heights above the photosphere where the flare precursors of the WGM method
are identifiable prior to each flare. These optimum heights agree reasonably well
with the heights of the occurrence of flares identified from the analysis of their
thermal and Ohmic heating signatures in the simulation. We also estimate the
expected time of the flare onsets from the duration of the approaching-receding
motion of the barycenters of opposite polarities before every single flare. The
estimated onset time and the actual time of occurrence of each flare are in good
agreement at the corresponding optimum heights. This numerical experiment
further supports the use of flare precursors based on the WGM method.

85
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4.1 Introduction of applied simulation

To examine the impact of the two characteristic pre-flare behaviors found by
the WGM method, we test now the concept of this method on data of a simu-
lated flaring δ-spot in 3D. The simulated δ-type AR generates a series of flares.
The simulation itself was made and published by Chatterjee et al. [2016]. They
applied the Pencil MHD Code1 to carry out the MHD modelling. The Pencil
Code is highly modular and can easily be adapted to different types of compu-
tational MHD problems. The code itself is centered in a box, with horizontal
extents of -18 Mm < x , y <18 Mm, and vertical one of -8.5 Mm < z < 16.5
Mm, rotating with a solar-like angular velocity Ω = 2.59× 10−6 s−1, making an
angle of 30o with the vertical z-direction. A constant gravity, gz, points in the
negative z-direction. The box is resolved using an uniformly spaced grid with
dx = dy = 96 km and dz = 48 km.

In the simulation box, the induction equation is solved for the magnetic
vector potential, A, using the uncurled induction equation,

∂A

∂t
= U ×B − ηJ +∇Ψ, (4.1)

where ∇ × A = B and η denotes molecular magnetic diffusivity. The Ψ is
equal to zero (Weyl gauge) at all times because of Gauge freedom. The initial
expression for the components of A, corresponding to a horizontal magnetic
sheet at z0 = −7.75 Mm (shown by the white iso-surface in Fig. 4.1) with the
magnetic field vector, B, strongly oriented in the x-direction, are given by,

Ax = q$Φ;Ay = −(z− z0)Φ;Az = yΦ,

where, Φ = B0R
2 [1− exp {−$2/R2}] /$ with B0 = 50 kG, $2 = (ay)2 + (z−

z0)2 and a = 0.1. The horizontal extent of the sheet is about −3 Mm < y <
3 Mm and the maximum half-width, R, is 0.3 Mm at y = 0. With this value of
R, the twist parameter, q, thus is 0.1 corresponding to an initially weak negative
twist. The ambient magnetic field was introduced in the form of a potential
field arcade at z > 0, also shown in Fig. 4.1. The lower boundary at z=-8.5
Mm is closed and the top boundary at z= 16.5 Mm is open. The x-boundaries
are periodic whereas the y-boundaries are perfectly conducting walls. Finally,
the last equation to close the system is the entropy with temperature T , height-
dependent thermal conductivity K, and turbulent diffusion, χt,

1https://github.com/pencil-code/
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Figure 4.1: The initial state inside the box with a thin magnetic layer rep-
resented by the isosurface of Bρ−1/4 (white). Few field lines in this layer are
shown in green. Additionally, the ambient (arcade shaped) magnetic field lines
are shown in cyan. The location of the photosphere is marked by convective
granules represented by isosurfaces of vz, with red (yellow) representing upward
(downward) vz. Credit: Korsós et al. [2018]

ρT
Ds

Dt
= ∇ · (K∇T ) + ∇ · (ρTχt∇s) + ηµ0J

2

+2ρνS2 − ρ2Λ(T ) +QCor
, (4.2)

where the temperature is related to the sound speed by c2
s = (cp − cv)γT . The

last two terms in Eq. (4.2) are the radiative cooling and coronal heating terms,
respectively.

The height-dependent viscosity includes in the velocity equation, ν/ν0 =
1 + f(1 + tanh {(z − z1)/w}), whereas magnetic diffusivity, η/η0, and isotropic
thermal conductivity, K/K0, vary as (ρin/ρ0)−1/2, with, f = 150, z1 = 2 Mm,
w = 1.5 Mm, ν0 = 2×1010 cm2 s−1, η0 = 104 cm2 s−1, K0 = 5×104 cm2 s−1, and
ρin is the initial density. The turbulent diffusion, χt = 1011 cm2 s−1 for z < 0
and tends to zero above that. Additionally, the hyper-dissipation and shock
viscosity are proportional to positive flow convergence, has a maximum over
three zones, and is smoothed to second order. A density diffusion of 1011 cm2

s−1 is also included throughout since the plasma-β reaches values ∼ 10−3. After
a time, t = 220 min in the simulation, Chatterjee et al. [2016] increased the
value of density diffusion to 1012 cm2 s−1 and f = 300 to prevent the velocities
from going to infinity in the code.
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The simulation was ran for 263 min of solar time starting from the initial
state shown in Fig. 4.1. It takes about 145 min from the start for the initial
magnetic sheet to break up, rise and emerge through the surface like a newly
emerging active region (AR). Afterwards, there were four eruptions identified
as flares (referred to as B1, C1, B2 and C2) with magnetic energy released equal
to 3.3×1029 ergs, 1.7×1030 ergs, 2×1029 ergs and 2.3×1030 ergs at simulation
onset times t = 167.5 mins (B1), t = 197.2 min (C1), t = 215.03 mins (B2), and
t = 240.2 mins (C2), respectively. Comparing with the estimates made by Isobe
et al. [2005] for a C-class flare that occurred on November 16, 2000, Chatterjee
et al. [2016] conclude that the first and the third flares can be categorised as
GOES B-class, whereas the second and fourth as GOES C-class for the amount
of X-ray flux emitted.

B1 C1 B2 C2

δEB (1029 ergs) 3.3 17.0 2.0 23.0

Onset time (min) 167.5 197.2 215.03 240.2

Duration (min) 5.0 25.0 13.0 > 23.0

Height range
(Mm):

∆T/T̄ (z) > 0.6 < 3.24 < 1.28 ≤ 3.24

Peak of QFL 0.4− 1.5 2.5 0.3− 0.5 3.0

WGM 0.3− 0.4 2.3− 2.9 0.5 1.2− 1.8

Table 4.1: Summary of the energy released, onset times, durations and esti-
mated occurrence heights of the four flares.

Table 4.1 shows the onset times, the energy released and estimated recon-
nection height for each flare. The onset times of the flares are obtained from
the temporal evolution of the magnetic energy, see in Fig. 4a of Chatterjee
et al. [2016] and Fig. 2 of Korsós et al. [2018]. In order to differentiate the
flare onset signal from other fluctuations, Chatterjee et al. [2016] combined the
information of change of slope of energy versus time with the first appearance
of the flashes of high temperature at three different heights. Also, they used the
information available from the time of occurrence of the bipolar reconnection
jets in Fig. 4b of Chatterjee et al. [2016] for the B1, C1 and C2 flares which
match with the times from the energy curves in Fig 4a of the same paper. The
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magnetic energy, δEB, released during the B2 flare is calculated to be 2 × 1029

ergs. The δEB values for the B1 flare and the C1 flare were given in Chatterjee
et al. [2016] as well as in Table. 4.1 for completeness. The Poynting flux into
the area surrounding the flare also decreases rapidly after t = 215.03 min and
becomes close to zero.

Figure 4.2: (a) The ratio of the local temperature anomaly, ∆T , to the hori-
zontal average temperature, T (z), during the B1 flare at three different heights
as indicated. A value of ∆T/T (z) = s implies that the local temperature is
(s + 1)× T (z). The green arrow (left column, top and middle panels) denotes
the outward reconnection jet while the black arrow (left column, middle panel)
denotes the hot channel of the magnetic flux rope. (b), (c), (d) are similar to
(a) but for the C1, B2 and C2 flares, respectively. White boxes demarcate the
region surrounding the flares. Credit: Korsós et al. [2018]

Fig. 4.2 shows the contours of temperature anomaly, as ∆T , relative to
the horizontal average, denoted T (z), at three different heights, z = 0.59 Mm,
z = 1.28 Mm and z = 3.24 Mm for all the investigated flares in the simulation.
A positive (negative) ∆T implies that the local temperature is greater (less)
than T (z) of the horizontal layer. It is clear from the temperature indicator
that the B2 flare occurred well below z = 3.24 Mm, whereas some signatures
of the B1 and C1 flare can still be detected at this height. Moreover, the B2,
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C1 and C2 flares can be detected much lower in the atmosphere, e.g. as low
as at z = 0.59 Mm, contrary to B1 which does not show any brightening at
this height at t = 168.89 min. However, from a later time, say t = 170.56 min,
the B1 flare became brighter at the height z = 0.59 Mm. This means that the
reconnection for flare B1 was actually initiated higher up and it took ∼ 2 min
for the reconnection current sheet to stretch downwards, thus increasing the
temperature of the lower layers. Similarly, after t = 167 min, one can also spot
the reconnection jet before the appearance of the bright inverse-shaped flux
rope. This may mean that reconnection for the B1 flare was actually initiated
somewhere between 0.59−1.28 Mm. In general, all flares appear bright in terms
of ∆T/T (z) at z = 1.28 Mm. The last flare, C2, is most likely a filament eruption
as evident from two neighbouring inverse-S shaped dark filamentary structures
in the ∆T/T (z) contour plot at all heights. The evolution and eruption of this
filament-like structure is shown in Fig. 6 of Chatterjee et al. [2016]. There, one
sees some smaller bright regions surrounding the dark filaments at the heights
z = 0.59, 1.28 Mm. A corresponding bright region at z = 3.28 Mm is not
so prominent likely because of a large coronal conductivity used in the MHD
equations after t = 220 mins.

Chatterjee et al. [2016] used ideal gas thermodynamics in this simulation
without solving for detailed radiative transfer and without taking into account
the effects of ionisation. Also, in order to keep the simulation stable at low
plasma-β, they used higher dissipation. All these approximations can make the
temperature in the simulation a less reliable indicator. Alternatively, they could
estimate the Ohmic heating of field lines above the photospheric height in the
simulation using a method similar to the one illustrated in Cheung and DeRosa
[2012]. The Ohmic heating term in Eq. (4.2) is given by ηµ0J

2. If they wrote an
equation for the temperature, T , instead of for entropy, s, the Ohmic heating
term will be given by, ηµ0J

2/ρCv. Assuming that the thermal conductivity
along magnetic field lines far exceeds the isotropic thermal conductivity in the
solar corona they can assign a quantity, τL, to a line-tied field line L where,

τF =
µ0

cvL

∫
F

ηJ2

ρ
dl.

Here, cv is the specific heat capacity at constant volume and dl is an
infinitesimal distance along the field line F of length L between the line-tied
ends at the photosphere. Chatterjee et al. [2016] trace about 105 field lines
through all the points on the photosphere where Bz > 200 G and assign a unique
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τF to all the field lines. If the field line crosses any of the side boundaries or the
top boundary then they set τF = 0 for that field line. Now, any magnetic field
line will traverse through many grid cells in the computational domain. For,
each grid cell the increment in the value of Ohmic heating denoted is defined,
QFL(x, y, z), by,

dQFL = τFdxdy.

Hence, the net heating due to field lines, QFL, for any grid cell can be the
sum of τF for all field lines passing through that cell. A region like a current
sheet or a flux rope can appear bright in QFL as all field lines passing through
it carry large currents and so, have a large value of τF .

Figure 4.3: QFL obtained by integrating the Ohmic heating, QFL for all the
four flares. Credit: Korsós et al. [2018]

Fig. 4.3 shows the heating function, QFL(z) as a function of z, obtained by
averaging QFL for all the four flares. Moreover, the QFL curves were temporally
averaged for simulation snapshots between an interval ±2.8 mins around the
onset time. Just before the onset of any flare when the function QFL peaks at a
certain height where the flare was likely initiated at that height. For flare B1,
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the QFL shows a plateau between 0.1 − 2 Mm, whereas for flare B2, the clear
peak is at 0.5 Mm. Flares C1 and C2 also have plateaus between 0.1 − 3 and
0.1−4 Mm, respectively. Also, the peaks (of QFL) for flares C1 and C2 appear at
heights 2.6 and 3 Mm above the photosphere, respectively. From these results,
the flare B2 was likely initiated at 0.5 Mm whereas flares C1 at ∼ 2.6 Mm and
C2 at ∼ 3 Mm, respectively. For flare B1, because of the flat plateau without
any pronounced peaks, it suggested that it was initiated below the height of 1.5
Mm.

Next, the WGM method will now be applied at different heights of the
simulation, with the goal of understanding its behavior relative to the derived
heights of the flare initiation using Ohmic heating as well as temperature sig-
natures. This spatial information, gained from analysis of this simulation, will
be compared with the output of the WGM analysis as a function of height in
the Sections 4.2– 4.8. Finally, we discuss our results and draw our conclusions
in Section 4.4.

4.2 Investigation of pre-flare behavior at the

different heights

We investigate the pre-flare behavior of the simulated 3D δ-type sunspot by
the tool put forward in Chapter 3. Before we apply the WGM method to the
simulation data, we need to appropriately re-scale the hours to minutes time
scale. The eruptive events in the simulation happen much faster, i.e. on the
time scale of minutes rather than hours like in the real Sun, that is partially a
pragmatic approach due to the practical limiting reasons on CPU access. Now,
given the linear structure of Equation (3.2), we use a = 1.1 [min] and b = 7.14
[min] for the onset time estimation. In Equation (3.1), we do not need to re-
scale anything because the energy of the simulated four flares are comparable
with the C and B GOES flare intensity classes.

Let us now apply the WGM method to the numerically simulated flaring
δ-spot. We calculate the WGM in the entire δ-spot like in the case of real
sunspot data. The investigation in terms of the pre-flare dynamics starts from
t=145.22 min, i.e. from the moment when the simulated AR finally emerged
through the photosphere and developed into a complex set of loops. From the
simulation data we know, e.g. from constructing the temperature contour and



4.2. TESTING THE WGM METHOD 93

QFL plots at various heights, that all the flares occurred between 0.3–3.25 Mm
in height (see Fig. 4.2a–d and Fig. 4.3 for B1, C1, B2 and C2 flares). These
inspire us to extend and apply the flare precursor identification analysis in the
solar atmosphere as a function of height, from the photosphere to as high as
z = 3.6 Mm. The aim is now to demonstrate that the flare precursor patterns
may appear earlier in time, when applied to data higher in the lower solar
atmosphere, as compared to its counterpart form photospheric analysis.

Let us now track the temporal variation of WGM , distance of the area-
weighted barycentres of the opposite polarities (Dpn) and the unsigned magnetic
flux (Φ) at the different heights in the lower solar atmosphere similar to the anal-
ysis carried out earlier with observed data at the photosphere, demonstrated in
Chapter 3. The aqua ”inverted V-shape” points out the pre-flare behavior of the
WGM in the top panels of Figs. 4.4- 4.7. The duration of approaching-receding
motion of the area-weighted barycenters of opposite polarities is highlighted by
a red parabolic curve in the middle panels of Figs. 4.4-4.7.

4.2.1 At the photosphere

From inspecting Fig. 4.4, we recognise the pre-flare patterns of WGM (aided by
aqua ”inverted V-shape” in Fig. 4.4) as follows: a rising phase, a first maximum
value of the flux gradient (at 158.89 min, i.e a peak in the aqua line preceding
the first flare) that is followed by a gradual decrease which culminates in the
B1 flare at t = 167.5 min. About 8 mins later, after the first WGmax

M , one
finds another (now a much more pronounced) steep rise and the associated high
maximum value of the flux gradient (second aqua peak). This peak is followed,
again, by a gradual decrease which ends with the C1 energy flare. Another 10
mins later, from the C1 flare, the WGM shows again a pre-flare behavior before
the C2 flare (i.e. third aqua peak). Unfortunately, in the case of the B2 event
(for ease and convenience marked as vertical dashed line) we cannot observe
the complete pre-flare behavior of the WGM . All can be said about it is that
the B2 flare happened during the rising phase of the WGM before the C2 flare
without precursor signature in the data.

Let us now follow the evolution of the Dpn parameter in time in the data
at photospheric level (middle panel of Fig. 4.4). We can see the mark of
approaching-receding motion of the Dpn before the B1 flare (indicated by the red
parabola in Fig. 4.4). In the case of subsequent C1, B2 and C2 flares, however,
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Figure 4.4: Evolution of various pre-flare indicators, applied to the simulation
data. The x-axis is time [min]. (a) The upper panel shows the temporal
variation of WGM . The pre-flare behavior of the WGM is indicated by aqua
”inverted V-shape”, where a peak corresponds to a follow-up flare. (b) Middle
panel demonstrates the evolution of the Dpn. The red curve fit marks the full
approaching-receding motion of Dpn. The vertical dashed lines indicate the
moments when the flares occurred. Note, however, the flares do not occur at
the photosphere (see e.g. Fig.4.3 to determine the height range for the flare
location). (c) The bottom panel shows the evolution of the Φ.
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we cannot identify the complete pre-flare behaviors of the Dpn parameter using
the simulation data available at photospheric level. For example, after reaching
the minimum value during the approaching phase at ∼190 mins, the value of
Dpn did not increase enough during the receding phase to regain its (about the
same value) at the start of the approaching, which is a prerequisite for applying
the WGM method successfully.

We conclude, at this stage, that using the photospheric data, only the
B1 flare had the required concurrent qualifying precursors for indicating the
potential development of a flare. Although there are tempting precursors for
the C1 flare, the Dpn parameter does not show the required full parabolic U-
shape.

4.2.2 At 0.59 Mm level in the low chromosphere

In Fig. 4.5, we show the evolution of the three pre-flare parameters (WGM ,
Dpn and Φ) in the low chromosphere. Further, signatures of first point to note
is that: one more increasing and decreasing phase of WGM starts to appear
before the B2 flare, starting from ∼196 mins. The two additional approaching
and receding phases of the Dpn parameter become identifiable, before the B2

and C2 flares, respectively. At this level of height, we found (though with some
level of fluctuations present) the characteristic increasing and decreasing phase
of WGM prior to each of these flares (see the aiding aqua lines for marling
the four peaks). Also, we observe the signatures of the approaching-receding
motion between the area-weighted barycenters of opposite polarities prior to
B1, B2 and C2 flares (marked with three red U-shapes).

We conclude, at this stage using data at 0.59 Mm, that the precursors
became more pronounced for the B1 flare; for B2 we still cannot be fully certain
that a flare may develop as the Dpn parameter does not satisfy the minimum
4 mins decrease criteria of U-shape. Although there are tempting precursors
for the C1 flare, the Dpn parameter does not show the required full parabolic
U-shape.

4.2.3 At 1.28 Mm in middle chromosphere

When one ascends further up in the solar atmosphere and reaches the 1.28 Mm
level, one sees changes in the evolution of the WGM , Dpn and the Φ. It is found,
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Figure 4.5: The diagrams show the evolution of the same physical parameters
for the artificial AR as of Fig. 4.4 but at the height of 0.59 Mm above the
photosphere.

at this height, that the pre-flare behaviour of WGM is difficult to recognise prior
to B1, C1, B2 and C2 flares but they are there and may qualify as precursors.

In Fig. 4.6, before the C1 flare, the duration of the approaching-receding
motion of the Dpn starts to form between 170 and 184 min but this interval will
become longer in the higher solar atmosphere. The two approaching-receding
phases of the Dpn identified at the 0.59 Mm level (for B2, C2) merge when
ascending further to 1.28 Mm. It is also found, at this height, that the indicator
of approaching-receding motion of the B1 flare has actually started to disappear.
The decrease is only 3.32 mins before the B1 which does not satisfy the threshold
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Figure 4.6: Same as Fig. 4.4 but at the height of 1.28 Mm above the photo-
sphere. Here, the pre-flare evolution stages of WGM for the first two flares are
not visible, there is indication only for the second C-class flare.

criteria of minimum of 4 mins decrease.

4.2.4 At 3.24 Mm above the photosphere

As one ascends even higher, one finds that the evolution of WGM and Dpn

changes remarkably (see Fig. 4.7) when compared to their behaviour at the
photosphere (Fig. 4.4). Here, we also note that the pre-flare behaviour of
WGM is recognisable between 145.56 and 161 mins which could link to B1 but
we avoid the analysis of B-class flares at this level based on the plateaus of



98 CHAPTER 4. AN SIMULATED δ-TYPE FLARING ACTIVE REGION

6.0⋅10
5

7.0⋅10
5

8.0⋅10
5

9.0⋅10
5

1.0⋅10
6

 150  160  170  180  190  200  210  220  230  240

W
G

M
 [
W

b
/m

]

B1 C1 B2 C2

5.0⋅10
6

5.5⋅10
6

6.0⋅10
6

6.5⋅10
6

7.0⋅10
6

 150  160  170  180  190  200  210  220  230  240

D
p

n
 [
m

] 

3.0⋅10
12

4.0⋅10
12

5.0⋅10
12

6.0⋅10
12

 150  160  170  180  190  200  210  220  230  240

Φ
 [
W

b
] 

Time [min]

Figure 4.7: Same as Fig. 4.4 but at 3.24 Mm high in the solar atmosphere. The
two B-class flares are only marked for completeness, they cannot be confidently
identified.

the QFL during flares shown in the simulations (see Fig. 4.3). We also cannot
recognise anymore any meaningful characteristic pre-flare behaviors of the Dpn

prior to these two small flares.

In the two C flare cases, when the transition region and the lower corona
is reached at this height, we do recognise, however the following properties of
the WGM and the Dpn: (i) First of all, the steep rise from 164 mins and a
high maximum value of the weighted horizontal gradient of the magnetic field
is still followed by a less steep decrease prior to C1 flare (see the aqua, ”inverted
V-shape”). The WGM has only rising phase before the C2 flare at this height.
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(ii) The approaching and the receding characteristic features of the Dpn prior
to C1 flare are also there, but the distance parameter does not comply to be a
qualifying criteria before the C2 flare.

Based on the analysis of data available at the very high end of the lower
solar atmosphere (i.e. at 3.24 Mm), we conclude that pre-flare signatures of
C1 can be finally confirmed (as opposed to the cases at lower heights discussed
earlier). Signatures of the small B-flares are not clear and neither are they for
the C2 flare.

Finally, similar to observed data of real sunspots, the Φ (lower panel
Figs. 4.4-4.7) does not show any special behavior to be useful for flare precursor.

4.3 Optimum height(s) search for an earlier

flare precursor identification

The evolution of the WGM and the Dpn are different at various heights, as
has been described above. In order to improve the flare precursor capability of
the WGM method, therefore, we try to identify optimum height(s) in the solar
atmosphere. The investigated heights are where the precursor behaviours of the
WGM and Dpn parameters are identifiable prior to each flare. The optimum
height(s) would be where the Dpn parameter would yield the earliest sign of
pre-flare behavior in time. Table 4.2 summarises the key parameters for finding
the optimum heights.

First, in Fig. 4.8 we plot the variation of the start time of the approaching
phase (green lines), the moment of the closest approach (blue lines) and the
estimated flare onset time (magenta lines) as a function of height. In Fig. 4.8,
the filled square/triangle/circle/star symbols mark the calculated corresponding
data of B1/C1/B2/C2-class flare. The black vertical lines indicate the onset time
of the flares, where the strength of the flare (B1/C1/B2/C2) is labelled on the
top axis. The grey strips mark the vertical extent where ohmic heating of the
”current carrying” field lines reach plateaus of the QFL during flares in the
simulations (see Fig. 4.3). Most noticeable is that, in general, there are certain
heights above the photosphere, where the approaching motions begin earlier
and reach the closest point of approach also earlier than at the photosphere or
at other heights in the solar atmosphere.
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In Fig. 4.8, the start time of the approaching phase (first green line with
squares) of the B1 flare is sooner and it also reaches the moment of the closest
approach sooner (first blue line with squares) between heights at 0.3-0.4 Mm
than at the photosphere or at any other heights. In the case of the B2 flare, the
optimum height, i.e. having the earliest time of beginning of approach, seems to
be 0.5 Mm. Similarly, for the C1 flare the start time of the approaching phase
and moment of the closest approach is earliest between heights 2.3 and 2.9 Mm
above the photosphere. We can clearly see that the start time of the approaching
phase and the moment of closest approach corresponding to the C2 flare is
earliest between heights 1.2 and 1.8 Mm above the photosphere. This result
is rather important: if we are able to identify the optimum height where the
moment of start time of the approaching phase, as well as the moment of closest
approach, is indeed earlier than at any other heights in the solar atmosphere,
then the analysis carried out at this height may (hopefully considerably in
practice) improve the capacity of flare precursor capability, e.g. yielding a more
accurate flare onset time. Furthermore, it also seems that the optimum height
may depend on the energetic flare class. This could be a significant progress if
confirmed by observations on a larger database.

Flare Interval Optimum height QFL WGmax
M WGflare

M Sflare TC TD+F Test WG%
M

[Mm] [Mm] ·106 [Wb/m] ·106[Wb/m] Class [min] [min] [min] [%]

B1
Min 0.3 0.1 3.99 3.93 X 3.34 11.94 10.81 1.5%

Max 0.4 2 3.87 3.80 X 3.34 11.94 10.81 2%

C1
Min 2.3 0.1 1.36 1.18 M 11.60 19.98 19.96 13.2%

Max 2.9 3 1.05 0.89 M 11.60 19.98 19.96 15.2%

B2
Min

0.5 0.5 3.92 3.92 X 3.34 9.47 10.80 0.1%
Max

C2
Min 1.2 0.1 2.23 2.01 M 15.70 25.70 23.64 9.5%

Max 1.8 4 1.54 1.39 M 16.70 24.70 25.47 10%

Table 4.2: Summary table of the investigated properties of the two B- and two
C-class flares at their optimum heights.

In Table 4.2, we list some properties of the flares determined at the min-
imum and maximum value of their optimum heights and the minimum and
maximum height values corresponding the plateaus of the QFL. Table 4.2 in-
cludes the maximum value of the WGM (WGmax

M ), value of WGM at the flare
onset (WGflare

M ) and the estimated flare GOES-class (Sflare), duration of the
simulated compressing phase (TC) and receding motion until flare onset (TD+F ),
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Figure 4.8: The filled square/triangle/circle/stars symbols are associated with
B1/C1/B2/C2-class flares, respectively. The actual moment of start times of
approaching (green lines), times of momentum of the closest approaching point
between two barycenters (blue lines) and the estimated flare onset time by
Equation (3.2) (magenta lines) are plotted as a function of height. The black
vertical lines denote the two B-class and two C-class flares (at 167.5, 215.03,
197.2 and 240.2 min). The grey areas demonstrate the height extent where the
ohmic heating of their ”current carrying” field lines reach more than 95% of
the maximum (QFL) near the onset time of the two B-class and the two C-class
flares, respectively.

the estimated flare onset time (Test) elapsed from the moment of reaching the
closest point during the approaching-receding motion to the flare (computed
from Eq. 3.2) and the ratio of maximum value of the WGM to the value of the
WGM at flare onset(WG%

M).

From Table 4.2, we can see that the estimated onset time (Test) and the
elapsed time of simulated receding motion until flare onset (TD+F ) are close to
each other for the two B- and C-class flares at the optimum heights. First, if we
apply TC obtained from the first approaching-receding motion of the barycentric
distances before the B1 flare between heights of 0.3 and 0.4 Mm then the time
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difference is 1.1 min between Test and TD+F (see the values in Table 4.2). The
C1 flare occurred only 0.02 min later than the expected onset time. For the B2

flare the time difference between the estimated and the observed onset time is
1.33 minutes. The difference between the onset time and the estimated onset
time of C2 is only 1.02-2.06 min depending on the optimum heights. Also, the
minimum and maximum values of the optimum heights of B1, C1, B2 and C2

flares are in the plateau ranges of the QFL (see the values in Table 4.2). However,
the expected intensity flare classes are over-estimated by the Eq. (3.1). This
could be caused by the small number of lower energetic flare class sample in
Chapter 3, therefore, Eq. (3.1) does not seem to be applicable to the simulation
data.

Last, we investigate the percentage difference (WG%
M) at identified op-

timum heights. The WG%
M does not seem to be applicable to the simulation

data, unlike to observational data. The values of WG%
M are small which means

that one may expect further flare(s) during the decreasing phase of WGM , but
this is not taking place. So, further investigation may be needed to exploit the
applicability of this parameter.

4.4 Conclusions

Chatterjee et al. [2016] modelled a δ-sunspot feature formed due to the collision
of two magnetic regions with opposite polarity arising from the interaction of
emerging magnetic flux with stratified convection. The two opposite polarities
of the magnetic field are part of the same initial subsurface structure and their
collision causes recurring flaring; two B- (B1 and B2) and two C- (C1 and C2)
classes.

In this core of a flaring simulated AR, we applied the WGM method, put
forward in Chapter 3 in the context of identifying the introduced flare precur-
sors, tracked the temporal evolution of the WGM , the variation of Dpn and Φ at
different heights in the model solar atmosphere from photosphere up to 3.6 Mm,
at stepping intervals of 100 km in height. During the analyses, we found that
the WGM method does seem to work for the simulated low energy flare events,
as seen in this case study mimicking the evolution of an AR. Our initial results
are encouraging because we do observe very similar pre-flare behavior of the
WGM and the Dpn parameter between the polarity barycenters in real sunspot
data discussed in Chapter 3 as well, indicating that the predictive temporal
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behavior of these parameters may indeed be an intrinsic feature of the physical
processes preceding flare onset. The fact, that the application of the WGM

method gives similar precursors for observed (GOES B- C-, M- and X-class)
flares as well as the simulated (B- and C-class) flares also gives us confidence
that a basic physical mechanism of flare initiation has been phenomenologically
captured reasonably well in the flare simulation reported in Chatterjee et al.
[2016].

The other interesting aspect was that the flare precursors are height- and
flare strength-dependent. Therefore, we mainly focused on the variation of
the moment of start time of the approaching phase, and, the moment of the
closest approach and estimated flare onset time as a function of height. This
investigation was carried out by searching for specific heights at which the
approaching motion of Dpn corresponding to a flare event would start earlier
and reach its closest position earlier than at any other level (well, at least
photospheric level) in the solar atmosphere, so that we may estimate the flare
onset earlier in time.

It was found that for the two B-class flares, the most promising levels
for flare finding the precursors of the WGM method for an eruption are at
about 0.3-0.5 Mm above the photosphere. The optimum height for the first
C-class flare is between 2.2-2.7 Mm and for the last C-class flare is above 1.3
Mm. These loci in height, found for being most optimal for predicting flares,
agree reasonably well with the heights of the occurrence of flares themselves as
identified from the analysis of their thermal and Ohmic heating signatures in
the simulation. We also estimated the expected time of the flare onsets from
the duration of the converging-receding motion of Dpn before each flare. The
estimated onset time and the actual time of occurrence for each flare are in
good agreement at the corresponding optimum heights. Therefore, we suggest
that our numerical experiment serves as a further mounting evidence towards
confirming the underlying assumed principles, which we have put forward for
potential flare predicting, based on the WGM method.



Chapter 5

On the evolution of pre-flare
patterns in 3-dimensional solar
Active Regions

Here, we present the application of our WGM method to the lower solar atmo-
sphere where we focus on the pre-flare evolution deduced from 3D magnetic field
skeletons of flaring ARs. The construction of 3D magnetic structures is based
on PF and NLFFF extrapolations encompassing a vertical range from the pho-
tosphere through the chromosphere and transition region into the low corona.
The evolution of (i) the WGM proxy, (ii) the distance between the area-weighted
barycenters of opposite polarities (Dpn) and (iii) the unsigned magnetic flux (Φ)
were all followed, step-by-step at each 45 km in height, from the photosphere
up to a few thousand km in the identified δ-spots of 13 ARs. In all the investi-
gated δ-spots, we found that the evolution of these three components change as
a function of height, just like in the case of the simulated flaring AR presented
in Chapter 4. Furthermore, we found that the starting and the finishing time of
the converging phase change as a function of height, qualitatively also similarly
to the MHD case study discussed in Chapter 4. Therefore, here, by applying
the WGM method we present a tool and recipe to improve flare prediction.
Overall, we may summarise that on at average around 1000-1800 km, there is
an optimum height range for flare prognosis in the solar atmosphere enabling
us to improve by, on average, 3.2 hrs ±2.5 hours our flare prediction capability
and capacity.

104



5.1. INTRODUCTION 105

5.1 Introduction

One of the main questions in the research area of solar eruptions is to understand
the process of flare occurrence as the removal of free (i.e. non-potential) energy
from the solar atmosphere. The free magnetic energy represents the maximum
energy that can be dissipated during magnetic reconnection that is driving the
intense solar flare occurrences (see Section 1.8). The detailed measurements
and modelling of the 3D magnetic field structure of an AR would be important
to obtain more accurate information about the pre-flare evolution of a flaring
in the solar atmosphere. However, the direct observation of the 3D coronal
magnetic field is still elusive. Therefore, today, we still use approximate tools
for modelling the solar magnetic field structure in the solar atmosphere. The
construction of magnetic field has evolved from routine potential field (PF)
to complex and elaborated nonlinear force free field (NLFFF) extrapolations.
In practice, to construct the accurate 3D magnetic skeleton of an AR from
photospheric measurements is still a challenging task, see e.g. Wiegelmann and
Sakurai [2012].

In this Chapter, we focus on the 3D evolution of ARs before intense flare
occurrences where the 3D information is obtained by the PF and NLFFF ex-
trapolation techniques. In Figs. 5.1-5.3, we show 3D views of three flaring ARs
(AR 11158, 11166 and 11283), as examples, to give an impression about the
topic of this chapter. These three figures are snapshots from NLFFF extrapo-
lations. The field lines are coloured according to the blue-red scale of vertical
magnetic field (Bz), respectively. The Bz components of the measured photo-
spheric magnetograms are displayed via grey scale images in full resampling
resolution, where white represents positive polarity, black represents negative
polarity. We also illustrate the identified “sunspots” of the ARs at two different
layers further up in the lower solar atmosphere. The identified sunspots are also
coloured by blue-red colour scale of Bz, respectively. Here, we emphasise that
these are the sunspots what we adopt for the WGM method across the lower
solar atmosphere. Furthermore, based on Chapters 3 and 4, our motivation
is to identify an optimum height with the WGM method, in the lower solar
atmosphere, where we could estimate the onset time of an intense flare earlier
than only using data available from observing the photosphere.

In this Chapter, we introduce and analyse 13 intense flaring ARs which
satisfy the selection criteria given in Sec. 2.2.4. Based on Section 2.2.4, first, we
construct the hourly low corona magnetic field structure of the selected ARs in
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3D, in the given time period as in Table A.16. Secondly, we perform a detailed
comparison analysis between PF [Gary, 1989] and NLFFF [Yan and Sakurai,
2000] extrapolations in the identified δ-sunspot(s) of three flaring AR cases in
Section 5.2. In the next step, we only apply the PF extrapolation to further
10 flaring AR cases and analyse our findings in Sec. 5.3. At the end of this
Chapter, we discuss our results and draw our conclusions in Section 5.4.

Figure 5.1: The figure illustrates the three-dimensional NLFFF extrapolation
of AR 11158. The red-blue colour bar refer to the positive and negative po-
larity magnetic field values at different heights in the solar atmosphere. The
grey colour bar represents the photospheric Bz magnetic field values. The two
horizontal slices, at the 720 and 1485 km levels from the photosphere, represent
the identified “sunspots” in the lower solar atmosphere.

5.2 Comparison analyses of pre-flare behaviour

based on PF and NLFFF extrapolations

In this section, we apply the PF and NLFFF extrapolations in the case of three
flaring ARs in order to determine the possible optimum heights for applying
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Figure 5.2: Same as Fig. 5.1 but for AR 11166. The identified sunspots are at
the 315 and 810 km levels measured from the photosphere.

Figure 5.3: Same as Fig. 5.1 but for AR 11283. The two slices with the
identified sunspots are the 495 and 990 km levels.
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the WGM prediction method. We consider a height optimum, as in Chapter 4,
where the Dpn parameter would yield the earliest sign of converging phase be-
havior in time.

In Chapter 4, we found that the optimum heights for best prediction
agreed reasonably well with the heights of the occurrence of flares identified from
the analysis of their thermal and Ohmic heating signatures in the associated
MHD simulation of flare evolution. We were able to successfully determine the
two flare precursors of the WGM method prior to each flare at the corresponding
optimum heights. We also estimated the expected flare onset time from the
duration of the converging motion of the Dpn before every single flare. The
estimated onset time and the actual occurrence time of each flare were in good
agreement at the corresponding optimum heights, which inspires us now to
mainly investigate the changes of Dpn leaping upwards from the photosphere to
lower corona at each 45 km in height. If we could identify optimum height(s)
from an observational point of view then this would bear key importance for an
earliest estimation flare of the onset time.

In this study, the PF and NLFFF extrapolation methods play an equally
important role, because the free energy of a flaring AR itself does not take any
part in applying our WGM method. Here, we will compare the results of the
WGM method in the case of PF and NLFFF extrapolations as a function of
height and draw the conclusion of which extrapolation could be more beneficial
for flare prediction.

The first region of interest for the comparative analysis of employing the
PF and NLFFF is AR 11158, the second one is AR 11166 and the last one is AR
11283. In particular, the regions of interest are the δ-spots of the three ARs.
Two δ-spots were identified in AR 11158, and one-one each for AR 11166 and
AR 11283 by Cui et al. [2006], as we can also see here, in Figs. 5.7a-c. Once
the δ-spots are identified, the evolution of the WGM proxy, Dpn and Φ are all
tracked for each of the entire δ-spots at consecutive 45 km steps in height for
both of the PF and NLFFF extrapolation cases.

While performing the WGM analyses, we noticed that the evolution of the
three characteristic pre-flare components change as a function of height, just like
in the case of the simulated flaring AR in Chapter 4. Next, before we begin
the analyses with the WGM method, we need to determine the two relevant
characteristic pre-flare features at each 45 km step in height. We can only
apply the pre-flare analyses at the height(s) where the pre-cursor behaviours of
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the WGM and Dpn parameters are identifiable concurrently prior to flare.

Here, throughout in this chapter, we identified the two characteristic pre-
flare features somewhat differently when compared to Chapters 3–4 in order to
avoid to be biased as much as possible. Namely, here, we apply the best nth
degree polynomial fit to the WGM data (f(WGM)) and to the distance data
(f(D)) at each 45 km in height. We use a Python script, with the NumPy
library, which determines the maximum (orange dots in Figures 5.8– 5.16) and
minimum values (blue dots in Fig. 5.8– 5.16) of f(WGM) and f(D). Next,
from these calculated values, we establish the two pre-flare behaviours, which
are assumed to be related to the upcoming flare rather than merely an insignif-
icant fluctuation. So, the script evaluates (i) the relative gradient of the rising
phase of WGM and (ii) the relative gradient of the converging motion from
the corresponding maximum and minimum values. The relative gradient of the
rising phase of WGM is calculated from the difference between the previous
minimum and maximum values prior to flare. The relative gradient of the con-
verging motion is determined from the maximum and the minimum values of
the converging phase. Furthermore, a maximum of 10% deviation allowance of
the diverging phase is also cross-checked at each applicable height. Actually,
the 10% deviation allowance is obtained from the difference of the maximum
value of the converging phase and the maximum value of the diverging phase.

Once we successfully identified the relevant pre-flare patterns of the WGM

and Dpn at a certain height, then we just focus on the evolution of the pre-
flare behavior of the Dpn parameter as a function of height. Especially, based
on Chapter 4, we concentrate on the beginning and finishing moments of the
converging phase determined at each 45 km. Let us now plot the starting time
(f(D)Max, green lines) and finishing time (f(D)Min, blue lines) of the converging
phase at each 45 km in the three different AR cases.

In Figures 5.4– 5.6, the fat lines represent the data using PF extrapolation
and the dashed lines indicate the results of the NLFFF case for the constructed
3D magnetic skeletons of an AR. Also, the red lines denote when the investigated
flare occurred. In Figures 5.4– 5.6, we can observe how the converging phase
begins earlier and reaches the closest location also earlier at a certain height
(referred to as the optimum height) than it does at the photosphere or at other
heights, similarly as found in Chapter 4. We also summarise the actual findings
in Table 5.1 for establishing evidence for the two relevant pre-flare behaviours
in the photosphere and at the defined optimum height in the cases of both the
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PF and NLFFF extrapolations.

Once we identified the corresponding optimum height for each flare then
we carried out further aspects of the WGM analyses in the photosphere and at
these optimum heights. We estimated the percentage difference (WG%

M), the
expected largest flare intensity class (Sflare) and the flare onset time (Test) by
Eqs. (3.1)–(3.2) to test the applicability of the WGM method. We summarise
the obtained three estimated values in Table 5.2. Furthermore, Table 5.2 also
includes how many hours earlier the converging phase (TC

Imp) started, and, also
finished earlier (TM

Imp) at the optimum height when compared to its analogue
determined from data in the photosphere in both of the extrapolation cases. The
TM
Imp is a so-called the lead-time at the corresponding optimum height because

we calculate the flare onset time from f(D)Min-f(D)Max. Actually, the values
of the TM

Imp could give the desired estimate about how many hours one could
win for the flare onset time estimation if one applies the WGM method at an
identified optimum height.

In the next three subsections, let us now see how to determine the lead-
times and the optimum heights in both of the PF and NLFFF extrapolations
for four X-class flare of 3 AR cases. We also briefly summarise how the WGM ,
Dpn and Φ evolve in the photosphere and at the defined optimum heights.

5.2.1 AR 11158

Let us see first the case of AR 11158 when the 3D magnetic skeleton is con-
structed using both the PF and NLFFF magnetic field extrapolation methods.
We now analyse the pre-flare dynamics of the two identified δ-spots, i.e. the
1st and 2nd δ-spots, respectively, before the X2.2 flare. The two δ-spots are
visualised in Fig. 5.7a. The flare actually occurred at 01:56 on 15/02/2011 from
the 2nd δ-spot of AR 11158 according to Wang et al. [2012].

• The 1st δ-spot: In the photosphere, the pre-flare behavior of the WGM

is discernible in both of the two extrapolation cases. Nevertheless, the
first striking difference, from the analysis of the two characterising pre-
flare features of using PF and NLFFF data is in the behavior of the Dpn

parameter. In the PF case, the Dpn only increases and seems to be less
useful, but, we can see the pre-flare behavior of the Dpn in the NLFFF case
(see Fig. 5.8a-b). We also noticed that the deviation of Dpn is not in the
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Figure 5.4: AR 11158: The fat/dashed lines are associated with the analyses
of extrapolation of the observed photospheric input data using the PF/NLFFF
technique, respectively. The actual moments of starting time of converging
(green lines) and moments of the closest location between two barycenters (blue
lines) are plotted as a function of height. The red vertical line indicates the flare
occurrence time.

±10% allowance interval. For satisfaction of our curiosity, we considerate
it as a precursor then we could observe the pre-flare behavior of the Dpn

from the photosphere up to 180 km in the solar atmosphere, using the
NLFFF magnetic data. We also found that the height of 135 km became
the optimum height here. At that height, the converging phase began
3 hours beforehand and finished 1.5 hrs earlier than in the photosphere.
Here, the Sflare is underestimated, but the values determined for WG%

M

and Test are not that bad at all. The WG%
M is 38% which is close to the

42% photospheric value whereupon we do not expect X-class energetic
flare. The difference between Test and TD+F is lower than the uncertainty
of the Test (±7.2 hrs).

• The 2nd δ-spot: The two required typical pre-flare behaviors of the WGM

and the Dpn parameters are both observable prior to X2.2 flare in both of
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the extrapolation cases, down from the photosphere up to 3000 km in the
low corona. In the PF case, the optimum height is 1395 km because the
converging phase started with a maximum of 1.2 hours beforehand and
finished 2 hrs earlier than in the photosphere. In the NLFFF case, the
TC
Imp is 0.92 hrs and TM

Imp is 0.73 hrs at best of 810 km. Here, we could
estimate the flare onset time 1.27 hr earlier with the PF data than with
the magnetic data of the NLFFF extrapolation. Both of our analyses here,
and many observations elsewhere, proof that the 2nd δ-spot is the source
of the X2.2 flare. The Sflare and Test are fairly well estimated in the two
extrapolation cases (see Table 5.2). The estimated flare onset times are
also very close to the actual values of TD+F . We cannot tell this, however,
about the WG%

M .

5.2.2 AR 11166

The second example is AR 11166. Here, we investigate the pre-flare states before
the X1.5 flare. This flare occurred in the single δ-spot of the AR [Vemareddy
and Wiegelmann, 2014] at 23:23 on 09/03/2011. We recognise the prominent
and typical pre-flare behavior of the WGM and the Dpn prior to X1.5 in the
vertical region from the photosphere up to 2000 km at each 45 km step. In the
PF extrapolation case, we can identify one increasing, one maximum followed
by a decreasing phase of the WGM , and, also one full converging-diverging mo-
tion of the area-weighted barycenters prior to flare. However, in the case of the
NLFFF extrapolation, we further notice that two consecutive precursors of the
WGM and the Dpn appear instead of one above 500 km (see Figs. 5.12- 5.13).
It is worth to mention that we applied two best fitting polynomials which han-
dle separately the two consecutive precursors of the WGM/Dpn. Furthermore,
the first diverging phase cannot reach the 10% deviation allowance in the pho-
tosphere (see Table 5.1), but for the sake of optimum height identification we
considerate the first pre-flare behaviour of the Dpn as a precursor.

In the PF case, TC
Imp is 0.9 hrs and TM

Imp is 3.58 hrs at 1080 km. We
found two pre-flare behaviors of the Dpn in the NLFFF case, but to identify the
optimum height, we use only the first one. At the 315 km, the TC

Imp is 1.2 hrs
and TM

Imp is 2.93 hrs. Here, we could estimate the flare onset time about 3 hrs
earlier in the case of both extrapolations. Unfortunately, Test seems to be rather
overestimated with 10 hrs in the PF extrapolation case. However, the Test value
is well agreement with the TD+F value in NLFFF extrapolation case. In the PF
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Figure 5.5: Same as Fig. 5.4 but for AR 11166.

case, using Eq. (3.1), we underestimate the expected flare intensity class. In
the NLFFF case, the Sflare is found to be correct. The WG%

M values are not so
prominent either in the case of PF or in the case of the NLFFF extrapolation.

5.2.3 AR 11283

The last example is AR 11283 with a flare of X1.8 at 22:20 on 06/09/2011
and with another of X2.1 at 22:38 on 07/09/2011. These two flares occurred
in the same δ-spot of the AR [Liu et al., 2014]. Here, the characteristic pre-
flare behavior of the WGM and the Dpn are evaluated using the appropriate 3D
magnetic skeletons were both patterns are recognisable prior to each of the two
flares. We found that the two pre-flare behaviours of the X1.8 flare disappear
from 1000 km upward both of the PF and NLFFF extrapolation cases. In the
X1.8 flare case, the optimum height of the PF is 90 km and for the NLFFF it
is also 90 km. TC

Imp is 1.6/1.15 hrs and TM
Imp is 2.11/1.51 hrs in the PF/NLFFF

case, respectively.

In the X2.1 flare case, the optimum height is found to be 1035 km for PF
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Figure 5.6: The plots (a) and (b) correspond two X-class flares (X1.8 and X2.1
flares) of AR 11283.
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and 225 km for the NLFFF magnetic skeletons. The converging phase started
2.2 hours beforehand and finished 1.9 hrs earlier at 1035 km compared to the
result of analysis applied data to in the photosphere. The TC

Imp is 1.95 hrs and
TM
Imp is 1.86 hrs at 225 km. Here, we could estimate the onset time of the

X1.8 flare 0.60 hrs earlier with the PF data when compared to its counterpart
obtained with the NLFFF extrapolation. For the X2.1 flare, the PF and NLFFF
are similarly beneficial.

In summary, the overall situation with the estimates is similar to that
for AR 11166 in the PF case. Here, in the two extrapolation cases, the Test
values are underestimated for the X1.8 flare when, while, the Test values are
overestimated for the X2.1 case like in the PF case of AR 11166. The Sflare

values are fairly well estimated. The WG%
M values are also not so prominent,

except for the X2.1 flare evaluated from the NLFFF data.

Based on the above Subsections 5.2.1–5.2.3, we summarise the results of the
analysis of the NLFFF and PF extrapolations in Fig. 5.17 and Table 5.2. In
Fig. 5.17a, the green columns demonstrate the improvement of determining the
starting time of the converging phase at the optimum height. The blue columns
show the gained time of the finishing of the converging phase at the optimum
height. In Fig. 5.17b, the red columns represent the optimum height of the
particular flare event. In Figure 5.17, the columns with no cross lines indicate
the optimum heights of data analysis carried out using PF and the columns
with black cross lines stand for the results obtained with NLFFF extrapolation.
The plotted values expressed in numbers are given in Table 5.2.

From Fig. 5.17 and Table 5.2, we conclude that the optimum heights and
the lead prediction time improvements are different in the three AR cases. We
investigated only three ARs, because the running time of the NLFFF extrapola-
tion code takes about 3-4 months for one AR case, while it is 2-3 hours or could
even just be minutes on a powerful computer in the case of PF extrapolation.

Furthermore, we also noticed that, indeed, sometimes the lead-time is
better in the NLFFF extrapolation case and at another time it is better in the
case of using PF data. But, the differences of the corresponding two lead-times
are not so significant. Based on this finding and the needed very long CPU
running time for the NLFFF extrapolation, we now propose to use only the PF
extrapolation in the further studies.
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NOAA AR

PF NLFFF

WGInc
M -T DDec-T DInc WGInc

M -T DDec-T DInc

%- hrs %- hrs % %- hrs %- hrs %

Photosphere

11158
28-23 - - 136 - 17 32 - 24 ↓17

720 - 40 35 - 33 ↓2 386 - 36 40 - 20 ↑16

11166 363 - 38 42 - 33 ↓2 324- 35 58 - 44 ↓30

11283
41 - 5 13 - 9 ↓9 247 - 15 16 - 20 ↓9
30 - 25 22 - 42 ↓9 93 - 38 33 - 41 ↓10

Optimum height

11158
- - - 886 - 17 24 - 39 ↓12

413 - 32 30 - 33 ↓2 325 - 37 36 - 21 ↑14

11166 181 - 47 44 - 30 ↑24 265/205 - 30/10 57/51 - 29/12 ↑3 / ↓10

11283
61 - 13 14 - 11.5 ↓6 20- 18 14- 18 ↓6
39 -38 23- 36 ↓10 100- 69 31 - 26 ↓7

Table 5.1: Ascertainment of the two flare precursors (WGM and Dpn) (see
Chapter 3) with the fitted nth degree polynomial at the photosphere and at
the optimum height for analyses using the PF and NLFFF extrapolations data.
The second column shows the relative gradient of the rising phase of WGM

(WGInc
M ). The third column is the relative gradient of the distance parameter

of the converging motion (DDec). The fourth column lists the deviation of the
distance as it increases back to its original value it had at the moment when the
converging phase started (DInc). The ↓/↑ indicate the passed/missed with x%
compare to the beginning value of the DDec. The T values indicate the elapsed
time for the considered WGInc

M and DDec.
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(a)

(b)

(c)

Figure 5.7: LOS magnetogram snapshots showing the analysed δ-spots of three
example ARs: (a) the two δ-spots of AR11158 on 14/02/2012 at 17:00:00; one
- one δ-spot of (b) AR 11166 on 09/03/2011 at 11:00:00 and (c) AR 11283 on
04/09/2011 at 18:00:00. The red dotted lines are the automatically identified
PILs of the ARs. The white countered areas show where the magnetic field is
larger than |150| G.
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(a) (b)

Figure 5.8: Panels (a) and (b) show the result of the WGM analysis for the
1st δ-spot case of AR 11158 (see Fig. 5.7a at the photosphere). Panels (a) and
(b) reveal the evolution of the various pre-flare indicators, applied to the PF
and NLFFF magnetic extrapolation data. The x-axis is time, measured in date.
The upper panel is the temporal variation of WGM . The pre-flare behavior
of WGM is fitted by an nth-order polynomial (red line), where the orange dot
corresponds to the maximum of WGM . The middle panel demonstrates the
evolution of Dpn. The consecutive maximum-minimum-maximum (orange-blue-
orange dots) locations of the fitted nth-degree polynomial highlight the full
converging-diverging motion uncovered by Dpn. The vertical blue lines indicate
the moment when the flare occurred. The bottom panel shows the evolution of
the unsigned magnetic flux (Φ).
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(a) (b)

Figure 5.9: Same as Fig. 5.8 but for the 2nd δ-spot of 11158 AR at the pho-
tosphere (see Fig.5.7a). The panel (a) is the PF and panel (b) the NLFFF
extrapolation case, respectively.
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(a) (b)

Figure 5.10: Same as Fig. 5.9 for AR 11158 but panels (a) and (b) illustrate the
evolution of the three parameters at the optimum height. (a): The optimum
height is 1395 km above the photosphere in the PF case. (b): The optimum
height is 810 km from the photosphere in the NLFFF case.
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(a) (b)

Figure 5.11: Same as Fig. 5.8 but for the δ-spot of AR 11166 (see Fig. 5.7b)
at the photosphere.
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(a) (a)

Figure 5.12: Same as Fig. 5.11 for AR 11166 but at 495 km above the photo-
sphere.



124 CHAPTER 5. MAGNETICFIELD EXTRAPOLATION

(a) (a)

Figure 5.13: Same as Fig. 5.11 for AR 11166 but at 1080 km above the photo-
sphere, in the lower solar atmosphere.
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(a) (b)

Figure 5.14: Same as Fig. 5.8 but in the δ-spot of AR 11283 (see Fig.5.7c) at
the photosphere.
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(a) (b)

Figure 5.15: Same as Fig. 5.8 but for AR 11283. Panels (a) and (b) show the
results found after applying the WGM method to both the PF and NLFFF
extrapolations at the corresponding optimum heights for the first X1.8 flare in
the two extrapolation cases. The optimum height of the PF case is 90 km and
for the NLFFF it is 90 km from the photosphere.
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(a) (b)

Figure 5.16: Same as Fig. 5.8 but for AR 11283. Panels (a) and (b) show the
pre-flare evolution of the three parameters for the PF and NLFFF extrapola-
tions at the corresponding optimum height for the second X2.1 flare. Here, the
optimum height of the PF case was found to be 1035 km and for the NLFFF
case it is 225 km from above the photosphere.
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5.3 Application of PF to more ARs

In this Section, we analyse further 10 ARs with 16 flare cases (see Table 5.3),
which all satisfy the selection criteria given in Sec. 2.2.4. We constructed the
3D magnetic field skeleton of each of them with PF extrapolation and identified
the δ-spot of each AR. Next, the WGM analysis was applied to each δ-spot as a
function of height with 45 km steps upward in the vertical direction perpendicu-
lar to the solar surface. Also, we carried out the necessary analyses accordingly,
as given in Section 2.2.4, to identify the relevant pre-flare behaviors of the WGM

and Dpn parameters at each 45 km level. Similarly to Sec. 5.2, we noticed that
the evolution of the three components (WGM , Dpn and Φ) change as a function
of height, and also, the converging phase began earlier and reached the closest
location also earlier at a certain height in all cases of the investigated 16 flares.
We could i) identify the optimum heights, ii) determine where the Dpn param-
eter yields the earliest sign of converging phase in time, and iii) confirm the PF
approximation is applicable for our 3D WGM analyses.

Figure 5.18a demonstrates, with the green and blue columns, how many
hours earlier the converging phase began (TA

Imp) and finished (TM
Imp) at the

optimum height when compared to their counterparts in the photosphere. Fur-
thermore, the red columns represent the corresponding optimum heights of the
particular AR in Figure 5.17b. The x-axis of Figures 5.17a-b lists the AR that
hosted flare in the same order as the ARs are listed in the PF part of Table 5.2
and Table 5.3. Based on Figure 5.18 and Table 5.3, we conclude that we can
estimate the expected flare onset time at the associated optimum height earlier.

From the PF part of Table 5.2 and Table 5.3, we can see that the converg-
ing phase began between a maximum of 1-16 hrs earlier (TC

Imp) and also finished
between 1-8 hrs earlier (TM

Imp) at the corresponding optimum heights in the most
of the cases. We have also noticed that the related optimum heights split into
two district intervals, 90-600 km and 1000-1800 km, respectively. Interestingly,
Test is well estimated at the optimum height of 1000-1800 km if we consider
the ±7 hr uncertainty. This, however, cannot be said for the 90-600 km height
range because the differences are large between Test and TD+F in most cases.
Occasionally, we found that the difference can be even more the 2 days (see e.g.
AR 11520, 12158 and etc in Table 5.3). The large overestimation in the range
of 90-600 km could come from the potentially poor estimation of the physical
conditions of the mid-and-upper chromosphere.
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The parameter Sflare is estimated well in about 90% of the 16 flare cases
at the corresponding optimum heights. Sflare is highly underestimated only
in the cases of AR 11430 and 12158. Unfortunately, similarly to Sec. 5.2, the
WG%

M values are not so prominent at the corresponding optimum heights.

To realise which optimum height range is more prominent, we subdivided
the flare samples accordingly to the two defined intervals, 90-600 km and 1000-
1800 km. Furthermore, in order to determine an average lead-time, we use TM

Imp.
The parameter TM

Imp shows how many hours earlier the converging phase stops
at the optimum height when compared to a similar analysis carried out for data
in the photosphere. This is a very important information because estimating
the flare onset time is based on the linear relationship between the duration
of the diverging motion of the opposite polarities until the flare onset and the
duration of the converging motion of the opposite polarities. Therefore, when
the converging phase is over at some time earlier at some other height in the
chromosphere than in the photosphere, then there is an opportunity to estimate
the flare onset time earlier.

Finally, we apply descriptive statistics on two set of TM
Imp values to deter-

mine an average lead-time within the given two optimum height intervals. The
statistical mean is 2.2 hrs with standard deviation of 1.4 hrs in the 90-600 km
interval. Nevertheless, the mean is 3.2 hours and the associated standard devi-
ation is 2.5 hrs between for the data for 1000 km and 1800 km. Based on our
findings in the PF extrapolation cases, we conclude that the average lead-time
improvement could be 3.2 ±2.5 hours if we use the WG%

M between 1000 and
1800 km in the solar lower atmosphere.
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Figure 5.17: Comparison analyses of the optimum heights and lead-times for
PF (filled column) and NLFFF (filled column with black crossed lines) extrap-
olations. Panel (a) shows the identified optimum height of the corresponding
flare events in three ARs. Panel (b) gives an insight into the lead-time improve-
ment for each studied flare when the method is applied to data taken at their
own optimum height for each AR. The green/blue columns show how much
earlier the converging phase started/reached the smallest Dpn value at the op-
timum height when compared to their corresponding data in the photosphere
(see Table 5.2).
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Figure 5.18: Optimum height and lead-time obtained by means of the analyses
of the PF extrapolation for constructing the magnetic skeletons of 13 ARs with
20 X-class flare cases (see Table 5.2–5.3). Panels (a) and (b) are in the same
spirit as that of in Fig. 5.17.
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PF

NOAA AR Flare Intensity TC
Imp [h] TM

Imp [h] Opt. Height [km] Sflare WG%
M [%] Test [h] TD+F [h]

11430 X1.3 0.85/3.48 0.47/5.85 1215 <M5 44 19.8/13.4 26.4/8.6

11515 X1.1 8.75 4.33 585 X 40 89.8 35.3

11520 X1.4 16.5 1.12 360 X 5 65.8 67.7

11890
X1.1 5.15 0.77 225 X 28 62.5 15.5

X1.1 2.5 1.92 585 >M5 25 27.6 21.4

11944 X1.2 11.35 2.22 135 X 34 45.7 45

12017 X1.0 7.52 1.97 1080 >M5 21 24.9 32.3

12158 X1.6 4.82 1.63 405 <M5 65 49.5 30.5

12192

X1.6 3.98 2.53 180 X 90 34.6 57.6

X3.1 13.07 5.18 135 X 10 47.6 40.4

X1.1/X2.0 3.35 8.12 1530 X 16/43 41.6 16.3/33.3

12297 X2.1 5.75 2.68 1080 X 88 42.8 35.5

12673

X2.2/X9.3 6.23 0.7 1080 X 5/50 21.4 19.5

X1.3 0.37 1.37 270 X 89 17.8 25.2

Table 5.3: Same as Table 5.2 but for constructing the 3D magnetic skeleton of
ARs using the PF extrapolation. The table includes the maximum lead-time
improvement of the estimated flare onset time at the optimum height for a
further 10 AR cases by means of implementing the WGM analysis for the data
obtained after PF extrapolation.

5.4 Conclusions

In this chapter, we have investigated the evolution of the two pre-flare signa-
tures not only at the photosphere but higher up in the lower solar atmosphere,
like in Chapter 4. The aim is to improve the efficiency of the flare onset time es-
timation capability of the WGM method applicable to both the PF and NLFFF
computations of observed LOS (Bz) of magnetic field data. In our presented
work, we considered the pre-flare patterns as a function of height instead of the
free energy of ARs, therefore, the two extrapolation methods may play equally
important roles.

We substantially improved the estimation accuracy of the flare onset time
and the performance quality of the WGM method by (1) implementing an au-
tomated feature tracing code for the detection of ARs in magnetogram images,
which makes the manual tracing unnecessary [Welsch and Longcope, 2003], and
(2) by optimising the technique to PF [Gary, 1989] and NLFFF [Yan and Saku-
rai, 2000] extrapolations to build up 3D magnetic structures of the ARs. Also,
we used an automated PIL detection program [Cui et al., 2006] to find the areas
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of interest, i.e. the δ-spots, for applying the WGM method.

The WGM method was applied to the entire individual δ-spot(s) of the
ARs where all magnetic fluxes were taken into account for the analysis. The
evolution of (i) the WGM proxy, (ii) the distance between the area-weighted
barycenters of opposite polarities (Dpn) and (iii) the unsigned magnetic flux (Φ),
were followed step-by-step at each 45 km height from the photosphere up to few
thousand kms. Furthermore, we carried out the necessary analysis similarly to
as described in Section 2.2.4 in order to identify the relevant pre-flare behaviors
of the WGM and Dpn parameters before each flare cases.

In the first approach, we compared the results obtained by applying the
WGM method to PF and NLFFF extrapolation data for AR 11158, 11166 and
11283. We found that the starting and the finishing times of the converging
phase changes as a function of height, as visualised in Figures 5.4– 5.6. At a
certain height, i.e. at the so-called optimum height, the moment of starting time
of the converging phase as well as the moment of closest approach is indeed a
passable maximum earlier than at any other heights in the solar atmosphere,
as shown in Figs. 5.4– 5.6. This is one of the most important findings of this
work because it is useful for the earlier and improve estimating of the flare
onset time. On the other hand, we also observed that the optimum heights and
the lead-time improvements are different in the four investigated flare cases.
Sometimes, the yielded lead-time by PF is better with few hours than in the
case of NLFFF extrapolation. It is an important aspect because the 2-3 hours
CPU running time of the PF extrapolations is negligible when compared to the
3-4 months of NLFFF’s running time. Therefore, in further studies, we applied
only the PF extrapolation and analysed with the WGM method an additional
10 ARs with 16 flare cases.

Finally, based on our findings in the PF approaches, we would conclude
that the average lead-time improvement could be 3.2 ±2.5 hours if we use the
WGM method between 1000 and 1800 km in the solar lower atmosphere. It is
important to note that for a more definite and conclusive statement one may
need to carry out a large ensemble of magnetic field extrapolations and apply
the WGM method to the evolution of δ-sunspots with flares of lower GOES
class (M-, and C-classes). Also, to test this finding as well as the flare pre-
cursor capability of the WGM method, a statistically more significant sample
of flaring ARs may be needed to be analysed in the future.



Chapter 6

Conclusions and Future Work

In this thesis, we further developed and tested the WGM method [introcduced
by Korsós et al., 2015] to make it more widely applicable and reliable. In Chap-
ter 3, we applied the method to a wide range of energetic flares, i.e. between B-
and X-class flares. Furthermore, we presented an extended statistical analysis
of AR cases compared to Korsós et al. [2015] and summarised our new findings.
In Chapter 4, we tested the reliability of the WGM method on synthetic data.
We analysed a simulated flaring AR where four flares were identified in terms
of Ohmic heating and temperature increase. We compared the findings reached
by the WGM method with the flare identification made based on the evolution
of Ohmic heating and the associated temperature. In Chapter 5, we examined
the characteristic pre-flare features of 13 ARs in the lower solar atmosphere
by computing their 3D magnetic structures, what we also labelled as magnetic
skeletons of ARs. Here, we performed a detailed comparative analysis of flare
precursors between PF and NLFFF magnetic extrapolations in three flaring AR
cases. Next, also in Chapter 5, we discussed our findings about the improved
prediction capability of the WGM method. Finally, here, in Chapters 6, the
results of each of the investigations presented in this thesis (Chapters 3– 5) are
summarised and concluding remarks with a brief future outlook are made.

134
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6.1 Principal Results

The goal of this thesis is to further develop, test and apply the weighted horizon-
tal magnetic gradient (WGM) flare prediction method outlined in Korsós et al.
[2015] and make it more reliable. Previously, the WGM method was based on
tracking changes of the magnetic configuration of a δ-spot in the photosphere,
as flare pre-cursors, with about an hourly temporal resolution, for predicting
flares above M5. The WGM proxy itself is based on two components: (i) the
total unsigned magnetic flux summed for all the considered umbrae of opposite
polarities (Φ) and (ii) the distance between area-weighted two barycenters of
the positive and negative polarities (Dpn) within the entire δ-spot. Initially, the
WGM method was developed on a sample of 61 cases using the SOHO/MDI-
Debrecen Data catalogue.

In the presented empirical analyses, for all the observed 61 flare cases, two
flare pre-cursor patterns were discovered with the WGM method:

• The pre-flare behavior of the WGM quantity itself exhibits characteristic
patterns: increase, and the maximum value of the magnetic flux gradient
followed by a gradual decrease prior to flaring (see in Figure 2.7).

• The pre-flare behavior pattern of the Dpn parameter is based on the
converging-diverging motion of the area-weighted barycentres of the pos-
itive and negative polarities of the δ-spot prior to flare. We found that
the flare occurs when the value of Dpn is approximately (±10%) equal to
the corresponding value of Dpn at the beginning of the converging phase
(see in Figure 2.7).

In Korsós et al. [2015], the next additional diagnostic tools were introduced
to probe the pre-flare behavior patterns, where the viability of the diagnostic
tools were also tested on a sample of 61 cases observed during the SOHO/MDI
era:

1. The first one is the estimation of the expected flare intensity. This proxy is
based on the relationship between the values of the maxima of the WGM

(WGmax
M ) and the highest GOES flare intensity class (I) of ARs.

2. Next is the estimation of the flare onset time. The estimate of the onset
time is based on the relationship found between the duration of diverging



136 CHAPTER 6. CONCLUSIONS AND FUTURE WORK

motion of the opposite polarities until the flare onset and duration of the
converging motion of the opposite polarities.

3. The last tool is the percentage difference (WG%
M) calculated between the

values of pre-flare WGmax
M and the values of WGM at the moment of flare

onset (WGflare
M ). If WG%

M is over 54%, no further flare of the same class or
above would be expected; but, if WG%

M is less than ∼42%, further flares
of the same class could be probable within about an 18-hour window.

At the beginning of the thesis, three specific research questions were ad-
dressed to guide us throughout this work. The questions provided directions
on how to further develop the WGM flare prediction method and make it even
more reliable. Now, we summarise the detailed concluding answers to all of these
questions raised and discuss how the different kind of approaches contributed
to the goal of this thesis:

• Are the two typical pre-flare patterns valid across the entire GOES flare
spectrum, or not?

In Chapter 3, our main motivation was to further develop, improve and
confirm the applicability of two potentially predictive flare precursor pa-
rameters (i.e. WGM and Dpn) introduced by K15. Here, we generalised
the application of the WGM method in two main ways. First, we have
expanded the number of investigated ARs by taking into account not only
ARs observed by the SOHO satellite, but also those detected by the higher
spatial and temporal resolution SDO mission. Second, we extended the
analysis to encompass GOES flare classes from as low as B-class to as
high as X-class flares.

We investigated a total number of 127 ARs which produced flares from as
small as B-class energetic flares to the strongest X-class flares and found
the two distinct and characteristic pre-flare patterns of the WGM method
regularly. Furthermore, we set out empirical conditions that the WGM

and the Dpn parameters have to satisfy to qualify as being precursive of
a flare rather than an unrelated fluctuation. After identifying the two
concurrently required pre-conditions, we investigated the relationship be-
tween the largest intensity flare of the host AR in terms of the WGmax

M .
By extending the flare samples down to B-class, we found a logarith-
mic relationship between the intensity I of flares hosted in the ARs and
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WGmax
M instead of the linear relationship known earlier (see the 1st point

above). This updated relationship may now provide a more accurated an
inclusive tool to estimate log(I) of the expected largest flare-class from
the measured WGmax

M .

The extended statistical sample from SDD and HMIDD data from as
low energy as the B-class to highest energy as X-class flares, again, also
confirmed the linear relationship between the duration of the converging
motion and the time elapsed from the moment of minimum distance until
the flare onset (see the 2nd point above). Therefore, we proposed that
if one can reliably identify the moment when Dpn begins to grow again,
then, one is able to estimate the onset time of the flare with ± 7.2 hrs of
uncertainty.

Next, we revisited the estimated probability of further flare occurance
during the descending phase of the WGM after its maximum (see the 3rd
point above). We found encouraging results extending the initial findings
of K15 to a wider flare energy range, namely: if the percentage difference
(WG%

M) is over 55%, no further energetic flare(s) may be expected; but,
if WG%

M is less than ∼40%, further flaring is probable within about 18
hrs. The importance of this empirical result is that it could be a further
auxiliary tool for inferring the properties of imminent flares.

• Can we reproduce our observational findings by a simulated flaring AR?

In Chapter 4, we applied the concept of flare predicting capability of the
WGM method to magneto-hydrodynamic simulations generating solar-
like flares. Our view was that it would be encouraging and reassuring if
we do observe a similar pre-flare behavior of the WGM and the Dpn pa-
rameters in the simulation as in real sunspot data discussed in Chapter 3.
This would also be indicating that the predictive temporal behavior of
these parameters may indeed be an intrinsic feature of the physical pro-
cesses preceding flare onset. The fact, that the application of the WGM

method gives similar precursors for observed (GOES B- C-, M- and X-
class) flares as well as the simulated (B- and C-class) flares, also gives us
confidence that a basic physical mechanism of flare initiation has been
phenomenologically captured reasonably well in the flare simulation, re-
ported in Chatterjee et al. [2016].

In particular, four flares were simulated and classified as two B- (B1 and
B2) and two C- (C1 and C2) classes. To this simulated flaring AR, we
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applied the WGM method, put forward in Chapter 3 in the context of
identifying flare pre-cursors, tracked the temporal evolution of the WGM ,
the variation of Dpn and the Φ at different heights in the model solar
atmosphere from photosphere up to 3.6 Mm. We successfully identified the
two important and characteristic pre-flare behaviors, at stepping intervals
of 100 km in height in the solar atmosphere.

Next, we investigated the variation of the moment of start time of the ap-
proaching phase, the moment of the closest approach and estimated flare
onset time as a function of height. This investigation was completed by
searching for specific heights at which the approaching motion of the Dpn

corresponding to a flare event would start earlier and reach its closest ap-
proach distance earlier than at any other level (well, at least photospheric
level) in the solar atmosphere, so that we may, therefore, estimate the
moment of onset earlier in time. Also, the pre-flare behavior of WGM can
be recognised at the optimum heights.

It was found that for the two B-class flares, the most promising levels for
flare finding the precursors of the WGM method for an eruption are at
about 0.3-0.5 Mm above the photosphere. The optimum height for the
first C-class flare is between 2.2-2.7 Mm and for the last C-class flare is
above 1.3 Mm. These loci in height, found for being most optimal for
predicting flares, agree reasonably well with the heights of the occurrence
of flares themselves as identified from the analysis of their thermal and
Ohmic heating signatures in the simulation.

We also estimated the expected time of the flare onsets from the du-
ration of the converging-receding motion of Dpn before each flare. The
estimated onset time and the actual time of occurrence for each flare are
in good agreement at the corresponding optimum heights. Therefore, we
constructed that our numerical experiment serves as further mounting
evidence towards confirming the underlying assumed principles, which
we have put forward for potential flare predicting, based on the WGM

method.

• Is it possible to increase the flare prediction capability of our WGM method
if we extend our investigations from the photosphere into 3D embracing
an observed solar atmospheric region?

In Chapter 5, to make an advance in developing Space Weather prediction
capability (and capacity), we have generalised our prediction method, by



6.1. PRINCIPAL RESULTS 139

applying it to the Interface Region and low corona at stepping intervals of
45 km in 3D, in order to identify the optimum height for flare prediction
in the lower solar atmosphere. Our motivation is based on two aspects.
First, there is the general knowledge that flares actually occur higher up
in the solar atmosphere, and not in the photosphere. Based on the results
of Chapters 3-4, here, we expected to considerably increase the flare on-
set time prediction capability of the WGM method with PF and NLFFF
extrapolation computations. In our study, the two extrapolation methods
played an equally important role because there is no bearing of the con-
tained free-energy of the ARs at this stage for our main purpose; namely,
we only focused on the two characteristic pre-flare patterns identified by
K15 as a function of height.

We found that the moment of starting time of the converging phase as
well as the moment of closest approach is indeed earlier at a certain height
(labelled as the optimum height) than at any other heights in the solar
atmosphere, like found in Chapter 4 when analysing the simulated flaring
AR data.

We also noted that the optimum heights and the improvements in es-
timating the onset time are different in the three AR cases investigated.
Namely, sometimes the PF extrapolation provided earliest flare onset time
estimation at the corresponding optimum height, sometimes the NLFFF
one did. But, the differences of the corresponding two gained lead-times
are not so significant overall. Based on this finding and the required long
CPU running time for the NLFFF extrapolations, we employed only the
PF extrapolation in the further investigated 10 ARs.

While analysing the flare precursors for the additional 10 ARs, we also
found that the moment of starting time of the converging phase as well as
the moment of closest approach are indeed earlier at the considered opti-
mum height when compared to any other heights in the solar atmosphere.
In our study, the maximum starting times of the converging phases were
sooner between from about 1 to 16 hrs and the moment of closest ap-
proaches (TM

Imp ) were earlier between about 1 to 8 hrs.

The related optimum heights were found to split into two intervals, 90-600
km and 1000-1800 km, respectively. The measured flare onset times were
in a good agreement with the estimated onset times (by Eq. (3.2) with
the ± 7.2 hr uncertainty) in the 1000-1800 km optimum height range.
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Next, we applied descriptive statistics on two sets of TM
Imp values to deter-

mine an average lead-time within the given two optimum height intervals.
The statistical mean is 2.2 hrs with the standard deviation of 1.4 hrs in
the 90-600 km interval. Nevertheless, the mean is 3.2 hours and the asso-
ciated standard deviation is 2.5 hrs for the data for the 1000 km to 1800
km optimum height range. Based on our findings in the PF extrapolation
cases, we conclude that the average lead-time improvement could be 3.2
±2.5 hours if we use the WGM method between 1000 and 1800 km in the
solar lower atmosphere. Here, the values of Sflare are also well estimated
in that height range.

For a more definite and conclusive statement one may need to carry out
an ensemble of magnetic field extrapolations of the evolution of δ-sunspots
with flares of lower GOES class (M-, and C-classes) and test this relation
as well as flare pre-cursor capability of the WGM method on a statistically
significant sample of the flaring ARs.

6.2 Future Work

Based on the experience encountered during carrying out the research of Chap-
ters 4– 5 a few important, research questions have emerged. To explore how
to answer these questions satisfactorily further work is required. The following
two points outline some directions for future improvement and further study:

• Are the different GOES flare classes height-dependent or not?

To find an answer to this question, first, we need to carry out an ensemble
of MHD simulation of the evolution of δ-sunspots with flares of higher
GOES class (M- and X-classes). Next, we need to apply the WGM method
at different heights to identify the optimum height for M- and X-class
flares, similarly as in Chapter 4. A potential next step may be that
we extend the number of 3D analysis samples from B- to X-class and
search for the optimum height by means of the WGM method, analogue
to Chapter 5. Finally, the comparative analysis between the optimum
heights of the two approaches could provide an appropriate answer to the
question raised above. Maybe, we could find a proper physical explanation
for the pre-flare converging-diverging behaviour of a flaring AR.
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• Could we improve the WGM method for CME prediction?

In order to considerably improve the efficiency of the prediction capability
based on the observed kinematics of pre-flare evolution, we propose to in-
vestigate separately the preceding signatures of flares with CME and flares
without CME occurrences from the photosphere to higher up in the lower
solar atmosphere. The aim of this future study is to find distinguished
and predictive characteristic features between of these two fundamental
eruption processes. These features, then, could be used as distinct pre-
cursors that may serve the prediction of energetic solar eruptive events
like flares and CMEs.
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Appendix

A.1 List of investigated ARs in Chapter 3

The first column is the NOAA AR number. The second column is the largest
flare-class during the AR’s disk passage (M5< denotes classes between M5-
M9.9 and M1< stands for M1-M4.9). The third and fourth columns include
the starting and finishing moments and the corresponding locations of the AR
analysis.

1997

8088 M5< 22/09 00:00 S28E53 24/09 23:59 S28E10

8100 X 03/11 00:00 S19W12 04/11 23:59 S21W39

Table A.1

1998

8210 1X< 01/05 00:00 S17W03 03/05 23:00 S17W36

Table A.2
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1999

8485 M5< 14/03 00:00 N23E00 16/03 23:59 S14W43

8647 X 01/08 17:00 S18W18 04/08 14:00 S18W63

8771 X 23/11 16:00 S15W20 27/11 13:00 S14W71

8806 M5< 20/12 00:00 N24E48 25/12 00:00 N24W18

Table A.3

2000

8882 X 01/03 00:00 S18W31 02/03 23:59 S16W60

8910 X 19/03 00:00 N11W10 22/06 23:59 N13W61

9026 X 04/06 00:00 N20E48 08/06 23:59 N22W17

9077 X 10/07 00:00 N18E55 14/07 23:59 N18W09

9090 M5< 20/07 00:00 N11E32 21/07 10:00 N12E05

9087 M5< 18/07 00:00 S12E28 19/07 23:59 S12E13

9097 M5< 23/07 00:00 N06E25 25/07 23:59 N08W15

9165 M5< 15/09 00:00 N13E14 19/09 10:00 N14W40

Table A.4
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2001

9368 M5< 07/03 12:00 N25W15 08/03 23:59 N26W33

9393 X 26/03 00:00 N20E39 02/04 23:59 N16W70

9415 X 05/04 00:00 S21E60 14/04 23:59 S22W72

9433 M5< 23/04 00:00 N17E26 29/04 23:59 N17W50

9503 M5< 21/06 00:00 N16W20 22/06 23:59 N17W46

9511 X 22/06 14:00 N10E30 23/06 23:59 N10E00

9601 M5< 04/09 00:00 N14W06 05/09 23:59 N14W38

9608 M5< 14/09 00:00 S25W33 17/09 23:59 S28W75

9628 M5< 23/09 00:00 S17E25 27/09 23:59 S18W01

9632 X 22/09 00:00 S17E56 24/09 23:59 S19E06

9661 X 13/10 00:00 N14E55 19/10 23:59 N16W35

9672 X 23/10 00:00 S18E13 25/10 23:59 S18W27

9684 X 01/11 00:00 N06E29 04/11 23:59 N05W28

9704 X 17/11 00:00 S18E41 22/10 23:59 S18W38

9727 M5< 09/12 00:00 S22E03 12/12 23:59 S21W52

9733 X 10/12 00:00 N14E58 18/12 23:59 N13W65

9742 M5< 22/12 00:00 N10W03 26/12 23:59 N12W68

Table A.5

2002

9773 M5< 08/01 14:00 N12E17 09/01 23:59 N14W05

9866 M5< 12/03 00:00 S10E43 14/03 23:59 S10E07

10017 X 02/07 00:00 S19W37 03/07 23:59 S18W63

10044 M5< 25/07 17:00 S20E34 26/07 23:59 S21E17

10069 X 14/08 00:00 S07E50 21/08 06:00 S08W50

10226 M5< 16/12 00:00 S28E25 20/12 23:59 S28W41

Table A.6
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2003

10314 X 15/03 11:00 S14W05 18/03 23:59 S16W52

10338 M5< 22/04 11:00 N18W10 26/04 23:59 N18W71

10365 X 25/05 00:00 S08E11 30/05 23:59 S07W59

10375 X 06/06 00:00 N12E24 11/06 23:59 N12W62

10484 X 20/10 00:00 N06E53 28/10 23:59 N03W68

10486 X 25/10 00:00 N06E53 02/11 23:59 N03W68

10488 X 28/10 00:00 N09E09 03/11 12:00 N08W74

10501 M5< 15/11 00:00 N04E61 21/11 23:59 N02W18

Table A.7

2004

10564 X 23/02 00:00 N13E26 26/02 23:59 N14W27

10649 X 14/07 00:00 S10E64 19/07 23:59 S10E00

10652 M5< 21/07 00:00 N10E32 22/07 23:59 N08E06

10691 X 29/10 14:00 N15W02 30/10 23:59 N14W25

10696 X 04/11 00:00 N09E32 10/11 23:59 N08W62

10715 X 30/12 00:00 N04E61 31/12 23:59 N04E34

Table A.8

2005

10720 X 12/01 00:00 N13E52 20/01 23:59 N14W70

10759 M5< 11/05 00:00 N12E50 13/05 23:59 N12E06

Table A.9

2006

10875 M5< 25/04 00:00 S10E62 27/04 23:59 S11E20

10930 X 11/12 00:00 S05E06 15/12 23:59 S06W59

Table A.10
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2010

11045 M5< 06/02 04:00 N24E20 08/02 23:59 N23W17

11046 M5< 10/02 00:00 N24E42 12/02 23:59 N24E00

11066 B 03/05 00:00 S27E16 03/05 23:59 S27E04

11069 M1< 05/05 00:00 N40W20 07/05 23:59 N40W63

11078 B 08/06 08:00 S21W40 09/06 23:59 S21W61

11081 C 12/07 00:00 N23W45 13/07 10:00 N23W66

11092 C 31/07 18:00 N13E50 01/08 23:59 N13E20

11099 C 13/08 11:00 N19W42 14/08 23:59 N19W60

11109 C 13/08 11:00 N19W42 14/08 23:59 N19W60

11117 C 24/10 00:00 S22E24 11/10 12:00 S22W70

11123 C 11/10 12:00 N20E23 11/10 12:00 N20W16

11130 C 30/11 00:00 N13W54 02/12 23:59 N13W54

Table A.11
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2011

11142 C 03/01 18:00 S14E11 03/01 23:35 S14E08

11158 X 12/02 00:00 S19E25 15/02 23:59 S21W27

11164 M1< 05/03 00:00 N2319 07/03 23:59 N23W58

11166 X 07/03 00:00 N11E27 11/03 17:00 N09W36

11169 M1< 12/03 00:00 N17W11 15/03 23:59 N17W65

11176 M1< 24/03 00:00 S15E56 25/03 23:59 S15E30

11190 M1< 14/04 08:00 N13W05 17/03 23:59 N13W55

11204 B 09/05 00:00 N17W43 11/05 03:00 N17W60

11210 C 09/05 00:00 N20E20 10/05 23:59 N20W08

11224 C 28/05 00:00 N21W15 30/05 00:00 N21W55

11226 M1< 05/06 06:00 S22W27 07/06 07:00 S22W55

11227 C 31/05 18:00 S20E66 02/06 08:00 S20E27

11236 C 20/06 18:00 N17E23 21/06 23:59 N17W60

11241 B 25/06 04:00 N20W05 27/06 12:00 N20W40

11244 C 03/07 00:00 N16W25 03/07 23:59 N16W40

11249 C 09/07 19:00 S19E01 11/07 12:00 S19W22

11260 M1< 26/07 16:00 N19E50 28/07 19:00 N19E20

11261 M5< 29/07 00:00 N16E48 05/08 23:59 N16W64

11281 C 31/08 19:00 S20E30 04/09 23:59 S20W12

11283 X 04/09 00:00 N13E22 10/09 23:59 N13W71

11363 C 02/12 17:00 S21E35 06/12 20:00 S21W20

11387 M1< 25/12 04:00 S21E36 27/12 23:59 S21W57

Table A.12
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2012

11402 M5< 20/01 00:00 N24E16 23/01 23:59 N30W24

11429 X 04/03 00:00 N17E67 11/03 12:00 N17W31

11430 X 05/03 00:00 N20E38 07/03 23:59 N17E12

11455 B 13/04 00:00 N06E06 14/04 08:00 N14W24

11465 C 21/04 00:00 S18E40 27/04 23:59 S18W55

11476 M5< 07/05 00:00 N10E60 13/05 23:59 N10W37

11490 B 28/05 00:00 S12E17 28/05 15:00 S12E08

11494 M1< 05/06 18:00 S17E20 08/06 23:59 S17W32

11504 M1< 12/06 00:00 S17E40 14/06 19:00 S17E03

11512 C 26/06 00:00 S16E40 29/06 18:00 S16W14

11515 X 01/07 00:00 S17E30 07/07 23:59 S17W65

11520 X 09/07 00:00 S16E46 13/07 00:00 S17W60

11542 C 08/08 09:00 S14E63 12/08 08:00 S14W05

11553 C 30/08 09:00 S20W16 02/09 23:59 S20W68

11613 M5< 12/11 00:00 S22E57 13/11 23:59 S22E31

11618 M1< 19/11 00:00 S12E40 26/11 23:59 N06W66

Table A.13

2013

11719 M5< 08/04 17:00 N10E53 11/04 23:59 N11W14

11776 C 18/06 08:00 N11E11 19/06 18:00 N11W07

11818 M1< 16/08 04:00 S07W04 17/08 23:59 S07W35

11865 M1< 09/10 16:00 S22E60 15/10 15:00 S22W22

11875 X 19/10 00:00 N06E16 28/10 03:00 N06W68

11877 M5< 23/10 00:00 S12W08 24/10 10:00 S12W15

11884 M5< 29/10 04:00 S12E52 03/11 17:00 S12W21

11890 X 04/11 00:00 S11E63 12/11 23:59 S11W58

11936 M5< 30/12 00:00 S16W09 02/01 23:59 S16W67

Table A.14
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2014

11944 X 05/01 00:00 S09E40 10/01 09:00 S09W33

11966 M5< 10/03 10:00 N14W41 12/03 22:00 N14W72

11967 M5< 31/01 00:00 S12E44 08/02 23:59 S12W63

12017 X 28/03 00:00 N10W08 30/03 23:59 N10W50

12036 M5< 15/04 00:00 S17E13 18/04 23:59 S17W40

12146 M1< 22/08 19:00 N09W01 25/08 23:59 N09W43

12158 X 07/09 15:00 N15E54 11/09 23:59 N15W12

12192 X 18/10 09:00 S13E70 27/10 15:00 S13W52

12205 X 05/11 12:00 N15E66 12 /11 23:59 N15W35

12241 M5< 18/12 00:00 S09E20 21/12 23:59 S09W34

12246 M5< 18/12 00:00 S09E20 21/12 23:59 S09W34

12242 X 15/12 15:00 S17W33 20/12 23:59 S17W33

Table A.15
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A.2 List of investigated ARs in Chapter 5

Summary table of the investigated 20 X-class flares of 13 ARs. The first column
is the NOAA AR number. The second and third columns show the associated
GOES flare intensity and the onset time/position of the flares. The fourth and
fifth columns include the starting and finishing moments and the corresponding
locations of the AR analysis. The grey shaded rows indicate that the AR has
two δ-spots identified by the automated PIL program [Cui et al., 2006].

Flare Following from: Following to:

NOAA AR Intensity Peak time Position Time Position Time Position

11158 X2.2 15/02/2011 01:56 S20W12 12/02/2011 00:00 S19E26 17/02/2011 00:00 S19W40

11166 X1.5 09/03/2011 23:23 N08W09 06/03/2011 00:00 N9E40 10/03/2011 00:00 N09W40

11283
X1.8 06/09/2011 22:20 N14W18 04/09/2011 00:00 N14E22 09/09/2011 00:00 N14W40

X2.1 07/09/2011 22:38 N14W28 04/09/2011 00:00 N14E22 09/09/2011 00:00 N14W40

11430 X1.3 07/03/2012 01:14 N22E12 04/03/2012 15:00 N20E43 09/03/2012 00:00 N20W15

11515 X1.1 06/07/2012 23:08 S16W52 29/06/2012 13:00 S16E50 07/07/2012 00:00 S16W50

11520 X1.4 12/07/2012 16:49 S15W01 08/07/2012 12:00 S17E53 15/07/2012 12:00 S17W40

11890
X1.1 08/11/2013 04:26 S14E15 05/11/2013 00:00 S11E53 12/11/2013 07:00 S11W40

X1.1 10/11/2013 05:14 S14W13 05/11/2013 00:00 S11E53 12/11/2013 07:00 S11W40

11944 X1.2 07/01/2014 18:32 S09E12 05/01/2014 03:00 S09E37 07/01/2014 11:00 S09E06

12017 X1.0 29/03/2014 17:48 N11W32 27/03/2014 21:00 N10W06 30/03/2014 00:00 N10W40

12158 X1.6 10/09/2014 17:45 N14E02 06/09/2014 12:00 N15E60 10/09/2014 12:00 N15E06

12192

X1.6 22/10/2014 14:28 S14E13 19/10/2014 00:00 S13E60 26/10/2014 16:00 S13W40

X3.1 24/10/2014 21:41 S16W21 19/10/2014 00:00 S13E60 26/10/2014 16:00 S13W40

X1.0 25/10/2014 17:08 S16W31 19/10/2014 00:00 S13E60 26/10/2014 16:00 S13W40

X2.0 26/10/2014 10:56 S18W40 519/10/2014 00:00 S13E60 26/10/2014 16:00 S13W40

12297 X2.1 11/03/2015 16:22 S17E21 08/03/2015 12:00 S17E60 16/03/2015 00:00 S17W37

12673
X2.2 06/09/2017 09:10 S09W32 03/09/2017 08:00 S10E07 07/09/2017 17:00 S10W50

X9.3 06/09/2017 12:02 S09W33 03/09/2017 08:00 S10E07 07/09/2017 17:00 S10W50

X1.3 07/09/2017 14:36 S09W45 03/09/2017 08:00 S10E07 07/09/2017 17:00 S10W50

Table A.16
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