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Abstract

A generalized scattered noise behavioral model for time-invariant nonlinear microwave circuits
is presented. The formalism uses noise waves and large-signal scattering functions known as X-
parameters to extract a multi-port network’s noise correlation matrix. Further processing yields
figures-of-merit including effective input noise temperature and noise factor. Within the small-
input signal space, it will be shown that the above expressions reduce to a familiar form
describing noise wave influence governed by the network’s S-parameter functions. Using the
generalized form, two examples given in context to embedded nonlinear one-port and two-port
configurations are offered with each presented to matched termination networking. Both cases
use a passive source and load in the analysis. Numerical versus simulated experimental results
will be compared. Results in the two-port case yield its noise factor. Lastly, pursuant to this study,
experimental work involving software simulation and hardware measurement activities will be

proposed.
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Chapter 1

Introduction

Receiving systems often require the processing of low level signals in the presence of noise. This
noise is added by the system tending to make the weak signal inconspicuous and preventing it
from being suitably processed. The ability of a receiving system to process low level signals is
commonly described in terms of its sensitivity, bit error ratio, or noise figure. Consequently, to
achieve a given receiving system sensitivity, designers will choose components based on their

gain and noise figure [1].

Reliable methods have been developed which describe the noise behavior of components
and systems under linear (small signal) conditions. Among these, certain techniques represent
the network by noise correlation and signal matrices to determine its figures-of-merit including

noise figure, effective input noise temperature, and noise parameters [2].

At low frequency, the capacity of a network to deliver noise power to its connecting
terminations may be represented by introducing noise voltage and current generators to its
ports. Their relationship can be summarized with the noise correlation matrix [2], [3]. When
dimensions of the circuit are greater or comparable to the signal frequencies wavelength of
operation, a traveling noise wave approach is more suitable [3], [4], [5], [6], [7]. The methods are
particularly compatible with scattering and transfer scattering signal representations. In

conjunction with noise waves, suitable noise behavioral models representing a stimulus-
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response or what is commonly referred as a black-box analysis may be used to assess the

network’s noise correlation matrix (NCM).

While much attention has been given to predicting noise behavior of networks
functioning under small-signal conditions, the same is not true for the large-signal case [8].
Presently absent in practice are comprehensive solutions that link NL network noise modeling
with software simulation and hardware measurement capabilities. Despite this, there is
motivation for a communication systems architect to quantify the noise behavior of large-signal

drive circuits within both its transmitter and receiver chains.

First, to maximize output power and efficiency (PAE) of a communication system’s
transmitter chain, power amplifiers (PA) often operate within their nonlinear region.
Consequently, this tends to lower the gain of the PA thereby degrading the transmitter’s signal-
to-noise ratio. Thus, having the ability to model the noise behavior of the transmitter chain
and/or PA and link this to industry accepted figures-of-merit such as noise figure may offer

benefit to the system architect by minimizing design cycle time and cost.

Second, it’s not uncommon that due to interfering signals of sufficient strength, receiver
performance is reduced. In general, this may occur in the receiver chain due to preamplifier
compression and/or or mixer overload. In both cases, it reduces the signal-to-noise ratio of the
receiver leading to an increase in noise figure. To have a model that can predict noise behavior
of a nonlinear network or chain under similar operating conditions as the application has the
potential to be very useful to the designer. By extraction of the NL network’s noise correlation
matrix through software simulation or hardware measurement, the system architect may use
such tools to quantify performance at each stage of the design process.

In response to these industry needs, the goals of this research are to:

e Design a generalized scattered noise behavioral model for time-invariant,

nonlinear microwave circuits.
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e Demonstrate the scattered noise behavioral model’s validity across a network’s
nonlinear and linear regions of operation.

e Construct an identification method which extracts a nonlinear circuit’s noise
correlation matrix from its scattered noise behavioral model.

e Express a nonlinear network’s noise factor in terms of its extracted noise
properties. Propose a formalism consistent with linear network standards.

e Design a proposed hardware measurement setup with supporting algorithms that
employ an identification method for extracting a nonlinear network’s noise
correlation matrix.

The research topics are in chapter five of this thesis.

1.1 Chronological History of Noise Concepts, Modeling, and
Measurement

A time sequential evolution of notable discoveries leading to the technical underpinnings
governing the field of modern day electronic noise will be offered [3]. Each topic is presented as
a highlight emphasizing its contribution to the field rather than delving into the depths of its
technical details. Much of the in-depth studies will ensue in the coming chapters. The historical
perspective is not all encompassing within the field of electronic noise. Rather, it’s directed
toward subject matter relevant to the research topic of this thesis. Further, it is subjective in that
another author may choose topics which have not been treated with the same emphasis or
perhaps omitted all together. Next, the chronological assessment enters efforts of mathematical
treatment and modeling of these noise concepts to predict the performance of an associated
system to which a device of interest is under consideration. In this case, the subject will be
narrowed to distributed systems in the RF/microwave frequency spectrum. Lastly, selected

measurement techniques known to exploit the referred to models will be highlighted.
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In 1828, botanist Robert Brown [4] published his observations on the subject known today
as Brownian motion. In the preceding year, Brown was evaluating under microscope particles of
pollen immersed in water. He observed their movement through the water but could not account
for the cause of their motion. Nearly a century would pass before Albert Einstein in 1905
presented a mathematical based description explaining the observations made by Brown.
Einstein’s account described molecular movement in the fluid colliding with the pollen particles
thereby resulting in their displacement. It had long been held that matter consisted of atoms and
molecules. Einstein formalized this theory [5]. Shortly thereafter, Jean Perrin reinforced

Einstein’s conclusions through his experimental findings [6].

The first three decades of the twentieth century witnessed significant development in the
field of electronic noise theory. The first twenty years focused largely on identifying and
classifying noise generating mechanisms; the last decade emphasized development of

mathematical frameworks used to describe these experimental observations [3].

Walter Schottky published in 1918 a paper describing what eventually came to be known as the
shot effect [7]. He observed current fluctuations in vacuum tubes ultimately arriving at a

conclusion that the root-mean-square value of these variations can be described by

is,rms = \E: \lzq Is Afn (11)

where ( is the charge of an electron, I, the average current, and Af, the bandwidth that 1 is

confined. The current fluctuation 1, is known today as shot noise.

In 1926 John Johnson of Bell Laboratories first measured what today is known as thermal
noise. His findings were first reported in 1927 and further elaborated in his 1928 publication [4].
Johnson shared his measurement results with Harry Nyquist, also of Bell Labs, who substantiated
Johnson’s observations. His theoretical derivation [8] determined that the root-mean-square

value of thermal noise voltage in a conductor exhibiting resistance R is
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Vo :ﬁ — JAKTRAT, . (1.2)

k is Boltzmann’s constant, T the physical temperature ofthe conductor, and Af s the

bandwidth to which the thermal noise is restricted. It became understood that this noise placed

a lower limit on receiver performance.

In conjunction with the study of electronic noise types, progress was underway to define
a suitable figure-of-merit to specify receiver performance. Fredrick Llewellyn in 1931 [9]
compared the signal-to-noise ratio at a receiver’s output under different input terminal
conditions including short circuit and impedance loading. Publications by Williams [10] and Franz
[11] built on Llewellyn’s innovation by offering analytical treatment of a receiver signal-to-noise
ratio (SNR) figure-of-merit. In their work, it was suggested for the first time that a noisy receiver
could be modeled by an equivalent signal version of the receiver. This and previous studies were

directed to low frequency narrow band applications in telephony.

The advent of World War Il brought with it the need for broadband microwave
communication systems. This ushered contribution from E.W. Herold [3, 12] in his studies of
second stage noise contributions following a low gain first stage as well as his effort to maximize
SNR at a receiver output through tuning its input impedance. The demanding requirements for
improved system sensitivity presented an impetus for comparing receiver performance. In 1942
Dwight North was the first to define a noise factor [13] as means to describe a systems overall
noise behavior. Shortly thereafter, Harold Friis introduced originative insight to his own definition

of system behavior which he termed noise figure leading to the expression [14]

-1
FZ(S_MS_] (1.3)
Nin Nout .

Additionally, Friis was the first to quantify the degradation of receiver noise due to noise
generated from its following stages. Today this widely used expression is often referred as the

cascade gain equation and is described by [14]
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Flszl‘f‘E‘i‘F}_l‘l'““"L (1.4)
G1 G1G2 Gle “.Gn—l

where F and G, are the noise figure and gain of the n-th stage respectively. The work of North,
Friis, and others advanced standardization related to electronic noise modeling and
measurement techniques within the engineering community. D.K. MacDonald showed in his
publication of 1944 [15] that North’s noise factor and Friis’s noise figure are in fact equivalent.
Indeed, the IRE Standards Committee of 1952, 1953, and again in 1957 updated industry
standards largely formalizing the contributions of North and Friis while aiding the engineering
community with a practical framework for addressing state-of-art behavioral noise requirements

[3].

To cope with low noise devices, it was believed by some [3, 16] that instead of using noise
figure, a more appropriate scale of noise appraisal was effective input noise temperature T, . The

IRE Standards Committee adopted this concept in 1960 [17] using the relation
T,=(F-1)-T, (1.5)

where T, is a reference temperature of 290 Kelvin. In this way, both concepts were preserved,

depending on system requirements one could choose T, or F .

For distributed networks operating in the RF/microwave frequency spectrum, the wave
representation of noise developed by Rothe and Dalke [18], Penfield [19], Bosma [20], and Meyes
[21, 22] is particularly useful. Its theoretical tenets will be developed in chapters 2-4. The
methods described are particularly compatible with scattering and transfer scattering signal

representations.

Within the past two decades CAD-oriented methods of noise analysis have been
developed by Dobrowlski [23], Wedge and Rutledge [24, 25], Randa [26], and others [27, 28]. The
noise behavior is often derived through a variety of methods including a physics-based approach,

the use of an equivalent circuit, or through describing equations. The common feature with each



1 Introduction 7 History of Noise

of these approaches is that the internal workings of the device or network need be known from

a given perspective.

Within the context of noise, there are also behavioral models requiring no knowledge of
the network’s internal workings. Behavioral models represent a stimulus-response or what is
commonly referred as a black-box approach. S-parameters are perhaps the most well-known

behavioral model in the RF/microwave industry having been introduced in the 1960s [29].

Many of the mentioned linear network noise modeling capabilities that were conceived
and developed in preceding decades are presently being leveraged and advanced to address

modern communication systems that utilize GaN and GaAs HEMT technology [59, 60, 61, 62].

In roughly the past two decades, fueled by an increasing need to balance maximum
transmit output power and power added efficiency while preserving a sufficient signal-to-noise
ratio, considerable effort has been devoted to predicting nonlinear performance of large-signal

driven networks [55, 56, 63, 64].

The progression of noise measurements dates to the early 1940s. In 1942 [3, 14] Friis
describes a CW method for determining the noise figure using a signal source. Though accurate
in its time, it proved to be somewhat involved in that separate gain and bandwidth
measurements needed to be performed on the measurement receiver prior to determining the
devices noise factor F . The development of a high frequency broadband source exhibiting a high
excess noise ratio is largely credited to Bill Mumford [3, 30] who worked closely with Friis. The
theoretical to measurement agreement with respect to excess noise was on the order of +0.5dB
to £1.0dB . From the work of Mumford and others, gradual improvement eventually led to
agreement of +0.1dB. The accuracies noted were obtained under tightly controlled conditions
orchestrated through what today would be metrology level efforts. Sard showed [3, 31] that the

most accurate measurement of T, in that time was the Y-factor technique. In 1980 the Hewlett-

Packard Co. introduced the H8970A noise figure meter. It implemented the Y-factor method [32].

As a commercial based solution, it was widely used by the industry for more than twenty years.
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Versions of this approach are implemented today by Keysight Technology’s noise figure analyzer
and even within its family of signal analyzers. It uses a calibrated noise source presented to the
device of interest. This technique offers reasonable levels of accuracy for a wide variety of

applications.

In recent times, there has remained an unrelenting pursuit to improve system noise
performance. In response, advances in measurement science have been needed to improve
accuracy. In 2007, Agilent Technologies in collaboration with University of Leeds professor Roger
Pollard introduced a revolutionary cold source method leveraging Agilent’s PNA-X vector
network analyzer [33]. Using this commercially based technique, noise figure accuracy of +0.2dB
was achieved to 26.5GHz. The cold source technique determines the noise correlation matrix of
the device of interest. Taken with its S-parameters, the noise figure of the device may be precisely

determined. In 2013 Agilent extended this method to 50 GHz.

At the same time, there has and continues to be advances in measurement science
pertaining to NL network noise characterization [65] and modeling [66]. While some progress has

been made, much work remains.

1.2 Organization of the Thesis

Chapter 2 is concerned with developing the concepts of noise theory central to quantifying
system performance in the RF/microwave spectrum. First, the theory of signal traveling waves is
developed and within this context how S-parameters are used to quantify their interaction within
distributed systems. Noise-wave concepts are extended from this theory. Important
characteristics of noise such as correlation, power spectral density, and noise bandwidth will be
highlighted. Finally, network analysis will be used to assess the exchange of noise power between

passive terminations.
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Chapter 3 focuses on describing the noise behavior of passive and active linear networks
through the noise correlation matrix (NCM). First regarding passive, various distributed circuit
topologies will be considered each building from the other and culminating with a generalized
embedded n-port. The concept of noise temperature will be introduced as an equivalent means
for quantifying noise level. Second, in context to active networks, the NCM will be derived for
embedded two-port and generalized n-port configurations. It will be shown that from the NCM,
figures-of-merit such as noise factor, effective noise temperature, and noise parameters may be

derived to describe network performance.

Chapter 4 will derive the NCM of an active network through a series of simulated noise
power measurements under varying source termination conditions. This is known as the cold
source technique. Noise properties of the source impedance and active noise power
measurement receiver will be isolated from the active network of interest using S-parameter
representation of the cascaded network. Keysight Technology’s Advanced Design System (ADS)
simulation software will be used as a verification tool to reinforce the theoretical development

and subsequent numerical analysis.

Chapter 5 concentrates on extending the cold source measurement technique to
nonlinear networks by use of a relatively new behavioral model known as X-parameters. The
chapter opens by describing the familiar S-parameter behavioral model emphasizing its strengths
and shortcomings. The X-parameter model will be introduced as a superset to S-parameters
addressing the full operational-space of the network. The mathematical framework capturing
simultaneous large and small signal responses to input stimuli will be developed. An X-parameter
measurement extraction technique of the network employed by a Nonlinear Vector Network
Analyzer (NVNA) will be reviewed. With this background, a generalized noise behavioral model
for nonlinear (and linear) networks will be derived leveraging X-parameters. Analysis of
embedded nonlinear one-port and two-port network configurations are chosen examples to
reinforce use of the generalized formalism. Important features such as its reduction to the S-
parameter behavioral model thus predicting noise performance within the network’s small signal

operational-space will be shown. Using ADS, numerical versus experimental results will be
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detailed for NL one-port and two-port examples. In context of the two-port case, figures-of-merit
including effective noise temperature and noise factor will be determined. Finally, a detailed
hardware measurement thought experiment employing an extension of the cold source
technique will be developed. Using Keysight’s NVNA / PNA-X, measurement and calibration
algorithms will be delineated. Specialized hardware requirements for the measurement setup in
application of the algorithms will be disclosed. The thought experiments will be offered for both

the nonlinear one-port and two-port configurations.

Chapter 6 summarizes the advancements of this work and continues with a suggested

road-map for further studies and implementation.



Chapter 2

Signal and Noise-Wave Concepts

To characterize and model the noise behavior of a linear RF/microwave network requires an
understanding of noise properties. While under certain conditions noise may share common
attributes with deterministic signal types, in general, their properties are quite different. The
purpose of this chapter is to highlight those characteristics of noise expected to be central to our
purpose of quantifying distributed network noise behavior. In section 2.1, for purpose of
developing the concept of traveling waves and scattering parameters, a deterministic signal
excitation and response of a distributed network is described. Section 2.2 uses this development
to show under proper conditions how traveling noise-waves can be constructed in similar
mathematical form to deterministic signal types. In section 2.3 noise characteristics including
correlation, auto-correlation, and cross-correlation are reviewed to enhance insight through
analysis not only in time but also the frequency domain. Lastly, noise bandwidth will be defined
and contrasted to the more common half-power bandwidth. These concepts will be collectively
applied in section 2.4 to noise analysis of two one-port terminations connected to a lossless

transmission line. The practical implementation of this analysis will be considered.

2.1 Signal Waves and Scattering Parameters

There are two ways microwave energy is transmitted from one location to another [34]. The first

is by use of directive antenna aimed at one another whereupon a portion of the radiated energy
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transmitted at one end is coupled and delivered to a load at the other. The second is by use of
transmission line. A signal source and load typically are matched to their connecting line and
separated by its length. In both cases, the transmitted energy can be described as a traveling
wave. Within the context of sinusoidal excitation of uniform transmission lines, the concept of

traveling waves and their interaction will now be developed.

Maxwell’s equations can be used in the analysis of transmission lines. By use of
established boundary conditions usually taken at the transmission lines endpoints, signal
characteristics can be determined including field pattern and mode of propagation. Alternatively,
a distributed electric circuit model of a uniform transmission line can be described. This simpler
technique while less comprehensive uses AC circuit theory to describe transmission line
impedance and determination of its supported voltage and current propagation characteristics

with respect to time and location.

Using a circuit representation as shown in Fig. 2.1, each transmission line section consists
of a series resistance R and inductance L, along with shunt conductance G and capacitance C each

taken per unit length AX [35].

AC circuit theory can be employed by choosing AX to be small compared to the operating
wavelength. By applying KVL and KCL to transmission line section - AX , two differential equations
are constructed in the limAx — 0. The first describes the voltage drop across the transmission

line due to its series resistance and inductance such that [35]

_ov(xy =Ri(x,t)+Lai(X’t) (2.1)
ox ot .

The second depicts the lessened output current from input due to its shunt conductance and

capacitance as shown by [35]
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Figure 2.1: Circuit Representation of a Uniform Transmission Line

di(x,1)
ox

v (x,t)
ot

=Gv(x,t)+C (2.2)

For a sinusoidal stimulus, phasor notation can be applied to (2.1) and (2.2) to solve the steady-
state response v(x,t) and i(x,t). The steady-state voltage and current responses along the

transmission line will also be sinusoidal and described as a function of position X and time t

such that
v(x,t) =f(x)cos (ot +4,(x)) (2.3)
and
i(x.t) =g(x)cos(wt +4 (x)) (2.4)

where f(x) and g(x) are real functions [35]. Applying Euler’s formula and peak-phasor

notation, (2.3) and (2.4) become
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v(x,t)= Re[f (X)ej“’V(X)e'/‘”tJ = Re[V(x)e"”‘] (2.5)
and
i(x,t)= Re[g(x)em(x)e-"”‘] = Re[] (x)e-"’"} (2.6)

where V(x) and [(x) are phasors describing correspondingly the variation of voltage and

current with respect to position along the transmission line [35]. Equations (2.1) and (2.2) can

now be expressed in phasor form through substitution of (2.5) and (2.6) such that [36]

PO (r oy o) (2.7
and
_W (G4 joC)V (x), 28)

Evaluating the derivative of (2.7) with respect to X and substituting (2.8), a second order

differential equation in ¥ (x) results in

] [di(fﬂ =(R+jaL)(G+ jeC)V (x), (2.9)

Its solution in phasor form is [36]
V(x)= Vie e ™ 1 Ve o (2.10)

where V' and V™ are real quantities representing peak voltages of the forward and reverse

traveling waves respectively. The propagation constant v is expressed as [36]

y=y(R+ joL)(G+ joC), (2.11)
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The propagation constant is typically complex and is written as y = a.+ jB where a is considered

the attenuation constant in Np/length and 3 the phase constant in rad/length.

Referring to Fig. 2.2, a sinusoidal voltage wave V"' (x)=V+e’¢+e'yx traveling in the
positive- X direction is scattered by the load resulting in a sinusoidal voltage wave
V- (x) =V7e” e™ traveling in the negative- X direction [37]. The peak-phasor quantity V(x) is
the superposition of " (x) and V'~ (x) representing the voltage at a specific position X on the

transmission line.

V) e
Toward Z.

Z;(w)
Source

V= (x) e\~

|

|
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:

|

|

|

|

|
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|
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|

Figure 2.2: Transmission Line Connected to Z; with Traveling Waves V *(x)
and V™ (x)

Substituting (2.10) into (2.7), evaluating the derivative of d[V(x)}/dX and solving for the

current along the transmission line provides the solution [36]
1(x)=—-[V (x) =V (x)]= 1" (x) - I (x), (2.12)

Z is the complex characteristic impedance of the transmission line and is given as

z. - R+ joL _ R+ joL (2.13)
Y G+ joC,
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Z. is the voltage-to-current ratio of the forward traveling wave (or reverse) and is in units of

ohms.

In many practical applications, the loss of the transmission line is considered negligible,

i.,e. R=G =0 .Inthis case o becomes zero and the propagation constant becomes y = ;8 and

Z.=Z,=4L/C . V(x)in(2.10) and /(x) in (2.12) respectively become

V(x) = Ve e P 1 Vel (2.14)
and
Vet Vet
[(x) =~ ™ = 27 (2.15)
ZO ZO

where V" (x) =V'e e ™ and V- (x)=Ve? ™ [35].

The time-dependent form of (2.14) and (2.15) are obtained by multiplying phasors ¥ (x)

and I(x) respectively by ¢’ and evaluating the real component thus resulting in [35]
v(x,t)=V" cos(cot +o - Bx) +V°~ cos(mt +é + Bx) (2.16)

and

\%A \'2
i(x,t)=—-cos(ot+¢" —Bx)——-cos(wt+ ¢ +Px 2.17
()ZO(¢B)ZO(¢B), (2.17)
The phasor notation described thus far has been in units of peak voltage and current. To
consider the average power associated with a traveling wave, the root-mean-square (rms) of the
voltage and current is assessed. For a sinusoidal signal, the peak-phasor can be scaled such that

[35]
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Vs (X) = Vg) (2.18)
and
1, (x) _ 1) (2.19)

Ne

Derived from AC circuit theory, the net average (real) power flow at location-X on the

transmission line is
P(x)= Re[Vm (x)-1,,, (X)*} (2.20)

where the asterisk symbol " =" is the conjugate of phasor [

rms

(x) [38]. Similar conclusions may
be drawn for power associated with the forward and reverse traveling waves, P*(x) and P~ (x)

respectively. Note, for a lossless line their power is independent of X .

The scattering matrix is an analytic model used to describe the linear behavior of a
microwave network [32]. It represents the networks influence through comparison of its
incoming and outgoing traveling waves. These waves are typically normalized to the
characteristic impedance of the network’s connecting transmission lines. The incident

normalized voltage wave on a lossy line is defined as [35]

Ve (x)
— rms 2.21
(x) 7 (2.22)
and the scattered normalized voltage wave as [35]
b(x) = Loms (x) (2.22)

Described by Fig. 2.3, a lossless transmission line of length-X and characteristic

impedance Z  is connected on its left by a source and terminated to its right by complex
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impedance Zl(m). The source emits incident wave a to its connecting line which then

propagates in the +x direction.

|
|

o o
|
|
a \N\» l
Toward I

Z | Z,(w)
Source 0 | :

b AN~ :
I

A

° 7
|
|

Figure 2.3: Transmission Line Connected to Z; with Traveling Waves a and b

Upon reaching Z,, the incident wave scatters forming an outgoing b -wave which travels in the

minusX direction.

For a lossless line, the wave variables amplitudes are independent of position. The load is

described as a one-port network exhibiting a single scattering coefficient defined by [37]
b=Sa, (2.23)

S is the scattering coefficient describing the mapping of the incident a - wave to the scattered
b - wave. Further, it identifies the relationship of the load impedance normalized to its

connecting line and given by [37]

S(w)=————= (2.24)

The a and b - waves represent rms-phasors with units in /W . Since they are normalized to Z,,

the squared magnitude of their rms values represent their power flow such that
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P'=aa" = |a|2 (2.25)
and

P =bb"=|p, (2.26)

To form a complete model of the one-port, the termination noise needs to be included. In the
next section, the traveling wave concept will be applied with some modification to analytically

describe this noise.

2.2 Traveling Noise-Waves

The one-port model described in Fig. 2.2 does not consider the noise generated by the complex
impedance Z, (0)) . Using traveling wave concepts previously outlined, adaptation of noise to
the existing one-port model will now be developed. The results will form a comprehensive signal

and noise behavioral model for the one-port which can readily be extended to the general n-port.

The real component of Z, is resistive and generates a thermal noise voltage v (t) as
shown in Fig. 2.4. ¥, (t) is a random process. While measurements from one instant in time to
another will generally not repeat, there are statistical properties of the noise which are invariant

[35]. First, we observe that its time-average is zero such that

VAN
W N

V(D)

Figure 2.4: Thermal Noise Voltage versus Time [35]
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v, = y%T v, (t)dt=0, (2.27)

Second, its time-averaged noise voltage squared is [35]
”(t)dt Vims - (2.28)

At microwave frequencies, the real component of Z, ((o) will generate thermal noise which may

be represented as a phasor under the condition that the noise is sufficiently restricted to a small

bandwidth Af relative to its center frequency f,. A description of noise bandwidth requirements

is discussed in section 2.4.3. Hence for Af «f, the traveling noise voltage depicted in phasor

form is [37]

P (x,t) =9 (t)e? e =V (t)e™ | (2.29)
Referring to (2.29) and Fig. 2.5, it can be seen that V- (X,t) is a traveling noise-wave propagating
along a lossless transmission line in the —X direction. In general, it is a function of position X and
time t . ¥ (t) and ¢~ (t) are random processes of the noise-wave’s amplitude and phase
envelope respectively. B is the phase constant at f [37]. By use of (2.28) and (2.29), the rms-

value of the noise-wave along the lossless transmission line is [35]

Vt(xt) >
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Z L AVAVS
Source o V(D Lw)

V= (%t) e\~

|
|

o o
[
|
|
|
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|
|
|
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|
|
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Figure 2.5: One-Port Signal and Noise Model
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Vo = \/\V (xt) = \/m% U@ a (2.30)

where the time-averaged magnitude squared of V- (X,t) is |I7’ (x,t)|2 =V (x,t)-V (xt) .

To determine the power associated with (2.29), a normalized noise-wave envelope is

defined such that [37, 39]

b(x.t) = V(%1 (2.31)
\IZO
Multiplying (2.31) on both sides by its complex conjugate yields
A 2 2
. V= (x,t v (t
b(x.t)| = (et) _ [Vz( )] , (2.32)

The time-average of the squared magnitude represents the noise-power associated with V- (x,t)

such that [35, 37]

1 ¢T2

~ 2 1 .. 1 ¢et2p, 2
b(x,t)‘ dt =—1lim— 7m[v (t)] dt (2.33)

Zo T—w T

bA(X, t)‘2 =lim

T T J-T12

A 2
‘b(x,t)‘ is the mean-squared value of the noise-wave envelope associated with the traveling

A ~ 2
noise-wave V-~ (x,t) normalized to Z_ . The units for ‘b(x,t)‘ is watts. It will be shown in

section 2.3.4 to be a function of the measurement bandwidth Af and its center frequency f, .

The model may now be augmented to include the noise contribution of the load

termination as depicted below in Fig. 2.6. The scattered wave now includes both signal and noise
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Figure 2.6: Transmission Line Connected to Z; and Traveling Waves a, b, and b,

behavior of load termination Z; such that [37, 39]
b=Sa+b, . (2.34)

Thus, the termination’s signal behavior is described by S and its generated noise by Egl [20, 37].

This concept may readily be extended to an n-port network. However, greater appreciation
for this more complicated multiport description can be realized by first acquiring an
understanding of noise characteristics including correlation, noise-power spectral density, and

noise bandwidth as will be outlined in the forthcoming section.

2.3 Noise-Wave Characteristics

To quantify the strength of a deterministic signal, its peak, mean-square, or root-mean-square
value is commonly reported [40]. In a resistive network operating at low frequency, they are
mathematically described as amplitude signals where the phase of the signal is of no concern. In
most practical applications capacitors and inductors are present, i.e. complex impedances, and

phasor notation is used to describe the signals magnitude and phase [40]. This is certainly the
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case at higher frequency where the circuits are no longer considered lumped element but treated

as distributive networks.

Non-deterministic signals such as noise do not have a peak value. Noise is a random signal
and does not possess a mathematically describable function. However, if the signals statistics are
known, conclusion may be drawn as to its strength. For noise, the mean-square value or root-
mean-square value are commonly used [40]. In the case of distributive networks, it is convenient
to describe noise-signal behavior in terms of a phasor involving two random processes,

magnitude and phase.

In circuit analysis, there is an occasional need to sum two or more signals simultaneously
present at a node or on a transmission line. For deterministic signals, such as sinusoids, the
individual functions are summed [40]. That is each signal may be viewed a phasor, i.e. vector, the
sum of which represents the aggregate signal. For non-deterministic signals, such as noise, the
square root of the mean-square sum of the noise contributors is required [40]. The value of this
sum depends on the correlation the noise contributors have with respect to one another. It also
depends on the noise bandwidth Af to which the noise is confined and its center frequency of

operation f,. In the upcoming sections, two important concepts will be developed, correlation

and noise bandwidth.

2.3.1 Correlation

Consider two normalized noise voltage-waves X and Y traveling in the same direction on a given

transmission line. The total noise-wave Z is [20, 40]

7=X+YV (2.35)

The power associated with noise wave 7 confined to noise bandwidth Af is [20, 40]
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AP, =77 = ()?+ ?) : ()?+ ?)* , (2.36)

If the entirety of the two noise sources is derived by their own physical phenomenon,

their amplitude distributions are independent. Being that they share nothing in common, their

A

inner products are XY*=YX"=0 . X and Y are orthogonal to one another [20, 40]. Noise-

waves which are orthogonal are said to be uncorrelated. Thus, the power associated with noise-

wave Z under this condition may be stated as

AP, =77 =XX"+YY" (2.37)

where AP, represents the sum of the noise-powers of the X and ¥ noise waves.

If the amplitude distribution of the two noise-waves are dependent, then a similarity
between them is present. Their power will combine but not as the direct sum of their constituent
components as in the uncorrelated case. Noise-waves exhibiting dependency are said to cohere.
Such waves are produced at least in-part from the same physical phenomenon. The magnitude
and phase of the noisy disturbances are related by a complex number known as the correlation

factor where [20, 40]

A A

XY*
C=F=—. (2.38)
XX PP

The correlation factor is a measure of their similarity. Zero represents no correlation and unity

full correlation thus the magnitude of C is bounded by the interval 0 S|C| <1

The magnitude of C describes the portion of noise-power which is common to noise-

A

waves X and Y relative to the square-root of the product of their respective magnitudes. The

argument of C describes the relative phase of the portion of X and Y which are in common.
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Since the path two correlated noise-waves take can be different, the relative phase is dependent

on the difference of their path lengths [20].

The resultant noise-power of correlated noise-waves X and ¥ will generally produce an

interference effect. Af’2 is [20, 40]

Af’Z:)AOA(*+W+?)A(*+??*

A A

:)b?*+ﬁ*+(C+C*) XX vy (2.39)

Depending on their relative phase, constructive or destructive interference will result due
to their coherence. Destructive interference yields a APZ value less than the noise power sum

of its constituent components. Constructive interference produces a sum which is greater.

An interesting special case is when the relative phase between correlated noise-waves is
+7z/2 [20]. The inner product of XY" is zero leading to a total noise-wave power APZ which

is equal to its constituent components, the same power as in the uncorrelated noise-wave case.
In general, the presence of interference will result in variation of the noise-power spectral density

with respect to frequency.

2.3.2 Auto-Correlation and Power Spectral Density

So far, attention has been solely directed to the time domain analysis of traveling noise-waves.
An understanding of noise-wave characteristics can be augmented through their study in the
frequency domain. For example, determining the noise-behavior of a linear multiport involves
assessment of the auto- and cross-correlation of its noise-waves. To that end, this involves

quantifying their associated noise-power spectral density.
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Consider a single normalized noise-voltage wave bl(t) traveling on a lossless

transmission line. Due to its nonfinite signal energy [41]

A

E=[ B(t)h(t) dt=c0, (2.40)

—00

The squared magnitude of bl(t) evaluated over the time interval (—o0,00) cannot be

integrated. Also, its Fourier transform does not exist. An alternative is to determine the noise-

power spectral density of the complex function b] (t) through use of its average auto-correlation

function ¢, .. (1) [41, 42]. By definition

A A

1Ttz A,
s (9 =lim| [ (1) (1) | 2.41)

where T is the averaging time over which the noise-wave is observed [41]. Py i (r) is the time-

averaged energy of noise wave bl(t). By evaluating the Fourier transform of Piie (r), (2.41)

becomes [41]

:(pglfﬁ (t)e/"dr= jw [liml " b (t)-b,(t+ r)dt}"’“dr ) (2.42)

-0 T—)ooT -T/2

Re-ordering the integration yields

= limlUT/2 b (t): e"""d‘tJ‘_TT/j2 b, (t+1)- e‘””“”ﬂr}

T—sw T | J-T12

1 T2 A PR IS VR o
zg?ﬁ{[ L bi(t)e” dt} [ L bi(x)e’ dx}}

where X=t+7T and dx =dz .

Evaluating the Fourier transform of the first and second integrals provides [41]
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[ 0y (e de=lim = [ B () 3, (0)]

T T

= liml

A 2
lim |, () . (2.43)

where BI (0)) is the frequency domain representation of b, (t) Equation (2.43) describes the

time-averaged energy spectral density, i.e. power spectral density of noise-wave bl (t) .

Parseval’s Theorm for finite signal energy whose functions are complex values of t is [41]

Lco

2
- _|F(0) do (2.44)

E= j:|f(t)|2dt =

For nonfinite energy signals, the energy E is infinite. In (2.43), as the interval T — o , the energy

density |l§11 (o))|2 — oo . Hence the quantity |1§11 ((o)|2/T may approach a limit as in the case of

an assumed ergodic process. As such [41]

. . IR T IN:
P = Total Signal Power—g%l_rg? By ((D)‘ do | (2.45)

Limiting the analysis to a finite bandwidth and noting the two-sidedness of the frequency

spectrum yields [41]

A l . 1 @ | A 2
APy =2 lim [ By (o)| do

s o
=2-lim— [ *|B, ()| df . (2.46)

T T Jf;

AP, is the power confined to Af =f, —f, . For a sufficiently narrow Af, the power spectral

density may be treated as a constant across its bandwidth such that (2.46) becomes [37, 41]

AP, =2|B, (£.)[ Af . (2.47)
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2|1§“ (fc)|2 is the time-averaged energy spectral density of l;l(t) at center frequency f, and

confinedto Af . AP, is the noise-power deliverable to a noiseless matched termination due to

the b, (t) noise-wave. The noise-power spectral density associated with b, (t) will be represented

in the frequency domain by 515