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Abstract |

Since the emergence of the first fully automatic machine translation (MT) systems over
fifty years ago, the use of MT has increased dramatically. Consequently, the evaluation
of MT systems is crucial for all stakeholders. However, the human evaluation of MT
output is expensive and time-consuming, often relying on subjective quality judgements
and requiring human ‘reference ]:ranslations’ against which the output is compared. As a

result, interest in more recent years has turned towards automated evaluation methods,

which aim to produce scores that reflect human quality judgements.

As the majority of published automated evaluation methods still require human
‘reference translations’ for comparison, the goal of this research is to investigate the
potential of a method that requires access only to the translation. Based on detailed
corpus analyses, the primary aim is to devise methods for the automated detection of

particular error types in French-English MT output from competing systems and to

explore correlations between automated error counts and human judgements of a

translation as a whole.

First, a French-English corpus designed specifically for MT evaluation was compiled. A

sample of MT output from the corpus was then evaluated by humans to provide
judgements against which automated scores would ultimately be compared. A data-
driven fluency error classification scheme was subsequently developed to enable the
consistent manual annotation of errors found in the English MT output, without access
to the original French text. These annotations were then used to guide the selection of

error categories for automated error detection, and to facilitate the analysis of particular
error types in context so that appropriate methods could be devised. Manual annotations
were further used to evaluate the accuracy of each automated approach. Finally, error
detection algorithms were tested on English MT output from German, Italian and
Spanish to determine the extent to which methods would need to be adapted for use

with other language pairs.
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Chapter 1

Introduction: problems and objectives

« La traduction automatique ne fonctionne pas parfaitement. Et

heureusement, car elle est une source de réflexions infinies. »
Anne-Marie Loffler-Laurian

“Machine translation does not function perfectly. And fortunately,

because it is a source of infinite reflexions.”

Translation by Systran Version 4.0

Since the emergence of the first fully automatic machine translation (MT) systems over
fifty years ago, the use of MT to translate texts from one natural language into another,
in a variety of contexts and for a number of different purposes, has increased

dramatically. Globalisation and the availability of texts in a multitude of languages on

the Internet have led to a growing need for quick and cheap translations of varying
levels of quality depending on user requirements. As a result, many companies and
government organisations throughout the world are using tailor-made or off-the-shelf
MT systems, and the number of users of free online MT is now greater than ever (see
section 2.2). The evaluation of MT systems, both in terms of their performance as

Natural Language Processing (NLP) applications, and the quality of the translations

they produce, is therefore crucial for investors, researchers, developers, vendors, project

managers and end-users.

The evaluation by humans of machine translated texts, whether to compare the quality
of output from competing systems or to monitor improvements in output from the same
system during development, is a complex, expensive and time-consuming task. Unlike
the evaluation of part-of-speech taggers, parsers or speech recognisers (Atwell et al,,
2000) it is not simply a matter of comparing MT output to some “gold standard” human
translation, since translation is legitimately subject to stylistic and other variation.

Instead, MT evaluation relies on either the objective scoring of very specific linguistic
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phenomena using test suites, or the somewhat subjective quality judgements made by
evaluators who are trained to score segments (often sentences) of translated text using a
particular metric. For example,ﬂevaluators might rate fluency (the extent to which the
translation reads like natural English written by a native speaker) or fidelity (“the degree
to which the information contained in the original text has been reproduced without
distortion in the translation” (Van Slype, 1979)) using a scoring scale to rate each
segment.

MT evaluation is expensive for a number of reasons: in order to reduce the problem of
subjectivity, scores must be obtained from several evaluators and, to improve the
reliability of results, a large number of texts should be used. Furthermore, for the
evaluation of fidelity, bilingual evaluators are required to compare the MT output
against the source text (ST) or alternatively, human “reference translations” must be
produced, against which evaluators with no knowledge of the source language (SL) can
compare and score the MT output. The employment of several judges to evaluate a large

number of texts, along with the'possible requirement of bilingual knowledge or human

translations, makes MT evaluation very costly and time-consuming.

During the last five decades, a vast number of different evaluation methods have been

explored and tested, all making their contributions to progress in the field and leading,

in more recent years, to an interest in quicker and cheaper automated methods, which
aim to produce scores that correlate highly with human judgements. A detailed critical

analysis of human and automated approaches is presented in Chapter 3.

Current automated methods, however, have their drawbacks. For iﬁstance, the widely-

used BLEU (BiLingual Evaluation Understudy) method (Papineni et al., 2001) requires
the expense of producing up to four human reference translations of each source text,
against which the machine translations are automatically compared and scored
according to modified n-gram precision. The RED (Ranker based on Edit Distances)
approach (Akiba et al., 2001) also uses multiple reference translations to automatically
rank MT output based on edit distances. In one published evaluation (Akiba et al.,
2003), 16 human translations of 345 sentences in two language directions were used
from the Basic Travel Expression Corpus (Takezawa et al., 2002). Each of the above

approaches requires human reference translations for every language pair to be
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evaluated and these tend to be reused in subsequent evaluations to save time and
expense, even perhaps in cases where different kinds of texts would be more appropriate
for the needs of the stakeholders in question. A further drawback is that they do not help
system developers or MT post-editors by highlighting individual errors in the machine

translations, nor is there a straightforward correlation with human judgements.

In response to these drawbacks, the purpose of this research is to explore the potential of
a fully automated evaluation method that does not involve human translations; does not
require access to, or the ability to understand, the source text. The potential of such a
method, which evaluates a text based on the analysis of the MT output alone, is
supported by the fact that in many human evaluations, scores representing fidelity
correlate highly with judgements of fluency, where scores are based on a reading of the

MT output alone (eg. Carroll, 1966; White et al., 1994; White, 2001; Elliott et al.,
2004a).

1.1 Objectives

The primary aim was to investigate the potential of a fully automated method for the
detection of errors in MT output, which produces scores that correlate with human

quality judgements and which does not require access to human translations or to the
source text. This would provide the basis for creating an intelligent system that can
detect and annotate different categories of errors that typically occur in MT output,

incorporating human language processing rationales developed from initial supervised

methods.

Automatically detected errors would then be analysed to establish whether the number

of errors found in particular categories would enable the generation of a score that
correlates highly with human /judgements. Initial experiments would focus on the
evaluation of texts in the technical domain, reflecting the needs of many MT users (see

4.2.1), translated from French into English. The proposed method has a number of

advantages over existing approaches:

e It eliminates the expense of producing human translations and enables users to

evaluate any text sample without relying on pre-translated source texts;

'q-f
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* Automatic error detection would be of use to MT post-editors, who need to quickly

identify errors for revision, and would help developers to pinpoint areas for
improvement;

It should be easily extendible to other language pairs in which the target language
(TL) is English;

Unlike methods such as BLEU (Papineni et al., 2001), the new approach should
ultimately be able to take the gravity of each error type into account by introducing

weighted scores, rather than assuming that all tokens in a text are of equal

importance.

The design of a template for such an automated error detection system involved a series

of sub-goals:

Machine translation systems are used by companies, organisations and individuals
throughout the world, and it was important that texts selected for this research
reflected real use of MT. Decisions had to be made on the type, length and number

of texts to be used. The first sub-goal was, therefore, to design and compile a corpus

specifically for this research.

Any reliable method for the automatic evaluation of MT output must produce scores
that reflect human judgements. Having machine-translated texts from the corpus
using available systems, the second goal was to obtain human scores for each

translation, based on established evaluation methods, against which automated

scores would subsequently be compared.

Machine translations contain a number of different error types, ranging from
inappropriate word choices to incorrect syntax. The next objective was to manually
1dentify, classify and annotate all errors in the same sample of MT output, without
access to the source text. The purpose of this was to guide decisions on which error
categories to select for automatic detection, and to facilitate the analysis of particular

error types in context, so that appropriate automated detection methods could be

devised.

Having established a classification of errors, the next goal was to select a number of

more frequent and easily detectable error types for automatic identification. For each
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selected error category, the aim was to devise a detection method, using human
language processing rationales developed from initial supervised approaches. The
reliability of each algorithm would then be tested by comparing automatically

detected errors in each category with the manual annotations.

o The next objective was to identify a set of errors that, when automatically detected,
would generate scores that correlate highly with human judgements. This stage

would involve a detailed comparative analysis of human scores and automated error

counts.

e The final goal was to determine the extent to which the algorithms would need to be
adapted, if at all, for use with other language pairs. The developed methods would
be tested on MT output translated from different source languages into English.

1.2 Thesis outline

The chapters of this thesis reflect the order of the objectives outlined above. However,
by way of an introduction to this project, it is important first of all to provide some
context in the form of an overview of machine translation systems and their use.

Chapter 2 begins with a definition of machine translation for the purpose of this
research and lists a number of feasons why it is needed. A brief history of MT and its
growing use is presented, highlighting the importance of research in MT evaluation. The
chapter briefly describes how machine translation engines work, why translation is

difficult for computers and, therefore, why particular errors in MT output can occur.

The aim of Chapter 3 is to describe and critically analyse the various different

approaches to MT evaluation. First, published work on the human evaluation of MT
output is explored. This investigation would guide the selection of one or more human
evaluation methods for this research. The second aim of this chapter is to present and
analyse existing automated methods for MT evaluation, including BLEU (Papineni et
al., 2001) and RED (Akiba et al., 2001). The advantages and disadvantages of each

method are investigated, and the complexities involved are discussed before decisions

are taken on directions for this research.

Chapter 4, based on (Elliott ‘et al., 2003, 2004a, 2004b), describes the design,

compilation and content of a new corpus for MT evaluation. A detailed rationale for
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corpus design is provided, including reasons for decisions on corpus size, structure and
content. This is based on an investigation of existing corpora for MT evaluation and a
survey of MT users. The subsequent human evaluations of a sample of texts from the
corpus are described, and results are presented. Finally, the development of a
hierarchical MT error classification scheme, using the same sample of texts, is outlined.
The scheme and examples of corpus annotation are also presented, along with error

statistics for all systems and texts, to guide the development of automated error

detection algorithms.

Chapter 5, much of which is based on (Elliott et al., 2005), details the development of
algorithms for the automated detection of five selected error types: ‘outrageous’ words',
inappropriate content words, iflappropriate prepositions, inappropriate pronouns and
untranslated words and acronyms. The accuracy of each algorithm is evaluated in turn,
based on comparisons between the number of automatically detected errors and manual
error annotations. Comparisons are also investigated between automated scores, based
on the detection of individual error types, and human judgements, to ascertain whether
the automated detection of one error type could predict the quality of a translation as a
whole. Automated scores from all possible combinations of error categories are then

compared with human scores to determine which combination generates a score that

correlates most highly with human quality judgements.

Chapter 6 presents findings obtained when the algorithms developed for the French-
English language pair were tested on English output translated from three other source
languages: German, Italian and Spanish. Automated and manual annotations are
compared to investigate the extent to which the existing methods would need to be

adapted to detect a similar proimrtion of errors in English MT translated from other

languages.

Conclusions are presented in Chapter 7. Goals and achievements are summarised and

suggestions for future work are discussed.

! These words are highly unusual in a given text type and domain. In most cases, outrageous words are
mistranslations which occur when a source language word has two or more valid translations in the target

language, with very different meanings.



Chapter 2

Background

The aim of this chapter is to provide a wider context for the current research by first
presenting an errview of the development and use of MT and second, describing MT
systems and their architectures, in order to gain an understanding of the quality of the
translations they produce. By way of an introduction to this, Section 2.1 begins with a
definition of machine translation for the purpose of this research, and provides several
reasons why MT is needed. This is followed by a brief history of MT and its use in 2.2,
highlighting the growing need world-wide for quick and cheap translations and hence
the importance of MT evaluation for system development and comparison. Section 2.3
describes how MT systems work, with a concise look at MT architectures by way of an
introduction to 2.4, which describes why translation is difficult for computers and,

therefore, why particular kinds of errors are made. Conclusions drawn from this

background chapter are presented in 2.5.

2.1 What is machine translation and why do we need it?

According to (Hutchins and Somers, 1992), “the term Machine Translation (MT) is the
now traditional and standard name for computerized systems responsible for the

production of translations from one natural language to another, with or without human
assistance.” The term includes, therefore, not only fully-automatic translation systems
that deal with text, but speech-to-speech systems and programs that involve interaction
by the user, to a greater or lesser extent, including Translation Memory (TM) tools. For
the purpose of this research, however, the term Machine Translation is used to refer
specifically to fully-automatic MT systems that translate written data, and that require
the user to do nothing more than enter some text or select a file for translation, specify

the appropriate subject domain (where this feature is available) and click on the

“Translate” button.
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Fully-automatic MT systems for text-to-text translation can be divided into six groups,
as described below. The first five categories (commercial systems) are summarised from

the online Compendium of Translation Software' (Hutchins et al., updated July 2005).

1. MT systems for home use by the general public (some of which are little more
than dictionaries);

2. MT systems for translating electronic texts on the Internet (email, web pages
etc.);

3. MT systems for professional use, designed to assist professional translators (eg.

off-the-shelf desktop packages, with adaptable user dictionaries and specialist
topic-based glossaries, or tailor-made systems designed for particular companies
or organizations);

4. Client/server MT systems designed for company intranets;

5. MT systems for company websites, providing online translation of web pages;

6. Free online systems for the translation of short pieces of text or web pages.

The types of machine translation systems selected for evaluation for this research are

described in Chapter 4.

The different types of system and their uses listed above give an indication as to why we

need machine translation. Six reasons why we should be interested in using computers

for translation are given in (Hutchins, 2005). These are summarised below:

1. Human translators cannot cope with the huge volume of material that needs

translating.
2. Repetitive, technical material is too boring for human translators.

3. Companies require consistent terminology in their translations, which computers
can provide. Humans have a natural preference for variety of language.

4. Machines work more quickly than humans.

5. High quality human translation is not always required.

6. Companies with large-scale translation needs can reduce their costs.

' http://www.eamt.org/compendium_ html
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The above points clearly illustrate why research and development in machine translation
1s thriving, why the use of MT in appropriate contexts is increasing and, therefore, why

system evaluation is so crucial.

2.2 A brief history of machine translation and its use

It 1s not within the scope of this thesis to provide a detailed history of machine
translation. The purpose of this section is to investigate the widespread development
and use of MT systems and, in so doing, to highlight the importance of MT evaluation.
An understanding of how MT systems are used also serves as a starting point for the

development of appropriate evaluation methods and the selection of texts to be used for

this research.

Very basic machine translation systems were first developed during the Second World
War, using substitution techniques based on decoding methods. However, the first
public demonstration of an MT system took place in 1954, the result of a collaborative
project between Georgetown University in Washington DC and IBM. This Russian-
English system involved only 250 words and 6 grammar rules. In fact, the limited input

made the system’s capabilities seem far better than they really were, making

expectations of MT unrealistically high.

4

More than a decade of MT research was pursued in the USA, Western Europe, the
Soviet Union and Japan, until a study was funded by US government sponsors of MT.
Its purpose was to advise the Department of Defence, the CIA and the National Science
Foundation on research and development in the mechanical translation of foreign

languages. Its findings, published in a report by ALPAC, the Automatic Language

Processing Advisory Committee (Pierce, 1966), were to have a disastrous effect on MT
development in the United States. The report advised against investment in further
research, claiming that MT was slower, less accurate and more expensive than human

translation. Instead, it recommended expenditure in other areas of computational

linguistics and research into various kinds of machine-aided translation tools, such as
electronic dictionaries. Three of its nine recommendations did, however, highlight the

importance of evaluation. These are detailed in Section 3.3.

Following the publication of the ALPAC report, MT research in the USA came to a

virtual standstill, and a negative impact was also felt elsewhere. However, in 1970, an
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MT system called Systran was developed for the US Air Force, who needed to translate
documents from Russian into English. This system is still in use today. In 1976, the
Commission of the European Communities purchased a version of Systran to translate

from English into French, and further language pairs of the European Union have
subsequently been added. Today, anyone working for the European Commission, or

employees of public administrations in the EU Member States, can submit texts online
to be machine translated by ECMT (formerly known as EC Systran). The system
translates up to 2,000 pages per hour (Petrits et al., 2001) and in 2004, it processed
693,306 pages (Angelo Torquati, personal correspondence). Although the system is
used by the EC Translation Service to produce first drafts for post-editing, the main
users are administrators who use it for browsing texts in a language they do not know,
deciding if a document is useful enough to request a human translation, or drafting

documents in another language. Today, Systran’s many other clients include NATO,
Ford, General Motors, Berlitz and Xerox.

Another MT success story began in 1978 when the Canadian Météo system, designed to
translate weather bulletins from English into French, came into operation. In 1988 the
system was extended to translate from French into English, and by 1993 it was

translating around 45,000 words per day, amounting to over 16 million words per year,
the equivalent of 30 person-years of translation work (Vasconcellos, 1993). Still in use
today, the system produces output that requires very little human intervention, and

exemplifies the success of MT for translating a sublanguage (the limited vocabulary and
syntax of a particular domain).

During the 1980s many new MT projects began and novel approaches to system design

were explored, particularly in Japan, where knowledge-based and interlingua-based
methods were investigated. These and other approaches are described in 2.3. After years
of research and development in academic institutions and government departments, MT
was now attracting commercial interest. The first systems appeared on the market,
particularly in Japan and the USA, and in 1981, the first translation software for
personal computers became available (Hutchins, 2005).

Several tailor-made systems were designed for large corporations, who saw the time and
cost-saving benefits of using MT output as a basis for polished translations. The

SMART Corporation (New York), for example, began to develop tailor-made systems
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for particular terminology and document types in the early 1980s; their clients include
Ford and the Canadian Department of Employment and Immigration. The Pan
American Health Organisation developed its own general-purpose systems in-house, to
translate between English and Spanish; SPANAM has been in use since 1980 and

ENGSPAN since 1985. Most of the output is post-edited to publishable quality by
professional translators. LOGOS, a multilingual general-purpose system, was first used

in Germany in 1983 and is still used today in many companies worldwide including the
Canadian Government and AT&T in the USA. The most sophisticated system at this
time, however, was METAL. This was initially a German-English system, designed to
translate documents on data processing and telecommunications. The project was
funded by Siemens, Munich after initial research at Texas University. Although no

longer available, METAL was used by many European companies, such as SAP, Philips
and the Union Bank of Switzerland.

The 1990s saw a rapid increase in the use of commercial MT and computer-assisted
translation (CAT), and with the explosion of the internet, 1997 saw the launch of the
first free online system: AltaVista’s Babel Fish?, powered by Systran. The goal was to

eliminate the language barrier on the web (AltaVista, 1997), enabling users to translate

web pages or raw text within seconds. Initially able to translate ten European language

pairs, this has now increased to 36 language pairs, involving 13 European and East

Asian languages. Use of the service steadily increased from 500,000 translations per day
in 1998 to 1.3 million per day in 2000 (Yang and Lange, 2003), illustrating the growing

need for quick translations. Babel Fish is often used as an assimilation tool, enabling

users to understand the gist of a document in an unfamiliar language; it is used to

disseminate information (some web sites provide a link to Babel Fish in an attempt to

reach a wider audience); it is used as a communication tool between speakers of
different languages and also as an aid for language leamning. Following the appearance
of Babel Fish, many other online MT engines have since emerged, and the number of

available language pairs is growing all the time to reflect demand.

During the 1990s, MT research focused increasingly on corpus-based methods, such as
example-based machine translation (EBMT) and statistical machine translation (SMT),
beginning with IBM’s Candide project (Brown et al., 1990). Both approaches are
described in the following section. These methods have not yet had a great deal of

]
« d

2 http://world.altavista.com/
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commercial impact, as research continues and development is still at a relatively early
stage. However, one company to eventually commercialise a statistical approach is
Language Weaver, founded in 2002. The company claims that its statistical MT
modules can translate up to half a million words per minute from multiple users on the
same network (Language ‘Weaver Press Release, 2005). Working on servers or

desktops, systems can be tailor-made for governmental and commercial use.

A second example of a corpus-based approach is MSR-MT, Microsoft Research’s data-

driven system, trained on over a million bilingual sentence pairs per target language,
extracted from translation memories and glossaries. The system’s primary function was
to translate Microsoft’s product support services knowledge base from English into
French, German, Japanese and Spanish. Plans now involve extending the system to
translate into Italian, Chinese, Korean and other languages, and it is envisaged that tens

of millions of dollars in translation services will be saved each year by using this new

system (Richardson, 2004).

During the last decade, the globalisation of business, along with the use of the Internet

to advertise and sell products ;worldwide, has created an enormous need for quick
automated translation. Human translations are costly and time-consuming, making MT
an invaluable support tool or a viable alternative for the translation of certain document

types for particular purposes. According to (Hutchins, 2002) “The aim of using

computers for translation is not to emulate or rival human translation but to produce
rough translations which can serve as drafts for published translations, as gists for

information gathering, and as cross-language communication aids.”

A number of translation memory (TM) systems are now compatible with MT (eg.
Trados Translator’s Workbench can be used in conjunction with Systran and LOGOS)
and many companies have started to incorporate MT in the translation workflow. For
instance, Bowne Global Solutions, recently taken over by Lionbridge Technologies,
Inc., has adopted a common methodology known as Maestro, for integrating MT,
human translation and TM for large repetitive translation projects. First, a Trados
translation memory database (containing previously translated sentences aligned with
their human translations) is searched and all matching segments over a given threshold
value are inserted into the target text. Segments not found in the TM are then

automatically machine translated and marked as such. This draft translation is post-
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edited and the translation memory is finally updated in preparation for the next job
(Walker, 2004).

Today, new versions of systems like Systran, which were originally developed for
mainframe computers, can now be bought off-the-shelf as desktop applications. Systems
have become less expensive and now that MT is more affordable, smaller companies
and freelance translators have the opportunity to make savings in terms of both time and

money. In one controlled study, for example, post-editing machine translations of three
marketing brochures (2,470 words in total) took slightly less than half the time required

to translate the same texts from scratch. Where translation took 6 hours 44 minutes,

post-editing of MT output took only 3 hours 11 minutes (Guerra, 2003).

Detailed histories of MT research, development and use can be found in (Hutchins

1986, 1992 and 2000). In addition, the regularly updated Compendium of Translation
Software (Hutchins et al., 2005) available from the European Association for Machine

Translation (EAMT) website’ lists over 80 pages of commercial products, including MT

systems currently handling 44 languages.

2.2.1 Concluding remarks
It has been observed that the rapidly growing demand for quick and cheap translations

has led to the increased development and use of MT throughout the world. A large
number of companies and governmental institutions are using tailor-made and off-the-
shelf, PC-based systems for particular purposes, text types and domains, and the use of
free online MT is still growing. Furthermore, we are now seeing the globalisation of MT

research, with the development of systems to translate between more language pairs to

meet user needs.

Gaining an understanding of who uses MT and for what purpose has not only provided

a context for the current research, but has also formed a basis for the development of

evaluation strategies to suit real MT scenarios for this work.

2.3 How do machine translation systems work?

This section takes a brief look at how fully-automatic machine translation systems

work, introducing some of the reasons why translation is difficult for computers and

3 http://www.eamt.org/
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why errors in MT output occur. System architectures can be divided into several groups,
as shown below, but as (Hutchins, 1995) points out, the differences between system
types are becoming less useful for categorisation. For example, transfer systems can
incorporate features of interlingua systems (and vice-versa), rule-based systems are
using probabilistic data and corpus-based approaches are integrating rule-based
methods. Furthermore, some research has focused on knowledge-based approaches

(KBMT) involving attempts to encode real world knowledge to make systems more

intelligent by making more appropriate lexical choices in particular contexts.

2.3.1 Rule-based approaches

Rule-based approaches were the main focus of MT system development until the end of
the 1980s, and these methods are still being used today. The direct approaches of the
first generation of MT systems were developed for one particular language pair. Source
language sentences are converted directly into target language sentences using nothing

more than a large bilingual dictionary and a program for analysing the source language

and generating the target language. The analysis phase involves some identification of
morphology, in that words are reduced to their uninflected forms before dictionary look-
up. The text is then translated more or less word-for-word, and limited rules are applied
to rearrange words to suit the syntax of the target language before the translation is

generated. For instance, a simple parse enables the system to reposition adjectives after
nouns as is often required when translating from English into French. These limited

rules are quite insufficient, as they do not cater for the vast number of structural

variations between source and target languages.

The inadequacies: of the direct approach led to the development of the second
generation, indirect linguistic knowledge systems. Indirect methods, involving a kind
of intermediate representation of meaning between source text analysis and target text
generation have two main approaches. The interlingua approach involves two stages;
first the source text is analysed to produce an abstract, language-independent
representation of its meaning and second, this information is used to generate a target
text without, in theory, being influenced by the original. The intermediate representation
is known as an ‘interlingua’, being neutral between the source and target languages.
There are, however, problems;with this approach, in that designing a true abstract

representation of language remains an extremely difficult goal for linguists, so it is very

hard to generate a target text with no influence from the source. The main advantage of
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this method over the direct approach is that the interlingua can be used for any language

pair, so adding new languages to a system involves only the addition of analysis and

generation modules for the languages concerned.

The second indirect method is the transfer approach, which involves three stages;
analysis, transfer and synthesis (or generation). First the source text is analysed and
converted into a source language-oriented representation. Second, a bilingual transfer
module converts this into a target language-oriented representation and finally, this is
used to generate the target text.-This type of system contains a number of components;
monolingual dictionaries for the source and target languages, containing morphological,

grammatical and -semantic information; a bilingual dictionary and grammars and

components for lexical and structural transfer. One problem with this approach is that

when a new language is added, a transfer module is required for every language pair
involving that language, in addition to new analysis and generation modules. In spite of
this, transfer methods are preferred to interlingua approaches, due to the difficulties of

creating language-independent representations, which are required by the latter.

2.3.2 Corpus-based or data-driven approaches

This third generation of machine translation systems, involving example-based and
statistical-based techniques, involves the use of large corpora of sentences aligned with
their human translations. The hardware required for data-driven approaches has only

recently become affordable, but some systems are now in use. Two examples are given

in Section 2.2. ¥

The idea of Example-Based Machine Translation (EBMT) was first proposed by
Makoto Nagao in 1981, but was not published until three years later (Nagao, 1984) and

serious research did not start until 1989. EBMT is essentially translation by analogy: a
translation is generated at run-time by comparing word sequences, rather than single
words, in the source text against a large parallel aligned corpus. The closest matching
fragments are selected and their translations recombined to form the target text.
Additionally, EBMT systems may incorporate techniques from rule-based and/or
statistical methods. For example, systems may use bilingual dictionaries or monolingual

thesauri.
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A major advantage of this approach is that linguistic knowledge (in terms of word order,
agreement etc.) can be automatically captured from examples in the corpus.
Furthermore, it is argued that EBMT systems are easily improvable, by adding more
sentence pairs to the corpus, in contrast to rule-based systems, which require the
analysis, modification and addition of complex rules. One problem with EBMT,
however, is that there can be several different translations of the same source text
fragment, some of which may be more appropriate than others. Furthermore, it can be

difficult for the program to automatically select which fragments of a parallel segment

actually correspond to one another.

Research into Statistical Machine Translation (SMT) began with work by (Brown et
al,, 1990) on the Candide system at IBM. As (Somers, 1999) points out, a major
distinction between EBMT and SMT is that where example-based approaches use a
bilingual corpus as a main knowledge base at run-time, statistical machine translation

methods rely on corpus-driven probabilities, which are computed in advance. Like

EBMT, SMT relies on a bilingual aligned parallel corpus, but it is distinctly different.

The corpus is first aligned at the sentence-level, then at the word-level. Probabilities are
then computed that any given word in a source text segment corresponds to zero, one or
more words in the aligned translation. The result is a list of translation possibilities for

each source language word with the computed probability of each target language word

(or group of words) being a correct translation. This is known as the ‘translation model’.

During the translation process, the computed probabilities are combined and the highest

scoring combination is selected as the translation. A monolingual target language model

containing probabilistic information on word co-occurrence is then used to reorder the

target language words to generate sentences. The most successful systems now use
‘phrase-based methods’, whereby sequences of words are translated together (Och,
2002; Zens et al., 2002; Koehn et al., 2003; Vogel et al., 2003, Tillman, 2003).

A major problem with the statistical approach is that a huge amount of data is required
to gather reliable statistics from which probability information can be obtained.
Furthermore, the high-quality data required can be expensive. According to (Bennett
and Gerber, 2003), one million bilingual sentence pairs is a good size for a training set
for a general purpose MT system. Plenty of memory and powerful processors are

therefore required to translate in real time.
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2.3.3 Concluding remarks

This overview of MT system architectures has provided an insight into some of the
complexities involved in the automatic translation of natural language. Irrespective of
the system architecture, translation is difficult for computers, and MT systems continue
to produce imperfect output of varying quality. The following section addresses
particular problems encountered by MT engines and helps to explain why particular

erTors in output occur.

2.4 Why is translation difficult for computers?

Fifty years ago, people assumed that automatic translation would eventually replace
human translators. However, during the development of the first rule-based MT
systems, linguists began to fully understand the complexities of ;lescﬂbing and
encoding the components of entire languages. Not only are enormous dictionaries
required for these systems (bearing in mind that a person’s working vocabulary in
English comprises up to 100,060 lemmas and the Oxford English Dictionary contains
around half a million root words), but also complex grammatical rules. Translating from
one language into another is not merely a matter of word-for-word substitution. (Arnold,
2003) makes the following observation: “Part of the reason why translation is difficult
for computers is that translation is just difficult: difficult even for humans.” He reminds

us that translation is a creative task and that computers simply follow rules,

mechanically and literally.

At this point, it should be noted that since few commercial corpus-based systems are

currently available, the focus of this research, and of Arnold’s discussion, is on rule-
based systems. Amold divides machine translation problems into four categories based

on the point at which they occur during processing by rule-based systems. His four
headings are duplicated below and enhanced by examples of errors observed during the
analysis of MT output from the four systems used for this research. (Details of these
rule-based systems are provided in Chapter 4.) For the sake of completeness, the nature

and causes of errors in output from corpus-based MT systems are discussed in 2.4.5.

2.4.1 The analysis problem

This problem occurs when the source text contains words or structures, which are either
not understood by the analysis component, or can be parsed in more than one way.

Where a source language word or phrase has two or more different meaning

lJ
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representations, the system must arrive at one decision. For a machine translation
system, two kinds of ambiguity exist; lexical ambiguity occurs when a source language
word has more than one translation, and structural ambiguity arises when the system
identifies more than one way to parse a sentence (eg. to relate an adjective to one or

more nouns, an adverb to an event, a pronoun to its referent, etc.).

By using contextual information, a human can normally parse a sentence correctly, but
MT systems only work at sentence level. According to (Pinker, 1994), “Computer
parsers are too meticulous for their own good. They find ambiguities that are quite
legitimate, as far as English grammar is concerned, but that would never occur to a sane
person.” Pinker gives the folloxiving example from an experiment with one of the first

computer parsers in the 1960s: the computer succeeded in parsing the same sentence in

five different ways.

Time flies like an arrow.
(1) Time proceeds as quickly as an arrow proceeds. (Intended meaning.)

(1b)  Measure the speed of flies in the same way that you measure the speed of an arrow.

(Ic)  Measure the speed of flies in the same way that an arrow measures the speed of flies.

(1d) Measure the speed of flies that resemble an arrow.

(1¢)  Flies of a particular kind, time flies, are fond of an arrow.

This is, of course, an extreme example, but two alternative parses for some part of a
sentence are not uncommon. The examples in (2a) and (2b) from software user manuals

show erroneous French-English machine translations resulting from incorrect parsing.

(2a) Frenchsource: - Coordonnées du site d'observation
English MT : Coordinated of the observation site
Literal translation: Coordinates of the site of observation
Human translation: Observation site coordinates

(2b)  French source: La liste commence par une case a cocher...
English MT: The list starts with a puts to check...
Literal translation: The list starts with a box to check...

/

Human translation: The list starts with a check box...
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In (2a) the meaning is obscured 'in the MT output because ‘Coordonnées’ has been
labelled as an adjective (or past participle of a verb) rather than a noun. Both parts-of-

speech can be applied to this word in French, but the engine has made the wrong choice

in this instance. As the phrase is a section heading, the article has been omitted in the
French source text, which would otherwise have led the system to make the correct

choice. In (2b), the word ‘case’ has been processed as a verb instead of a noun,

rendering this part of the machine translated phrase incomprehensible.

For a human translator, real world knowledge normally enables an immediate, correct

interpretation of a source text with no thought of ambiguity, but for an MT system a

huge amount of work is required to encode even a small amount of this knowledge.

2.4.2 The transfer problem

This problem is caused by the fact that languages can use very different structures to
express the same content, so’ rules are required to relate the source and target
representations. For example, in (3), the MT system has translated the multiword verb

construction literally. We assume that no rules have been encoded for translating this

French structure into English.

(3)  French source: Les interdictions sont plus prioritaires que les
autorisations.
English MT: +  DBans are more priority than authorisations.

Human translation: Restrictions take priority over authorisations.

In the construction in (4) below, the French verb ‘permet’ does not require an indirect

object. However, the English translation requires this for the sentence to read fluently. A
human translator would decide on the pronoun ‘you’ without difficulty, and would

prefer to use the verb in the infinitive, but providing sufficient knowledge to an MT

system for it to make this choice would be extremely complex.

(4)  French source: Cette fonction permet de quitter l'atlas.
English MT: This function allows leaving the atlas.

Human translation:  This function allows you to exit the atlas.
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As 1n (4), problems often occur when information in one language is not specified. This
can result in either unnecessary or omitted words in the machine translation output. In
Japanese, for example, information on whether a noun phrase (NP) is singular or plural,
definite or indefinite does not have to be provided. In such cases, the MT system has to
arrive at a decision on which information to insert to meet the requirements of the target
language. In Italian and Spanish, subject pronouns are often omitted, so without such an
indicator, an Italian verb form such as ‘¢’, and equally the Spanish ‘es’ can translate into
‘he 1s’, ‘she is’, ‘it is’ or ‘you are’. Where a human is able to use contextual information
from anywhere in a text to achieve the correct interpretation, an MT system can only
search for information within the same sentence, such as adjectival agreement (which is
not always available), in order}to produce a correct translation. In many cases, these

kinds of ambiguities can only be resolved by using information from adjacent sentences,

something which is beyond the ability of current MT systems.

2.4.3. The synthesis problem

The synthesis problem occurs when the same content can be expressed 1n several ways.
Sometimes a source language word has two or more legitimate translations with very
different meanings, such as in (5a). In some instances, on the other hand, one word
choice may be preferable to a.m;ther in a given context. For example, some companies

prefer to use particular terminology, and in such cases, company-specific dictionaries
can be developed to ensure that the preferred translations of these words are consistently
generated. In other cases, a correct semantic translation may be inelegant due to a co-
occurrence of similar sounds or words (see 5b) or a collocation that appears unnatural to

a human (5c, 5d). The examples below are again machine translated from French.

MT Suggested alternative
(5a) dryink in the buzzards pipes
(5b) See the websites listed on the list  shown, provided etc.
(S¢) cut and stick the text paste
(5d) from the principal menu main

For (5b) a better option may be to omit the verb all together, but rule-based systems do

not have these decision-making capabilities.
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2.4.4. The problem of description

This problem concerns the collection and description of the knowledge required by an
MT system. The system must have sufficient knowledge of the lexical, morphological,
syntactic and semantic rules of a given language. Regular patterns are easy for
computers to understand, but the many exceptions to the rules and the way in which
different rules interact with one another makes language description for computer

processing incredibly complex.

As mentioned at the beginning of 2.4, huge dictionaries are required for each language,
and any word not found in the dictionary is left untranslated in the target text. Although
many commercial MT systems allow new entries to be added to a user dictionary to
supplement or override translations in the system dictionary, entering all the specialised
vocabulary required by a particular organisation is an enormous task. Noun strings in
particular can produce unnatural translations when the whole multi-word unit is not
found in the dictionary. For example, where in English we tend to group strings of
nouns together, in French, prepositions are also required to link the nouns. Examples of

French noun strings with disfluent English machine translations are shown in (6a) and

(6b).

(6a)  French source: La barre des menus
English MT: The bar of the menus
Human translation: The menu bar

(6b)  French source : Propriétés de la connexion internet
English MT: Properties of the internet connection
Human translation: Internet connection properties

2.4.5 Errors generated by data-driven MT systems

One main advantage of data-driven approaches is that some of the problems concerning
disambiguation, pronoun resolution and the mistranslation of idioms, which typically
occur in output from rule-based systems, are less likely to occur, as some linguistic
knowledge is automatically captured from corpora. However, there is still a high level
of similarity between errors identified in output from rule-based and data-driven

systems, although the causes are quite different.
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Lexical errors are found in output from corpus-based MT systems, largely due to source
language words, which have multiple legitimate translations in the aligned data.
Furthermore, the larger the corpus, the more likely these errors are to occur. Lexical
errors may also appear when the system has to rely on a dictionary in cases when source
language words are not found in the corpus. Attempts can be made to reduce these
problems, by prioritising translation equivalents using additional rules or by using a

corpus in a domain, which is specific to the translation task.

Grammatical errors also occur in output from data-driven MT systems. In EBMT, for
example, the target language model works with a fixed-size window, even though more
distant words can be grammatically related. For this reason, incorrect verb inflections

can occur when they are distant from their subjects. This type of error is far less likely

to appear in output from rule-based MT systems.

Syntactic errors, unnecessary and omitted words can also be found; these are often due
to corpus alignment errors. Similarly, disfluencies can occur when partial translations
are pieced together, even in cases when the individual parts are correct. This is often

referred to as a “boundary friction” problem. A German-English example is shown 1n

(7) below.

(7) Der Junge af3 den Apfel. The boy ate the apple.
(Use of accusative case (den), required for the direct object (Apfel)
But:
Den Apfel war rot. | The apple was red.

(Incorrect use of translation fragment: German nominative case (Der) 1s

required here as Apfel is now the subject of the sentence)

2.4.6 Concluding remarks

We have seen that for a human to translate accurately from one natural language into
another, he/she must not only have the ability to understand the source language, but
also to convert the meaning into the target language while adhering to TL rules and
conventions. Having explored the complexities of natural 1language understanding and

generation, we can better appreciate the reasons why translation is so difficult for
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computers. The different possible interpretations of source text phrases, the structural

differences between languages, the existence of multiple legitimate translations of some
words and the sheer size of the lexicon are some of the main causes of errors in MT
output. Furthermore, a lack of real world knowledge and an inability to benefit from

contextual information beyond the sentence level do not help to solve these problems.

This investigation of language processing difficulties has enabled us not only to
understand the causes of errors made by MT systems, but also to predict the kinds of

errors that are likely to occur. These include untranslated words, incorrect translations

of words (in terms of meaning or contextual appropriateness), omitted and unnecessary

words and a number of different structural errors. A detailed classification of error

types, developed specifically for this research, is presented in 4.5.

2.5 Background conclusions

This chapter began by providing a number of reasons why MT is needed and an

overview of the growing use of MT systems for a variety of purposes and language
pairs. This overview has served three purposes; first, it has provided a wider context for

the current research; second, it has enabled us to understand how widely used MT

systems are throughout the world and, therefore, why the evaluation of MT output, for
the various stakeholders involved, is so important; third, an understanding of real MT

scenarios serves as a starting point for the development of appropriate evaluation

strategies for this research.

The second part of this chapter focused on the design of MT engines, the translation
difficulties encountered by rule-based systems and the kinds of errors we can expect to

find. As mentioned in 2.4.4, MT output can be improved to a certain extent by adding
terms and their preferred translations to user dictionaries, where this function is
available. However, the main purpose of this feature is to improve particular lexical
choices and there is only a ve;'y limited ability to reduce structural errors (eg. noun

string word order). The fact remains that, even with the aid of user dictionaries,

particular errors in MT output persist.

Having considered some of the kinds of errors likely to occur in MT output, it is evident
that some form of classification scheme can be developed, whereby errors can be

categorised according to type and how they might be automatically identified. Using



24

such a classification scheme to develop a suite of error detection algorithms may

provide a reliable evaluation method for both developers and end-users, provided that

scores correlate highly with human judgements,

Before developing such a method, however, an investigation of existing MT evaluation

methods, both human and automated, is required. First, we need to select appropriate
methods for the human evaluation of MT output in order to obtain judgements against
which scores from experimental automated methods can be compared. Second, we need
to investigate existing automated methods to gain an understanding of progress already

made in the field and to provide directions for this research. These issues will be

examined in Chapter 3.
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Chapter 3

MT evaluation methodology: literature review

During the last five decades, é vast amount of research has been published, reports
written and projects organised, all contributing to progress in MT evaluation
methodology. This chapter has two main objectives. The first is to explore and present a |
critical analysis of the different methods used for the human evaluation of MT output;
an understanding of the various different approaches will enable the selection of the
most appropriate method(s) and resources to use for this research, to obtain human
judgements of MT quality against which scores from a novel automated approach will
later be compared. Furthermore, such an analysis will enable us to gain an
understanding of why the human evaluation of MT output is so complex, costly and
time-consuming and, therefore, why interest has turned more recently to automated
methods. The second objective is to explore and critically analyse existing approaches
to automated evaluation to gain an understanding of their strengths and weaknesses and

to enable us to identify areas for improvement and further research.

There are, of course, many ways to evaluate MT systems besides judging the quality of
their output; by way of an introduction to MT evaluation, this chapter begins in 3.1 with
a brief overview of the different ways in which MT systems need to be evaluated. This
is followed in 3.2 by a look at some of the difficulties involved in the evaluation of MT
output. A number of published recommendations on MT evaluation methodology,
resulting from various projects and reports, are presented in 3.3, and in 3.4 different

methods for the human evaluation of MT output are categorised, described and critically

analysed. Automated evaluation methods are similarly explored in 3.5.

3.1 Types and purposes of MT evaluation

The design and development of machine translation engines is complex and, as a result,

systems can be expensive to buy. With large investments at stake, evaluations before,

during and after development are required for different purposes by the many groups of

people involved. Particular kinds of evaluation are essential for investors, researchers,

developers, vendors, project managers and end-users, such as translators, post-editors
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and monolingual administrators who need to translate documents quickly for
information purposes. Types of MT evaluation are shown in Table 3.1.

Type of Description Purpose Stakeholders
evaluation

Evaluation of the potential of a new measure the feasibility of
mvestment into further research and

Investors
Researchers
Developers

MT approach, eg. by testing a new
approach to a translation problem
specific to a particular language pair

Prototypes are developed to
demonstrate specific functions for
possible implementation as part of
an MT system

Regular evaluations of MT
components prior to system release,
eg. before and after modifications. A
"glass box" approach: evaluations
are performed with access to the
internal workings of the system.
Test suites are often used to evaluate
the successes or failures of new
translation rules

Evaluation of functionality
Diagnostic | characteristics of prototype by
evaluation researchers/developers.  Glass-box
approach

Evaluators judge MT output quality
using selected metrics. The quality
of the output may be’ evaluated at
different stages of a system's
maturity (eg. before and after
dictionary update), or translations
from different systems can be
compared (see Comparison
evaluation). Black box approach:
access to output only

Evaluators representative of end-
users test how easy the application
is to use. Researchers may devise
questionnaires on system usability,
or record how long it takes for

Feasibility
evaluation

development of a particular approach

Investors
Developers
Project managers
End-users

Investors
Researchers
Developers

To elicit reactions from potential
stakeholders to guide further
development

Requirements
elicitation

To test the linguistic coverage of the
system. Eg. developers need to know
that a new grammar rule will work
successfully in all circumstances

Internal or

Progress
evaluation

To check that modifications which

should improve the system, do not
have an adverse effect elsewhere in
the software (iterative testing)

To diagnose reasons for unexpected
results produced by a system

Developers

Investors
Researchers
Developers

Vendors

Project Managers

End-users

To measure how well a system
translates for the needs of a particular
end-user, eg. in terms of fidelity,
fluency etc.. Findings indicate whether
buying a system would be cost-
effective by saving time for translators
or post-editors

Declarative
evaluation

Investors
Researchers
Developers

Vendors

Project Managers

End-users

To measure how useful the product
will be for the end user

Usability

evaluation To evaluate the user-friendliness of

the interface

subjects to complete particular tasks
using the software

Managers calculate the purchase and
running costs of an MT system and
compare these with its benefits

Investors
Researchers
Developers

Vendors

Project managers
Investors

To determine the cost-effectiveness of
a system In a particular operational
environment

Operational

evaluation

To help users decide which system
will best suit their needs.

Declarative, Usability and
Operational evaluations may be
used to compare systems. When
performing a comparison
evaluation, the same attributes must
be tested for each system, using the
same criteria and metncs for reliable
results

Researchers
Developers
Vendors
Project Managers
End-users

Comparison
evaluation

Table 3.1 Types of MT evaluation
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A good deal of research has gone into defining and categorising the different kinds of
MT system evaluation required. Table 3.1, based on the MT evaluation glossary on the
FEMTI website' (2005) and publications by White (2000, 2003), EAGLES (1996),
Armold et al. (1993), and Van Slype (1979) summarises the types of MT evaluation

required, and for whom they are of interest.

The current research is concerned with two of the categories shown in Table 3.1:
declarative evaluation and comparative evaluation. Our focus is on the evaluation of
MT output from competing systems, using a “black box™ approach: evaluations are
based on judgements of the quality of the output alone, without any access to the
internal components of a system or any interest in the causes of errors; issues which are
of particular concern for developers. Nevertheless, the black box evaluation of MT
output is still useful for all stakeholders, including developers, who need to monitor
improvements or deterioration’ in output quality as translation rules are modified.

Furthermore, black box evaluation is entirely platform-independent, enabling the

comparison of different MT systems, regardless of their architectures. The focus now

turns to declarative evaluation, and first, to some of the complexities involved.

3.2 The difficulties of evaluating MT output

The evaluation of any translation, whether produced by a human or a machine, is

complex and, as a result, it can be expensive and time-consuming. The difficulties of

MT evaluation described below help us to understand why, in the last five years or so,

there has been a growing interest in quicker and cheaper automated evaluation methods,

which attempt to compute scores that reflect human quality judgements.

Translation quality is difficult to quantify and even when some form of description and
measurement is developed for a given quality characteristic (eg. fluency or fidelity), it
can be open to different interpretations. Furthermore, translation is legitimately subject
to lexical, stylistic and other variation. MT evaluation relies on either the objective
scoring of specific linguistic phenomena using test suites (a2 method mostly used by
developers), or the subjective quality judgements of evaluators, who score individual

fragments of text using particular metrics, with or without the source text or information

on elements of meaning that should be contained in the translation.

1 http://www.isi.edu/natural-language/mteval/
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Some of the difficulties involved in the evaluation of MT output are described below.
Examples of ways in which these problems have been. reduced or overcome are

described in the review of human evaluation methods in 3.4.

3.2.1 Translation quality: interpretation and subjectivity

A major problem for MT evaluation is that translation quality is difficult to define and
quantify and, like judging paintings in a competition, comparing the quality of language
in different texts can be equally subjective. According to (House, 1977), evaluating the
quality of a (human) translation means judging it in terms of two sets of standards: those
based on the source text and culture and those based on the target language and culture.
The first concerns faithfulness to the original text (content, style, function or intention
and form) and the second concerns the degree to which the translation conforms to the
norms of the TL and culture. This includes grammaticality, acceptability and the
situational appropriateness of the translation. These quality components are also
applicable to machine translations. However, interpreting, quantifying and measuring

these quality attributes is a complex task.

/

For (McClure and Flanagan, 2003) “the ‘difficulty of assessing and improving
translation quality is MT's most intractable problem. Translation quality is inherently
subjective and therefore difficult to measure.” Just as translators have their own styles
and preferences, readers have their own opinions on the quality of a translation.
Evaluator judgements are based on a range of factors, including their interpretation of

the quality measurement, their own exposure to, use and experience of the target

language (both written and spoken) and their knowledge of the relevant subject matter.

This means that even in a simple exercise, such as arranging translated sentences from

"best" to "worst", the judgements of one evaluator can differ from those of another. The
same evaluator may even have a different opinion on a difierent day, which can be due

to any number of reasons, including boredom, tiredness, hunger, personal and other

circumstances.

3.2.2 The absence of a “gold standard”
The evaluation of a product is normally designed to measure its attributes against a
“gold standard”. However, evaluating the quality of a translation, whether by a human

or a machine, is not so straightforward because no perfect standard exists. A candidate
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for comparison against MT output would be an expert human translation, but if a
number of experienced translators were asked to translate the same text, it is unlikely
that any two versions would be the same. Each translator would have his/her own
interpretation of the source text, would gravitate to particular word choices and display
an individual style, albeit within the parameters of the genre. Provided that all

translations were free of grammatical errors, read like natural English, in a style

appropriate to the target text genre, and conveyed the same information as the source

document, deciding on the "best" translation would be difficult or impossible.

Of course, not all evaluation methods require a human translation for comparison.
Evaluations of fluency, for example, require access only to the MT output. However,

methods which do rely on the use of some human translation (eg. evaluations of

fidelity) must take into account the fact that no single translation is the only correct

version.

3.2.3 The need for bilingual knowledge or human translations
In order to rate the fidelity of a machine translation, an evaluation requires the expense

of (a) recruiting bilingual evaluators or (b) acquiring human translations.

In the first case, bilingual evaluators (native speakers of the target language with a good

knowledge of the source language and subject matter) can be used to compare the
content of the MT output against the source text. Evaluators are normally required to

assign a score to each fragment of text according to how much of the original content
they perceive to be conveyed in the translation. Bilingual judges can, of course, be hard

to find and are likely to be more expensive to employ than monolingual subjects.

In the second case, human “reference translations” (expert translations, conveying all
the factual information of the original without any stylistic flourishes) are produced,
against which evaluators with no knowledge of the source language compare and score

the content of the MT output. Producing reference translations is very costly and time-

consuming, particularly as declarative evaluations normally require the analysis of a

large number of sentences, to give a clear picture of system performance.
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3.2.4 The training effect

The ‘training effect’ can occur when evaluators see two or more different translations
(eg. from different MT systems) of the same source sentence or text. This can call into
question the validity of scores for particular parts of a translation, as an evaluator may
perceive a sentence to be more intelligible or more faithful to the original than it really
is (and score it more highly) if he/she has seen a different translation of the same

sentence before. Similarly, a string of particularly bad sentences might make a

reasonable subsequent sentence appear better than it is.

3.2.5 Different uses for MT output

Since expectations of MT systems have become more realistic, and perfect quality 1s no

longer expected, MT users have found a number of tasks for which imperfect MT can
be useful. Raw output is sufficient for a variety of text-handling tasks, and can be
particularly useful for people with no knowledge of the source language. A number of

tasks that might be carried out using raw MT output is provided in (Taylor and White,
1998). Their list includes filtering (discarding irrelevant documents), detection (finding

documents of interest, perhaps with a view to requesting a human translation), triage
(ranking documents in order of importance), information extraction, gisting (producing
a summary of a document) and publishing (by post-editing the text to an acceptable
quality).

The variety of different uses for raw MT output means that certain evaluation methods

are more appropriate in particular scenarios. For instance, a company planning to use
MT for nothing more than filtering is likely to be more interested in fidelity than
fluency when comparing systems. The level of granularity required in the scoring of MT

output will also vary depending on user requirements. Furthermore, some purchasers
may prefer a lower quality, less expensive system if an evaluation concludes that its

output is of sufficient quality to perform required tasks. In short, a single evaluation

approach is never appropriate for all scenarios.

3.2.6 Tackling the difficulties

On the whole, generally accepted methodologies have emerged to tackle the above
problems, even though no common standard for evaluation exists or is, in fact,
appropriate for all scenarios. For instance, the problem of subjectivity is addressed by

obtaining judgements of the same texts from several evaluators to calculate a mean



31

score, and the reliability of results can be increased by using a large number of texts.
Legitimate translation variation and, hence, the lack of a ‘gold standard’ means that
some approaches, such as the automated BLEU method (Papineni et al., 2001), require
multiple human ‘reference translations’ against which MT is automatically compared.
The training effect can also be avoided by collating texts in such a way that no evaluator

sees more than one translation of the same source sentence. These solutions do of

course incur additional expense.

Examples of ways in which the above problems have been addressed in various
different human evaluations are described in Section 3.4 and, in addition to these
solutions, a number of recommendations for MT evaluation have been made in various

published reports. Some of these recommendations are informative for the current

research and are highlighted in the next section.

3.3 Recommendations for MT evaluation

As described in 2.2, after the first decade or so of MT research, the ALPAC report
(Pierce, 1966), had a detrimental effect on MT research. The report did, however,

encourage work on evaluation in three of its nine recommendations:

"Work should be supported on such matters as
- practical methods for evaluation of translations;

- evaluation of quality and cost of various sources of translations;

- evaluation of the relative speed and cost of various sorts of machine-aided

translation;"

In terms of practical methods for the evaluation of translations, the report also provided
a detailed description of JB Carroll's evaluations of intelligibility and fidelity. Carroll's
methods and findings still have value today, and a number of subsequent evaluations

have adapted his approaches and metrics, which are described in Section 3.4.

More specific recommendations were published in 1979, when the EurOpeén
Commission needed guidelines for conducting ongoing evaluations of its own MT
systems. The result was the publication of an extensive report: Critical Methods for

Evaluating the Quality of Machine Translation (Van Slype, 1979). The aims of the
study were to present an outline of methods for evaluating MT (whether practiced or
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proposed), to provide a critical analysis of each method and, as a result, to advise the

Commission on MT evaluation methodology. The report made a major contribution to
the field, as it provided dozens of examples of evaluation methods and made
recommendations based on thorough research. The report identified seven facets crucial

to the evaluation of human and machine translations (pp. 12-14), all of which were to

influence subsequent research. These are summarised below:

1. The aims of an evaluation must first be defined;
2. A definition of translation quality must be established for each evaluation;

3. A text typology is needed, so that particular text categories can be associated

with particular translation methods;

4. Effective and efficient criteria are required to measure translation quality;

5. Criteria and methods for macro-evaluation (black box) must be analysed for

cost-effectiveness;

6. The most effective micro-evaluation (glass box) methods for improving the

system must be identified;

7. Texts and evaluators must be carefully selected to make the evaluation valid and

cost-effective.

Van Slype stressed the importance of identifying who an evaluation is for and what they

expect from it, before deciding on the evaluation criteria. Additionally, as translation
quality is hard to define, and MT output cannot achieve the same quality as human

translation, criteria must be chosen according to specific user requirements.

#I

The issue of cost-effectiveness led Van Slype to emphasise the importance of limiting
the evaluation criteria to the essential minimum. He noted that Carroll had found a
strong correlation between judgements of intelligibility and fidelity, and recommended
that if a strong correlation is found between scores from two independent metrics, then
one method should be sufficient. This idea of finding correlations between scores for

different attributes of a translation has had a great impact on MT evaluation. For

example, researchers have used reliable results from earlier evaluations to validate or
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reject scores obtained from new methods. More recently, this methodology has played a

major role in the validation of new automated MT evaluation methods.

Having cntically assessed a number of different evaluation methods, Van Slype made a

number of recommendations relating to the design of declarative evaluations. These are

summarised below:

o Texts for an evaluation should amount to between 5,000 and 10,000 words,

comprising passages of 5 to 20 sentences from 20 to 40 documents;

e Different text types (excluding those not suited to MT, such as literary works) of
varying difficulty should be used. They should be related to fields covered by

the system's dictionaries;

e The number of evaluators depends on the subjectivity of the criterion, and
whether they are paid or unpaid. Between 4 and 10 evaluators are suggested for
intelligibility; J

e Evaluation criteria depend on the user, who may not require a perfect translation;

e Criteria must be valid, reliable, applicable to both MT and human translation,

sensitive and efficient (reliable at a minimum cost);

e An effective macro-evaluation should take into account intelligibility, fidelity,

consistency, usability and acceptability;

e A 4-point scale is preferable when scoring sentences for their intelligibility and

fidelity;

o If cost is a problem, evaluating intelligibility is the most efficient method

because only the target text is required,

e Evaluating correction (post-editing) times is a good way to evaluate a system at

different stages of maturity.

/

Van Slype's recommendations, based on the analysis of many different evaluation

methods, were useful not only to the European Commission, but to many stakeholders

in the field of MT throughout the world.
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Further recommendations were made in a report by the Japan Electronic Industry
Development Association, entitled JEIDA Methodology and Criteria on Machine

Translation Evaluation (Nomura and Isahara, 1992). In agreement with (Van Slype,
1979), the report stressed the importance of judging systems according to their context

of use. This project involved devising questionnaires to determine the needs of

particular end-users, managers, researchers, developers or investors so that specific user

requirements could be matched against a particular type of system.

After years of experiments with criteria, scales and metrics, the MT community
identified the need for a set of standards and guidelines for MT evaluation. The
EAGLES initiative (1993-1999) was set up by the European Commission to propose
standards, guidelines and recommendations for good practice in the evaluation of
language engineering products in general. Taking into account the needs of users and

the wide range of products available, the group recognised that different types of

evaluation would be required for different kinds of software: the evaluation of MT
systems was investigated as part of the subsequent ISLE project (International
Standards in Language Engineering), funded by the European Union, the National

Science Foundation of the USA and the Swiss Government. The aim was to develop a

taxonomy of quality characteristics for MT systems, and the appropriate measures to
use when evaluating them. It was designed to help anyone interested in MT evaluation
to select criteria according to their own needs. The taxonomy developed progressively
in response to feedback from regular workshops. The resulting Framework for the
Evaluation of Machine Translation in ISLE (FEMTI) website” offers information about
the project and presents the taxonomy along with suggestions on evaluation methods

(both human and automated) and appropriate references to published evaluations. Some

of these evaluations are described in 3.4 and 3.5.

’

Having gained an understanding of the difficulties involved in translation evaluation
and knowledge of published recommendations and the reasons behind them, the purpose

of the remainder of this chapter is to explore and critically analyse methods used to date

for declarative MT evaluation. First, an investigation of human evaluations in 3.4 will

enable the informed selection of one or more appropriate methods to adopt for this

research, the aim being to acquire reliable human quality judgements of translations of

z http://www.isi.edu/natural-language/mteval/
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texts from a new corpus, against which scores from an experimental automated method
can be compared. Furthermore, this study will guide decisions on, inter alia, the number
of evaluators and texts to use, evaluator training, the wording of metrics and the
coordination of results. Second, an investigation of automated evaluation methods in 3.5
will enable us to establish progress already made in this area. This will enable an
understanding of the advantages and drawbacks of current approaches, and will provide

directions for this research.

3.4 A critical analysis of human evaluation methods

Human declarative evaluations have involved a wide variety of approaches, and

descriptions of various methods are presented in (Van Slype, 1979), (White, 2003),
(Hovy et al., 2003) and (King et al., 2003). It would, however, be impossible to describe

every type of evaluation here. In fact, some published methods provide insufficient
detail, in terms of the number of texts, evaluators, metrics and results, for an evaluation
to be replicated or considered as a possible approach to use for this research. Some

methods were devised but never actually applied, and many examples of these can be

found in (Van Slype, 1979).

The methods described here represent a number of quite different approaches that:

a. have been designed by MT users or developers to evaluate MT in real scenarios
or by researchers in universities and other organisations, who have carried out
detailed investigations into the efficacy of new methods or the improvability of
existing ones;

b. are based on thorough résearch and/or sensible assumptions;

c. provide sufficient detail to be replicated and, in many cases, have been used

subsequently by other experts in the field due to the reliability of their results.

Human evaluations of MT can be divided into two broad categories: (a) those which

require access to the target text alone and (b) those which also rely on the source text or
a human translation of the original, whether for the design of the evaluation, its

implementation, or both. Types of evaluations within each of these categories are shown

in Figure 3.1.
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Access required to TT only Access to TT and ST or HT required

: g

Evaluation of readability using Evaluation of fidelity using n-
n-point scales point scales

Evaluation of informativeness
with multi-choice questionnaires

Evaluation of intelligibility

using cloze tests

Evaluation based on post-

Evaluation according to reading editing effort
time
Performance-based evaluation

Test suites
Figure 3.1: Types of human evaluations

Descriptions of evaluations in the first category are sub-divided as follows: Section

3.4.1 describes evaluations of readability using n-point scales to score text segments,

and 3.4.2 explores the use of cloze tests to evaluate intelligibility. Evaluations based on
the measurement of the time taken to read translated texts are presented in 3.4.3 and,

finally, an example of performance-based evaluation 1s investigated in 3.4.4.

In the second category, Section 3.4.5 explores evaluations of fidelity using n-point
scales, and 3.4.6 describes the use of multiple-choice questionnaires to evaluate the
informativeness of MT output. Evaluations based on MT post-editing effort are
presented in 3.4.7, and in 3.4.8 we consider methods involving the use of error
classification schemes. Finally, in 3.4.9 we explore the use of test suites; although these
tend to be used by MT developers to test the correct translation of isolated linguistic
phenomena, an investigation of this form of evaluation may still prove useful for this
research. After exploring the various ways in which MT output can be evaluated by
humans, in Section 3.4.10 we arrive at a decision on which methods are most

appropriate for this research.
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Within each of the following nine sections, evaluations are presented in chronological
order to show, in some cases, how findings from earlier methods have influenced
subsequent work. For each evaluation described, information is based on the references
provided and reflects the detail of the source material. Methods and metrics are explored
and, where possible, details of scoring mechanisms are provided along with the number,
length and types of texts and the number of evaluators recruited. All of these details are
crucial to guide strategies for this research. Published results and observations, where

relevant, are also described. A critical analysis of each of the nine evaluation types is

given at the end of each section.

3.4.1 Evaluation of readability using n-point scales

Readability, also called fluency, intelligibility or clarity, is defined within the
Framework for the Evaluation of Machine Translation in ISLE (FEMTP’) as “the extent
to which a sentence reads naturally.” This is in contrast to the attribute known as
comprehensibility, defined on the same website as “the extent to which the text as a
whole is easy to understand”. The former attribute is of greater interest for this research,

as its measurement provides more fine-grained results, it is the focus of a much larger

number of published articles and, as a result, methods for its evaluation have improved

over time.

The evaluation of readability using a scale to score individual sentences (or segments,
such as headings) requires access only to the translations. Judges should be native
speakers of the target language, but require no knowledge of the source language. In
fact, some familiarity with the source language may influence a judge’s opinion and, for

this reason, evaluators with no such knowledge are preferred.

Assigning a score to a translated sentence is, of course, subjective and judgements can
depend on a number of factors, including the level of appropriate knowledge or
language proficiency of the evaluator, the length of the segment, the position of a
sentence in the text as a whole (does it follow a series of ‘good’ sentences or ‘bad’
ones?), and human factors such’ as tiredness, boredom or hunger. In order to minimise

the effects of subjectivity, readability evaluations tend to involve a large number of

segments and texts, as the examples in this section will show, and each translation is

3 http://www.isi.edu/natural-language/mteval/

wEEDS UNIVEHSH Y Uibhen
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evaluated by a number of subjects whose judgements are combined to produce a mean

SCOrc.

Many articles have been published on the evaluation of readability and its related
attributes by rating sentences on an n-point scale. These include methods described by
Crook and Bishop, Leavitt, Pfafflin, Sinaiko, Van Slype and Vauquois in (Van Slype,
1979), (Maier et al., 2001), (Darwin, 2001), (Vanni and Miller, 2001) and (Babych et

al., 2004). However, methods described below are examples of evaluations reported in

more detail than the above.

3.4.1.1 Carroll: evaluation of intelligibility using a 9-point scale

Carroll’s aim was to establish a standard procedure for measuring the quality of human

and machine translations in the scientific domain. His experiments, described in (Pierce,
1966) involved the evaluation of intelligibility and informativeness, and the latter is
described in 3.4.5. For the intelligibility evaluation, thirty-six random sentences were
first selected from each of four Russian source texts. These were translated into English
by three humans and three MT systems. Six sets of materials were then prepared, each
containing one translation (from any system/human) of each of the 144 sentences so that

no evaluator would see more than one translation of the same sentence.

Thirty-six native English speakers, half of whom had a good understanding of scientific
Russian (the remainder having no knowledge of the source language) conducted the
evaluation. Carroll’s 9-point intelligibility scale, shown in Figure 3.2, was adapted from

a psychometric technique (the method of equal-appearing intervals).

Each set of translations was evaluated by three monolingual and three bilingual
subjects, providing six scores for each sentence, which were then combined to calculate
a mean score. It was no surprise that the human translations scored consistently more
highly than the MT. A high level of agreement was noted between scores given to the
same sentence by individual evaluators, whether monolingual or bilingual. However,
differences between scores were deemed significant enough to warrant at least three or
four judges per sentence for future projects. It was also observed that bilinguals spent
more time analysing the sentences, implying that monolinguals would be preferable as

they work more quickly, and are likely to be easter to recruit.

/
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9. Perfectly clear and intelligible. Reads like ordinary text: has no stylistic infelicities
Perfectly or almost clear and intelligible, but contains minor grammatical or stylistic
infelicities, and/or mildly unusual word usage that could, nevertheless, be easily
"corrected”

7. Generally clear and intelligible, but style and word choice and/or syntactical arrangement
are somewhat poorer than in category 8 ‘

6. The general idea is almost immediately intelligible, but full comprehension is distinctly
interfered with by poor style, poor word choice, alternative expressions, untranslated
words, and incorrect grammatical arrangements. Post-editing could leave this in nearly
acceptable form

5. The general idea is intelligible only after considerable study, but after this study one is
fairly confident that he understands. Poor word choice, grotesque syntactic arrangement,
untranslated words, and ;inﬁlar phenomena are present, but constitute mainly "noise”
through which the main idea is still perceptible

4, Masquerades as an intelligible sentence, but actually it is more unintelligible than
intelligible. Nevertheless, the idea can still be vaguely apprehended. Word choice, syntactic

arrangement, and/or alternative expressions are generally bizarre, and there may be critical

words untranslated

3. Generally unintelligible; it tends to read like nonsense but, with a considerable amount of
reflection and study, one can at least hypothesise the idea intended by the sentence

2. Almost hopelessly unintelligible even after reflection and study. Nevertheless, it does not
seem completely nonsensical

1. Hopelessly unintelligible. It appears that no amount of study and reflection would reveal
the thought of the sentence.

Figure 3.2: Carroll’s 9-point intelligibility scale

Carroll's findings still have value today, and a number of subsequent evaluations have
incorporated his methods: Sinaiko in (Van Slype, 1979) modified Carroll’s intelligibility

scale to suit Vietnamese evaluators and used this for the evaluation of the English-

Vietnamese LOGOS system. Similarly, Leavitt (Van Slype, 1979) proposed a method
for measuring intelligibility adapted from Carroll’s work. His method was designed for

rating textual units (rather than isolated sentences, as in the case of Carroll) on a 9-point

scale.

3.4.1.2 The Japanese government project for machine translation: evaluation of

intelligibility using a 5-point scale

This evaluation, described in (Nagao et al., 1985), was conducted to test the feasibility

of using MT to translate abstracts of scientific papers from Japanese into English.
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Translations of 1,682 sentences from a scientific journal were evaluated for

intelligibility and accuracy. The accuracy evaluation is described in 3.4.5.

One British and one American evaluator, each with experience of proof-reading and
checking scientific translations, were used to represent average readers. They had no
knowledge of Japanese. Untranslated words in the MT output were translated into
English before the evaluation. The subjects then scored each sentence of the MT output

using a S-point scale, shown in Figure 3.3. Unlike Carroll’s evaluation, lower numbers

represent more intelligible sentences.

1. The meaning of the sentence is clear, and there are no questions. Grammar, word usage, and style are all

appropriate, and no rewriting is needed.
2. The meaning of the sentence is clear, but there are some problems in grammar, word usage, and / or style,

making the overall quality less than 1.
3. The basic thrust of the sentence is clear, but the evaluator is not sure of some detailed parts because of grammar

and word usage problems. The proﬁlems cannot be resolved by any set procedure; the evaluator needs the

assistance of a Japanese evaluator to clarify the meaning of those parts in the Japanese original.
4. The sentence contains many grammatical and word usage problems, and the evaluator can only guess at the

meaning after careful study, if at all. The quickest solution will be a retranslation of the Japanese sentence

because too many revisions would be needed.
5. The sentence cannot be understood at all. No amount of effort will produce any meaning,

Figure 3.3: The Japanese government project for machine translation: 5-point

, intelligibility scale

The authors remarked that many of the sentences were characteristically long and
difficult, and it was suggested that the degree of difficulty of the source text should be

taken into account when conducting any evaluation to make results more meaningful. It

was also observed that it should be the users of MT output, whether specialists in a

particular field or users of a technical manual, who determine the yardstick for

intelligibility. .;

3.4.1.3 The DARPA series: evaluation of fluency using a 5-point scale

Between 1992 and 1994, the US Defence Advanced Research Projects Agency
(DARPA) conducted a series of declarative evaluations as part of the Human Language

Technology (HLT) initiative. The aim was to compare the various prototype systems it
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was funding, along with a number of other commercial and institutional systems, to
guide future research and development. Black box evaluations were required because
the systems translated three different language pairs (French, Spanish and Japanese into
English), and involved different approaches (statistics-based, knowledge-based and
linguistic techniques).

The largest evaluation (White et al., 1994) resulted in a corpus of 100 general news
stories (of approximately 400 words or 800 Japanese characters) in each of the three
source languages, several machine translations of each source text and two expert
human translations. Although a costly exercise, the carefully designed evaluation of
such a large corpus provided reliable results, as it was based on methods that had
evolved from lessons learned in previous evaluations in the series. DARPA translations

and their scores have been widely used for subsequent research, particularly for the

validation of scores produced by automated evaluation methods. Examples of this are

provided in 3.5. Furthermore, the corpus has been valuable for this research and its use

1s described 1n 4.2.3.

The evaluation was carried out to measure the fluency, adequacy and informativeness of
several machine translations and one human translation (as a control) of all 300 source
texts. The adequacy and informativeness evaluations are described in 3.4.5 and 3.4.6
respectively. A number of evaluation books were compiled, each containing a mix of
the three evaluation types with the aim of reducing fatigue among evaluators. Each book

contained randomly selected translations from all source languages and systems and

contained no more than one translation of any source text. Books were compiled so that
texts appeared in different orders in each one. A practice text was provided for each
evaluation type to give evaluators the opportunity to learn the task in an attempt to

increase consistency. Evaluators took planned breaks to minimise omission errors,

which had occurred in previous evaluations.

For the fluency evaluation, monolingual native speakers of English rated texts, sentence

by sentence, using a simple S-point scale, as shown in Figure 3.4. Systems were

compared by calculating the average text score for each of the three attributes for each

system. It was observed after the calculation of scores that twenty source texts rather

than 100 would provide equally reliable results.
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S5 Excellent
" 4 Good

3 Fair
2 Poor
1 Very poor

Figure 3.4: DARPA 5-point fluency scale

3.4.1.4 TIDES: evaluation of fluency using a 5-point scale

The US Translingual Information Detection, Extraction and Summarization (TIDES)
program is developing advanced language processing technology to enable English

speakers to understand information in multiple languages. One of its ongoing objectives
1s to evaluate the performance of current DARPA-funded experimental MT systems

(TIDES, 2005), again comparing them with human translations and commercial
systems. Evaluations are conducted in the light of experience gained from the DARPA
series described above, and translations are evaluated for both adequacy and fluency.

Fluency is defined within the project as “the degree to which the translation is well-
formed according to the grammar of the target language”.

The focus is currently on the evaluation of Arabic and Chinese news stories translated

into English. Each translated segment of a text is evaluated in sequence by at least two
native speakers of the target language. No evaluator sees more than one translation of

the same source text and the combination of texts for each evaluator 1s different.

An assessment user interface was developed as part of a purpose-built assessment
system, enabling judges to carry out their work at a computer. For each sentence, the
evaluator first provides a fluency judgement with access only to the translation. Having
assigned a fluency score, the “gold standard” human translation appears, enabling the
judge to evaluate adequacy (see 3.4.5). The fluency scale 1s shown in Figure 3.5.

Evaluators are advised to spend no more than 30 seconds assessing each fragment for

both fluency and adequacy, to provide intuitive judgements.

The assessment system, as well as automatically preparing and collating texts for

evaluation, and assigning texts to judges, outputs scores for each segment along with
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fragment and judge identifiers, ready for the computation of text and system scores for

comparison.

How do you judge the fluency of this translation?
It is:
5 Flawless English

4 Good English
3 Non-native English
2 Disfluent English

1 Incomprehensible

Figure 3.5: TIDES 5-point fluency scale

3.4.1.5 Critical analysis

The evaluation of fluency using n-point scales has many advantages. Firstly, it can be

carried out by monolingual judges with no knowledge of the source language or any
special linguistic expertise. It is also resource-light, requiring access only to a set of
segmented translations and a scoring metric. The evaluation involves relatively little
preparation time, other than collating the evaluation packs, which should contain no
more than one translation of any ST (to reduce the training effect). Texts should appear
in a pseudo-random order, so that the same translation does not always appear, for

example, at the beginning or end of the pack, as this may also have an effect on human

scores. For large-scale evaluations it is advisable to automate the preparation of texts

and collation of evaluator packs as in the TIDES project.

This type of evaluation is quicker to conduct than, for instance, evaluations of fidelity or
informativeness (see 3.4.5 and 3.4.6.), which require subjects to read other material in
addition to the MT output, such as the source text, a “gold standard” human translation,
or multiple-choice questions. Furthermore, the method 1s system-independent and

would be suitable for use with most text types and subject domains, provided that

evaluators are representative of end-users.

Carroll’s evaluation design was more complex than it needed to be, as individual

sentences were extracted at random from the texts involved and re-collated to form
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evaluator packs. This also meant that his sentences were rated out of context, which
does not represent the actual end use of a translation, and this lack of text cohesion was
bound to affect evaluator judgements. (For example, an incorrect anaphoric pronoun
might not be penalised if a judge does not know its referent because it occurs within a
different sentence.) The DARPA and TIDES evaluations, on the other hand, are simpler

to design, in that texts are kept intact, and more reliable because sentences are judged in

context.

It is important to note that the length of fluency scoring scales and their wordiness have
reduced since Carroll’s evaluation, reported in 1966. The earlier scales would have
required more time to read and digest, and would make the evaluator’s task more time-
consuming. In contrast, the simple five-point scales used in the DARPA and TIDES
projects are more easily understandable, and are based on experience gained from
previous evaluations. A less wordy scale reduces the amount of time required for an
evaluation, while increasing inter-evaluator agreement by not requiring judges to make
unrealistically fine distinctions between different translated segments. However, much
thought must be given to the choice of wording: the ‘non-native English’ and ‘disfluent

English’ categories in the TIDES fluency scale are problematic, as they are open to

wide interpretation.

The advantages of this method for evaluating readability outweigh the disadvantages, of
which there are few. First, while the approach is suitable for end-users of MT systems, it
provides little useful information for developers. For this research, however, scores

from evaluators representing end users are important, as our aim is to develop an

automated evaluation method that can predict these human intuitive judgements.
Second, due to the subjective nature of this type of evaluation, a large number of
sentences or texts are required and, preferably, more than one judgement per segment,

making it more expensive and time-consuming than an objective evaluation requiring

only one score per segment.

The readability evaluation method, using n-point scales to assign scores at sentence
level, may be appropriate for this research. However, if MT systems are to be compared,
it is crucial that no changes be made to the raw output. In (Nagao et al, 1985),

translating all untranslated words in the MT output prior to the evaluation would have

affected results by making the system appear better than it really was.



45

3.4.2 Evaluation of readability by the cloze test

The cloze procedure was originally devised by (Taylor, 1953) to evaluate the readability
of human texts. This quality characteristic is assessed according to the ability of subjects
to correctly guess words which have been omitted from the text, normally at regular
intervals. The idea behind the cloze test is that a more intelligible text will be easier to

complete correctly. Three experiments using the cloze test to evaluate MT output are

described here.

3.4.2.1 Crook and Bishop

The idea of using the cloze test to evaluate MT was first suggested by (Crook and

Bishoﬁ, 1965). Their experiment was later reported by (Halliday and Briss, 1977) and
by Halliday in (Van Slype, 1979). Every eighth word in one human and one machine

translation of the same source text was first blanked out. A number of readers were then
given either the human or the machine translation and were asked to fill in the blanks
with what they considered to be the missing words. Scores were calculated in two ways
for each text based on (a) the number of answers comprising exactly the right word and

(b) the number of correct answers including synonyms. A high correlation was observed

between results obtained from the different readers.

3.4.2.2 Sinaiko and Klare

These two experiments, presented in (Sinaiko and Klare, 1972, 1973) are also described
in (Somers and Wild, 2000). The cloze test was used to compare raw and post-edited
MT output, produced by the English-Vietnamese LOGOS system, with a human
translation. The evaluations differed from (Crook and Bishop, 1965) in that every fifth

word was deleted and no score was awarded for synonyms. Two sets of scores were
calculated: the percentage of correct responses and the percentage of answers omitted.
In the first evaluation, translations of three texts of 500 words were studied by 88 native

speakers of English who completed the blanks in the original texts to provide a baseline
for comparison, and 168 speakers of Vietnamese who evaluated the translations. In the
second evaluation, just one text of 500 words was read by 57 English and 141
Vietnamese speakers. It was observed that the least technical text obtained higher

scores. Results for the three translations proved to be statistically significant: even in the
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second experiment, where the sample was much smaller, the human translation scored

335% accuracy, the post-edited MT scored 41% and the raw output scored 27%.

3.4.2.3 Somers and Wild

Experiments reported by (Somers and Wild, 2000) involved the evaluation of output
from three MT systems and one human translation. The aims were (a) to determine

whether results from the cloze test would rank the translations in the same order as

subjective human judgements, and (b) to investigate the methodology of the cloze test

for evaluating MT.

Three semi-technical French texts, each of around 500 words, were translated into
English and words blanked out automatically. It was observed in a pilot study in which
every fifth word was omitted (providing around 300 blanks in total) that subjects found
the experiment too long and frustrating and that, particularly in the lower quality MT, it
was extremely difficult to guess the missing words. As a result, every tenth word was
blanked out for the full experiment. Twelve students with no knowledge of French were

given one translation, each by a different system (or human), of each of the three source

texts to complete, providing three different scores per translation. It was stressed that

the evaluation was not a test of their ability, but of the scenario. They were not told that

the texts were translations.

Only correct answers were given a score. Mean scores per system, normalised out of 50,

ranged between 28.57 and 6.57. System scores were found to reflect initial subjective
judgements about the three systems. Furthermore, differences between scores were, on
the whole, found to be statistically significant, even though the sample size was only

around 1,500 words. However, it was observed, particularly with lower quality MT, that
certain factors such as the placement of gaps within the texts had a significant impact on

SCOICS.

The authors repeated the test using a more complex scoring system to determine how
results and the ranking of systems might change if various wrong but plausible answers
(eg. synonyms) were accepted and given half a mark. This more complicated method
did not change overall results. It was also pointed out that the idea of acceptable

synonyms introduces an element of subjectivity (ie. how does one decide which answers

are acceptable?). This is not the case with the simpler method, where only correct
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answers are given a score. It was concluded that the cloze test appeared to be a good

indicator of relative translation readability, but that tests on a much larger sample would

be needed to confirm this.

3.4.2.4 Critical analysis

This second approach to assessing readability has many of the same advantages as the
evaluation of fluency using n-point scales. Evaluators can be monolingual judges with
no knowledge of the source language and the method is resource-light, requiring only
translations with blanked out words and a set of clear instructions. Furthermore, the
preparation of the evaluation material is easily automatable. Again, this type of
evaluation is much quicker to carry out than evaluations of fidelity, as only the target
text is read by evaluators. The method can be used with different text types and subject
domains, provided that evaluators know the subject matter. In fact, when working with
technical language, domain-specific expertise is essential to achieve reliable results, as a

lack of specialised knowledge can significantly reduce the number of correct answers

given. For this reason, the method is more suited to the evaluation of general texts.

This type of evaluation is objective, but due to various influencing human factors (eg.
subject knowledge, language proficiency, levels of frustration with the experiment),

acquiring scores from several judges for each translation is advisable. Three readers per
text, as in (Somers and Wild, 2000) seem sufficient, as results based on this number of
subjects were deemed to adequately predict intuitive judgements. Further, even with a

small sample size, differences between system scores proved to be statistically

significant.

A major disadvantage of this method is that results have proven less reliable when

comparing systems with lower quality output. It is far more difficult to guess the

omitted words in poorer translations, which makes suitably fine-grained comparisons

between these systems more difficult.

A further issue is the placement of blanked out words: in order to be objective, intervals
between blanks should be equal. However, this means that in two translations of the

same source text, the gaps will obviously coincide with different words, some of which

will be easier to complete than others. For example, a large number of omitted function

words in one translation may give that text an unfair advantage over one with a greater
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number of blanked out content words. Furthermore, a text containing many dates,
numbers or named-entities, for example, will be more difficult to complete than a text
with a lower frequency of these kinds of tokens. One can, of course, select particular

tokens to blank out in the translations. (Miller, 2000), for example, used the cloze test to
evaluate the translation of prepositions in MT output. Adapting the procedure in this

way provides information about specific errors made by systems, the number of which

may or may not reflect intuitive quality judgements of the translations.

It should be noted that even when subjects see each translation only once, evidence of
the training effect has been noted. In a cloze test evaluation described by (Miller et al.,
2001), subjects pointed out that they were able to learn some untranslated Spanish
words in the texts as they progressed through the translations, which artificially

improved comprehensibility and, therefore, the subjects’ ability to produce correct

answers. However, there was no mention of this effect occurring among subjects

reading translations from Chinese, indicating how the source language can affect

results.

Finally, while this evaluation method may be appropriate for end-users, since it has
been shown to reliably predict intuitive judgements of readability, it provides little
useful information for developers. Moreover, the method does not produce individual

scores at sentence (or segment) level, making results insufficiently fine-grained for

many purposes.

3.4.3 Evaluation of readability according to reading time
This type of evaluation involves the measurement of time required to read and
understand a text, or to realize its unintelligibility, but not to memorise it (Van Slype,

1979). This is based on the assumption that a poorer quality translation will take longer

to attempt to understand. Relatively few evaluations have been based on the

measurement of reading time; however some are briefly mentioned in (Van Slype,

1979) and are summarised below.

3.4.3.1 Examples of evaluations by reading time

/

Van Slype states that reading time can be assessed in various ways and cites the

following examples:
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* Dostert suggests measuring the percentage of additional time required by native
speakers of the target language to read a machine translation as opposed to an
original text. We assume that this would be a comparable text of the same length.

e Carroll proposes measuring the time required by an evaluator to read each sentence

in a sample.

® Van Slype suggests the same method, but measuring the time required to read the

whole text.

e Pfafflin and Orr propose measuring the time taken to answer multiple-choice
questions on the MT output.

e Sinaiko suggests calculating the time taken to complete a cloze test.

3.4.3.2 Reeder: Evaluation by time taken to distinguish MT from HT
This intelligibility evaluation by (Reeder, 2001 and 2004) was derived from a second

language acquisition experiment, showing that native-speaker essays can be
distinguished from non-native essays by reading fewer than 100 words. The aims were
to ascertain whether this technique could be applied to the evaluation of MT output and
to acquire information on the kinds of errors encountered that led subjects to identify a
text as MT. Although the objectives differ from methods in 3.4.3.1, the number of

words an evaluator needed to read before identifying a text as HT or MT was found to

reflect human fluency judgements.

Reeder used Spanish-English machine translations from five systems along with one
human translation of fifty texts from the DARPA corpus. Headlines, which are

characteristically difficult to translate by MT for a number of reasons, were removed to
prevent subjects from distinguishing MT by looking no further than the heading. The

first portion of each translation (up to 140 words) was used for the experiment.

Fifty native speakers of English were each given six extracts of different human and

machine translations to read, providing one judgement per text. They were asked to read
up to the point at which they felt that they could decide that a text was produced by a

human or a machine. A maximum of three minutes per text was permitted. Subjects

marked the word at which they made their decision.

An analysis of results showed that across all texts, correct distinctions were made 87.7%

of the time. Importantly, a correlation was found between the number of words the



50
evaluator needed to read before making a decision and DARPA fluency scores by

system. Essentially, the more words an evaluator needs to read, the more intelligible
(and human-like) the translation is. Particular error types were found to be good

indicators of MT. The most frequent were incorrect prepositions and word ordering.

3.4.3.3 Critical analysis

Like methods described in 3.4.1 and 3.4.2, the above evaluations are simple to prepare,
requiring only the target texts, and are relatively quick to conduct. Furthermore,
monolingual judges with no knowledge of the source language can be used and methods

are appropriate for most text types and domains, provided that evaluators have the

appropriate subject knowledge.

The main problem with this kind of evaluation is that it is more suitable for providing
evaluation results at the text level, which are insufficiently fine-grained for much MT
research. Carroll’s suggestion of measuring the time required to read each sentence is
also problematic. This involves the difficult task of measuring very short time spans,

and accuracy might be called into question, particularly for very short sentences.
Measuring the time taken to complete other kinds of evaluations (Pfafflin and Orr,

Sinaiko in (Van Slype, 1979)) involves a greater amount of work, as it relies on the

preparation of other experiments against which results are compared.

A further problem concerns the extent of subjectivity linked to this kind of experiment.
At what point does a judge decide whether he/she has understood a sentence? At what

point does an evaluator give up trying to make sense of ‘word salad’? Furthermore, if
we go back to Van Slype’s definition of this type of evaluation at the beginning of 3.4.3,
it becomes clear that the length of time required to read and understand a very good
translation or to realize the unintelligibility of a very bad one 1s likely to be similar (ie.
relatively short); a greater amount of time is likely to be spent reading translations
whose quality lies somewhere in the middle. In addition, some people read more
quickly than others, some will try harder and spend more time trying to make sense of
something. With Reeder’s method, language proficiency and knowledge of the kinds of

errors that occur in human or machine translations will certainly affect results. It is not

yet clear how many texts would be required to minimise these effects and produce

optimum results. This also begs the question: is one judgement per text sufficient?
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The above methods are more appropriate for end-users of MT systems than for
developers, but Reeder’s approach additionally provides useful information for research

and development in terms of the kinds of errors found in MT that distinguish it from
HT.

3.4.4 Performance-based evaluation

Performance-based evaluation has been used to assess the quality of MT output

according to the ability of subjects to follow practical instructions in a translation. One

example of this kind of evaluation is described below.*

3.4.4.1 Sinaiko: Measurement of usefulness by performance

The measure of translation quality for this approach combines elements of fidelity and
readability, although this evaluation reported in (Van Slype, 1979) involves access only
to the MT output. The method was used to evaluate MT from the English-Vietnamese

LOGOS system.

The sample of texts for evaluation comprised translated extracts from maintenance

manuals, containing lists of instructions for carrying out particular processes. Native
speakers of the target language used the MT output to attempt to perform the tasks
according to the instructions. The system was evaluated by measuring mistakes in

performance for each instruction by calculating the number of tasks performed with (a)

no errors, (b) a minor error and (¢) a major error.

3.4.4.2 Critical analysis

In comparison with the other methods described above, this evaluation is far more

complex. Although it still has the advantage of requiring monolingual subjects who
need access only to the MT output, the preparation of particular equipment is needed for

evaluators to carry out the required tasks.

Sinaiko claimed that his method was objective and effective and took into account many

aspects of translation quality.J However, the scoring metric is problematic. First,

* Work related to the MT Functional Proficiency Scale project reported_by (White and Taylor, 1998),

(Taylor and White, 1998) and (White et al., 2000) is not explored here, as the aim was to develop a test
suite of errors for predicting the text-handling tasks that MT output from different systems would support.
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decisions on what constitutes a major and minor error are subjective and second, the
ability to complete one instruction in a list must, to a greater or lesser extent, be
influenced by the quality of previously translated or subsequent instructions in the text.

Furthermore, the method would be unable to provide fine distinctions between low

quality machine translations.

The author recognised that the method was slow and expensive. We assume that this
was due to the fact that tasks are time-consuming to complete and that equipment 1s
required in order for subjects to follow the instructions. Furthermore, the evaluation 1s

restricted to only a small number of text types, making it less flexible than other kinds

of evaluation.

3.4.5 Evaluation of fidelity using n-point scales

In his Critical Report, (Van Slype, 1979) defines fidelity as the “subjective evaluation of
the degree to which the information contained in the sentence of the original text
reappears without distortion in the translation”. In the same report, Halliday describes
fidelity as the “measurement of the correctness of the information transferred from the
source language to the target language”. Measures of fidelity include informativeness,

accuracy and adequacy, terms which are used in some of the evaluations described

below.

(Van Slype, 1979) emphasises.the difficulties involved in the evaluation of fidelity,
because “each sentence conveys not a single item of information or a series of
elementary items of information, but rather a portion of message or a series of complex
messages whose relative importance in the sentence is not easy to appreciate.” The

evaluation of fidelity is subjective, as the various pieces of information in a sentence

can differ in importance for each reader.

The methods described here represent a small number of the many published fidelity
evaluations using n-point scales. Other work includes methods by Crook and Bishop,
Leavitt, Miller and Beebe-Center and Van Slype in (Van Slype, 1979), (Jordan et al.,
1993), (Bohan et al., 2000), (Miller et al., 2001), (Darwin, 2001) and (Babych et al.,
2004a, 2004b). The technique has evolved over time, as can be seen from the

experiments reported below. Today, the method involves either monolingual evaluators

who use a human “reference translation” for comparison, or bilingual subjects who

4
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compare the MT output with the source text. Scoring descriptions, segment lengths, the

number of texts and evaluators tend to differ from one evaluation to another.

3.4.5.1 Carroll: evaluation of informativeness using a 10-pt scale

This experiment accompanied Carroll’s evaluation of intelligibility (Pierce, 1966)

described in 3.4.1. The same sets of materials were used, containing 144 sentences out
of context from scientific texts, translated from Russian into English by one human and
three MT systems. The same evaluators - eighteen monolingual English speakers and

eighteen native English speakers with a good understanding of scientific Russian -

conducted the evaluation. Due to the subjective nature of the method, three monolingual
and three bilingual evaluators separately rated each set of materials, sentence by

sentence, providing six scores per text. No evaluator saw more than one translation of

the same sentence.

The informativeness evaluation was designed in a slightly different way for the two sets
of judges. Bilingual subjects read each translated sentence and then rated the original

Russian sentence for its informativeness compared with the translation using the 10-
point scale in Figure 3.6. Monolingual evaluators compared each translated sentence
with an expert human translation, which was then rated for its informativeness using the

same scale. Lower scores indicate a more faithful translation. The scale was adapted

from the same psychometric technique as that used for the intelligibility evaluation.

The mean sentence score per system/human was calculated to provide the final results.
As predicted, scores for human translations were consistently higher. An important
finding was that a high correlation was observed between scores from the intelligibility
and informativeness evaluations. Furthermore, a strong correlation was noted between
scores from the monolingual and bilingual evaluators (just as in the intelligibility

evaluation) and bilingual judges were found to spend more time reading and rating the

sentences.
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S. Extremely informative. Makes "all the difference in the world" in comprehending the
meaning intended. (A rating of 9 should always be assigned when the original completely
changes or reverses the meaning conveyed by the translation)

8. Very informative. Contributes a great deal to the clarification of the meaning intended. By
comrecting sentence structure, words, and phrases, it makes a great change in the reader’s
impression of the meaning intended, although not so much as to change or reverse the
meaning completely

7. (Between 6 and 8)

Clearly informative. Adds considerable information about the sentence structure and

individual words, putting the reader "on the right track” as to the meaning intended

3. (Between 4 and 6)
4. In contrast to 3, adds a certain amount of information about the sentence structure and

syntactical relationships; it may also correct minor misapprehensions about the general
meaning of the sentence or the meaning of individual words

3. By correcting one or two possibly critical meanings, chiefly on the word level, it gives a
slightly different "twist" to the meaning conveyed by the translation. It adds no new
information about sentence structure, however

2. No really new meaning is added by the original, either at the world level or the grammatical
level, but the reader is somewhat more confident that he apprehends the meaning intended

1. Not informative at all; no iew meaning is added, nor is the reader’s confidence in hus
understanding increased or enhanced

0. The original contains, if anything, less information than the translation. The translator has

added certain meanings, apparently to make the passage more understandable.

Figure 3.6: Carroll’s 10-point informativeness scale

3.4.5.2 The Japanese government project for machine translation: evaluation of

accuracy using a 7-point scale

This experiment was conducted in conjunction with the evaluation of intelligibility
described in 3.4.1 and is also reported in (Nagao et al., 1985). The same 1,682 sentences
from scientific papers were used, translated from Japanese into English. Four bilingual
judges evaluated how much of the meaning of the original text was conveyed in the MT

output. Accuracy was evaluated on a 7-point scale shown in Figure 3.7.

In support of Carroll’s findings results showed that in most cases the lower the accuracy
score, the lower the intelligibility score. Due to the characteristically long and difficult

sentences, it was suggested that the difficulty of the source text should be taken into

consideration to make results more meaningful in subsequent experiments.
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0. The content of the input sentence is faithfully conveyed to the output sentence. The translated

sentence is clear to a native speaker and no rewriting is needed.

1. The content of the input sentence is faithfully conveyed to the output sentence, and can be
clearly understood by a native speaker, but some rewriting is needed. The sentence can be
corrected by a native speaking rewriter without referring to the original text. No Japanese
language assistance is required.

2. The content of the input sentence is faithfully conveyed to the output sentence, but some
changes are needed in word order.

3. While the content of the input sentence is generally conveyed faithfully to the output
sentence, there are some problems with things like relationships, between phrases and

expressions, and with tense, voice, plurals, and the positions of adverbs. There is some

’

duplication of nouns in the sentence.

4. The content of the input sentence is not adequately conveyed to the output sentence. Some

expressions are missing, and there are problems with the relationships between clauses,

between phrases and clauses, or between sentence elements.

5. The content of the input sentence is not conveyed to the output sentence. Clauses and phrases

are missing.
6. The content of the input sentence is not conveyed at all. The output is not a proper sentence;

subjects and predicates are missing. In noun phrases, the main noun (the noun positioned last

in the Japanese) is missing, or a clause or phrase acting as a verb and modifying a noun is

missing.

Figure 3.7: The Japanese government project for machine translation: 7-point

accuracy scale

3.4.5.3 The DARPA series: evaluation of adequacy using a S-point scale

The DARPA adequacy evaluations were carried out at the same as the fluency
evaluations described in 3.4.1.3, where background information on the project is also

provided. The same news texts were evaluated, translated into English by various MT

systems and two humans, from French, Spanish and Japanese.

As described in 3.4.1.3, 100 native English speakers each completed one evaluation

book, containing a mix of all three evaluation types involved in the experiment. No

evaluator saw more than one translation of the same text and each translation was rated
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by a different evaluator for each of the three attributes. A practice text was provided so

that evaluators could learn the task in an attempt to increase consistency.

For the adequacy evaluation, candidate translations (whether machine or human) were
divided into fragments (usually shorter than a sentence) and placed alongside their
corresponding reference translations (expert translations, conveying all the factual

information of the original without any stylistic flourishes). Evaluators compared each
fragment in the candidate translation with the reference, and scored each one using a 5-
point scale, according to how much of the original content had been preserved in the

translation, regardless of imperfect English. The scale is shown in Figure 3.8.

5 All meaning expressed in the source fragment appears in the translation fragment
4 Most of the source fragment meaning is expressed in the translation fragment

3 Much of the source fragment meaning is expressed in the translation fragment
2 Little of the source fragment meaning is expressed in the translation fragment

1 None of the meaning expressed in the source fragment is expressed in the translation fragment

Figure 3.8: DARPA 5-point adequacy scale

Scores for each fragment were combined to produce a mean text score for each attribute

for each system. A correlation was again observed between scores for fluency and

adequacy, although this found to be stronger for the higher and lower values.

3.4.5.4 TIDES: evaluation of adequacy using a 5-point scale

The current TIDES project involves the evaluation of both fluency and adequacy.

Background information and the fluency evaluation method are described in 3.4.1.4.

Adequacy is defined as “the degree to which the translation communicates information
present in the original” (TIDES, 2005). Evaluators compare each text fragment
(translated from either Arabic or Chinese into English) with a “gold standard”
translation, selected by a bilingual linguist and a senior annotator from a set of human
translations. Each fragment is separately evaluated by at least two native speakers of the

target language. No evaluator sees more than one translation of the same source text and

the combination of texts for each evaluator is different.
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For each fragment, subjects first provide a fluency judgement before the gold standard
translation appears on the screen, enabling judges to evaluate adequacy. The next
fragment in the news story is then presented. The adequacy scale, which is much the
same as the one used in the 1994 DARPA evaluations, is shown in Figure 3.9.

How much of the meaning expressed in the gold

standard translation is also expressed in the target

translation?
5 All

4 Most
3 Much
2 Little
1 None

Figure 3.9: TIDES 5-point adequacy scale

3.4.5.5 Critical analysis

This kind of evaluation can be carried out by monolingual or bilingual judges and, as
Carroll discovered, a strong correlation was observed between scores from both sets of
judges. Where practical, the preparation and collation of evaluator packs can be
automated, ensuring that all translations receive the same number of judgements, that

texts are placed in a pseudo-random order in each pack and that no set contains more
than one translation of each original. The method can be used with most text types and

subject domains, but when evaluating texts in specialised domains, evaluators must be

familiar with the subject matter.

The main disadvantage of this method, when compared with readability evaluations, is
that additional material must be prepared and analysed, making the whole process more

expensive and time-consuming. While source texts are readily available for comparison,

bilingual judges must be found, and when using monolingual subjects who are easier to

recruit, translators must be employed to produce gold standard translations.

The approach is suitable for end-users to compare output from different MT systems,

but provides little useful information for developers, eg. in terms of the kinds of errors
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that systems produce. Further, due to the element of subjectivity, a large sample is
required and, preferably, at least two judgements per segment, making it more

expensive and time-consuming than more objective evaluation methods.

When comparing the evaluations described in this section, the more recent DARPA and
TIDES methods are preferable in that (a) the translations remain intact for evaluation, so
that context can be taken into consideration and (b) the scoring scales are more concise
than those by Carroll (Pierce, 1966) and (Nagao et al., 1985) and are, therefore, easier to
understand and quicker to use. Furthermore, the accuracy scale used in the Japanese
government project requires some specialist linguistic knowledge to be understood and
1s suitable in its present form only for evaluating MT, as it contains some criteria which
are not applicable to human translations. As with the readability scales presented in
3.4.1, the simpler scales used by DARPA and TIDES can only reduce the amount of
time required for an evaluation, while increasing inter-evaluator agreement by not
requiring judges to make too fine distinctions. It is also worth noting that Carroll’s
questionable idea of scoring the original text (or human translation) rather than the MT
output has not been adopted since, and subsequent evaluations have focused on the

scoring of the translation itself, -

Finally, correlations observed between intelligibility and informativeness scores
indicate that the simpler evaluation for intelligibility (involving only the translated
sentences, and requiring less reading time) may be sufficient for some purposes. The
correlation between scores for these attributes will be investigated as part of this
research in order to support our hypothesis that an automated evaluation method based

on access to the MT output alone can predict judgements of the quality of a translation

as a whole.

3.4.6 Evaluation of informativeness by questionnaire

The aim of this kind of evaluation is to test whether enough correct information is
conveyed in the translation to enable evaluators to answer questions about its content.
Although evaluators do not see the source text or a gold standard translation, the method

relies on access to the original (or a human translation) for the preparation of multiple-

choice questions on the content of the text. Two such evaluations are reported here.

Similar approaches devised by Leavitt and Orr are reported in (Van Slype, 1979).
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3.4.6.1 Sinaiko: Measurement of comprehension by the knowledge test

Sinaiko used this method to evaluate output from the English-Vietnamese LOGOS

system and recommended it for further use (Van Slype, 1979). A questionnaire was
written in both the source and target language, based on information contained in the

original text. This contained questions intended to assess the knowledge that a reader
can gain from a candidate text. Two groups of readers who were speakers of the source
or target language then took the appropriate questionnaire and attempted to answer the
questions based on the content of the translation or the original text. The mean number

of correct answers per group was then calculated in order to make a comparison.

3.4.6.2 The DARPA series: evaluation of informativeness using a multiple-choice

questionnaire

This was the third evaluation method used as part of the 1994 DARPA series, along
with assessments of fluency arid adequacy. As mentioned in 3.4.1.3 and 3.4.5.3, the
three evaluation types were combined in carefully designed evaluator booklets (to
reduce boredom and fatigue) and a practice text was provided to enable evaluators to
familiarise themselves with the task prior to the evaluation. All texts involved in the

experiment (one human and various machine translations of 100 French, Spanish and

Japanese news articles) were evaluated for informativeness using this method.

Each translation, of approximately 400 words, was accompanied by six multiple-choice
questions on its content. Evaluators chose from six possible answers to each question.
Systems were compared by calculating the average text score for each system. Results

showed a strong correlation between scores for adequacy and informativeness. This 1s

not surprising, as both are measures of fidelity.

3.4.6.3 Critical analysis

This evaluation requires only monolingual subjects and, although Sinaiko’s method
requires speakers of both the source and target languages, the DARPA evaluation found
target language only speakers sufficient. This approach can be used with most text types

provided that suitable questions can be devised on the content.

There are two main problems with this type of evaluation. The first concerns the

preparation of questions. Each original text (or gold standard translation if available)
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must first be read and understood before questions can be devised. Content must be
selected on which to base the questions, which must then be carefully written. For

multiple-choice questionnaires, a set of reasonable alternative answers must also be

devised. This all makes for a time-consuming and expensive process, particularly when

evaluating a large number of texts, and one that cannot be automated.

The second problem concerns the granularity of the scoring method. In the DARPA
evaluation, a score of between 0 and 6 is calculated for each text of around 400 words,
and this begs the question; can six facts convey the quality of a whole text? Such a
limited scoring mechanism is inadequately fine-grained for many needs, and

particularly when resources are not available to replicate such a large scale evaluation

that produces a large number of scores per system.

Sinaiko claims that this method is objective, in that there are only correct or incorrect
answers to the questions provided. However, the choice and number of questions and an
evaluator’s knowledge of a given subject domain can affect results, as can the varying
ability of evaluators to perform the task. This means that more than one set of answers
per text is required. Furthermore, the whole text should be read (and some sections more

than once) in order for subjects to best answer the questions, making the evaluation

relatively time-consuming.

The strong correlation between scores for adequacy and informativeness in the DARPA
evaluations indicates that just one method would suffice; bearing in mind the amount of

time required to prepare and conduct the two evaluations, the adequacy evaluation

seems preferable as the scores it produces are more fine-grained.

3.4.7 Evaluation by post-editing effort

According to Allen in (Somers, 2003), “the task of the post-editor is to “edit, modify
and/or correct pre-translated text that has been processed by an MT system from a
source language into (a) target language(s)”. Since the main reason for using MT is to
increase productivity, output can be assessed according to (a) the time required to post-
edit a given sample of raw MT to an agreed standard or (b) the number of corrections

needed. Any company using this method to compare systems must, of course, ensure

that texts reflect their intended use of MT.
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(Krings, 2001) believes that “post-editing effort is the key issue in the evaluation of the

practicality of machine translation systems™ and suggests that it can be measured on
three levels; temporal, technical or cognitive. The temporal level concerns the time
taken to post-edit a given sample of MT output; the technical level involves counting
the number of deletions, insertions and instances of word reordering, and the cognitive
level concemns the investigation of processes used to remedy deficiencies in the target
text, which might involve recording the post-editor’s thoughts using Think Aloud
Protocols (TAPs). All three methods could, in some way, be measured automatically.
For instance, a tool called Translog was developed at the Copenhagen Business School
for monitoring keyboard activity during translation. (Hansen, 1999) used this to explore
correlations between post-editing effort and source text translatability, measuring (1) the

time taken to post-edit a translation, (2) the number of words inserted and deleted, cut

and paste actions and dictionary look-ups and (3) the number and duration of pauses (in

an attempt to quantify cognitive effort).

Methods for evaluating MT according to post-editing effort are described by

Andreewsky, Chaumier, Dehaven, Hofstetter and Van Slype in (Van Slype, 1979), but

the information provided lacks detail. (Roudaud et al., 1993) describe their preparatory
work for using post-editing time to evaluate the French-English ARIANE system, but
no results are available. The two evaluations described below, both focusing on

correction time, offer more detail on this type of evaluation, and present some useful

findings.

3.4.7.1 Wagner: measurement of post-editing time
This method was one of four approaches explored by (Wagner, 1998) to compare output

from four English-German MT systems. For the measurement of post-editing time, each
system translated three source texts containing a total of around 900 words. Samples of
MT from all four systems were first combined to create a test piece to be corrected with
access to the source text by all sixteen subjects (native German speakers who were
advanced students of English) to provide a measure of their pace and style. Each student
then revised one translation, providing four measurements for each system. Subjects
were instructed to correct grammatical and lexical errors but not the style. The time

taken to post-edit the standard text, the candidate translation and the average ratio time

per system were calculated.
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Wagner concluded that while this is a very practical MT evaluation method, it has its

drawbacks. For example, she found that individual working styles and paces vary
considerably; subjects took between 18 and 61 minutes to complete the test piece. For
the evaluation itself, the quickest post-editor took 40 minutes and the slowest 133
minutes. Even the ratios between the time taken by each subject to post-edit the test
piece and the evaluation text varied, and an insufficient correlation between post-editors
meant that systems could not be ranked reliably. Some of the students admitted that they
were not sure if they had been consistent in their level of correction in the test piece and
the evaluation text; some were tempted to retranslate sentences because it was easier
than post-editing the output when the quality was particularly bad. Furthermore, post-
editing time was also found to be influenced by personal factors, such as knowledge of

the terminology, working style, distractions and the ability to concentrate.

3.4.7.2 Minnis: evaluation based on post-editing
This experiment (Minnis, 1993, 1994) was devised to test the effectiveness of a method

for evaluating output from the same MT system over time, assuming that the amount of
post-editing required would reduce with an improved version of the system. The method
was designed to be potentially useful for users and development managers to (a)

quantify improvements in system output and (b) show that investment in a system is

worthwhile.

A technical manual containing 859 sentences was translated from Japanese into English
by two consecutive versions of the same MT system. All unknown words were entered
into the system dictionaries prior to the evaluation. Three monolingual and three

bilingual subjects were recruited for the experiments. The evaluation comprised four

stages:

1. After initial training, mdnolingual subjects assigned a pass/fail mark for
understandability to each sentence in the raw MT output.

2. Monolinguals post-edited the MT and recorded the time spent on each sentence.
Post-editing time was defined as “the time in seconds for a monolingual to type
from scratch a complete and understandable version (in their opinion) of a given

sentence, under standard operating conditions.” This was intended as a

standardisation procedure, since all subjects were meant to be roughly equal in
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ability. Monolinguals were chosen as they were cheaper to employ and brought no
semantic knowledge about the source language to bear on the rating or post-editing.
3. Bilinguals assigned a pass/fail mark for accuracy to the post-edited sentences, a pass
being assigned to all sentences that faithfully conveyed the meaning of the source
text. (This was based on the assumption that it is easier to assign a pass/fail mark
than a value from a scale.) This was intended to test the system’s ability to provide
output which, when tidied up by a monolingual, could provide an accurate

translation.
4. Accuracy pass/fail judgements were confirmed by other monolingual and bilingual

subjects to reduce subjectivity.

Results showed that the number of failed sentences fell from 41% to 28% in output
from the updated version of the system. The average post-editing time decreased from
5.5 hours to 4.7 hours, and some correlation was found between results for

understandability and post-editing time. Some evidence of the training effect was

observed, as subjects began to learn consistently incorrect structures which helped them

to post-edit later sentences more quickly or in a better way.

3.4.7.3 Critical analysis

Both methods described above represent very practical ways in which to evaluate MT
output, particularly for businesses or institutions that work with or are considering using
MT. The time required to revise raw output can be used to compare different systems or
to calculate possible savings by using MT rather than translating from scratch.

However, as these two quite different approaches indicate, there are various drawbacks

involved.

Wagner’s method requires bilingual subjects and, ideally, these should be experienced
translators or post-editors rather than language students. The former are used to
correcting the same kinds of repeated errors, which typically occur in MT output and
are less likely to become annoyed with the process than non-specialists. Experienced
post-editors develop strategies for correcting repeated errors as quickly as possible, such
as using macros or performing global search and replace actions. As a result, specific

instructions should be provided to ensure that all subjects adopt (or refrain from using)

the same strategies to make their correction times more comparable. These instructions
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are dependent on whether revision time is to be measured at the sentence or the text

level.

Minnis’ decision to use monolin<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>