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ABSTRACT

The aim of this research was to establish whether it was feasible to use CFD software

(in this case Fluent) to predict the transport of a solute through a pipe.

Two approaches were evaluated; the species transport model and the discrete phase
(particle tracking) model. The species transport model predictions were found to be
sensitive to spatial and temporal disretization scheme, and to the time step. However,
the options that result in robust predictions for both the mean travel time and dispersion
coefficient were identified. = The particle tracking model was found to be
computationally efficient and consistent predictions were attainable. However, the

prediction of mean travel time was inaccurate, and consequently the model was

eliminated from further investigation.

The second half of the thesis focuses on the validation of the species transport
modelling approach, with a suitable laboratory data set being identified. The most
appropriate modelling options to use in order to represent the experimental flow
conditions were identified through consideration of the system being modelled, a grid
refinement study and two parametric studies. With the exception of turbulent viscosity,
good correlations between measured and simulated flow fields were observed for all of

the turbulence model configurations.

The species transport model was utilised to predict solute transport at three flowrates.
At each flow rate the measured dispersion was underpredicted. Reanalysis of the
laboratory data, and consideration of certain model set-up options (including the
turbulent Schmidt number and the upstream boundary conditions) tended to align the

simulation results and the experimental data more closely.

With further development, the modelling approach developed within this thesis should
enable dispersion coefficients to be identified for a wide range of urban drainage
structures. Such predictions are required to enhance urban drainage quality models,

and, ultimately, to improve sewer management and pollution control.
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1 Introduction

The sewerage system transports a wide variety of substances, many of which have a detrimental
impact when spilled to the receiving waters. Field observations suggest that many of the
polluting substances are transported as dissolved solutes, or as fine suspended material, with the

dominant processes on their transport being advection and dispersion.

The quality aspect of sewer discharges has become an important issue in recent years due to the
tightening of environmental constraints. Models that predict the transport of pollutants through
the sewerage system are therefore being increasingly used. Some of the models transport the
pollutants by advection alone, while others also account for the effects of dispersion.
Appropriate values must be assigned when dispersion is accounted for, but at present there is
only limited guidance for how to obtained them. Simplified assumptions are therefore often
made. In some instances laboratory or field measurements are conducted, but these are
expensive, time consuming and case specific. It is clear that a versatile approach for

determining the dispersive effects of urban drainage structures would be of benefit.

Computational fluid dynamics (CFD) is increasingly being used in the water industry. It has a
significant benefit over the other methods in that once a model has been validated it may be
used to examine the impact of changes to the geometry or flow rate with comparative ease.
CFD has been utilised to model the flow and particle movement through a variety of urban
drainage structures including manholes, storage tanks, sewer grit traps and combined sewer
overflows (CSOs). Although less well documented, CFD has also been used to model the

transport of a solute.

Although there is evidence of the use of CFD in the water industry, the studies that have been
undertaken have tended to lack convincing validation, particularly with respect to solute
transport. In particular, most of these studies modelled the movement of the solute through
relatively complex flows, with any discrepancies between the predicted and measured values
being attributed to the complexity of the flow and to the simplifying assumptions that were
required. The aim of this study is to determine whether CFD may be used to accurately predict

the transport of a solute in a straightforward flow, specifically fully developed pipe flow.



1.1 Aims and Objectives

The aim of the research was to establish whether it was feasible to use commercial CFD

software to predict the transport of a solute through a pipe.

The specific objectives for the research were as follows:

o Identify all feasible solutc transport modclling approaches within the adopted CFD

software.

e Undertake feasibility studics on all identificd solutc transport modclling approaches to

assess their usability and robustness.

e Identify appropriate datasets and undcrtake validation studics for both the flow ficld and

solute transport predictions.

e Define a methodology and appropriate modclling options to use for the prediction of solute
transport through a pipe. Clearly, this objective assumces that onc or more of the identificd

solute transport modelling approaches proves to provide an accurate and robust approach.

1.2 Structure of the thesis

In Chapter 2 a review of the relevant literature is presented. The characteristics of the pollutants
that are of interest to the study and the impact they have on the environment when spilled to the
watercourse are highlighted in Section 2.2. The advection diffusion cquation (ADE) may be
used to describe the transport of a solute, with a derivation of the equation presented in Section
2.3. In Section 2.4 the governing equations of fluid dynamics, which are the basis for all CFD
code, are presented. Numerical techniques for solving these equations arc outlined. In Scction
2.4.8 a description of the two transport models that have been utilised to predict the transport of
a solute tracer is presented, while details of the Fluent CFD software (Fluent, 1998) that was
used during this study are presented in Section 2.4.9. Key studics against which the CFD
predictions may be validated are highlighted in Scction 2.3.4 and Section 2.5.2.

The feasibility studies that evaluated the species transport model and discrcte phase model are
presented in Chapters 3 and 4 respectively. Parametric studies that examined the impact of the
modelling options on the predictions of solute transport formed a major component of cach

feasibility study. In Section 4.5 a recommendation is made regarding which of thc two modcls

to consider for further investigation.

The data set of Guymer and O’Brien (2000) was identificd as appropriate for the validation of
the dispersion predictions. The first part of the validation study determined the most

appropriate modelling options to use in order to represent the experimental flow conditions.



This was achieved through consideration of the system being modclled, a grid refinement study

and two parametric studies. The development of the flow ficld is reported in Chapter 5.

The species transport modcl was utilised to predict the transport of a solute at three flow ratcs.
In Section 6.2 a comparison is made between the predictions and the mcasurements of
dispersion.  Although the predictions showed the same qualitative features there were
significant quantitative differences. Considcration was thercfore given to asscssing both the
accuracy of the measured data and the appropriatencss of thc modclling
assumptions/simplifications that were made. These studics are rcported in Scction 6.4 to

Section 6.7.

The overall conclusions of the study and suggestions for further work arc madc in Chapter 7



2 Literature review

2.1 Introduction

The engineering stimulus for this rescarch was the need to model the transport of substances
through the sewerage system. This is of importance becausc sewers transport a wide varicty of
substances, many of which have a dctrimental impact when spilled to the receiving waters.
Field observations suggest that many of these polluting substances are transported as dissolved
solutes, or as fine suspended material. In both cases thc dominant transport processes arc
advection and dispersion, and the effects of gravity (settlement) may be ignored. The
characteristics of these pollutants are described in Section 2.2, The transport of these substances
may be described by the advection-diffusion equation (ADE), which is derived in Scction 2.3,
The equation requires coefficients with which to characterisc the mixing effccts. To date these

have been largely identified through laboratory or ficld measurcments.

The specific focus of this study was to determine whether computational fluid dynamics (CFD)
could be used to accurately model the transport of a solute, and thercfore to identify the ADE
cocfficients. This is of relevance because CFD is now being used increasingly in the water
industry. Section 2.4 describes the fundamental equations of fluid flow that are the basis for all
CFD code, the three approaches to solving these equations, and approaches that are available for
modelling turbulence. Details of the models that have been used to predict the transport of a
solute are highlighted in Section 2.4.8, and in Section 2.4.9 a description is presented of the
Fluent CFD software (Fluent, 1998) that was used during this study.

Highlighted in Scction 2.4.10.3 are the studics that have used CFD to modcl the transport of
solute tracer. Most of the studies modelled the movement of the tracer through relatively
complex flows, with the discrepancies between the predicted and measured values being
attributed to the complexity of the flow and to the simplifying assumptions that were required.
This study, therefore, aimed to establish whether CFD could be used to accurately predict the
transport of a tracer in a straightforward flow. To do this the most basic flow, fully developed

flow in a straight pipe, was considered.

Section 2.3.4 and 2.5 highlight key studies against which the CFD model may be validated
against



2.2 The characteristics of dissolved and suspended material in the
sewerage system

2.2.1 Physical characteristics of suspended sediments

There have been a number of studies, both in the UK and aboard, which have investigated the
physical, chemical and biological characteristics of sewer sediments. They have highlighted the
spatial variability, both in terms of the position within the scwerage systcm and between
different catchments. These studies have led to attempts to classify sewer sediments according
to the source and/or location within the sewerage system (Crabtree, 1989; Ashicy and Crabtree,
1992; Verbanck et al., 1994).

Crabtree’s (1989) classification did not include sediments that passed through the sewcer without
depositing, therefore missing out some of the sediments that arc of intcrest to this study.
However, Type C sediments were classified as finc grained scdiments that were mobile and
only deposited in low flow zones. These sediments could be described as moving in suspension
under normal flow conditions. Type C sediments had a mcan specific gravity of 1.17, with

45 % having a diameter less than 63 microns.

Verbanck et al. (1994) proposed a three category classification for combined scwer sediments
based on the origin of the sediment. Butler ef al. (1996) provides a comprchensive summary of
studies that have been undertaken, both in the UK and world wide, to detcrmine the physical
properties of scwer sediments based on this classification. Using this summary it is possiblc to
determine significant differences in sediment characteristics between regions (c.g. because of
catchment slope) and countries (e.g. due to different practices, such as the usc of gully pots in
UK). Table 2.1 provides a summary of typical UK scwer sediment characteristics bascd on this
classification system. The characteristics of Crabtree’s Type C scdiments lie somewhere

between those of the sanitary and stormwater solids.

Normal Concentration (mg/1) Median particle size, (um) Specific gravity
T Transport . .

ype mode Low Medium High Low Medium High Low | Medium High
Sanitary | guspension | 100 | 350 | 500 | 10 40 6 | 101 14 16

solids ' '
Stormwaler | g spension | 50 350 | 1000 | 20 60 100 | 11 2.0 25

solids . .
Grit Bedload 10 50 200 300 750 1000 23 2.6 27

Table 2.1 Summary of typical UK sewer sediment characteristics (after Butler ef al, 1996)

Andoh (1994) calculated the relationship between particle diameter and settling velocity for two
values of specific gravity under quiescent conditions, with the comparison presented graphically

in Figure 2.1. Figure 2.1 implics that sanitary solids, with the typical propertics as indicated in



Table 2.1, would fall at a velocity of approximately one metre per hour. Given that combined
sewers are designed to have a minimum flow velocity of between 0.75 and 1 m/s (Ackers et al.,
1996) the horizontal component acting on the particle from the flow is clearly much greater than
the vertical component causing it to settle. It follows that the influence of gravity on the particle
is negligible and it would not be inappropriate to model these particles as neutrally buoyant over
short distances or time periods. It may be argued, thercfore, that although this rescarch
primarily focused on dissolved material, its findings will also be relevant to sanitary solids as

well as a proportion of the stormwater solids and Type C sediments.

10000
—a— Spedific Gravity = 1.2
1000 .
--© --Specific Gravity = 2.65
100

0.1 -

Time to fall 1 m (hours)

0.01 4

0.001

0.0001 T == T —
1 10 100 1000 10000
Diameter of particle (microns)
Figure 2.1 The variation in settling velocity with particle diameter and specific gravity (after
Andoh, 1994)

2.2.2 Quality impacts of dissolved and suspended material

The flow within the sewerage network originates from domestic, commercial and industrial
sources, and from surface runoff during times of rainfall. Although the type and quantity of
contaminants found in wastewater will be site specific, it is possible to classify the potential

impacts of dissolved and suspended material under the following three categorics:

2.2.2.1 Physical impacts

Suspended solids may be kept in suspension by turbulence while in the sewerage system. Once
discharged to the watercourse they may eventually settle and form silt or mud. This reduces the

channel capacity, which may lead to flooding. It also prevents oxygen exchange to the bed,

creating anaerobic conditions.

2.2.2.2 Chemical impacts

Chemically wastewater is composed of organic and inorganic compounds, as well as various

gases. Organic matter, such as facces and vegetable waste, provide nutrients for micro



organisms, creating a biochemical oxygen demand (BOD). When these substances are spilled
to the watercourse the concentration of dissolved oxygen (DO) is depleted, which in scvere
situations can lead to the watercourse becoming devoid of oxygen downstrcam of an outflow.

An oxygen deficiency can asphyxiate aquatic life, creating an imbalance in the ecosystem.

Inorganic compounds include metals, solvents and chemicals. Chemicals such as pesticides,
insecticides and herbicides can accumulate in fish and shellfish, poisoning humans, animals and
birds that eat them. Nutrients, such as nitrogen and phosphorus, can accclerate the growth of
flora in the watercourse, termed eutrophication. This will increasc the quantity of rotting
vegetation, which in turn increases the release of methane and hydrogen sulphide into the flow
from anaerobic decomposition. Eutrophication may also restrict the flow, incrcase the risk of
flooding and hinder the movement of craft. Dctergents and oils, as well as being toxic, float and
spoil the appearance of the watercourse, and may have unpleasant odours too. Hcavy metals
and polycyclic aromatic hydrocarbons (PAH) are known to causc mutations and incrcasc the

nisk of cancer.

2.2.2.3 Biological impacts

Wastewater contains various microorganisms, but pathogenic organisms caus¢ most conccrn to
human health. Pathogenic organisms found in wastewater include bacteria, viruses and
protozoa, which can cause typhoid, dysentery, diarrhoea and cholera. Discharge of these
pollutants is most significant when the watercourse is used for amenity purposcs, or when

fished, as marine life can also become contaminated.

2.3 Mixing theory
2.3.1 Mixing in turbulent flows

In order to investigate the transport of solutes and fine particles, it is necessary to understand the
fundamental processes of solute mixing. When a tracer is introduced into a flow it is carricd
with the flow body by a process termed advection. As the tracer moves it will also spread out as
a result of diffcrential advection and diffusion, which together are tecrmed dispersion.
Differential advection, also sometimes called shear dispersion, is when the tracer is dispersed by
variations in the flow velocity. Diffusion can be molecular, where the particles move by
Brownian motion, or turbulent, which is the result of short term velocity fluctuations. The
processes of differential advection and turbulent diffusion are of a similar order of magnitude,

while molecular diffusion is considerably smaller.

Figure 2.2 shows a vertical velocity profile for a turbulent flow in a wide channcl with a free
surface. It also shows the vertical profile of a tracer being released from an instantancous line

source and at a point downstream. The downstream profile shows that the tracer travels more



slowly near the fixed boundary than at the free surface, creating a profile that is the result of

differential advection. The tracer has also spread horizontally, which is primarily the result of

turbulent diffusion.
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Figure 2.2 The effects of differential advection and turbulent diffusion (after Rutherford, 1994)

2.3.2 Derivation of the advection-diffusion equation

The advection-diffusion equation (ADE) may be used to describe the transport of a solute. The
derivation of the equation is presented because it is of fundamental importance to the study.
Consider the control volume shown in Figure 2.3. The change in the mass of the tracer with

time is given by the mass conservation law:

oM ; :
— =X, —Zm
af in out (2.1 )

where M is the mass of the tracer in the control volume, and 7, and m,,, arc the mass of the

tracer entering and leaving the control volume during time ot.

The mass fluxes in and out of the control volume are a function of the advective and diffusive
transport, with the diffusive transport described using Fick’s first law. The total flux in the x
direction is given by (Fischer, 1979):

Jx :uc+(—em%z—) (2'2)

where J, is the total flux in the x direction, u is the velocity in the x direction, ¢ is the tracer

concentration and e,, is the molecular diffusion coefficient.

The mass flow rate in the x direction is therefore (inflow defined as positive):

) ( 60)
.= ue—e,—
x ox

where 7| is the mass flow rate in the x direction and locations 1 and 2 arc the inflow and

iz (23)

-
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outflow faces.



A Taylor series expansion is used to determine dc/0x and wc at location 2. The general form

of the equation is:

f(x)=f(xo)+% & +HOTs (24)

where HOT's stands for higher order terms

Substituting dc/ox and uc for f(x), ignoring the higher order terms and rearranging gives:

o(uc)
ucl —uc|, = & (25)
|] |2 ék ]
2
_Qc_ ic. = 0 f OX (2.6)
ox|, Ox 2 ox” :

Thus, for the x direction

O(uc o%c
=— (8x ) &Koy +e, -a?dxﬁy&z (2.7)

B

Substituting this result and similar ones for the y and z directions into Equation 2.1, and

knowing that the mass of the tracer within the control volume at time 7 is M = cdxdydz, yields

the advection-diffusion equation in three dimensions for a laminar flow.

ac+u@+vgc—+w@—e 6_2c+0_2c+w62c 2.8
a oy o " & (28)

J)(.In

Figure 2.3 Schematic diagram of the control volume



For most practical problems the flow is turbulent and the processcs of advection, molccular
diffusion and turbulent diffusion need to be considered. Turbulence is characteriscd by random

short term fluctuations about a mean value, which may be described mathematically as:

where @ denotes time averaged values and ' denotes instantancous turbulent fluctuations of

the variable.

The description of turbulence may be combined with equation ( 2.8 ) to yicld the instantancous

turbulent advection-diffusion equation:

c@ ) D L Gy 2D | gy XEEO)

8 +¢')
o

(2.10)

2 /= ] o ' _ f
e

By taking ensemble mcans and considering continuity this may be simplificd to (Rutherford,
1994):

(2.11)

L ——
x: @t &’ ox oy 0z

2— 2= 2= [PX] K] ')
em[a c o, 0 c)_(a(uc)+ o) , 6(wc))
The equation has four bracket components. The first represents the rate of change of the mcan
concentration with time, the second the advection of mcan concentrations by mean velocity, the

third molecular diffusion and the fourth turbulent diffusion.

In deriving Equation ( 2.11 ) no approximations have been introduced. This has led to an
equation involving instantaneous fluctuations of velocity and concentration. In order to solve
this equation it is necessary to obtain detailed records of velocity and concentration data to
evaluate these terms. In order to obtain a practical solution for Equation ( 2.11 ) the turbulent
properties need to be related to a property that can be time averaged. This has now become

known as the problem of closure and is discussed in more detail in the Section 2.4 .4,

One of the features of the Fickian diffusion model is that the variance of the cloud increascs
lincarly with time. Taylor (1921) (from Rutherford, 1994) demonstrated that in stationary
homogeneous turbulence the variance of a tracer cloud also increascs lincarly with time. This
suggests that under these conditions the turbulent diffusion may be modelled using Fick’s first

law. By analogy the turbulent fluxes are:
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oc
‘c'=—-€.— 2.12)
uc * o (
oc
Vic'=-¢, 5 (2.13)
, oc
W'C=-€z—az— (214)
where &, & and &; are turbulent diffusion coefficients.
Equation ( 2.11 ) may now be converted to time averaged mean valucs:
- ~ ¢ _oc 62— 2= 2—
éc—+ﬁ?£+\73+ w—=(e, + ax)—§+(em +£y)2£2+ (e, + gz)a_c (2.15)
a x v o ox oy *

Equation ( 2.15 ) contains two separate cocfficients for molecular and turbulent diffusion.
However, it is commonplace to combine the effects under one term, K. Equation ( 2.16 ) is the
three dimensional form of the time averaged turbulent advection diffusion cquation:

= 2— 2= 2=
ikl o¢ 6_0 (2.16)

The validity of the model has been questioned. Taylor himsclf did not go as far as to make the
analogy between the molecular and turbulent diffusion cocfficients. Fischer et al. (1979) argued
that although the linear increase in the variance is an esscntial condition, it is not sufficient on
its own to establish the validity of the Fickian model for turbulent diffusion. Despite these
doubts, the ADE model has been utilised with great success to address a wide variety of mixing

problems.

2.3.3 Longitudinal dispersion

Theoretical and experimental work by Taylor (1953, 1954) in pipc flow indicatcs that an
equilibrium becomes established between the differential advection (which encourages
longitudinal dispersion) and turbulent diffusion (which countcracts longitudinal dispcrsion) at a
point downstream of the source. Upstream of this point the shape of the tracer will largely be
determined by velocity differences, or differential advection, and this region is termed the
advective zone. Beyond this point the region is called the equilibrium zone, where, assuming

no change in the cross sectional area or discharge (Rutherford, 1994):
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e The tracer will be cross sectionally mixed.

o The longitudinal variance of the tracer concentration will incrcasc lincarly with
distance, Figure 2.4.

e Any skewness introduced by differential advection in the advective zonc or by the

initial tracer distribution begins to decay slowly and eventually the tracer distribution

will become Gaussian, Figure 2.4.
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Figure 2.4 Fickian model predictions of how the variance and coefficient of skewness of a

concentration profile change with time (after Rutherford, 1994)

When the tracer is in the equilibrium zone it is only possible to determine longitudinal mixing,
which is the focus of this study. Longitudinal mixing, or longitudinal dispersion, is shown by a
reduction in the peak concentration of a tracer and increasing spread with distance and time,
Figure 2.5. Longitudinal dispersion is of importance only for intcrmittent discharges (short

defined in relation to travel time and injection length) because inputs over long durations create

constant concentrations downstream.
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Figure 2.5 Illustration of longitudinal dispersion from a sewer trace (after Boxall ef al., 2002)
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e The tracer will be cross sectionally mixed.

e The longitudinal variance of the tracer concentration will increase lincarly with

distance, Figure 2.4.

e Any skewness introduced by differential advection in the advective zone or by the

initial tracer distribution begins to decay slowly and eventually the tracer distribution

will become Gaussian, Figure 2.4.
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Figure 2.4 Fickian model predictions of how the variance and coefficient of skewness of a

concentration profile change with time (after Rutherford, 1994)

When the tracer is in the equilibrium zone it is only possible to determine longitudinal mixing,
which is the focus of this study. Longitudinal mixing, or longitudinal dispersion, is shown by a
reduction in the peak concentration of a tracer and increasing spread with distance and time,
Figure 2.5. Longitudinal dispersion is of importance only for intermittent discharges (short
defined in relation to travel time and injection length) because inputs over long durations create

constant concentrations downstream.
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Figure 2.5 Illustration of longitudinal dispersion from a sewer trace (after Boxall et al., 2002)
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When the tracer is in the equilibrium zone it is well mixed over the cross section and the
transverse concentration gradients become unimportant. Equation ( 2.16 ) is still valid under

these conditions, however it may be simplified to:

2
?_C_+Uic_=1<a_§ (2.17)
ot Ox Ox
where Cis the average cross sectional tracer concentration, U is the average cross sectional

velocity in the x direction and X is the longitudinal dispersion coefficicnt.

Equation ( 2.17 ) is sometime refereed to as the Fickian model of longitudinal dispersion. No
attempt is made to model the variation in the tracer concentration over the cross scction and the
longitudinal dispersion coefficient includes all the processes that contribute to the tracer

spreading longitudinally.

If U and K are constant then the solution to Equation ( 2.16 ) for an instantancous point source

(slug injection) is Equation ( 2.18 ). It may be used to predict a downstrcam spatial profile if the

upstream profile was an instantancous injection.

M x- Uty
C(x,n)= ———AW exp[ T ] (2.18)

where C(x,f) is the cross sectional average tracer concentration, M is the mass of tracer

introduced at x =0 and # =0 and 4 is the cross sectional arca.

2.3.3.1 Routing a temporal concentration profile

Equation ( 2.18 ) may be used to predict a spatial downstream profile from an instantaneous
injection of tracer. However, for most practical situations measurements are made of temporal
concentrations as a fixed position. Routing procedures are used to predict a temporal
downstream profile from a measured temporal upstream profile. Routing is uscful as it can
verify velocity measurements and assumed values of the dispersion cocfficient. Two alternative
temporal routing procedures have been proposed (Rutherford, 1994), but further consideration is

only given here to the frozen cloud routing mcthod as it was used in this study.

The frozen cloud routing method relies on the frozen cloud assumption that no longitudinal
dispersion occurs during the time taken for the tracer to pass a sampling site. In practice this
assumption is incorrect because longitudinal dispersion continually occurs. However, the error

is usually small and the approach is considered valid (Rutherford, 1994).

The frozen cloud routing method effectively splits the upstream profile into a serics of elements

of time At. To transport an upstream element downstream, the travel time (the advective

13



movement downstream) and dispersion coefficient (how much it spreads) are required. By the
process of superposition cach of the downstrcam elements is then amalgamated to give a
downstream temporal concentration profile. The routing process is illustrated in Figure 2.6 and

is described mathematically by Equations ( 2.19 ) and ( 2.20).

€ .“
Travel time, t
[

cox)
\LL

Figure 2.6 Example of the routing procedure

Concentration, C

0 2¢7 g 2
)= [ Cw O [—U GELELEY) }d;/ (2.19)

oK~ 1) 4K (1, - 1))
j 1C(x, 1) dt
T e

= (2.20)
_" Clx,.1) dt

where subscript one refers to the upstream profile and subscript two the downstream profile,
C(x; 1) is the predicted temporal concentration, 7, represents the time at the centroid of the tracer

profile and y is the time integration variable.

When the tracer is in the equilibrium zone it is possible to calculate a value for the dispersion

coefficient between an upstream and downstream temporal concentration profile from:

kU ox)-0’(x) (221)
2 L1,

where o represents the temporal variance of the profile:

j (t-1)’Clx, 1) dt
0_2 (x,' ) = t=—a0

= (2.22)
_[ C(x,,t)dt

t=—00
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2.3.4 Previous tracer studies in pipes

Tracers, usually dyes or salts, have been used for many purposcs including cstimating
discharge, monitoring contaminants, detecting lcaks and measuring rctention times. These
studies have occurred in a wide range of flows, such as through ground water, rivers, sewers and
power plants. Considerable literature exists on the subject so further consideration is only given
to tracer studies through pipes, some of which will be used as a basis for evaluating the

performance of the CFD modecl.

Taylor (1953, 1954) conducted the first theoretical and experimental analysis of longitudinal
dispersion in a straight pipe. He proposed a thcoretical relationship that may be used to predict
a value for the dispersion coefficient in a straight pipe, Equation ( 2.23 ). This equation has

been shown to compare well with experimental data for both smooth and rough pipes.

K =10.1RU" (2.23)

where R is the pipe radius and U is the shear velocity given by Equation ( 2.24 ).

U =JG7p) (2.24)

where 7, is the shear stress at the pipe wall and p is the density of the fluid.

Calabrese and Middleman (1979) measured the radial dispersion of three different chemicals in
a straight vertical pipe filled with water. Droplets of n-Heptane (p = 695 kg/m®), Butyl
Benzoate (p = 1000 kg/m®) and Carbon Tetrachloride (p = 1595 kg/m’) were releascd from the

axis of the pipe in a region where the flow was fully developed. The radial dispersion, X7, was
measured using at least 300 counts made by photographic observations, Equation ( 2.25 ). The
results demonstrated that the radial dispersion was governed by particle density, with the effects

of particle diameter being almost insignificant.

—_ n 2
X?= X—'- (2.25)
-1 7

where 7 is the number of obscrvations and X; is the radial displacement of the i droplet.

A laboratory study by Guymer and O’Brien (2000) determined a relationship between
dispersion coefficient and discharge for a straight pipe of fixed diameter over a distance of
2.7m. Using linear regression analysis the dispersion coefficient was found to equal 3.3 times

the discharge (in litres per second), although the R? value for relationship was only 0.75. When
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compared with the predictions made using Taylor’s equation the measured dispersion was 10 %
less. This study was used as a basis for validating the CFD model’s dispersion predictions. A
more detailed description of the laboratory facility, data analysis techniques and results, is

presented in Chapter 6.

Boxall et al. (2002) presented the results of tracer tests that had been conducted in a sewer
during both dry weather flow (DWF) and storm flow. The progress of the tracer was monitored
at seven sites. The results highlighted the hydraulic differences, such as increased travel times
and dispersion, under storm conditions. It was not possible to compare the results of this study
with Taylor’s equation as the dispersion coefficient would include the delayed storage effects of

ancillary structures, such as manholes, and under DWF conditions the sewer was not flowing
full.

2.3.5 Sewer quality modelling

There are a number of computer models which may be used to describe the hydraulics of sewer
flow. The aim of these models is to provide insights into the performance of existing sewer
networks and to plan sewer rehabilitation and new systems. In recent years the tightening of
environmental constraints has meant that intermittent discharges have become an increasing
concern. As a result most hydraulic models now offer procedures with which to model water
quality parameters. The most widely used models are SWMM, MOUSE and Hydroworks,
developed by the US Environmental Protection Agency (USEPA), The Danish Hydraulic
Institute (DHI) and Wallingford Software respectively. These are complex models requiring
detailed data from the catchment, although they have been shown to simulate the hydraulics of
sewer flow accurately. Some more simplistic models have also been produced, such as

SIMPOL, which is recommended in the UPM manual (FWR, 1998).

The HydroWorks and SWMM sewer flow quality models assume that all dissolved and
suspended sediments are fully mixed, and that their transport is due to advection alone. The

effects of dispersion are assumed to be negligible (Herath ef al. 1999).

The MOUSETRAP model (DHI, 1994) includes an advection dispersion model, with a
requirement on the user to input a dispersion coefficient of between 0 m%*s and 5 mYs.
Different valucs of the coefficient may be defined for different system components, although no

guidance on suitable values is provided in the documentation.
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2.4 Computational fluid dynamics (CFD)
2.4.1 Introduction

“Computational fluid dynamics or CFD is the analysis of systems involving fluid flow, heat
transfer and associated phenomena such as chemical reactions by means of a computer based
simulation” (Versteeg and Malalasekera, 1999). The use of CFD has grown rapidly over the
last decade. This can be attributed to the increased computational power that is now widely
available, thus allowing more complex problems to be investigated, and to improvements in the
software, both in terms of the algorithms and the user interface. CFD is now used for research

and industrial applications associated with a wide range of fluid flows.

CFD represents an additional tool for the investigation of fluid flow. For example, once a
numerical model has been validated the effect on the flow pattern of a change in the geometry
can be investigated without the need to construct additional physical models. A numerical
model also calculates the fluid properties, such as velocity and pressure, at all points defined
within the structure. It may not be possible to obtain such complete data scts from physical
models or in-situ testing. This demonstrates that CFD may provide benefits in terms of

information, time and cost.

Section 2.4.2 describes the fundamental equations of fluid flow that are the basis for all CFD
codes, while Section 2.4.3 describes the three approaches that are used to solve these equations.
The Reynolds averaging approach is described in more detail in Section 2.4.4, while later

sections describe the turbulence models that are used to close these equations.

Additional models have been incorporated into CFD codes to solve transport equations for a
chemical species and a discrete phase. These modcls may be used to track the movement of a

tracer, thus providing greater insights into the process of dispersion. Sections 2.4.8 describes

these models in more detail.

There are many software packages that have implemented various CFD codes. This study,
however, used the Fluent software (Fluent, 1998). This software was chosen because expertise
in the use of Fluent exists at the University of Sheffield and because it was already available on
the University network. However, the choice of the software is only relevant in terms of the
user interface and post processing, as the underlying equations are fundamentally the same.

Details of the Fluent software are presented in Section 2.4.9.

CFD has been used increasingly to provide insights into flow patterns, pollutant mixing and
sediment transport behaviour of urban drainage structures, such as combined sewer overflows
(CSOs) and storage tanks. Details of some of the most relevant studics are presented in Section
2.4.10, including a more detailed discussion of studies that have uscd CFD to model pipe flow

or to predict the movement of a solute.
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2.4.2 The governing equations of fluid dynamics

The governing equations of fluid flow are based on the conservation laws of physics:

e Conservation of mass (The continuity equation)
e Conservation of momentum (Newton’s second law)

s Conservation of energy (The first law of thermodynamics)

The mathematical statement of these physical principals is the basis for all fluid dynamics code.
The equations may be used to describe the movement of fluid exactly, if the temporal and
spatial change in the variables can be represented. They were developed by considering the
physical principals of flow passing through an infinitesimally small fluid element. A full
derivation of the governing equations is not presented, but may be found in many fluid
dynamics text books, including Anderson (1995) and Versteeg and Malalasekera (1999). The
equations presented here are for a three dimensional compressible flow. The equations relating
to the conservation of energy are not included as temperature change is not of interest in this

study.

The conservation of mass, or continuity equation, is based on the physical principal that the nct

mass out of the element is cqual to the rate of decrease of mass inside the element:

3, o), o), o) _,

a & o o

(2.26)

where p is the fluid density, ¢ is time and », v and w are the instantaneous velocities in the x, y

and z directions respectively.

The conservation of momentum, or Navier Stokes equations, were developed from Newton’s
second law of motion. The equations are based on the principal that the rate of increase of
momentum on the element is equal to the sum of forces on the element. Equation ( 2.27 ) is the

Navier Stokes equation for the x direction (with similar equations possible for the y and z

directions).
ou ou ou ou Op u 0w u
— At pU— A Pt p—=— | —— 2.27
P pu pv pw ,u( - > . ( )

where p is the instantaneous static pressure, 4 is the dynamic viscosity.
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2.4.3 Numerical simulation of the governing equations

In low Reynolds number flows (laminar flows) the fluid laycrs slide smoothly past cach other
and the molecular viscosity dampens the randomly occurring small scale disturbances making
the process predictable. A numerical simulation of the governing equations for this type of flow

is relatively simple.

When the Reynolds number increases, the restraining effects of the viscosity are too weak to
prevent such disturbances from amplifying, and the velocity and pressure change continuously
with time and space. To capture all the length and time scales of turbulence is considerably
more difficult. At present there are three numerical techniques to solve the governing equations
in turbulent flow; direct numerical simulation (DNS), large eddy simulation (LES) and

Reynolds averaging.

Direct numerical simulation (DNS)

The direct numerical simulation (DNS) technique solves the governing equations dircctly on
afine spatial and temporal grid to rcsolve all the scales of turbulent motion without
assumptions. For high Reynolds number flows the amount of calculation effort required to
capture all the temporal and spatial variation in the variables is extremely large and requires
phenomenal computational resources. Speziale (1991) (from Versteeg and Malalasekera, 1999)
estimated that a DNS of turbulent pipe flow at a Reynolds number of 5 x10° would require a

computer that is ten million times faster than the 1990 Cray supercomputer.

Large eddy simulation (LES)

In large eddy simulations (LES) the governing equations are spatially filtered to separate small
scale turbulent motions from large scale turbulent motions. The large scale motions are solved
directly using the governing equations, while turbulence models are used to describe the
influence of the small scale motions upon the large scale ones. Although providing a saving
over the DNS simulation approach, LESs still solve the time dependent governing equations for
the large eddies and are therefore too computationally costly to consider for most practical

situations.

Reynolds averaging

The Reynolds averaging approach differs from the DNS and LES approaches as no attempt is
made to make the simulation time dependent. Instead the governing equations are time
averaged by considering the variables as a function of a mean and fluctuating component,
Figure 2.7. The timec averaged governing equations are used to transport the mean flow

quantities, with techniques to model the effects of turbulence. Commonly used turbulence
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models include the simple mixing length model developed by Prandtl, the popular k-8 model
and the more sophisticated Reynolds Stress Model (RSM).
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Figure 2.7 A typical point velocity measurement from a turbulent flow

As demonstrated, the DNS and LES of the governing equations for most turbulent flows with

typical computational resources is unattainable in the near future. This research therefore used

the Reynolds averaging approach.

2.4.4 Reynolds Averaged Navier Stokes Equations (RANS)

In Reynolds averaging the equations are decomposed into the mean (time averaged) and

fluctuating components. Mathematically this can be described as:
b=d+4 (2.28)

where @ is the mean component and ¢'is the instantaneous fluctuating component.

The time averaged Navier Stokes equation for the x direction is therefore:

ot 2 x P P
M

) W] W) 2 2 2
pil—]-+pU——+ Vgl—]-+pW—+ Ou — 6uv+ ww _ 6P+# a—U+a—LL+a—U
a2t ) (229)

The process of time averaging has introduced three new terms. These terms are usually placed
on the right hand side of the equation to reflect their role as additional turbulent stresses on the
mean velocity component U, Equation ( 2.30 ):

oU U U P 2 2 2 "l — i
p +pU—+pV— w9, (5U+5U+6U} pau ou'v ou'w

ot oy z o M\t Tt o o P P (230)
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Repetition of this process yields the time averaged Navier Stokes equations for the y and z

directions:

p—+pU—+pV —+ pW

ov v oV ov 6P+”(6’V P an)_ oy ol ovw

—_————— —— e — _—

ot ox oy 2 o ey ) T Ty T (231)
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" x P T T ) P Py P (232)

These equations can be written more compactly by using the Cartcsian tensor notation:

au,

ou, op @,  ouu
s Tox,

$pU, L=yt~
PUrax, ™ g Hanx, P o

y (2.33)

Equations ( 2.30), (2.31), (2.32) and ( 2.33 ) are called the Reynolds averaged Navier Stokes
equations (RANS). They have the same general form as the instantancous Navier Stokes
equations, with the velocitics and other solution variablcs now representing time averaged
values. The equations are also exact because no assumptions have been introduced in deriving
them. The extra terms that have appeared represent the effects of turbulence and are called the

Reynolds stresses.

The Reynolds stresses result from six additional stresses, three normal and three shear stresses:

Normal stresses: 7, =-pu? 7, =-pv'* ¢, =-pw'’

Shear stresses: z,, =7, =-pu¥V T ,=t,=-puW T, =7, =—pv'w’
Physically the Reynolds stresses represent the transport of momentum due to turbulent motion.
In turbulent flows the normal stresses are always non zero because they contain squared velocity
fluctuations. The shear stresses are products of the different velocity components and if they

were statistically independent fluctuations the time average of their product would be zero.

The instantancous Navier Stokes equations form a closed set of four equations with four
unknowns. When time averaging all information is lost concerning the instantancous
fluctuations and six additional unknowns (the Reynolds stresses) are obtained to make ten
unknowns in total: one mean pressure, three mean velocity components and six Reynolds
stresses. The disparity between the number of unknowns and equations makes a direct solution
of any turbulent flow problem impossible. Finding additional equations or conditions to make

up for this disparity is commonly called ‘the problem of closure’. The purpose of a Reynolds
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averaging turbulence model is to relate the six Reynolds stresses to the mean flow quantities in

some plausible manner, thus providing closure.

2.4.4.1 The k-¢ turbulence model

The k-& model is one type of two equation turbulence model. Although there are many
variations of the model, the majority arc based on the Boussinesq hypothesis that assumes the
Reynolds stresses are proportional to the mean velocity gradient. This hypothesis may be

expressed as:

1, =—pup = p| =L+ —L (2.34)
U J (axj axi

ou, | oU ,-]
Unlike the molecular viscosity, g the turbulent or eddy viscosity, u, is not a property of the
fluid. Its value will vary from point to point in the flow, being largely determined by the
turbulence at the position in question. The use of the Boussinesq hypothesis is a step towards a
turbulence model, but is not a turbulence modcl itsclf, as a way of calculating the turbulent

viscosity is still required (Launder and Spalding, 1972).

The k-¢ model is used to calculate the turbulent viscosity and hence determine values for the
Reynolds stresses. The model uses two transport equations, one for the turbulent kinctic energy,
k, and one for the rate of dissipation of turbulent kinetic energy, . Exact equations for k and ¢
can be derived from the Navier Stokes equation, but the £ equation contains complex
correlations that are not understood, thus requiring drastic modelling assumptions to make the

equation tractable (Rodi, 1993).

The standard k-g model was published by Launder and Spalding (1972, 1974):

€ (2.35)

ok, %k _10(pmak) mfov, U U _
p\ox; O )ox;

) 2
oy e L0 ke Cue A L/ (2.36)
o ox;, pox;{o,0x; p k\ox;, ox jox; k
2
u=Cp (237)
&

where k is the generation of turbulent kinetic energy, ¢ is the dissipation of turbulent energy and

0. 0., C;,C; and C, are model constants.

CF CI Cz Oy (o

&

0.09 1.44 1.92 1.0 1.3

Table 2.2 Values of the constants used in Launder and Spalding’s (1974) k-¢ model
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The equations for k and £ may be expressed in words as:

Rateof change | Transport ofkor _  Transport of k or + Rate of production _  Rate of destruction
ofkore & by convection € by diffusion ofkore ofkore
The constants used in the model represent different types of turbulence. Values were obtained
by conducting experiments during which the other types of turbulence were excluded and then
optimising for generality (Launder and Spalding, 1972; Rodi, 1993). An examplc of this is grid
turbulence, where diffusion and production terms are zero, so C; is the only constant left. The
standard values have been used to successfully replicate a number of rcal fluid flow problems in
both two and three dimensions (Launder and Spalding, 1974; Abbot and Basco, 1989; Rodi,
1993; Versteeg and Malalasckera, 1999). The constants are not universal and under certain

conditions they require calibration, with the most documented case being an axisymmetric jet
(Launder and Spalding, 1974; Rodi, 1993).

The standard k-g¢ model is the most widely used and validated turbulence model. It has been
used successfully with the standard constants for a varicty of flow conditions including thin
shear layer flows, pipe flows, recirculating flows and confined flows (Launder and Spalding,
1974; Rodi, 1993; Versteeg and Malalasckera, 1999). However, the model has been shown to
perform less well in unconfined flows, some swirling flows and flows with rapid strains, such as

highly curved boundary layers (Rodi, 1993; Versteeg and Malalasckera, 1999).

Further turbulence models have been proposed as the limitations of the standard k-¢ model have
become apparent, including the RNG and Realizable models. The RNG k-€ turbulence model
was derived from the instantaneous Navier Stokes equations using a mathematical technique
called renormalization group (RNG) methods. The model has additional terms and functions in
the transport equations for & and ¢, and different constants from the standard k-¢ model. At low
Reynolds numbers a differential equation is used to calculate the turbulent viscosity, which
allows the model to better represent low Reynolds number and ncar wall flows. A more
comprchensive description of the RNG turbulence model may be found in Yakhot and Orszag
(1986). The model has been shown to perform better than the standard k-&¢ model for rapidly
strained and swirling flows and can improve the modelling of low Reynolds number flows
(Fluent, 1998).

The Realizable k-¢ turbulence model proposed by Shih et al. (1995) differs from the standard
k-¢ model in that it has different equations for the turbulent viscosity and e. The Realizable
model must satisfy certain mathematical constraints on the Reynolds stresses, consistent with
the physics of turbulent flow. The model has been shown to accurately predict the spreading
ratc of both planar and round jets, and is also likely to have superior performance compared

with the standard k- model for flow involving rotation, separation and spreading (Fluent,
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1998). However, as the model is relatively new the amount of validation data is comparatively

small.

The underlying assumption of all the k- models is that the turbulent viscosity is isotropic, that
is the ratio between the Reynolds stresses and the mean rate of deformation is the same in all
directions. This assumption does not affect the calculations in certain instances, such as simple
thin shear layer flows, because only the shear stress is important. However, in certain flow
situations the assumption of an isotropic eddy viscosity is too crude. For example, it docs not
produce the turbulence driven secondary motions in square ducts that have been obscrved in

experiments (Rodi, 1993).

2.4.4.2 The Reynolds stress turbulence model

The Reynolds stress turbulence model (RSM) was developed because the Bousinesq hypothesis
has been shown to perform badly for complex strain fields, even if the kinetic encrgy was
computed accurately. The RSM model does not use the Bousinesq hypothesis, but instead
closes the RANS equations by solving transport equations for each of the Reynolds stresses,
plus ¢ for the dissipation rate. In three dimensions this means solving seven partial differential

equations compared to two for the k-& model.

The exact form of the Reynolds stress transport equations may be derived by taking moments of
the exact Navier Stokes equation and Reynolds averaging, There are a number of different
forms of the RSM modcl. However, the model proposed by Launder et al. (1975) is the most
popular. The equations used in this model are not reproduced here due to their complexity, but
may be found in Launder et al. (1975) and Rodi (1993). The Reynolds stresses cannot be
solved directly and extra models are required for the diffusion, dispersion rate and pressure
strain correlation terms. Numerical constants are required to make the equations tractable and

these were developed in the same manner as those for the k- model.

Rodi (1993) describes how the model has been successfully applicd to homogeneous flows, two
and three dimensional duct flows and wakes. In particular turbulence driven secondary flows
and the effects of strain caused by wall curvature, which cannot be described with two equation
models, are well predicted. However, the RSM model may not perform significantly better than
the k-g models for free surface flows, and flows with swirls. As with the k- model this can be
attributed partly to the closure assumptions, particularly the pressure strain and dissipation rate
terms (Rodi, 1993).

The RSM model might not always yield results that are clearly superior to the k-¢ models in all
cases of flows to warrant the additional computational expense of solving the extra transport

equations. The model is also not as well validated as the standard k- model, partly duc to the
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computational cost. However, the RSM model can account for the directional effects of the

Reynolds stresses, therefore providing greater potential to accurately predict complex flows.

2.4.5 Discretization

It is not possible for computers to directly solve the governing equations so they are transformed
into a numerical analogue of the equation through a process called numerical discretization.
Three major numerical discretization schemes exist: the finite difference, finite element and
finite volume methods. The main difference between the methods is rclated to the way in which
the simulation is coded, with no significant differences in the results. Details regarding these
schemes can be found in many CFD texts including Abbot and Basco (1989), Anderson (1995)
and Versteeg and Malalasckera (1999), but further consideration is only given to the finite

volume approach as it was used in this study.

The finite volume approach consists of the following steps:

e Division of the domain into discrete control volumes using a computational grid.

e Integration of the governing equations over all the control volumes to construct
algebraic equations for the discrete dependent variables such as velocity, temperature

and pressure.

o Solution of the algebraic equations by an iterative method.

In each of the cells the fluid properties are stored at the cell centre. However, face values are
required for the convection terms and must be interpolated from the cell centred values. This is
accomplished through an upwind scheme. Upwinding means that the face value is derived from
quantities in the cell upstream, or upwind, relative to the direction of normal flow velocity.
Several upwind schemes exist, including first and second order upwind, power law and QUICK.
The first order upwind scheme is the most basic of the discretisation schemes as it assumes the
face values is identical to the cell centred value. The second order upwind scheme calculates
cach face value from a Taylor series expansion of the cell centred solution about the cell
centriod. The power law scheme interpolates face values from the cell centre using the solution
to a one dimensional convection diffusion equation. The QUICK scheme is based on a

weighted average of second order upwind and central interpolations of the variable.

When the flow is aligned with the grid the first order scheme is generally acceptable and will
give quick convergence. However, when the flow is not aligned the scheme will increase
numerical diffusion. Therefore, for complex flows, or flows which do not use structured
meshes the use of second order is gencrally advised (Fluent, 1998). Under certain conditions,
such as rotating or swirling flows, the QUICK scheme has been shown to be an improvement

over the second order upwind scheme. Versteeg and Malalasekera (1999) provide an example
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which shows that the QUICK scheme performs better than the upwind schemes for two
dimensional convection diffusion problems. However, there may be stability problems as the
coefficient can become negative under certain conditions. There docs not appear to be a general
consensus of opinion regarding the power law scheme. The Fluent 5 Uscr’s Guide (Fluent,
1998) suggests the scheme will typically give the same results as a first order scheme, whereas

Shaw (1992) and Versteeg and Malalasekera (1999) suggest that there will be an improvement.

When a segregated solver is used the Navier Stokes and continuity equations are solved
sequentially. As most of the terms in the Navier Stokes equations are functions of the velocity
components these equations are used to create solutions for the velocity components. However
the continuity equation does not contain terms for the fluid pressure. To proceed, the continuity
equation is modificd to relate pressure to velocity by a process which is commonly referred to
as pressure-velocity coupling. There are a number of pressure velocity coupling algorithms, but
most are based on the SIMPLE algorithm proposed by Patankar and Spalding (1972). The
SIMPLE algorithm uses a relationship between velocity and pressure to cnforce mass
conservation and obtain a pressure field. A number of variants have been proposed as the
limitations of the SIMPLE algorithm have become apparent, including the SIMPLEC,
SIMPLER and PISO algorithms.

The SIMPLE algorithm is relatively straightforward and has been used successfully in many
types of flows. The SIMPLEC and SIMPLER algorithms require a little more computational
time per iteration, but can dramatically reduce the overall time for convergence. However,
these algorithms do not provide more accurate results, so if convergence is not limited by the
pressure velocity coupling they provide no benefit. For steady state problems the PISO
algorithm does not provide any significant benefit over the other algorithms, but is

recommended for transient flows (Fluent, 1998).

2.4.6 Meshing

The meshing of a geometry may be considered to be the discretisation of the space in which the
flow takes place. When meshing a surface or volume consideration must be given to the
requircments of the CFD solver. Some solvers require structured meshes which use i, j, &
indexing to locate neighbouring cells. More recent solvers are unstructured, thus allowing the
use of hexahedral, tetrahedral, pyramid and wedge shaped cells. Hybrid meshes that contain
combinations of the above shapes are also possible. Unstructured meshes may be useful as they

allow a great deal of flexibility. However, they can increase numerical dispersion.

The shape of the cells has a significant impact on the accuracy of the numerical solution.
Skewness is defined as the difference between the cell’s shape and the shape of an equilateral

cell of equivalent volume. If the cells are highly skewed the accuracy and stability of the
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simulation will be reduced. The aspect ratio is a measure of how the cell is stretched. To

prevent inaccurate results an aspect ratio of less than 5 to 1 is desirable (F luent, 1998).

It is usual for a CFD simulation to contain a wide varicty of flow features. To make an accurate
prediction each one of these will need to be modelled. Extra cells will be required in regions
where gradients are large and nonlinear to allow the numerical methods to accurately predict the
change. In general the larger the number of cells the better the solution accuracy, however, the
finer the mesh the longer the calculation time. For most flows a point will be reached when
adding extra cells provides no significant change in the simulation results. This is often referred
to as a grid independent solution. A grid independent solution is desirable as it represents the

most accurate prediction possible.

2.4.7 Near wall modelling

There are two approaches to modelling the flow close to a wall. In the first approach, the
turbulence models do not model the near wall region, instead semi empirical wall functions are
used to bridge the gap between the wall and the fully turbulent region. In the second approach
the turbulence models are modified to enable the viscous sublayer and buffer layer to be

resolved. The difference between the two approaches is shown graphically in Figure 2.8.

Turbulent
flow

buffer &
sublayer

[T r————

Wall function

(b)

Figure 2.8 Comparison between the near wall modelling techniques. (a) wall functions approach,

(b) near wall approach (after Fluent, 1998)

There are two benefits to the use of wall functions. Firstly, as the number of cells used is much
fewer they provide a considerable saving of computational resources. Secondly, they allow
extra empirical information to be considered, such as a wall roughness. A detailed description
of the methodology and equations of the most popular wall function model can be found in

Launder and Spalding (1974).

The y* value is the non dimensional distance from the wall, Equation ( 2.38 ). If wall functions
are used it is general desirably for the cell adjacent to a fixed boundary to have a y* value of
around 30 (Fluent, 1998). However, Tannchill e al. (1997) suggests that they are valid in the
range 30 <y < 200, while Versteeg and Malalasekera (1999) claim they may be valid until the
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y* value exceeds 500. The extent of the near wall region is discussed in more detail in Section
25.

y+=Uy (2.38)

where y is the distance from the wall and v is the kinematic viscosity.

The assumptions made with wall functions are that the velocity profile is logarithmic and the
turbulence parameters are constant or vary lincarly. These assumptions are often adequate for
simple flows in pipes and channcls, and for high Reynolds number flows. However, they
become less reliable when the flow field is different from the idealised conditions assumed in

their derivation.

A recent extension of the standard wall function approach is the development of non
equilibrium wall functions. Further consideration to the approach is not given here, but may be
obtained from Kim and Chohdury (1995).

The universality of wall functions is in doubt, particularly for complex flows. This has lcd to
the development of near wall, or low Reynolds number turbulence models. In these models the
transport equations are integrated to the wall allowing the rapid changes in velocity, turbulent
kinetic energy and turbulence dissipation rate that occur in this region to be predicted. In order
to do this the models incorporate either wall damping effects, or a direct effect of molecular
viscosity on the empirical constants and functions in the turbulence transport equations.
Launder and Spalding (1974) and Versteeg and Malalasekera (1999) demonstrated how the
standard k-g model may be modified in this manner. A wide range of low Reynolds turbulence
models exists, with further information available in Martinuzzi and Pollard (1989), Pollard and
Martinuzzi (1989), Hrenya et al. (1995) and Thakre and Joshi (2001). To capture the rapid
changes that are happening a high grid density is required close to the wall. The gencral
guidance is that the first cell adjacent to the wall should be within the viscous sublayer and that

there should be a minimum of ten cells in the near wall region.

The number of mesh points required to resolve all the details in a turbulent boundary layer
would normally be prohibitively large, so wall functions are most commonly used. However,
wall functions have been shown to be unable to predict rotating or swirling flows, or flows with

strong pressure gradients.

2.4.8 Transport models

The transport of a solute has traditionally been modelled using a finite difference or finite
volume form of the advection-diffusion equation. Recently particle tracking methods have also

been used which are based on the idea that the tracer can be represented by a large number of
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discrete particles that are each subjected to advection and dispersion. The underlying principals

of each method are presented below.

2.4.8.1 Advection-diffusion equation (ADE) transport model

The transport of a solute may be modelled by the advection-diffusion equation described in
Section 2.3.2:

&  _&c o’c o’c o’c
5}—+Wg—(em+€x)¥+(em+£y)¥+(em+€z)?a~z—2— (2.39)
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+U—+V
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where € is the time averaged concentration, e, is the molecular mass diffusivity and &, ¢, and

€, are the turbulent mass diffusivities in the x, y and z directions.

The molecular mass diffusion coefficient describes the spreading of the tracer due to the random
molecular motion of the fluid, called Brownian motion. The coefficicnt is a property of the
fluid and for a given solvent, solute, concentration and temperature the value is constant.

Typical values for solutes in water are in the range 0.5 - 2 x10® m%s (Rutherford, 1994).

If the flow is turbulent the mass diffusion will be a function of the molecular and turbulent mass
diffusion. The turbulent mass diffusion, unlike the molecular mass diffusion, is not constant.
The dimensionless turbulent Schmidt number is used to convert the turbulent viscosity

(calculated from the turbulence models) into the turbulent mass diffusivity.

Em =

H
% (2.40)
where &, is the turbulent mass diffusivity, 4, is the turbulent viscosity and Sc, is the turbulent

Schmidt number.

The equations governing turbulent mass diffusivity are analogous to the equations that describe
turbulent thermal diffusivity with small temperature differences, Equations ( 2.41 ). Therefore,
consideration is also given to research that obtained values for the turbulent Prandt]l number.
The turbulent Prandtl/Schmidt numbers can be deduced from measurements of the mean
velocity or concentration profiles, or the radial profiles of the Reynolds shearing stress and the

radial turbulent concentration/heat flux.

g =Lt (241)

where, & is the turbulent thermal diffusivity and Pr, is the turbulent Prandtl number.

29



The first attempt to define the turbulent Schmidt/Prandtl number was made by Prandtl when he
took the value to be unity over the whole cross section, but experimental evidence has shown
this to be incorrect. Following the approach of Launder (1976), consideration is given to the

near wall and core flows scparately.

The measurements of Blom (1970) and Baker and Launder (1974) (from Launder, 1976) using a
flat plate suggest a value of 0.95 for Pr, in the near wall region, with a tendency to incrcase
above unity as the wall is approached. Quarmby and Quirk’s (1972) (from Launder, 1976) pipe
data suggests that the value decreases from 0.85 at /R = 0.2 to only 0.65 at y/R =0.05 (y is the
distance from the pipe wall and R is the pipe radius). Koeltzsch (2000) used a flat platc and
demonstrated similar results. Rodi (1993) and Schlichting (1997) (from Koeltzsch, 2000)
suggested a value of 0.9 for Pr; and Sc; in the near wall region. Overall the experimental
evidence suggests a value of 0.9 for Pr; and Sc; in the near wall region, although it is not clear

whether the value increases or decreases very close to the wall.

As with the near wall region there is not an agreement regarding the turbulent Prandtl/Schmidt
number away from the wall. Launder (1976) wrote “It does not seem possible to write with any
certainty on the variation of the turbulent Prandtl/Schmidt number in fully developed pipe or
channel flow. A number of experiments show a gradual reduction in the value towards the
centre, while others show quite the reversc”. Hinze (1975) used the work of Laufer (1954) to
determine a value of 0.625 for Sc, in the core region of turbulent pipe flow, while Launder
(1976) suggests a value of 0.7 is more appropriate. Launder (1976) describes the finding of a
conference that found values of Pr; and Sc;, in the range 0.5 to 1.0.

Reynolds (1975) compares more than thirty ways of predicting turbulent Schmidt/Prandtl
numbers. The most quoted of these was developed by Rotta (1964) to describe the variation of
Pr, across a flat plat, Equation ( 2.42). Values for the constants are taken between 0.9 and 0.95
for A and 0.4 and 0.45 for B. This equation is shown graphically in Figure 2.9.

2
Pr, =A—B(§) (2.42)

where y is the distance from the wall and 4 is the boundary layer thickncss.

Koeltzsh (2000) used measurements of air flow over a flat plate to demonstrate that Se; is not
constant, but dependent upon the distance from the boundary. A power serics equation to
approximate the calculated data is shown graphically in Figure 2.9.
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Figure 2.9 Variation in turbulent Prandtl/Schmidt number within the boundary layer

This ADE mcthod performs well for diffusion problems, but can be affccted by two types of
numerical problems for advection dominated processes. The first type is numerical dispersion,
which has an effect similar to that of physical dispersion, but is causcd by the truncation error in
the Taylor series expansion of the transport equation. This leads to a smearing of concentration
fronts that have a sharp leading edge Figure 2.10 (a). The second type of numerical problem is
artificial oscillations, Figure 2.10 (b). Artificial oscillations occur in higher order schemes that
have been designed to eliminate numerical dispersion. Artificial oscillation is also more severe
on stecp concentration fronts. Both of these problems can be overcome by refining the grid and
time step. However, the increase in computational effort may make this impractical when large

complex systems are being studied, or when long term simulations are required.
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(a) Numerical dispersion

(b) Artificial oscillations

Figure 2.10 Sources of numerical error (after Anderson, 1995)

2.4.8.2 Particle tracking models

Particle tracking models offer an alternative to solving the advection-diffusion equation. The
method works by assuming the tracer can be represented by a large number of discrete particles
that are each subjected to advection and dispersion. The trajectory of each particle is
determined by a force balance calculation that equates the particle incrtia with the forces acting
on the particle from the continuous phase. Modecls, such as the random walk model, may be
used to include the effects of the instantaneous turbulent fluctuations on the particle trajectories

through the use of stochastic methods.

The particle tracking method has a number of potential advantages over the advection diffusion

equation transport model:

e  When the tracer only occupics a small proportion of the flow domain the particle tracking
approach is often more computationally efficient.

e The mass of the tracer must always be conserved locally and globally.

o If the modelling options are chosen correctly it is possible to simulate stecp concentration

gradients as the method is virtually free from numerical dispersion.
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There are many types of particle tracking modcl available. The equations presented below are
for the model contained within the Fluent software (Fluent, 1998), but many of the featurcs are

general to all models.

The force balance on a particle in the x direction may be written as:

d _
_.u_p_—_—FD(u_up).;.M.‘.

= 2, F, (243)

where u is the instantancous fluid velocity, u, is the particle velocity, p is the fluid density,
p,is the particle density, g, is the gravitational force, Fj, is the drag force and F, arc

additional forces that may be included. Additional modcls arc available in Fluent 5.5 (Fluent,
1998) to represent the effects of temperature, Brownian motion and the lift duc to shear on sub

micron particles.

The drag force on the particle, Fp,, is related to the size of the particle. For particles greater

than one micron the drag force on the particle is represented by Equation ( 2.44 ) and for sub

micron particles by Equation ( 2.45).

18u CpLR,

Fr=
D pprz 24 (2.44)
184
Fp=—-"5—
7.D,%C. (245)

where 4 is the molecular fluid viscosity, D, is the particle diameter, R, is the relative Reynolds
number, C, is the drag coefficient and C, is the Cunningham correction.
The drag coefficient, Cp, is defined by Equation ( 2.46 ). When spherical particles are being

modelled @, a, and a; are constants (Fluent, 1998). The Cunningham correction, C,, is

defined by Equation ( 2.47).

S
Cp=a+ph+25 (2.46)

e (4

21 D
C,=1+=={1257+0.4exp| -1.1| =&
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where A is the molecular mean free path.

The particle Reynolds number, R, , is defined as:

33



R - pDPIuP —ul

; (2.48)
u

The dispersion of particles due to turbulence in the fluid phase may be modclled using either a
stochastic particle tracking model or particle cloud model. The stochastic tracking modcl, or
discrete random walk model, includes the effects of the instantancous turbulent fluctuations on
the particle trajectories through the use of stochastic methods. In the particle cloud modcl the
particles are tracked around a mean trajectory. The concentration of particles within the cloud is
represented by a Gaussian probability density function about the mean trajectory. In both
models the particles have no direct impact on the generation or dissipation of turbulence on the
continuous phase. The particle cloud method was not considered during the study so no further

discussion is presented.

Turbulence is modelled as a series of eddies that have a lifetime and associated random velocity

fluctuations in the random walk model. The instantancous fluid velocity is therefore defined as:

(2.49)

The fluctuating component, u,-' , that prevails for the life time of the turbulent eddy is sampled

by assuming that they obey a Gaussian probability distribution so that

u =(\u” (250)

H

where ¢ is a normally distributed random number ranging from zero to one and \/u—,E is the

root mean square (rms) of the velocity fluctuations.

When the k-¢ models are used the velocity fluctuations are isotropic, so Equation 2.48 is

simplified to:

\/Z’? =J2k/3 (2.51)

To compute a particle trajectory the random fluctuating component has to be kept constant for a
certain interval of time, called the characteristic lifetime of the eddy. Fluent 5.5 (Fluent, 1998)
provides the option to define the characteristic lifetime of the eddy as constant function,
Equation ( 2.52), or as a random variation around the Lagrangian time interval, T, , Equation

(2.53).
r, = 2T, (2.52)
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7, = -1} log(r) (2.53)

where 7 is a random number between zero and one.

The Lagrangian time interval is defined as:

TL =CL£
£

(2.54)

where C is the time scale constant.

The Fluent User’s Guide (Fluent, 1998) suggests that the time scalc constant be set to 0.15 when
using the k-¢ turbulence model and 0.3 when using the RSM modcl.

The repeated calculation of a single particle trajectory will show a diffcrent direction becausce of
the random nature of the eddy. However, the effects of turbulence may be accounted for by

computing the trajectory of a significant number of representative particles.

2.4.9 The Fluent CFD software

Until this point the general principals of CFD have been presented, but now consideration is
given to the Fluent CFD software that was used in the study. The Flucnt software, from now on
referred to as Fluent, is a commercial CFD programme that uses the finite volume based method
to solve the governing equations of fluid dynamics. Fluent is capable of modelling fluid flow,
heat transfer and chemical rcaction in a widc range of situations. A full description of the

software may be found in the Fluent 5 User’s Guide (Fluent, 1998).

A simulation using Fluent consists of five stages:

e Stage 1 — Importing the grid/mesh

Fluent, as with all CFD codes, requires a grid, or mesh, upon which to discrctize the
governing cquations. Fluent cannot generate a mesh, but imports oncs that have been
developed in software such as Gambit (Gambit, 1998), which is supplicd with Fluent, or
third party CAD software. Fluent can operate in two or three dimensions and supports
structured or unstructured meshing techniques.

e Stage2- Specification of boundary conditions and material properties

Once the mesh has been imported the cells that coincide with or touch the outline gecometry,
termed boundary cells, need to be defined. Fluent offcrs a wide varicty of boundary

conditions to suit different types of flows, with typical boundary conditions including
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inlets, outlets and walls. Cells inside the domain are given the physical propertics of the

fluid, such as viscosity and density.
Stage 3 - Selection of modelling options

Turbulence may be modelled in Fluent by the Reynolds averaging or LES approaches. If
the Reynolds averaging approach is used the software contains thrce versions of the high
Reynolds k-e model: Standard (Launder and Spalding, 1974), RNG (Yakhot and Orszag,
1986) and Realizable (Shih ef al., 1995). It also contains the high Reynolds number RSM
that is based on the proposals of Launder et al (1975). All of these modcls require the use

of wall functions to model the near wall region.

Fluent also supports two low Reynolds number modelling approaches. In the first
approach, called two layer zonal modclling, the high Reynolds number turbulence models
are used to predict the turbulent flow. In the viscosity affected ncar wall region the
momentum and k equations are calculated from the high Reynolds number models, but the
turbulent viscosity and ¢ are calculated from new equations. In the second approach, called
full low Reynolds number modelling, the turbulence models arc altercd to allow them to
model the viscosity affect region as well as the core. Fluent supports five full low
Reynolds number models, including those proposed by Launder and Sharma (1974) and
Lam and Bremhorst (1981).

Fluent offers four schemes with which to discretize the transport cquations: first and second
order upwind, power law and QUICK. When the segregated solver is used Fluent provides
the SIMPLE, SIMPLEC and PISO schemes for pressure-velocity coupling.

Stage 4 — Simulation

This study used version 5.5 of the Fluent software. This version supports both segregated
and coupled solvers, however, the coupled solver was not considered because it was
developed for compressible flows. The segregated solver algorithm solves the governing
equations sequentially and segregated from each other. As the governing equations are non
linear (and coupled), several iterations of the solution loop must be performed before a

converged solution is obtained, this is shown graphically in Figure 2.11.

The time required for a simulation will depend on a number of factors including the
computational power available, the number of cells in the domain and the turbulence model

selected.
Stage 5 - Post processing

Post processing involves the extraction of the desired flow properties from the computed
flow field. This may be through a visual display, such as vectors or contour plots, or in

numerical form.
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Figure 2.11 Overview of the segregated solution method (after Fluent, 1998)

2.4.9.1 The species transport model

The species transport model may be used to predict the movement of a specics with or without
chemical reaction. When a non reacting specics is transported the advection-diffusion cquation
presented in Section 2.4.8.1 is used. The model can be incorporated into the simulation process,
as illustrated in Figure 2.11, or be used once the flow simulation has been completed, this is

often termed cold, or uncoupled, processing.

When using the species transport model the simulation is time dependent. This requires the
time dependent equations to be discretized both in time and space, with the spatial discretization
being the same as in the steady state case. Temporal discretization involves the integration of
every term in the differential equation over a time step At. The Fluent 5 User’s Guide (Fluent,
1998) suggests that first order accuracy is appropriate for most problems, and is the dcfault

setting.

2.4.9.2 The particle tracking model

The particle tracking routine implemented in Fluent is called the discrete phasec modcl. As with
all particle tracking routines the particle trajectorics arc calculated by integrating the force
balance on the particle. The particle trajectory is updated in fixed intervals, termed length
scales, or when the particle enters a neighbouring cell. The particle tracking routinc in Fluent

5.5 allows the movement of the particle to be modelled with a fixed flow field, termed an
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uncoupled simulation, or with the effects of the particle on the flow (and visa versa), termed a
coupled simulation. The equations used in the discrete phasc model are presented in Scetion
2482

2.4.10 Previous studies using CFD

2.4.10.1 Urban drainage structures

CED has been used to model a varicty of urban drainage structurcs. Stovin and Saul (1996) and
Stovin ef al. (1999) used the standard k-g turbulence model to successfully predict the global
flow patterns in a variety of storage tank configurations. Stovin and Saul (1998) uscd a discrete
phase model for the prediction of sediment transport and deposition in storage chambers, while
Stovin ef al. (1999) used the same model to replicate the gross solids scparation cfficicncy
observed in field scale model storage chambers. Adamsson ef al. (in press) developed the
boundary conditions used by the discrete phase model in the Fluent to include a condition based
on bed shear stress. A comparison with experimental storage tank data showed the new

boundary condition to be an enhancement over the standard options.

Harwood (1999) used the k- turbulence model to predict flow patterns in a single high side
weir and a stilling pond CSO, and the Reynolds stress turbulence modecl to simulate the complex
three dimensional flow patterns found in Storm King hydrodynamic scparator CSO. A
comparison between the velocity and particle movement from the simulated hydrodynamic
separator and measurements from a full scale laboratory model demonstrated the CFD
predictions replicated both the swirling flow pattern and the retention efficiencics. In a similar
study, Tyack and Fenner (1999) used the k-e RNG turbulence model to predict flow patterns in
a Grit King hydrodynamic separator. A comparison with experimental data showed the

numerical model approximately predicted the velocity magnitude at two locations.

The research of Buxton (in press) focused on the trapping performance of sewer invert traps.
He demonstrated that the choice of turbulence model dramatically affected the predictions of
secondary circulations in a trapezoidal channel, and that the sediment retention performance

was highly sensitive to the choices made in setting up the discrete phase modclling options.

Asztely and Lyngfelt (1996) used CFD to predict energy losscs in different manhole
configurations. A number of simplifying assumptions were made including creating a line of
symmetry and fixing the free surface. The standard k- turbulence model was used to generate
the flow ficld. A good correlation was shown between the CFD predictions of cncrgy loss

coefficients and measurements from a physical scale model.
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The above examples demonstrate that CFD has been used in a varicty of structurcs connected
with the sewerage system. A more detailed review is presented below of studies that have used

CFD to investigate the flow in pipes and to model the transport of a tracer.

2.4.10.2 Pipe flow

Martinuzzi and Pollard (1989) used one high Reynolds number k-g model, one low Reynolds
number k- model and four algebraic stress models to predict developing turbulent pipe flow in
the range 10000 < Re < 380000. Grid independence was explored, but no consideration was
given to the impact of the discretization schemes. A comparison was madc with measurements
of a number of flow properties including axial velocity, turbulent kinetic encrgy and Reynolds
shear stress. It was found the predictions from the low Reynolds number k-g model from Lam
and Bremhorst (1981) gave the best overall agreement with the experimental data. It was also
noted that the use of the low Reynolds number k-& model proved to be superior to the standard
k-¢ model, although it required approximately 10 times more CPU time. This study was extend
(Pollard and Martinuzzi, 1989) to consider five RSM modcls. However Lam and Bremhorst’s

model was still found to give the best results.

Hrenya et al. (1995) used ten low Reynolds number k- turbulence models to predict fully
developed pipe flow. The models predictions were compared with the experimental data of
Laufer (1954), Patel and Head (1969), Schildknecht et al. (1979) and the DNS simulation data
of Eggels et al. (1994). The models generally predicted mean axial velocity and Reynolds stress
well, but the predictions of turbulent kinetic encrgy, eddy viscosity and turbulent dissipation
rate were less good, with this being most noticeable at low Reynolds number flows. The modcl
developed by Myong and Kasagi (1990) showed the best overall performance as it was the only
one that could predict the centreline and peak turbulent kinetic energy to within 15% of the
experimental measurements and give a good prediction of the spatial variation in the eddy

viscosity.

Thakre and Joshi (2001) extended the study of Hrenya et al. (1995) to include three more low
Reynolds number k-€ turbulence models, making twelve different versions in total. Although
the additional models showed improvement, the model developed by Myong and Kasagi (1990)

still performed best overall.

Eggels et al. (1994) compared the predictions of a direct numerical simulation (DNS) with
measurements of fully developed pipe flow at a Reynolds number of 7000 (Re based on
centreline velocity). The measurements were carried out using hot wire ancmometry (HWA),
laser doppler ancmometry (LDA) and particle image velocimetry (PIV). A description of the
laboratory set up and results can be found in Weiss (1993) and Westerweel (1993). The DNS

simulations were performed using Cray computers and required approximately 160 hours of
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CPU time and 7.6 Gb of permanent file storage for each simulation. A description of the
numerical algorithms and other details of the simulation may be found in Eggels et al. (1994).

When the numerical and experimental results were compared the agreement was exccllent,
particularly for the mean flow and turbulence intensities. For instance, the predictcd mean axial
velocity and LDA measurements were in agreement to within a few percent over the whole
cross section. When a comparison was made betwecen the root mean square (rms) values of the
fluctuating velocities an excellent agreement was also found, particularly between the DNS and
the LDA data. For higher order statistics the agreement between DNS and experimental data
was not as close, but was still very good. The DNS predictions did not replicate the universal
velocity profile, but this observation is not unique as Patel and Head (1969) had demonstrated

this experimentally.

Eggels (1994) compared the predictions from a LES simulation with cxpcrimental data that had
been collected by Laufer (1954), Lawn (1971) and Perry (1975). The Reynolds number of the
flows used in these experiments was similar to the number used in the simulations. Scven
simulations were performed which considered variations to the grid density and model sct up
options. As with the DNS simulation a Cray computer was uscd, but the LES simulation
required between 10 and 50 percent of the CPU time and file storage capacity. The LES model
was shown to be sensitive to set up options, even for mean flow propertics such as axial

velocity. However, the overall agreement with the experimental data was good.

2.4.10.3 Numerical dispersion studies

CFD has been widely used to investigate dispersion. Considerable research has focuscd on its
use to predict the movement and dispersion of gases and solids from a varicty of sources, such
as power plants, vehicles and agricultural buildings. Although less well documented,
researchers have used CFD to predict neutrally buoyant or suspended contaminant movement

through water. A summary of a number of these studies is presented below.

Glekas (1995) and Christodoulou et al. (1995) predicted the movement and dispersion of
contaminants that were being discharged into the Mediterrancan Sca from an outfall pipe
connected to the sewage treatment plant in Limassol, Cyprus. Glckas (1995) modclled the
process in three dimensions using the standard k-e¢ turbulence model. No validation was
presented for the flow field, but a comparison between numerical and measured concentration
distributions at two distances from the shore showed a good agreement considering the
simplifying assumptions that were made. The study conducted by Christodoulou et al. (1995)
modclled the processes using a two dimensional variable depth model. As with the study of
Glekes, simplifying assumptions were required for the current and thermal variations. The data
presented for the flow field and concentrations of BOD and Nitrogen indicated that the

movement of the contaminant was significantly affccted by the direction of the wind, with an
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easterly wind direction causing the contaminants to be washed into the bay. No validation was
presented, although the authors claim the comparison with available current measurements was

good.

A number of studies have used CFD to model flow patterns and tracer movement in large
volumes of enclosed water such as reservoirs (Ta and Brignal, 1998), ponds (Wood et al., 1998,
Shilton, 2000) and lagoons (Salter et al,, 2000). These studies were initiated because of
concerns about the operating performance, usually in respect to short circuiting cffects. The use
of CFD in these studies has generally been to investigate the impact on the retention times of
using baffles and/or moving the inflow and outflow locations. However, the lack of validation
data and the poor reporting of the numerical procedure has limited these studies. The studies by
Ta and Brignal (1998) and Salter et al. (2000) presented little regarding the numerics and no
validation data for the flow or tracer movement. Shilton (2000) provided validation data that
showed the CFD velocity predictions were of the same order of magnitude, but no validation
data was presented for the tracer movement. Of the four studies considercd, Wood et al. (1998)
provided the most comprehensive details of the numerical model. Validation was not presented
for the flow field, but the tracer predictions were compared with experimental data. Various
geometric configurations were considered in two dimensions, but the comparison was generally
poor. It was suggested that this discrepancy was primarily caused by the two dimcnsional

model’s inability to correctly predict the jet from the inlet.

Domgin et al. (1997) used CFD to replicate the experiments of Calabrese and Middleman
(1979) who measured the radial spreading of chemicals in a straight vertical pipe filled with
water. The k-¢ turbulence model was used to predict the flow ficld, but no other information
was presented regarding the discretization scheme or mesh. A comparison made between the
prediction of turbulent kinetic energy and experimental data showed significant differences.
The model’s constants were therefore altered to produce a better fit. Three chemicals were used
in the study; n-Heptane (p = 695 kg/m’), Butyl Benzoate (p = 1000 kg/m®) and Carbon
Tetrachloride (p = 1595 kg/m3). As with the laboratory measurements, the chemicals were
relcased from the centre of the pipe and the radial dispersion recorded. The particle tracking
model was used to transport individual droplets of each chemical, using at least 5000

trajectories. The radial dispersion was calculated from Equation ( 2.25).

The experiments conducted by Calabrese and Middleman (1979) suggested that the size of the
chemical droplet did not influence the dispersion, but the CFD results showed a significant
change. A comparison between the CFD predictions of radial dispersion and the measured
values showed the larger particles produced the same trends as the measured data, but with a
constant offset. The authors suggested this offset might be the result of the laboratory injection
device disturbing the flow field. The particle tracking model was altered to include extra terms,

but these did not affect the numerical predictions significantly.
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Hancu et al. (2002) reported on a study that used CFD and experimental data to investigate
water flow through five partially blocked open channels, and contaminant transport through one
of the configurations. The geometry of each channel was carefully meshed to ensure a high
resolution in regions that had the largest gradients of fluid velocity, and grid indcpendence was
claimed. The contaminant transport was modclled using the advection diffusion cquation
described in Section 2.4.8. The turbulent Schmidt number was taken as 0.7 throughout, as no
significant differences werc obscrved when altering it. No mention is made regarding the
choice of time stcp or temporal discretization scheme. Salt was used as the tracer in the
experiments and the same propertics and amount were used in the numerical model. The
change in concentration of salt with time was mcasured at the upstream site one hundred
seconds after the initial injection.  Assumptions were thercfore made regarding the

concentration in the numerical model during this time.

A visual comparison made between the CFD model and experimental data showed that the
numerical model correctly predicted the global features of the flow ficld, including some of the
recirculation effects. Visual data was also prescnted for predictions of salt concentration for one
of the channel configurations. Four snap shots of time are presented that show the build up of
contaminant behind the obstruction. Six points within the flow are compared with experimental
data between one hundred and seven hundred seconds (approximately half of the peak
concentration) after injection. The CFD results show approximatcly the same change in
concentration with time, with the authors attributing some of the differences to the assumptions
that were made about the initial injection. Although of interest this study is limited by the lack
of numerical comparisons for the flow ficld, and the assumptions regarding the injection of the

salt.

2.5 Fully developed pipe flow

Flow through pipcs is of fundamental importance to many ficlds of engincering. Consequently,
a number of experimental studies have been undertaken, with new ones being initiated with
improvements in measurement technology. Key studies are presented in Section 2.5.2. These
studies, and others on flat plates, have demonstrated that distinct regions exist within the flow.
They have been used to develop a number of empirical, or semi empirical, correlations to
describe the flow properties. The extent of the regions and equations used to predict the
velocity distribution within them is discussed in Scction 2.5.1. The equations derived for a flat
plate are also presented as the flow in the near wall region is the same. When the data is
presented for a flat plate the notation y and J are used, with y being the distance from the wall

and 0 being the boundary layer thickness. For pipe flow the boundary laycr thickness is the
same as the pipe radius.
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2.5.1 Pipe flow

Numerous experiments have shown that the flow through a pipe or over a flat plate can be
subdivided into three regions; an inner region, an outer or core region, and an overlap region. In
the inner region the flow is almost laminar and is dominated by molecular viscosity, while in the
outer region the flow is dominated by turbulent shear. The overlap region is between these two
layers and the effects of molecular viscosity and turbulence are both important. Many texts

describe the processes in each layer, most notably Schlichting (1968) and White (1991).

U'=25Iny'+5.5

Buffer layer
Overlap region
Outer region
Viscous Buffer Overlap
sublayer layer l region

y'~5 y*~ 30-60

Figure 2.12 Subdivision of pipe flow

2.5.1.1 Inner region

In the inner region the flow is influenced by viscous effects and does not depend on free stream
parameters. The velocity depends only upon the distance from the wall (p), the fluid density (p)
and viscosity (¢), and the wall shear stress (7,) (White 1991):

U=/f,vp urt,)

Using dimensional analysis the following equation, which is often referred to as the law of the

wall, was derived:

Ut - - fw[%] = /") (2:55)
The inner region may be further subdivided into a viscous sublayer and a buffer layer. Within
the viscous sublayer the velocity will vary linearly with the distance from the wall, which
explains why it is sometimes called the linear sublayer. This layer is extremely thin and will
probably only extend to a y* value of around five (Schlichting, 1968; White, 1991). Between
5<y" <30 (Tennckes and Lumley, 1990; White, 1991) or 5 < y* < 70 (Schlichting, 1968;
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Geropp and Odenthal, 2001) the buffer layer exists. In this region the velocity profile is neither

linear nor logarithmic, but is instead a smooth merge between the two.

2.5.1.2 Outer Region

In the outer layer, or core region, the wall acts to retard the local velocity below the maximum
velocity in a way that is independent of the viscosity, but dependent upon the distance from the
wall (y), the wall shear stress (7,), the fluid density (p) and the boundary layer thickness (&),
which for pipe flow would be the radius (Versteeg and Malalasckera, 1999):

U-=£(»6,p1,)

It is customary to express this relationship in terms of the velocity defect, or the difference

between the local velocity U at position y from the wall and the maximum flow velocity U,

Upx U _ y
__(7.___,2(5) (2.56)

This formula is called the velocity defect law. At present there is no agreement as to the form of

the function f;. Schlichting (1968) developed the following equation which is widely used:

Q"E"-:—Ubl-hl(!-)ﬂi (2.57)
U xk \6

The constant x is referred to as Von Karman’s constant and the value is often taken as 0.4,
Schlichting (1968), however, proposed a value of 0.36 and White (1991) 0.41. Schlichting
(1968) assumed the other constant A was zero when he favourably compared the results with
experimental data. For pipe flow Tennekes and Lumley (1990) demonstrated that a value of -1

was appropriate.

This is not the only form of the velocity defect law. Schlichting (1968) proposed two further

methods which he attributes to Von Karman and Darcy respectively:

Umax:U=_l_{ln[1_ , _Z]+ ’1_1} (2.58)
U 'y J )

3

_U_nﬂx_:_g=5,03(1_l)2 (2.59)
U )

Schlichting (1968) compared equations ( 2.57 ), ( 2.58 ) and ( 2.59 ) with experimental pipe
flow data. Equation ( 2.57 ) produced the best comparison over the cross section, while
Equation ( 2.59 ) was only reliable in the region 0.25 <y/8 < 1.0.
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An alternative approach is to use the empirical power law proposcd by Prandtl, and developed

using the experimental data from Nikuradse’s (1932) pipe flow experiments:

1
Y =[L]" (2.60)
U

max

where r is the distance from the wall and R is the pipc radius

The value of n is not constant and will change according to Reynolds number. For pipe flow
Schlichting (1968) demonstrated that if the value of n is corrcctly calibrated with Reynolds

number it will give a good match with experimental data until close to the pipe centre.

More recently Gersten and Herwig (1992) developed a new velocity defect law for pipe flow.
When the equation was compared with the LDA velocity mcasurcments of pipe flow, the

maximum deviation was 1.5 % (Geropp and Odenthal, 2001).

Upxe —U _ 1 rY| 1 rY
-—l-],——_;lnli1+(C—1)[EJ ]—;ln[l—(ﬁ] ] (261)

In this equation r is the distance from the pipe centre. Von Karman’s constant, x, should be

taken as 0.407, and the constant C as 2.09.

2.5.1.3 Overlap region

The inner and outer layers merge smoothly in the overlap region. In this region both the viscous
and turbulent effects are important and the velocity varies logarithmically with the distance
from the wall, which is why it is often called the log law layer. Schlichting (1968) proposcd the

following relationship:

U+=ilny*+B (2.62)
K
The values most commonly taken for the constants are bascd on the experiments of Nikuradse,

where B = 5.5 and x = 0.4, although other values have been proposed between x= 0.36 to 0.419
and B = 3.8 to 5.85 (Datta, 1993).

There is not an agreement over the extent of the log law layer. Verstceg and Malalasckera
(1995) suggest a range of 30 < ¥ <500, or 2 % < y/6< 20 %. White (1991) used experimental
data to demonstrate a range of 35 <y <350 or 2 % < y/6< 20 %. Alternatively, Datta (1993)

suggest for pipe flow the wake is only slight and conscquently the log law layer is valid to the

pipe axis.
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2.5.2 Experimental measurements of pipe flow

Laufer (1954) collected the first complete set of pipe flow data. The tests were conducted in
straight brass tube 5 m long with an internal diamecter of 247 mm. Mecasurcments were
principally taken using a hot wire anemometer (HWA) in fully devcloped pipe flow
corresponding to Reynolds numbers of 50000 and 500000 (Rc bascd on centreline velocity).
HWA works by inserting a heated wire into a flow and recording hcat loss. The hcat loss can
then be converted into a fluid velocity in accordance with convective thcory. Although the
study focused on near wall conditions, measurements of mean velocity, Reynolds shear stress,

turbulent dissipation and energy spectra were taken over the cross section.

Lawn (1971) questioned the measurement and analysis tcchnique of Laufer (1954), particularly
the assumptions used to determine the dissipation of encrgy. Laufer only mcasured five of the
contributions to the dissipation rate, and assumed isotropic relations may be used to derive the
remainder. This may be valid in the turbulent core, but is not valid in thc near wall region.
Lawn performed further HWA tests using a pipe 144 mm in diameter and 60 diameters in
length. Along with spectral analysis, measurements of the axial velocity and the Reynolds shear
stress are presented at five Reynolds numbers ranging from 36700 to 249000. Lawn concluded
that although this work was an enhancement of previous studics, particularly with respect to the
measurements of the dissipation of energy, further progress was restricted because of the
limitations of HWA technology.

Schildknecht et al. (1979) used HWA and Pitot tubces to investigate the influcnce of suction on
flow properties in fully developed pipe flow at a Reynolds number of 17250. The pipe was 50
mm in diameter and 9 m long. The effect of suction was investigated on a varicty of flow
parameters including the mean axial velocity, mean radial velocity, Reynolds shcar stress,
turbulent kinetic energy and turbulent dissipation rate. Schildknecht er al. (1979) also
questioned the assumptions Laufer (1954) used to calculate the dissipation of encrgy. This data

set is regarded as the most comprehensive collected using HWA tcchnology.

Durst et al. (1995) used laser Doppler anemometry (LDA) measurements to dctermine mcan
velocity and turbulence statistics in the near wall region. LDA techniques are not intrusive and
therefore useful for measuring flow properties, particularly in the ncar wall rcgion where the
invasive measuring technique of HWA can cause serious errors. Most of the experiments were
conducted at a Reynolds number of 7442. The majority of the tests were conducted in the
region 0 < y' < 300, although some experiments focused on the ncar wall region below a y*
value of 30. This data set is regarded as being the most extensive and accurate for the ncar wall

region.

Eggels et al. (1994) reported on the HWA mecasurements of Weiss (1993) and the LDA and
particle image velocity (PIV) measurements of Westerweel (1993) collected at a Reynolds
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number of 7000 (based on centreline velocity). The mcasurcments taken using the HWA
technique were shown to be accurate to within 1 % for the mcan velocity mecasurements at the
pipe centre, and to about 4 % close to the wall. The LDA and PIV expcriments were conducted
on a pipe 127 mm in diameter, with measurements taken 130 pipe diamcters downstrcam of the
inlet. The estimated error for the measured mean velocity was about 0.3 %. There is gencrally
a good agreement between the three mcasurement tcchniques. Westerweel et al. (1995)
extended this work to include measurements taken using digital particle image velocimetry

(DPIV).

Geropp and Odenthal (2001) used LDA techniques to mcasure the change in cross sectional
velocity of flow a pipe. The pipe had an internal diamcter of 76 mm and a length of 6.08 m.
Tests were conducted at Reynolds numbers of 149000 and 186000. Forty five mcasurement
positions were used to develop the profile, at a spacing of 1 mm closc to the wall and 2 mm
towards the centre of the pipe. For each reading 1000 samplcs were taken and averaged. Tests
showed the total measurement error of the LDA system should be less than 1.5 %. Results from

these experiments were used to confirm the velocity profile equation proposcd by Gersten and
Herwig (1992), Equation ( 2.61 )

2.6 Summary

Although CFD has been used in water engincering applications, the studics that have been
undertaken lack convincing validation for the flow ficld and/or the solute transport predictions.
They also lack information on the precise set-up options adopted, and/or scnsitivity analysis on

the available options.

Given the large range of modclling options embodicd in modern CFD codes (sce for example
the discussion on turbulence modelling approaches) it was fclt that there was a need for a
comprehensive parametric study on both the flow ficld and solute transport modclling options.
Although the ultimate aim might be to provide a general methodology applicable to the whole
range of sewer hydraulic structures, the simplest type of hydraulic structure - a pipe flowing

full — was selected as a starting point for the rescarch.

This chapter has also highlighted studics that provide appropriate validation data for both the

flow field and the solute transport occurring within a surcharged pipe.

The next two chapters explore the feasibility of using each of the two transport modcls
described in Section 2.4.8, whilst Chapters 5 and 6 focus on validation of the flow ficld and

solute transport predictions respectively.
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3 Feasibility study on the species
transport model

3.1 Introduction

The aim of this research was to determine whether computational fluid dynamics (CFD) may be
used to accurately predict the transport of a solute tracer through a straight pipe. The Fluent
CFD software (Fluent, 1998) was used throughout the study, with the reasons for choosing
Fluent presented in Chapter 2. The discrete phase model and the species transport model
contained within Fluent may be used to predict the transport of a solute. Two feasibility studies
were initially conducted to examine the viability of their use. The objectives of the feasibility

studies were to determine:
e How to use the models to predict the transport of a solute
e The sensitivity of the predictions to the modelling options selected
e  Whether a robust modelling approach was attainable
e  Whether the data could be extracted in a form that would allow further analysis
e  Whether the available computing resources were sufficient to run the models

e  Whether the simulation times were too long to make them viable approaches

This chapter reports on the feasibility study relating to the species transport model, while

Chapter 4 reports on the study relating to the discrete phase model.

The predictions obtained from the species transport model are known to be dependent upon the
modelling options selected. This includes the schemes to discretize the governing equations, the
choice of transport model (reacting or non reacting), the physical properties of the species and
the simulation technique. The modelling options that are most relevant to the transport of a non

reacting species are described in Section 3.2

A major component of both feasibility studies were two parametric studies that evaluated the
impact of the modelling options on the prediction of solute transport. The modelling options
considered during the species transport model parametric study were the spatial and temporal
discretization schemes, the simulation technique and the available methods for introducing a

new species. Consideration was also given to how the transport was affected by a change in the

48



flow field and whether the predictions were the same in two and three dimensions. The findings

of the parametric study are presented in Section 3.3.

Section 3.4 summarises the species transport model feasibility study, including making

recommendations of appropriate modelling options to use.

In Chapter 4 a recommendation is made regarding which of the two transport models (i.e. the

species transport model or the discrete phase model) to consider for further investigation.

Perhaps the most appropriate method for determining the accuracy of a CFD model is to
compare the simulation predictions with measured data. A number of researchers have
measured the transport of a solute tracer through a straight pipe, including Taylor (1954) who
used the data to verify his theoretical longitudinal dispersion equation, Equation 2.18. This
study, however, chose to use the measurements reported by Guymer and O’Brien (2000). This
data set was chosen because the measurement technique was more accurate than the one used by

Taylor and because flow and tracer data were presented over a range of discharges.

3.2 The species transport model

The transport and mixing of a chemical species may be modelled in Fluent 5.5 by the species
transport model. The equations used in the model are analogous to the advection diffusion
equation that was described in Chapter 2. Additional models are also available to predict the
transport of a species with chemical reactions. The species transport model is described in
detail in the Fluent 5 User’s Guide (Fluent, 1998) and a summary was presented in Chapter 2.
When using the model to predict the movement of a non reacting species the following

modelling options are relevant:

Discretization

When performing a time dependent simulation the governing equations must be discretized in
both time and space. The segregated solver supports the first and second order implicit
formulation, or temporal discretization, schemes. The Fluent 5 User’s Guide (Fluent, 1998)
suggests that the first order implicit scheme is appropriate for most problems and it is the
default setting. The species transport model supports the first and second order upwind, power
law and QUICK spatial discretization schemes, with the first order upwind scheme selected by
default. The spatial discretization of the species transport equations is similar to that of the flow

equations.

Temporal discretization involves the integration of every term in the governing equations over a
time step Ar. If the time step is too large the truncation error inherent in the implicit scheme
will also be large, however, if the time step is too small it is not computationally efficient. The
Fluent 5 User’s Guide (Fluent, 1998) recommends the size of the time step be set to at least one

order of magnitude less than the smallest time constant in the system being modelled, with this
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being deemed to have occurred if ten to twenty iterations are required to obtain convergence at

each time step.

Simulation technique

Two methods are available for simulating the transport of a species. The first method solves the
species transport equations in isolation, termed cold or uncoupled processing, while the second
method solves the equations in conjunction with the flow equations, which from now on will be

termed coupled processing.

Species properties

The physical properties of each species and the mixture are required as inputs. This includes
specifying the density, molecular weight, absolute fluid viscosity and the molecular diffusion

coefTicient.

Introduction of the new species

The new species may be introduced from an inlet, or it may be patched directly into the domain.
For time dependent simulations the mass fraction of the new species entering the domain from
an inlet is required at each time step. This provides the opportunity to introduce a time varying

profile.

Mass diffusion

The species transport model contains a mass diffusion term that describes the spreading of the
tracer due to molecular and turbulent diffusion. The molecular diffusion term is defined by a
molecular mass diffusion coefficient and is specified as a constant throughout the domain. The
turbulent diffusion term cannot be specified directly, but is related to the turbulent viscosity by
the turbulent Schmidt number. The species transport model in Fluent 5.5 requires a constant
value to be specified for the turbulent Schmidt number throughout the domain. The default
setting is 0.7, but this may be altered to any non zero value. (It is not possible to alter the

turbulent Schmidt number when the k-e RNG turbulence model is used).

Convergence criteria

If the full processing technique is used the convergence criteria and maximum number of
iterations per time step need to be specified for both the discretized flow and species equations

If the simulations are performed using the uncoupled processing technique the convergence

criteria is only required for the discretized species equations.

If the residuals drop below the convergence criteria before the maximum number of iterations

has been performed, the simulation moves to the next time step. The default setting for the
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convergence criteria is 1 x107, but this may be set to any value, or turned off so that the
simulation always performs the maximum number of iterations. More information regarding

the residuals may be obtained from the Fluent 5 User’s Guide (Fluent, 1998).
3.3 Parametric analysis of the species transport model

3.3.1 Introduction

A parametric study was conducted to determine how the predictions of solute transport were
affected by the modelling options selected. Unless otherwise specified the tests were conducted
in the pipe described in Section 3.3.2. The modelling options considered during the parametric
study were the spatial and temporal discretization schemes, the processing technique and the
available methods with which to introduce a new species. The impact of these modelling
#options on the prediction of solute transport was considered over a range of time steps.
Consideration was also given to assessing how the predictions were affected by changes to the
flow field and whether they were the same in both two and three dimensions. Details of
modelling options considered in each of the parametric tests are shown in Table 3.1, with the

main focus of each test being as follows:

Parametric test 1:  Spatial and temporal discretization scheme
e Parametric test 2: Processing technique

e Parametric test 3: Introduction of the tracer

e Parametric test4: Flow field

e Parametrictest 5: 2Dand 3D

In each of the tests the tracer (dye) was introduced into the pipe at, or close to, the inlet. It was
then tracked through the pipe until the retained mass fraction was zero. Monitoring positions
were created over the cross section of the pipe at the inlet, outlet and at two metre intervals
along the length to record the change in the average mass fraction of dye with time, thus
creating a series of temporal profiles. Only one simulation was performed for each of the

modelling configurations because they are not stochastic and therefore reproduce exactly.

The properties of the new solute species were always specified to be the same as the primary

water phase (density 998.2 kg/m’, molecular weight 18.0152 kg/kgmol and absolute viscosity
1.003 x 10 kg/m s).

The molecular diffusion coefficient describes how the solute spreads due to molecular diffusion
in the primary water phase. The spreading was anticipated to be small as the density of the two
fluids was the same, so the value was set to 1 x10™'° m%/s, which is in the range recommended

by Rutherford (1994) for a solute in water. At this stage of the investigation the turbulent
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Test Solver Mesh Temporal Spatial Processing Convergence Tracer introduction Time steps considered (s)

No discretization scheme discretization scheme technique criteria method
3D 4 First order First order upwind Uncoupled 1x10° 1.2 s slug from the inlet 0.2, 0.1, 0.05, 0.01
3D 4 First order Second order upwind Uncoupled 1x10% 1.2 s slug from the inlet 0.2, 0.1, 0.05, 0.01
3D 4 First order Power Law Uncoupled 1x10° 1.2 s slug from the inlet 0.2,0.1,0.05

1 3D 4 First order QUICK Uncoupled 1x10? 1.2 s slug from the inlet 0.2,0.1,0.05
3D 4 Second order First order upwind Uncoupled 1x10? 1.2 s slug from the iniet 0.2, 0.1, 0.05, 0.01
3D 4 Second order Second order upwind Uncoupled 1x10° 1.2 s slug from the inlet 0.2, 0.1, 0.05, 0.01
3D 4 Second order Power Law Uncoupled 1x10° 1.2 s slug from the inlet 0.2,0.1,0.05
3D 4 Second order QUICK Uncoupled 1x10° 1.2 s slug from the inlet 0.2,0.1,0.05
3D 4 First order First order upwind Uncoupled 1x103 1.2 s slug from the inlet 0.2, 0.1, 0.05, 0.01
3D 4 First order First order upwind Coupled 1x10° 1.2 s slug from the inlet 0.2,0.1,0.05
3D 4 First order Second order upwind Uncoupled 1x10° 1.2 s slug from the inlet 0.2, 0.1, 0.05, 0.01
3D 4 First order Second order upwind Coupled 1x10* 1.2 s slug from the inlet 0.2,0.1,0.05

2 3D 4 Second order First order upwind Uncoupled 1x10° 1.2 s slug from the inlet 0.2,0.1,0.05, 0.01
3D 4 Second order First order upwind Coupled 1x10°® 1.2 s slug from the inlet 0.2,0.1,0.05
3D 4 Second order Second order upwind Uncoupled 1x10° 1.2 s slug from the inlet 0.2,0.1,0.05, 0.01
3D 4 Second order Second order upwind Coupled 1x10° 1.2 s slug from the inlet 0.2,0.1,0.05
3D 4 First order First order upwind Uncoupled 1x10° 1.2 s slug from the inlet 0.2, 0.1,0.05, 0.01
3D 4 Second order Second order upwind Uncoupled 1x10% 1.2 s slug from the inlet 0.2,0.1,0.05, 0.01
3D 4 First order First order upwind Uncoupled 1x10° 5 s slug from the inlet 0.2, 0.1,0.05, 0.01
3D 4 Second order Second order upwind Uncoupled 1x10° 5 s slug from the inlet 0.2, 0.1,0.05, 0.01
3D 4 First order First order upwind Uncoupled 1x10° 10 s slug from the inlet 0.2, 0.1, 0.05, 0.01

3 3D 4 Second order Second order upwind Uncoupled 1x10* 10 s slug from the inlet 0.2, 0.1, 0.05, 0.01
3D 4 First order First order upwind Uncoupled 1x10° Skewed profile from the 0.2, 0.01
3D 4 Second order Second order upwind Uncoupled 1x10° Skewed profile from the 0.2, 0.01
3D 4 First order First order upwind Uncoupled 1 x 107 Patch method 0.2, 0.01
3D 4 Second order Second order upwind Uncoupled 1x10% Patch method 0.2, 0.01

Table 3.1 The modelling options considered during the species model parametric study (continued overleaf)
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Test Solver Mesh Temporal Spatial Processing Convergence Tracer introduction Time steps considered (s)
No discretization scheme discretization scheme technique criteria method

4 3D 1,2,3,4,56 Second order First order upwind Uncoupied 1x10° 1.2 s slug from the inlet Time step independence

3D 1,2,3,4,5,6 Second order Second order upwind Uncoupled 1x10° 1.2 s slug from the inlet Time step independence

20 11,12,13, 14 Second order First order upwind Uncoupled 1x10° 1.2 s slug from the inlet Time step independence

5 2D 11, 12,13, 14 Second order Second order upwind Uncoupled 1x10° 1.2 s slug from the inlet Time step independence

3D 1,2,3,4,5,6 Second order First order upwind Uncoupled 1x10° 1.2 s slug from the inlet Time step independence

3D 7,8,9, 10 Second order Second order upwind Uncoupled 1x10? 1.2 s slug from the inlet Time step independence

Table 3.1 The modelling options considered during the species model parametric study (continued from previous page)




3.3.2 Development of the flow field

The same flow field was used as the basis for the majority of the tests during both the species
transport model and discrete phase model parametric studies. The flow field was developed
using the general guidelines presented in computational fluid dynamic text books and the Fluent
5 User’s Guide (Fluent, 1998). As the purpose of the parametric studies was to assess the
transport models, not the accuracy of the flow field predictions, a grid refinement study was not
conducted, nor were comparisons made to determine the impact of the different turbulence

models or discretization schemes.

The grid, or mesh, was constructed using the mesh generation software Gambit (Gambit, 1998).
The diameter of the pipe was set to 88 mm, the same diameter as the pipe used in the
experiments of Guymer and O’Brien (2000), and the length to 10 m. The pipe was meshed
using the Cooper volume meshing scheme. This scheme treats a volume as a logical cylinder
composed of two end faces and a barrel. The scheme projects the mesh from one of the end
faces through the volume the other end face. The quad pave scheme was used to mesh one of
the end faces. Grid density was controlled by specifying 40 nodal positions evenly around the
circumference, which resulted in 145 face elements. Using this face as an input, the Cooper
scheme replicated it 1448 times along the length of the barrel at intervals of 6.9 mm, making

7209960 elements in total. A cross section through the mesh is shown in Figure 3.1.

Three boundary conditions were specified. One end of the pipe was specified as a velocity inlet,
and the other a pressure outlet, while the barrel of the pipe was specified as a wall. The flow
was given the properties of water at approximately 20 °C (density 998.2 kg/m®, molecular
weight 18.0152 kg/kgmol and absolute viscosity 1.003 x 107 kg/m s). Flow entered through the
velocity inlet at a constant rate of 0.33 m/s evenly over the face. This is equivalent to 2 I/s or a
Reynolds number of 29040 (based on mean velocity and pipe diameter). The turbulence
parameters required for the velocity inlet and pressure outlet were based on this velocity., The
standard k-¢ turbulence model was used. Standard wall functions were used to model the near
wall region, and the roughness height was set to 1 x10° m. The pipe was set to a horizontal
position and gravity was modelled accordingly. Second order spatial discretization schemes
were used throughout, except for pressure velocity coupling which used the SIMPLE scheme.
The simulation was performed using the segregated implicit solver and was not stopped until

the residuals became constant.

Figure 3.1 shows how the velocity magnitude changed over the cross section of the pipe with
the distance from the inlet. At the inlet the velocity is constant over the face, except for the
boundary layer cells as they are computed by the wall functions. Downstream of the inlet the
shear stress from the wall retards the flow velocity in this region, so in order to obey continuity
the velocity increases in the core. The flow field was found to have become fully developed at a

distance of approximately 5 m or 55 D from the inlet.
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Figure 3.1 A cross section through the mesh and the change in velocity magnitude over the cross

section and with distance from the inlet

In the tests reported by Guymer and O’Brien (2000) it was assumed that the flow conditions
were fully developed by the first monitoring position. In order to create fully developed flow
conditions along the whole pipe length, a second simulation was performed. Values for the
three velocity components, the turbulent kinetic energy (k) and the turbulent dissipation rate ().
were recorded at each cell over the outlet face, creating what is referred to as a profile. These
values were then used as new inputs at the velocity inlet. Interpolation was not required as the
two face meshes were identical. Apart from this change the second simulation was performed
using the same modelling procedure as the first. Post processing showed the flow properties to
be constant along the length of the pipe and equal to the values from the profile. The average y'
value for the boundary layer cell was 58, which is within the recommended guidelines for the
use of wall functions. It is this second fully developed flow that was used as a basis for the

majority of the species transport parametric studies.
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3.3.3 Parametric test 1: Spatial and temporal discretization scheme

3.3.3.1 Test aims and model configurations

The aim of the first series of tests was to assess the sensitivity of the simulation results to the
choice of temporal and spatial discretization schemes over a range of time steps. Fluent’s
segregated solver supports two temporal discretization schemes, first and second order implict,
and four spatial discretization schemes, first and second order upwind, power law and QUICK.
Every combination of temporal and spatial discretization scheme was tested. When the first and
second order upwind schemes were used the following four time steps were considered: 0.2,
0.1, 0.05 and 0.01 seconds. When the Power Law or QUICK schemes were used the 0.01

second time step was not considered. This created 28 separate tests.

A slug of the tracer (dye) was introduced into the primary water phase from the velocity inlet
for 1.2 seconds. The movement of the tracer was then simulated until the mass fraction
remaining in the pipe was zero. However, for the tests that used the QUICK scheme, trace
elements always remained (a mass fraction of approximately 1 x10'"). In this case the
simulations were stopped when the mass fraction of the dye leaving the pipe was constant for

fifty or more iterations.

The simulations were performed using the uncoupled processing technique on the fully
developed flow field described in Section 3.3.2. The convergence criteria for the species
transport equations were set to 1 x107, with a maximum of 20 iterations per time step. For
most of the time steps convergence was obtained within three iterations. However, the
maximum number was required when the dye initially entered the pipe, or at the end of the
simulation when low concentrations were left in the pipe. Increasing the maximum number of
iterations would not have changed the solution as the residuals normally stabilised to a constant

value after approximately 10 iterations.

The amount of CPU time required to complete a simulation was mostly dependent upon the size
of the time step, and to a lesser extent upon the choice of temporal or spatial discretization
scheme. Key outcomes relating to Parametric test 1 are plotted in Figure 3.8 to Figure 3.15,

which have been grouped together at the end of this section.

3.3.3.2 Data analysis

Figure 3.2 shows a typical example of the spatial distribution of the tracer observed from the
tests, with the front of the tracer plume shown in the foreground. The mass fraction, or
concentration, was lower at the start and end of the plume, with a gradual increase to a peak
concentration at the centre. The concentration of the dye was not constant over the cross
section. This is in agreement with the work of Sayre (1968) (from Rutherford, 1994) who

demonstrated that the concentration does not become uniform over the cross section even when
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a tracer is well mixed. This occurs because velocity shear continually creates concentration

gradients that are never entirely removed by the turbulent mixing.
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Figure 3.2 An example of the spatial distribution of the tracer

Figure 3.8 shows the temporal profiles recorded at each of the monitoring positions for the tests
that used the first order temporal discretization scheme, while Figure 3.9 shows the temporal
profiles recorded from the tests that used the second order temporal discretization scheme. In
all of the tests the tracer is carried away from the point of discharge by the flow. As the tracer
moves downstream the peak mass fraction reduces and the tracer spreads, a process termed
longitudinal dispersion. The mean travel time of the tracer was approximately the same in all of
the tests, but the amount of longitudinal dispersion was dependent upon the choice of the

temporal discretization scheme and the size of the time step.

Moment analysis was used to provide insights into the transport, spread and conservation of the

tracer. The results of the moment analysis are presented below.

3.3.3.2.1 Mass

When modelling the transport of a tracer it is usual to first confirm that the mass of the tracer
has been conserved. The mass of the tracer at each of the monitoring locations was related to
the initial mass of the injection, with the relative mass at each of the locations shown in Figure
3.10. In the majority of the tests the mass of the tracer initially changed before stabilising to a
constant value. The distance required for the mass to stabilise was dependent upon the size of
the time step, with a longer distance required for larger time steps. For the tests that used the
second order temporal discretization scheme with a time step of 0.2 seconds the mass of the
tracer did not stabilise. However, the increase in the mass reduced with distance, suggesting

that the mass might stabilise over a longer distance. In some instances the mass of the tracer
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changed between eight and ten metres. This is a consequence of poor convergence when low
concentrations of dye remained in the pipe and is therefore not representative of what happens
at this distance. In all cases where the first order temporal discretization schemes were
employed the mass conservation errors never exceeded 1 %, while the errors with second order

temporal discretization were an order of magnitude greater (up to 12 %).

Figure 3.3 illustrates the significance of the time step size when using the second order temporal
discretization scheme. The plots show the temporal profiles recorded at the outlet from the tests
that used the second order upwind spatial discretization scheme, although the shape of the
profiles are similar for all of the tests that used the second order temporal discretization scheme.
In Figure 3.3 (a) the centroids of the profiles are at t = 0, while in Figure 3.3 (b) the peak
concentration of the profiles are at t = 0. When the time step of 0.2 seconds was used the mass
of the tracer at the outlet increased by approximately twelve percent. It appears that the extra
mass is not uniformly distributed and is not proportional to the concentration, but is added to the

start of the plume (shown to the left of the plots).
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Figure 3.3 The temporal profiles recorded at the outlet

The criteria used to determine whether the mass of the tracer was conserved were a stable mass
and a difference of less than one percent from the initial injection. This criteria was reached for
all of the tests that used the first order temporal discretization scheme, and for the tests that used
the second order temporal discretization scheme with a time step of 0.01 or 0.05 seconds. The
criteria were not reached for the tests that used the second order temporal discretization scheme
with a time step of 0.1 or 0.2 seconds. When the 0.1 second time step was used the mass of the
tracer was constant after four metres, but the change was greater than one percent. When the
0.2 second time step was used the mass of the tracer continually increased with distance, with

an increase of approximately ten percent from the initial mass at the outlet.
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3.3.3.2.2 Mean travel time

The mean travel time of the tracer between each of the monitoring positions is shown in Figure
3.11. As the discharge was constant, and the flow field was fully developed along the length of
the pipe, the mean travel time of the tracer should have been constant and equal to the mean
travel time of the flow, which was 6.06 seconds between the monitoring positions. The mean
travel time of the tracer was, however, not constant and was dependent upon the distance from
the inlet, the spatial and temporal discretization schemes, and the size of the time step. The
greatest change in the travel time occurred between the inlet to two metres and two to four
metres. This change was most likely caused by a combination of the injection method, slight
imperfections in the flow field close to the inlet and poor convergence when the tracer was first
introduced. Changes in the travel time, either a slight increase or decrease, also occurred along

the length of the pipe. These changes were caused by small variations in the flow field.

To determine the accuracy of the predictions, the mean travel time of the tracer was compared
to the mean travel time of the flow. The comparison was made between two and ten metres to
minimise the imperfections in the flow field close to the inlet and the variations in the flow field
along the length of the pipe. The mean travel times of the tracer over this distance are plotted
against time step in Figure 3.4. The mean flow rate was 0.33 m/s, resulting in a mean travel
time of 24.24 seconds over a distance of eight metres. When the time step was small, 0.05
seconds or less, all of the predictions of mean travel time were similar to the mean travel time of
the flow. When the time step was greater than 0.05 seconds the range of the predictions
increased and they were generally worse. However, all of the predictions were within one

percent of the mean flow and can be considered sufficiently accurate.

It is interesting to note that the predictions of mean travel time are not the same for the tests that
used the same temporal or spatial discretization scheme. However, the travel times predicted
using the second order upwind and QUICK spatial discretization schemes were almost identical

for both of the temporal discretization schemes and across all of the time steps.
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Figure 3.4 Mean travel times between 2 and 10 m (Parametric test 1)

3.3.3.2.3 Temporal variance

The temporal variance of the tracer at each monitoring location is shown in Figure 3.12, and the
difference in the temporal variance between monitoring positions in Figure 3.13. When the first
order temporal discretization scheme was used, or the second order temporal discretization
scheme with a time step of 0.01 or 0.05 seconds, the variance of the tracer increased linearly
with distance after two metres from the inlet, therefore following the idealised Fickian model
predictions described in Chapter 2. The increase in variance reduced with distance when the
second order temporal discretization scheme was used with larger time steps. The author is

unaware of any published data showing this under similar flow conditions.

The variance was dependent upon the size of the time step when the first order temporal scheme
was used. This is a result of numerical dispersion in the model. The cause of numerical
dispersion is discussed in Section 3.3.3.3. Numerical dispersion was less evident in the tests
that used the second order temporal discretization scheme, particularly when the time step was
0.1 seconds or less. To further illustrate the significance of the time step on the temporal
discretization schemes consider Figure 3.5. The plot shows a cross section through the pipe and
the spatial distribution of the tracer at the largest and smallest time steps from two of the tests
that used the first order temporal discretization scheme and two of the tests that used the second
order temporal discretization scheme. All of the tests show the tracer spreading. When the
second order scheme was used, the spread of the tracer was approximately the same for both of

the time steps, but when the first order scheme was used the spread of the tracer was different,

with considerably more dispersion at the larger time step.
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3.3.3.2.4 Coefficient of skewness

Figure 3.14 shows the coefficient of skewness of the tracer at each monitoring position. Tests
that used the first order temporal discretization scheme, or the second order temporal
discretization scheme with a time step of 0.01 or 0.05 seconds showed the same trends. The
coefTicient initially increased and became positive. A peak value was reached a short distance
from the inlet, followed by a continuous reduction, therefore following the idealised Fickian
model. When the second order temporal discretization scheme was used with a time step of 0.1
or 0.2 seconds the coefficient initially increased, but was negative. When the time step of 0.1
seconds was used the coefficient remained approximately constant with distance, but when the
0.2 second time step was used the coefficient continually increased with distance, although the

rate of increase reduced.

These differences may be attributed to the conservativeness of the modelling configuration.
Figure 3.3 shows the temporal profiles recorded at the outlet from two of the tests that used the
second order temporal discretization scheme. When the 0.1 and 0.2 second time steps were
used the model created extra mass that was added to the front of the tracer plume and it is this

that created the negative skewness.

According to the definition of the equilibrium zone proposed in Chapter 2 the tracer entered the
zone after two metres from the inlet in all of the tests that used the first order temporal
discretization scheme, and in the tests that used the second order temporal discretization scheme
with a time step of 0.01 or 0.05 seconds. This was a comparatively short distance as the general
guidelines for river flow is 100 - 300 channel widths (Rutherford, 1994). Less distance was
needed in the CFD models because the tracer was evenly injected over the cross section,
whereas for river studies the tracer usually originates from a single point source, and as a
consequence takes longer to become fully mixed. For the remaining tests the criteria for the
equilibrium zone was not reached and the movement of the tracer could not, therefore, be
accurately modelled using the one dimensional form of the advection diffusion equation,

Equation 2.16.

3.3.3.2.5 Longitudinal dispersion coefficient

Figure 3.15 shows the variation in the longitudinal dispersion coefficient between monitoring
positions. For all of the tests that used the first order temporal discretization scheme, and for the
tests that used the second order temporal discretization scheme with a time step of 0.01 or 0.05
seconds, the dispersion coefficient was constant with distance once the tracer was in the
equilibrium zone. To confirm that the calculated values of the dispersion coefficient were
accurate the temporal profiles recorded at two metres were routed downstream to ten metres
using the constant value of the dispersion coefficient and the frozen cloud assumptions

discussed in Chapter 2. The comparison between the predicted and recorded profiles was
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excellent, with a typical R? value of greater than 0.999. An example is shown in Figure 3.6 (the
data presented is for the test that used the second order temporal discretization scheme, second

order upwind spatial discretization scheme and a time step of 0.01 seconds).
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Figure 3.6 An example of the predicted and recorded profiles

The dispersion coefficients obtained from the equilibrium zone are plotted against time step in
Figure 3.7. For the tests that used the second order temporal discretization scheme and a time
step of 0.1 or 0.2 seconds an average of the values between 6 and 10 m is presented. When the
first order temporal discretization scheme was used the value of the coefficient was mostly
dependent upon the size of the time step and to a lesser extent upon the spatial discretization
scheme. The coefficient increased almost linearly with time step, resulting in approximately
three times the amount of dispersion at a time step of 0.2 seconds compared to a time step of
0.01 seconds. This again demonstrates numerical dispersion in the model. The coefficient was
independent of the size of the time step and dependent only upon the choice of the spatial
discretization scheme when the second order temporal discretization scheme was used with a
time step equal to, or below, 0.05 seconds. At larger time steps the coefficient appeared to
became dependent upon the size of the time steps as well. However, these values are not true
reflections as the criteria to use the one dimensional form of the advection-diffusion equation

had not been met.
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Figure 3.7 Variation in the longitudinal dispersion coefficient with time step (Parametric test 1)

3.3.3.3 Conclusion

In this series of tests the impact of the temporal and spatial discretization schemes on the
predictions of solute transport were considered over a range of time steps. Two temporal and
four spatial discretization schemes were considered. The tests demonstrated that the choice of
the temporal discretization scheme was more significant than the choice of the spatial

discretization scheme

The predictions were robust when the first order temporal discretization scheme was used. At
every time step the mass conservation criteria was reached, the mean velocity of the tracer was
approximately the same as the mean velocity of the flow and the change in the variance and
coefficient of skewness with distance followed the idealised Fickian model. However the
predictions made by the model suffered from numerical dispersion, shown by a change in the
spread of the tracer with time step. This occurred even though the number of iterations used per

time step was within the guidelines recommended by the Fluent 5 User’s Guide (Fluent, 1998).

The predictions made by the second order temporal discretization scheme were not robust at all
of the time steps. When the 0.1 or 0.2 second time steps were used the mass conservation
criteria was not reached. Extra mass was added to the start of the tracer plume causing the
variance to increase non linearly and the coefficient of skewness to become negative. The
model’s predictions were robust when the 0.01 or 0.05 second time steps were used, shown by
mass conservation, accurate travel time predictions and a linear increase in the variance. The

effects of numerical dispersion on the predictions were much less, with time step independence

being judged to have occured below 0.05 seconds.

An amount of numerical error must occur in CFD models because higher order terms are missed
out when representing the governing equations in a discrete form. The errors that occur are

often referred to as truncation errors. Higher order schemes include more higher order terms
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which reduces the truncation error. The effects of the missing terms become more significant
when the time step is large. This is demonstrated in Figure 3.7. The truncation error was
practically removed below a time step of 0.05 seconds when the second order temporal
discretization scheme was used. If the relationship between dispersion coefficient and time step
continued, the truncation error in the first order temporal discretization scheme would have been

present until an infinitely small time step was used.

These observations suggest that only the predictions made by the second order temporal
discretization scheme at a time step of 0.05 seconds or below were accurate and robust for the
purposes of modelling dispersion in a pipe. However, the first order temporal discretization
scheme should not be eliminated at this stage as the poor performance may well reflect other
assumptions that have been made in the model set up. For this reason the option is retained for

the following two parametric tests.

The tests demonstrated the predictions made by that the first order upwind and the power law
spatial discretization schemes, and the second order upwind and QUICK spatial discretization

schemes were similar. Therefore to save time and resources only the first and second order

upwind schemes were considered further.
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Figure 3.15 Longitudinal dispersion coefficient (Parametric test 1)
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3.3.4 Parametric test 2: Processing technique

3.3.4.1 Test aims and model configurations

This series of tests assessed the sensitivity of the predictions to the two processing techniques
available in Fluent 5.5. The first method solves the species transport equations in isolation,
termed uncoupled processing, while the second method solves the equations in conjunction with
the flow equations, termed coupled processing. The uncoupled processing technique was used
in Parametric test 1. To save time and resources the same tests were repeated using the coupled
processing technique because this reduced the number of new simulations that were required
with which to make a comparison. The previous tests demonstrated that the predictions made
by the first order upwind and the power law spatial discretization schemes, and the second order
upwind and QUICK spatial discretization schemes were similar. A further saving was therefore
made by only considering the first and second order upwind schemes. The simulation time was
considerable when using the coupled processing technique (in excess of one week for some

tests). Therefore, only the 0.2, 0.1 and 0.05 second time steps were considered. In total twelve

new simulations were performed.

The flow field used as a basis for both of the simulation techniques is described in Section 3.3.2.
In an attempt to obtain a fully converged solution at each time step the convergence criteria was
set to 1 x10%, but otherwise the flow field modelling options were unchanged. A maximum
number of twenty iterations were permitted at each time step. The maximum number was
always required because the residuals for the discretized continuity equation did not drop below
1x10®.

The amount of CPU resources required to simulate using the coupled processing technique was

considerable, taking approximately 10 times longer than the uncoupled processing technique.

3.3.4.2 Data analysis

Figure 3.16 shows the temporal profiles recorded when the first order temporal discretization
scheme was used, while Figure 3.17 shows the temporal profiles recorded when the second
order temporal discretization scheme was used. When the uncoupled and coupled processing
techniques are compared it can be seen that the temporal profiles are nearly identical, which
demonstrates that the transport of the solute was not significantly affected by the processing
technique. A detailed comparison between the profiles using moment analysis was undertaken,

but is not presented because it provides no new insights.

76



3.3.4.3 Conclusion

There was no significant differences between the predictions of solute transport made using the
uncoupled and coupled processing techniques. This occurred because the flow field was fully
developed at the start of the test and no flow field modelling options were changed. The small
differences between the predictions was most likely to have been caused by the species transport
equations being resolved to 1 x10” instead of 1 x10”. Subsequent tests were conducted using
only the uncoupled technique as the coupled processing technique required substantially more

CPU time.
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3.3.5 Parametric test 3: Introduction of the tracer

3.3.5.1 Test aims and model configurations

The aim of the third parametric test was to assess the impact on the predictions of the methods
available for introducing the tracer. Two different methods were considered. The first
introduced the tracer from the velocity inlet, as was done in Parametric tests 1 and 2, while the
second patched the tracer directly into the pipe. The mass fraction of tracer entering must be
specified at each time step when introducing a new species from an inlet, thus providing the
opportunity to create a temporal profile. Three different slug injections were considered, of
duration 1.2, 5 and 10 seconds, and one skewed profile where the mass fraction of tracer
entering increased rapidly and then reduced to zero over a period of ten seconds. When the
patch method was used, tracer, with a mass fraction of one, replaced the water component

between 0.5 and 1 metre from the inlet.

When the slug injection method was used the following four time steps were considered: 0.2,
0.1, 0.05 and 0.01 seconds. When the skewed inlet profile and patch methods were used only
the 0.2 and 0.01 second time steps were considered. Two combinations of discretization
scheme were considered, first order temporal discretization with first order upwind spatial
discretization and second order temporal discretization with second order upwind spatial
discretization. This created 32 separate tests. However, only 24 new simulations were required
as the tests for the 1.2 second slug injection were identical to the tests described in Parametric

test 1.

The simulations were performed using the uncoupled processing technique on the flow field
described in Section 3.3.2. This method was chosen because it was considerably quicker than
the coupled processing method and Parametric test 2 had demonstrated that there was no loss of
accuracy. The movement of the tracer was monitored until the mass fraction left in the pipe was
zero. The convergence criteria for the species transport equations was set to 1 x107, with a
maximum of 20 iterations per time step. The maximum number was required when the tracer
initially entered the pipe, or at the end of the simulation when low concentrations were left in

the pipe.

The amount of CPU time required to complete the simulations was dependent upon the injection
method. When the dye was introduced from the inlet more time was needed for the longer
injections and for the skewed injection. The amount of CPU time required for the patch method

was less for a comparable injection size because the dye was introduced downstream of the

inlet.

Key outcomes relating to Parametric test 3 are plotted in Figure 3.18 to Figure 3.25, which

have been grouped together at the end of this section.
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3.3.5.2 Data analysis

The temporal profiles from the tests that used the 1.2 second slug injection are shown in Figure
3.8 Figure 3.9, while the temporal profiles relating to the other modelling options are shown in
Figure 3.18 and Figure 3.19. The shapes of the temporal profiles were very different, reflecting
the differences in the type and length of the introduction method. However, all of the tests
showed the tracer being transported with the flow and the effects of longitudinal dispersion.
Regardless of how the tracer was introduced into the system, all of the tests that used the first

order temporal discretization scheme showed signs of numerical dispersion.

3.3.5.2.1 Mass

The mass of the tracer was calculated at each of the monitoring positions and was related to the
mass of the initial injection. It was not possible to do this for the tests that used the patched
method, so the mass at each monitoring position was related to the mass of the tracer that was
calculated at two metres. Figure 3.10 shows the relative mass of the tracer at each of the
positions for the tests that used the 1.2 second slug injection, while Figure 3.20 shows the
relative mass at each of the positions for the remaining tests. The injection method did not
affect whether the mass of the tracer stabilised, with the mass not stabilising for any of the
methods when the second order temporal discretization scheme was used with a time step of 0.2
seconds. The method used to introduce the tracer did, however, affect the relative difference in
the mass. Consider the mass of the different slug injections. As the length of the injections
increased, and as a consequence the mass of the tracer increased, the relative difference in the
mass reduced. Therefore, the tests that used the least amount of tracer, namely the 1.2 second

slug injection and the patched method, produced the greatest relative errors.

The criteria used to determine if the mass of tracer was conserved were a stabilised mass and a
variation of less than one percent from the original mass. This criteria was reached for all the
tests with the exception of the ones that used the second order temporal discretization scheme
and a time step of 0.2 seconds, and the second order temporal discretization scheme and a time

step of 0.1 seconds when the 1.2 second slug injection was used.

3.3.5.2.2 Mean travel time

Figure 3.11 shows the mean travel time of the tracer between the monitoring positions for the
tests that used the 1.2 second slug injection, while Figure 3.21 shows the mean travel time for

the remaining tests. The travel time was not significantly affected by the method used to

introduce the tracer and is therefore not considered further.

3.3.5.2.3 Temporal variance

Figure 3.12 shows the temporal variance of the tracer at each of the monitoring positions for the

tests that used the 1.2 second slug injection, while Figure 3.22 shows the temporal variance of
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the tracer at each of the monitoring positions for the remaining tests. The initial variance, or
spread, of the tracer was dependent upon the shape and size of the introduction method. For
instance, the variance for the 10 second slug injection was greater than the variance for the 1.2
second slug injection. When the second order temporal discretization scheme was used the size
of the variance at a point downstream was related to the size of the initial injection and the
distance from the inlet. When the first order temporal discretization scheme was used the size
of the variance at a point downstream was also affected by the size of the time step. This was

due to numerical dispersion in the model.

Figure 3.13 shows the difference in the temporal variance between the monitoring positions for
the tests that used the 1.2 second slug injection, while Figure 3.23 shows the difference in the
temporal variance for the other tests. Although the magnitude of the variance was affected by

the introduction method the change in the variance between monitoring positions was not.

3.3.5.2.4 Coefficient of skewness

Figure 3.14 shows the coefficient of skewness of the tracer at each of the monitoring positions
for the tests that used the 1.2 second slug injection, while Figure 3.24 shows the coefficient for
at each of the monitoring positions for the other configurations. The injection method did not
affect whether the tracer became positively or negatively skewed. The exception to this was the
test that used the skewed injection profile with the second order temporal discretization scheme
and a time step of 0.2 seconds. In this instance the profile became positively skewed. This
occurred because the injection profile created a positive skewness that required the tracer to
travel for a longer distance to remove. The value of the coefficient was affected by the method
used to introduce the tracer and as would be expected the coefficient was greatest for the
skewed injection profile. When the slug injection method was used the size of the coefficient

reduced as the size of the injection increased.

3.3.5.2.5 Longitudinal dispersion coefficient

Figure 3.15 shows the longitudinal dispersion coefficient between the monitoring positions for
the tests that used the 1.2 second slug injection, while Figure 3.25 shows the coefficients for the
remaining modelling options. The longitudinal dispersion coefficient was not significantly

affected by the method used to introduce the tracer and is therefore not considered further.
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3.3.5.3 Conclusion

This series of tests demonstrated that the choice of the introduction method did affect the shape
of the temporal profile at each monitoring position, but did not affect the travel time or the
amount of longitudinal dispersion between the positions. This was to be expected because the
equations governing these processes were the same regardless of the introduction method. It

does, however, suggest that the predictions made by the model were robust.

Any introduction method would be appropriate to use in subsequent tests as the mean travel
time and longitudinal dispersion coefficient were primarily used to determine the sensitivity of
the simulation results to the modelling options selected. Therefore, the 1.2 second slug injection
was chosen because it was easy to set up and required the least amount of CPU time to complete

a simulation.

This parametric test, and the previous two parametric tests, have demonstrated that the
predictions made using the first order temporal discretization scheme generally suffered from

excessive numerical dispersion. It is therefore not considered further.
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Figure 3.18 First order temporal discretization temporal profiles (Parametric test 3)
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3.3.6 Parametric test 4: Flow field

3.3.6.1 Test aims and model configurations

The aim of this series of tests was to evaluate the sensitivity of the solute transport predictions
to the underlying flow field. The underlying flow field was altered by changing the mesh
density, with six mesh densities considered during the study. The modelling options that related
to the flow field and the species transport model were specified to be the same for each of the
meshes considered. A comparison was initially made between the flow fields to determine the
impact of the mesh density, and then between the species transport model’s predictions to

determine whether they reflected these differences.

Each mesh was constructed using the Gambit mesh generation software (Gambit, 1998). The
dimensions of the model were specified to have a length of 10 m and a diameter of 88 mm, the
same dimensions as in previous tests. The Cooper scheme was used to mesh the volume. This
scheme treats a volume as a cylinder, projecting one of the end faces through the volume to the
other end face. The quad pave scheme was used to mesh one of the end faces, with the mesh
density controlled by the number of nodes on the circumference. Using this face as the input
the Cooper scheme replicated it along the length of the pipe. The interval spacing on the length
of the pipe was determined by the Cooper scheme to minimise the aspect ratio. The overall
mesh density was therefore controlled by the number of nodes on the circumference. Details of

each mesh are shown in Table 3.2, and a cross section through meshes 1, 3 and 5 in Figure 3.26.

Mesh No. | No. of elements on [ No. of faces over the | Spacing on length | Total No. of elements
the circumference cross section (mm) in the volume
1 24 64 11.5 55744
2 30 88 9.2 95656
3 36 120 7.7 156480
4 40 145 6.9 209960
5 44 178 6.3 283554
6 48 198 5.8 343926

Table 3.2 The properties of the six meshes

Mesh §

Figure 3.26 Cross sections through meshes 1,3 and §
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The modelling options that related to the flow field were the same as the modelling options
described in 3.3.2. The number of spatial and temporal discretization schemes considered was
reduced to save time and resources. Only the second order temporal discretization was
considered, as the previous three parametric tests had demonstrated that the first order scheme
suffered from considerable numerical dispersion. Only the first and second order upwind
spatial discretization schemes were considered as Parametric test 1 had demonstrated that they
produced similar results to the power law and QUICK schemes respectively. This resulted in

two combinations of spatial and temporal discretization scheme, making twelve tests in total.

The analysis presented in Parametric test 3 demonstrated that the introduction method did not
affect the parameters of interest, namely the mean travel time and the longitudinal dispersion
coefficient. A slug of the tracer was therefore introduced into the primary water phase from the
velocity inlet for 1.2 seconds. The simulations were performed using the uncoupled processing
technique. This method was chosen because it was considerably quicker than the coupled
processing method and Parametric test 2 had demonstrated that there was no loss of accuracy.
The movement of the tracer was simulated until the mass fraction left in the pipe was zero. The
convergence criteria for the species transport equations were set to 1 x107, with a maximum of
20 iterations per time step. The maximum number was required when the tracer initially entered

the pipe, or at the end of the simulation when low concentrations were left in the pipe.

Time step independence was determined by using the longitudinal dispersion coefficient as the
determining factor. This parameter was selected because it incorporates both the transport and
spread of the tracer. An initial time step was selected, the simulation performed, and the
longitudinal dispersion coefficient determined from the equilibrium zone. The size of the time
step was then reduced (in most cases halved) and the process was repeated. If the value of the
coefficients were the same (or a difference of less that 1 %) the process was stopped as time step
independence was deemed to have been reached; if they were not the same the process was
repeated. Time step independence was determined separately for each of the spatial
discretization schemes, but it was found to occur at approximately the same time. Time step
independence was reached at 0.05 seconds for meshes one to four and at 0.02 seconds for

meshes five and six.

The amount of CPU time required for each simulation was related to mesh density, with more

time required as the number of elements in the domain increased.

Key outcomes relating to Parametric test 4 are plotted in Figure 3.28 and Figure 3.30, which are

presented at the end of this section.
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3.3.6.2 Data analysis

3.3.6.2.1 Flow field

Three flow properties were considered when determining the effect of the mesh density on the
flow field: the velocity magnitude, the generation of turbulent kinetic energy (k) and the
turbulent dissipation rate (¢). In order to record these properties a monitoring line was created
in the flow. When a cell touched the monitoring line the required flow properties were
recorded. The monitoring line was created along the pipe radius at a distance of five metres

from the inlet. The flow properties recorded along the line are shown in Figure 3.28.

The change in mesh density did not significantly affect the velocity magnitude and £ away from
the wall, but it did have a significant impact in the near wall region. For instance, at the wall the
value of ¢ from the finest mesh, Mesh 6, was approximately twice that of the coarsest mesh,
Mesh 1. The mesh density had little impact on the turbulent kinetic energy over the entire cross
section, although slight variations are evident in the coarsest meshes at a distance of

approximately 30 mm from the centre of the pipe

3.3.6.2.2 Temporal profiles

Figure 3.29 shows the temporal profiles recorded at each monitoring position. When the first
order upwind scheme was used the difference between the temporal profiles was almost
indistinguishable at all of the monitoring positions. When the second order upwind scheme was
used the mean travel time of the dye was approximately the same for all of the tests, but the
amount of longitudinal dispersion was related to mesh density, with greater dispersion occurring
with increased mesh density. The amount of longitudinal dispersion was greater when using the

first order upwind spatial discretization scheme for all of the mesh densities considered.

3.3.6.2.3 Mass

The mass of the tracer at each of the monitoring positions was related to the initial mass of the
injection, with the relative mass of the tracer at each location showed in Figure 3.30 (a). When
the first order upwind scheme was used the mass of the tracer had stabilised by two metres from
the inlet in all of the tests. When the second order upwind scheme was used the distance
required for the mass to stabilise was related to mesh density, with a longer distance required for
the coarser meshes. The relative error in the mass increased between mesh one and four, and
then reduced for meshes five and six. This change coincides with a change in the time step and
reflects its importance. The criteria used to define mass conservation was a stable mass and a

difference of less than one percent from the mass of the original injection. This criteria was

reached in all of the tests.
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3.3.6.2.4 Mean travel time

The mean travel time of the tracer between the monitoring positions is shown in Figure 3.30 (b).
In all of the tests the mean flow velocity was specified to be 0.33 m/s, which equates to a mean
travel time of 6.06 seconds between the monitoring positions. There does not appear to be a
relationship between the mesh density and the mean travel time as the predictions from all of
the meshes were shown to be close to the mean travel time of the flow. This suggests that the
mean travel time of the tracer may be accurately modelled by any of the discretization schemes

on any of the meshes considered.

3.3.6.2.5 Temporal variance

The temporal variance of the tracer at each monitoring positions is shown in Figure 3.30 (c) and
the difference in the temporal variance between the monitoring positions in Figure 3.30 (d). For
both of the spatial discretization schemes the variance increased linearly with distance after two
metres from the inlet, therefore following the idealised Fickian model. When the first order
upwind scheme was used the variance of the tracer was approximately the same at each of the
monitoring positions. When the second order upwind scheme was used the variance of the
tracer was related to the density of the mesh, with a higher mesh density leading to an increase
in the variance. Nevertheless the variance of the tracer was greater at each of the monitoring

positions when the first order scheme was used.

3.3.6.2.6 Coefficient of skewness

The coefficient of skewness of the tracer at each of the monitoring positions is shown in Figure
3.30 (e). The skewness of the tracer was always positive when the first order upwind scheme
was used. The coefficient reached a peak value downstream of the inlet and then reduced with
distance, thus following the Fickian model. The skewness of the tracer was related to mesh
density, with an increase in skewness occurring with an increase in mesh density. When the
second order upwind scheme was used the same trends were repeated for meshes three to six.
Meshes one and two did not follow the idealised model, with the skewness of the tracer

becoming negative.

3.3.6.2.7 Longitudinal dispersion coefficient

The longitudinal dispersion coefficients calculated between adjacent monitoring positions are
shown in Figure 3.30 (f). In all of the tests the longitudinal dispersion coefficient was constant
with distance after two metres from the inlet. The coefficient was approximately the same for
all of the meshes when the first order upwind scheme was used. When the second order upwind
scheme was used the coefficient was dependent upon the mesh density, with greater

longitudinal dispersion occurring as the mesh density increased.
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Figure 3.27 compares the longitudinal dispersion coefficients obtained from the equilibrium
zone with the number of cells used in the mesh. When the first order upwind scheme was used
the coefficient was approximately constant with mesh density, but when the second order
upwind scheme was used the coefficient increased with the mesh density. It was previously
demonstrated that the flow field was different in each of the meshes. It was only possible to

detect these differences when using the second order upwind spatial discretization scheme.
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Figure 3.27 Variation in the longitudinal dispersion coefficient with mesh density (Parametric

test 4)

3.3.6.3 Conclusion

This parametric study evaluated the sensitivity of the models predictions to the underlying flow
field. Six underlying flow fields and two combinations of temporal and spatial discretization
scheme were considered. In each of the tests the size of the time step was reduced until the
longitudinal dispersion coefficient calculated from the equilibrium zone became independent of

the time step.

In all of the tests the mass of the tracer was conserved and the mean travel time was
approximately the same as the mean travel time of the flow. The spread of the tracer was not
affected by mesh density when the first order upwind scheme was used, but was when the
second order scheme was used, with greater dispersion corresponding to an increase in the mesh

density.

Analysis of the flow field demonstrated that the near wall flow conditions were sensitive to the

density of the mesh. The predictions made using the second order upwind scheme varied in

accordance with the mesh density and are therefore judged to be more accurate.
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Figure 3.28 A comparison of predictions made by the different meshes (Parametric test 4)
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3.3.7 Parametric test 5: 2D and 3D

3.3.7.1 Test aims and model configurations

The aim of this series of tests was to determine whether the predictions made by the species
transport model in three dimensions could be reproduced in two dimensions. If the approach
could be simplified to 2D it would be of benefit as it would considerably reduce the amount of
CPU run time required in future tests. In order to make an accurate comparison new meshes
were created in both 2D and 3D. In each of the new meshes the thickness of the cells nearest to
the wall of the pipe, called the boundary layer cells, were controlled. This allowed the same
boundary layer thickness to be specified in both 2D and 3D. This was done because Parametric
test 4 had highlighted the sensitivity of the near wall flow predictions to the size of the boundary
layer cells. The modelling options that related to the flow field and species transport model
were specified to be the same in all of the simulations. A comparison was initially made
between the flow field predictions and then between the species transport model’s predictions to

determine if they were the same in both 2D and 3D.

Each mesh was constructed using the Gambit software (Gambit, 1998). They were designed to
replicate a pipe with an internal diameter of 88 mm and a length of 10 m (the same as in
previous tests). When meshing in 2D the height of the domain was specified to be the same as
the radius of the pipe, and the width the same as the length of the pipe. The extent of the

domain and the boundary conditions used in the 2D model are shown in Figure 3.31.

Wall
Velocity J Pressure

Inlet Outlet

Axis

Figure 3.31 The extent of the domain and the boundary conditions used in the 2D model

Two boundary layer thicknesses were considered: 0.0035 mm and 0.0065 mm. Post processing
showed these resulted in y values of 30 and 60 respectively. These values represent the range

recommended by the Fluent 5 User’s Guide (Fluent, 1998) for use with standard wall functions.

Two mesh densities were considered for each boundary layer thickness as this allowed an
assessment to be made for grid independence. When meshing in 2D the number of cells could
be altered along the radius and the length of the pipe, providing two variables with which to
alter the grid density. The Cooper scheme was used to mesh the 3D pipe. As previously

discussed, grid density could only be controlled by altering the number of nodes on the

circumference.
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In total eight different meshes were created, four in 2D and four in 3D. Details of each of the
meshes are shown in Table 3.3. A cross section through mesh 7, and part of mesh 11 between

the inlet and 55 mm, is also shown in Figure 3.32.

Mesh Solver | Boundary layer | No. of elements on | No. of faces over the Spacing on Total No. of
No. thickness (mm) | the circumference cross section length (mm) elements
7 3D 3.5 38 174 7.3 239424
8 3D 35 44 215 6.3 342495
9 3D 6.5 38 172 73 236672
10 3D 6.5 44 228 6.3 363204
Mesh Solver | Boundary layer | No. of elements on - Spacing on Total No. of
No. thickness (mm) the radius length (mm) elements
11 2D 3.5 11 - 35 31427
12 2D 35 15 - 35 42855
13 2D 6.5 6 - 6.5 9228
14 2D 6.5 9 - 6.5 13842

Table 3.3 The properties of each of the meshes

Figure 3.32 A cross section through mesh 7 and part of mesh 11

The 2D axisymmetric solver was utilised when modelling in 2D. When this solver is enabled
the 2D axisymmetric form of the governing equations are solved instead of the 2D Cartesian

form. For the solver to operate correctly an axis boundary condition must be specified at the

centreline of an axisymmetric geometry.

The flow field modelling options that relate to both the 2D and 3D models were the same as
those described in Section 3.3.2.

The species transport simulations were performed using the uncoupled processing technique.
This method was chosen because it was considerably quicker than the coupled processing
method and Parametric test 2 had previously demonstrated that there was no loss of accuracy.
Only the second order temporal discretization scheme was used because Parametric tests 1, 2
and 3 had demonstrated that the first order scheme suffered from excessive numerical
dispersion. The simulations were conducted using the first and second order upwind spatial
discretization schemes in 2D. Simulations were only conducted using the second order upwind

scheme in 3D because Parametric test 4 had demonstrated the predictions made by the first
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order scheme were insensitive to changes in the flow field close to the wall, thus allowing the

data from these tests to be re-used.

In all of the tests a slug of tracer was released from the velocity inlet for 1.2 seconds. The
movement of the tracer was then simulated until the mass fraction left in the pipe was zero. The
convergence criterion for the species transport equations was set to 1 x107, with a maximum of
twenty iterations per time step. The maximum number was required when the tracer initially
entered the pipe, or at the end of the simulation when low concentrations of tracer were left in

the pipe.

Time step independence was determined for each mesh and each species transport modelling
configuration separately. It was deemed to have occurred when further reduction in the time
step did not alter the value of the longitudinal dispersion coefficient obtained from the

equilibrium zone. Time step independence was reached by 0.02 seconds in all of the

configurations.

It was not possible to made a direct comparison between the length of CPU time required to
complete the simulations because the 2D simulations were conducted on a different platform to
the one mentioned in Section 3.3.1. However, it was estimated that on the same platform the

2D simulations would have been approximately 7 — 12 times faster.

3.3.7.2 Data analysis

A comparison was first made between the flow fields generated by the 2D and 3D models. If
the flow fields were not the same in both models any comparison of tracer movement would
have been irrelevant. Three flow field parameters were selected for the comparison, the velocity
magnitude, the turbulent kinetic energy (k), and the turbulent dissipation rate (¢). In order to
record these properties monitoring lines were created in the flow. When a cell touched the
monitoring line the required flow properties were recorded. In 2D one line was created along

the radius, while in 3D four lines were created perpendicular to each other and along the radius.

The spatial variation in the three flow properties was the same in both 2D and 3D for the
meshes with the same boundary layer thickness. A comparison between the flow properties
recorded from mesh 7 (3D) and mesh 11 (2D) are presented in Figure 3.33 as an example.

Consideration was therefore given to determining if the species transport model’s predictions

would also be the same in 2D and 3D.

The temporal profiles recorded during the simulations are shown in Figure 3.34. The profiles
for the different mesh densities were the same so only one set is presented. Tests were not
conducted using the first order upwind scheme in 3D for the reasons discussed previously. The

profiles that are presented relate to Mesh 4 reported in Parametric test 4.
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The temporal profiles from the 2D and 3D simulations were the same for both of the boundary
layer thicknesses considered and for both of the spatial discretization schemes considered. The
temporal profiles were the same for both of the boundary layer thicknesses when the first order
upwind scheme was used, again demonstrating the inability of the scheme to detect differences
in the flow field close to the wall. The profiles reflected the differences in the boundary layer
thickness when the second order scheme was used, with the dispersion being greater when the

smaller boundary layer thickness was used.

3.3.7.3 Conclusion

The aim of this series of tests was to determine whether the predictions made using a 3D model
could be replicated using a 2D model. The initial comparison made between three flow field
propertics demonstrated that a 3D flow field could be replicated in 2D. A comparison
subsequently made between the recorded temporal profiles demonstrated that the predictions of

solute transport made in 3D could also be replicated in 2D.

This study was repeated using the k-e RNG and RSM turbulence models and the same

conclusions were reached.
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Figure 3.33 A comparison of the three flow properties obtained using mesh 7 and mesh 11
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3.4 Conclusion of species transport model feasibility study

The aim of the species transport model parametric study was to assess the sensitivity of the
predictions to the modelling options selected. During the study consideration was given to the
spatial and temporal discretization schemes, the processing technique and the available methods
with which to introduce a new species. Consideration was also given to assessing how the
predictions were affected by a change in the flow field, and if the flow field and species
transport models predictions were the same in both two and three dimensions. The conclusions

to the parametric study are highlighted below:

e First and second order temporal discretization schemes were considered. When the first
order scheme was used the mass of the tracer was stable and the predictions followed the
idealised Fickian model. However the predictions suffered from numerical dispersion,
shown by a change in the spread of the tracer with time step. The predictions made using
the second order scheme were not robust at each time step as extra mass was added to the
start of the tracer plume when the time step was too large. This resulted in a non linear
increase in the variance and a negative skewness. However, at the smaller time steps
considered the predictions made using the scheme were robust and it was also possible to
obtain a time step independent solution. Future tests should, therefore, use the second order

temporal discretization scheme, but check for time step independence.

e Four spatial discretization schemes were considered. The predictions made using the power
law scheme were found to be almost identical to the predictions made using the first order
upwind spatial discrtization scheme. This was also the case with the QUICK and second
order upwind spatial discretization schemes. For this reason the power law and QUICK
schemes were not considered beyond Parametric test 1. Predictions of solute transport were
made using the two schemes on six different flow fields. It was found that only the second
order scheme was able to detect the differences between the flow fields. For this reason

future tests should use the second order upwind or QUICK spatial discretization schemes.

e The coupled and uncoupled processing techniques were considered. The coupled
processing technique solves the fluid flow equations in conjunction with the species
transport equations, while the uncoupled processing technique solves the species transport
equations in isolation after the flow simulation is completed. The predictions made using
both techniques were found to be the same, even thought the simulation time was
approximately 10 time longer when using the coupled processing technique. Therefore, if

the flow field is steady, the uncoupled processing technique would be recommended.

e It was found that the choice of the introduction method did affect the shape of the temporal
profile at each monitoring location, but did not affect the travel time or the amount of

dispersion between them. If the shape of the profile is not of interest, a short slug injection
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is recommended because the overall simulation time would be less than for a longer
injection.

e Both the flow and species transport equations were conducted on equivalent 2D and 3D
meshes. It was found that the predictions were the same in both respects. Where possible

it would be of benefit to simulate in 2D as the amount of simulation time required is

approximately 10 % of the time required for the same 3D simulation.

These tests have demonstrated that the species transport model has the potential to be a good
method for predicting solute transport if the modelling options are specified correctly. The data
can be extracted from the model in a form that is suitable for analysis, the predictions are
sensitive to the underlying flow field and if sought time step independent solutions are possible.
Although the run times can be significant (up to 1 week for some of the tests) these can be
reduced by using the uncoupled processing technique and simulating in two dimensions. Also,
unlike the discrete phase model only one simulation is required for each modelling

configuration because stochastic methods are not used.
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4 Feasibility study on the discrete
phase model

4.1 Introduction

This chapter reports on the second half of a feasibility study that examined the viability of two
models that are available in the Fluent software for predicting the transport of a solute. The
previous chapter focused on the species transport model, while this chapter considers the

discrete phase model.

The transport of a solute tracer in a turbulent flow may be modelled using the discrete phase
model by assuming that the tracer can be represented by a large number of discrete particles that
are each subjected to advection and dispersion. The predictions obtained when using the
discrete phase model are dependent upon the modelling options selected. These include the
particle characteristics, the initial conditions, the forces acting on the particle and the response
to solid boundaries. The modelling options that are considered most relevant to the transport of

a non reacting solute are described in Section 4.2.

A major aspect of the feasibility study was a parametric study that examined the sensitivity of
the simulation results to the modelling options selected. The modelling options considered
during the parametric study were the injection location, the Saffman lift force, the characteristic
eddy lifetime, the diameter of the particles and the length scale. Consideration was also given
to how the transport was affected by a change in the flow field and if the predictions were the

same in both two and three dimensions. The parametric study is reported in Section 4.3.

Section 4.4 summarises the findings of the discrete phase model feasibility study. This includes

recommendations for appropriate default settings and modelling techniques, and suggestions for

further investigation.

Section 4.5 summarises the findings of both the discrete phase model and species transport

model feasibility studies. A recommendation is also made regarding which of the two transport
models to consider for further investigation.
4.2 The discrete phase model

The discrete phase model, more commonly called the particle tracking model, solves transport
equations for discrete particles that are dispersed in the continuous phase. The trajectories of

the particles are determined by equating the inertia of the particles with the forces acting on
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them from the continuous phase. The effects of turbulence on the particle’s trajectory may also
be modelled through the use of stochastic methods. The discrete phase model is described in

detail in the Fluent 5 User’s Guide (Fluent, 1998) and a summary is presented in Chapter 2.

A number of inputs are required for the discrete phase calculations. These relate to the physical
properties of the particles, the initial conditions, the way in which the particles respond to the
boundary conditions, the trajectory calculations and the calculation procedure. Presented below

are the inputs that appear most relevant to the transport of a non-reacting solute in a turbulent

flow.

Coupling between the discrete and continuous phase

The trajectory calculations are based on the forces acting on the particle from the local fluid
phase. Fluent 5.5 can predict the movement of the particles based on a fixed flow field, termed

an uncoupled simulation, or to also include the effects of the particle trajectories on the flow,

termed a coupled simulation.

Initial conditions

Inputs are required for the initial location, velocity and diameter of the particles. These
conditions are defined by creating an injection and assigning the relevant properties. Five
injection methods are available in Fluent 5.5, including single and grouped injections. The main
advantage of the group method is that a range of initial conditions may be specified. Fluent 5.5

considers the particles in each injection to be of a single material with a single density.

Trajectory calculation

The drag force acting on the particle is included in the force balance calculation. Fluent 5.5
supports three drag laws. The spherical law assumes the particles are smooth spheres, while the
non spherical law allows the shape of the particles to be controlled by a shape factor term. The

Stokes Cunningham law is used to represent the drag force on sub micron sized particles.

Where relevant, additional forces may be included in the force balance equation, such as the

Saffman lift force to represent the effects of shear on sub micron particles, or thermophoretic

forces when modelling temperature gradients.

Tracking parameters

The discrete phase model requires the force balance equation to be integrated with respect to
time to obtain a particle trajectory. The integration time step, Ar, may be controlled by the
length scale, L, Equation ( 4.1), or the step length factor. The length scale is equivalent to the
distance the particle will travel before the trajectory is updated (the trajectory is also updated
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when a particle crosses a cell boundary). Smaller values of the length scale may increase the

accuracy of the trajectory calculations.

At =
u,+u 4+

where u, is the velocity of the particle and u, is the velocity of the continuous phase.

The maximum number of steps defines how many step lengths are considered per track. When
the maximum number is exceeded the simulation stops and the particle fate is recorded as
incomplete. This prevents a particle from being caught in a recirculating region and being

tracked for infinity. The maximum number of steps available is 1 x10°.,

Discrete phase boundary conditions

Discrete phase boundary conditions are only used when a particle comes into contact with a
physical boundary such as a wall or outlet. Fluent 5.5 supports three contingencies, reflect, trap
and escape. The reflect options sends the particle back into the domain via an elastic or inelastic
collision, which is altered via the coefficient of restitution. When a particle comes into contact

with the trap and escape boundary conditions the trajectory calculations are stopped at the point

of impact and the fate of the particle is reported accordingly.

Stochastic tracking parameters

The dispersion of particles due to turbulence may be predicted using the stochastic random walk
model or the particle cloud model. The particle cloud model tracks the statistical evolution of a
cloud of particles about a mean trajectory. The concentration of the particles within the cloud is

represented by a Gaussian probability density function about a mean trajectory. The initial and

maximum cloud diameters are required as inputs.

The stochastic random walk model represents the effects of turbulence as fluctuating velocity
components that are discrete functions of time. The random values are kept constant over an
integral of time given by the characteristic lifetime of the eddies. The characteristic lifetime of
the eddy may be defined as a constant function, or as a random variation about the Lagrangian
time integral. The Lagrangian time integral is used in both lifetime equations and is determined
by the turbulent kinetic energy (k), the turbulent dissipation rate (¢), and a time scale constant.
Little is known about the time scale constant, however the Fluent 5 User’s Guide (Fluent, 1998)

suggests a value of 0.15 when the k-e models are used and 0.3 when the Reynolds Stress Model
(RSM) is used.

Two identical particles that are released from the same location, but at different times, will not

necessarily follow the same path when using stochastic tracking. In order to obtain a
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meaningful representation of turbulence a sufficient number of “tracks™ must be performed.

The number of repeat tracks, or the number of tries, may be specified to any value.

4.3 Parametric analysis of the discrete phase model

4.3.1 Introduction

The aim of the parametric study was to assess the sensitivity of the simulation predictions to a
selection of the modelling options. The modelling options considered were regarded as the
most relevant for a non-reacting species and were the injection location, the Saffman lift force,
the characteristic lifetime of the eddy, the particle diameter and the length scale. Consideration
was also given to how the predictions were affected by changes to the flow field and if they

were the same in both two and three dimensions. The focus of each test was as follows:

e Parametrictest 1: Injection location

e Parametrictest 2: Saffman lift force

e  Parametric test 3:  Characteristic lifetime of the eddy
e Parametric test 4: Length scale

e  Parametric test 5: Particle diameter

e Parametric test 6: Flow field

e Parametrictest 7. 2D and 3D

The test procedure and analysis techniques were similar to the ones used in the parametric study
on the species transport model. In each of the tests the particles were released from the inlet of
the pipe and were then tracked through the pipe until exit from the outlet. Monitoring positions
were created at two metre intervals along the length of the pipe. The time when each of the
particles passed a monitoring position was recorded, thus allowing a series of temporal profiles
to be created. Moment analysis was performed on the profiles in an attempt to establish a link

between the movement of the particles and the modelling options selected. The equations that

were used are presented in Section 3.3.1.

In order to fully assess the impact of the modelling options a full programme of sensitivity tests
should have been conducted in which all of the modelling options were altered in relation to
each other. Unfortunately the number of tests that would have been required to do this would
have been prohibitively large. Instead the modelling options were altered in relation to a set of

default modelling parameters. The default parameters are described in Section 4.3.2.

The random walk model was implemented to represent the influence of turbulence on the

particle trajectory. In order to obtain a statistical representation of turbulence a sufficient
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number of tracks must be performed. The procedure that was used to determine how many

repeat tracks were required is reported in Section 4.3.3.

All the simulations were performed using a standard PC running under the Windows 2000

operating system with a 2 GHz Intel Pentium 4 processor and 1048 Mbytes of RAM.

4.3.2 Default parameters

As previously mentioned the modelling options considered during the parametric tests were

altered in relation to a set of default values. The default parameter values are specified in Table

4.1, with a further explanation below where required. The options are based on the 3D pipe

reported in Section 3.3.2.

The density of the particles was specified to be the same as the continuous fluid phase,

998.2 kg/m’, while the diameter was left at the default setting of 1 x10° m.

The particles were released from the velocity inlet using a surface injection. This method
was chosen because it was anticipated that it would encourage the particles to mix. Whena
surface injection is used the particles are released from the centre of each cell face in
contact with the surface. There are 145 faces in contact with the inlet surface, resulting in a
corresponding number of injection positions. The initial velocity of the particles was
specified to be zero in all directions. However, the value selected was not important as the

velocity of the particles stabilised to the flow velocity a short distance after release (in the

order of centimetres).

The turbulent dispersion of the particles was modelled using the random walk model. The
time scale constant used in the model was specified to be 0.15 following the
recommendations made in the Fluent 5 User’s Guide (Fluent, 1998). The characteristic
lifetime of the eddy was defined as a constant function (random eddy set to off). The
number of repeat injections was set to 450, creating 65250 (450 x 145 injection positions)
individual particle tracks in each simulation. 450 repeat injections were chosen because the
data file created by Fluent was the maximum size that could be read into the Microsoft

Excel software for analysis. In the following sections each batch of 65250 individual

particle tracks is referred to as a ‘test’.

The length scale was left at the default setting of 0.01 m. The maximum number of time

steps was specified to 1 x10° to ensure that each particle left the domain.
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Parameter Setting / Value

Particle properties

Density 998.2 kg/m®

Diameter 1x10%m
Boundary conditions

Inlet Escape

Outlet Escape

Wall Reflect (elastic collision)

Initial conditions
Type of injection

Surface injection

Location Velocity inlet
Velocity Zero in all directions
Trajectory calculations
Drag law Spherical
Saffman lift force Off
Turbulence
Model Random walk model
Characteristic eddy lifetime Constant function
Time scale constant 0.15
Number of repeat injections 450
Tracking parameters
Length scale 0.01m
Maximum number of steps 1 x10°

Table 4.1 Default modelling parameters used in the discrete phase parametric study

4.3.3 Number of stochastic simulations
The random walk model uses stochastic methods to represent the effects of turbulence on the
particle trajectory. In order to obtain a statistical representation of the stochastic turbulence a

sufficiently large number of particles need to be tracked before reporting final behaviour, If x
is the sample mean, then the 99 % confidence limits for the true mean of a Gaussian population

distribution are defined as:

- O'p
x12.58——= (42)

T

where g, is the standard deviation of the population and »; is the sample size.

In order to determine representative values for the sample mean and standard deviation twenty
repeat tests (each based on 65250 individual particle tracks) were performed using the default

modelling configuration shown in Table 4.1 and the flow field reported in Section 3.3.2.

During the species transport model parametric study the concentration of the tracer was
recorded directly at every time step for each monitoring position. However, in the case of the

particle tracking model some data manipulation was required in order to convert individual
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track records into profiles of concentration versus time. This was achieved by disctretizing the
time axis into fixed intervals and recording the number of particles passing the monitoring point
during each time interval. It was not clear whether the interpretation of the temporal profiles
would be sensitive to the time interval selected. For this reason four intervals were initially
considered: 0.01, 0.1, 0.2 and 0.5 seconds. An example of the temporal profiles created using
each of these intervals is shown in Figure 4.1 (the profiles have been normalised with respect to
the 0.01 second sampling interval to ensure that the area under each profile was the same). The
profiles from each of the sampling intervals followed the same basic shape, with the start, peak

and end at approximately the same time.

Figure 4.2 shows the results of the moment analysis conducted on the profiles shown in Figure
4.1. When the 0.01, 0.1 and 0.2 second sampling intervals were used the predictions were
almost identical. When the largest sampling interval (0.5 seconds) was used the predictions
differed marginally. As the time required to create and analyse the temporal profiles was
approximately the same for all of the sampling intervals it was decided that an interval of 0.1
seconds was appropriate to use. Figure 4.3 shows the temporal profiles calculated at four
locations for the first five tests, with the remaining tests omitted for clarity. All the profiles
have approximately the same shape, with the differences between them a reflection of the
stochastic turbulence. Moment analysis of the temporal profiles was undertaken, with the
results for the first ten tests shown in Figure 4.4. The results of the moment analysis are

discussed further in Section 4.3.4.

Table 4.2 shows the mean and standard deviation of the predictions of the centroid and the
temporal variance that were determined for the twenty repeat tests. Also shown are the number
of repeat tests required to achieve a maximum deviation within 1 %, 1.5 % and 2 % from the
mean. It was assumed that a maximum deviation of 1.5 % would be acceptable so only one
simulation was considered in each of the subsequent parametric tests. This reflects the high

number of particle tracks that are incorporated into a single test result.

Centroid (s) Variance (s%)
(x10% 1% 15% 2% x10% 1% 15% 2%
x=2m 6.097 1.353 1 1 1 0.297 1.068 1 1
x=4m | 12.058 2.503 1 1 1 0.698 2.811 2 1 1
x=6m | 18015 4198 1 1 1 1.098  4.550 2 1 1
x=8m | 23.954 5.506 1 1 1 1.502 5.276 1 1 1
x=10m | 29910  6.119 1 1 1 1.906 4.844 1 1 1

Table 4.2 The mean and standard deviation of the twenty repeat tests and the number required to

be within 1 %, 1.5 % and 2 % of the mean value
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Figure 4.4 Moment analysis on the first ten repeat tests
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4.3.4 Analysis of the default modelling parameters

Figure 4.4 shows the results of the moment analysis conducted on the first ten repeat tests when
using the default modelling parameters. Unlike the species transport model the mass of the
tracer in the discrete phase model must be conserved throughout the system and is therefore not
considered during the analysis. Plots (c) and (¢) show the variance increasing linearly with
distance and the coefficient of skewness reducing with distance. Under these conditions the
Fickian model suggests that the tracer is fully mixed and the mean travel time and longitudinal
dispersion coefficient between monitoring positions should be constant. Plots (b) and (f) do not
unambiguously confirm that the mean travel time and longitudinal dispersion coefficient were
constant with distance from the inlet. The same tests were therefore repeated using a new pipe,
thirty metres in length. The pipe and the flow field were created using the same procedure that
was used to create the ten metre pipe. This length was chosen because it contained 630025
elements, which is close to the maximum number that could be simulated with the available

computational recourses.

Figure 4.5 shows the results of the moment analysis on the 30 m pipe. Plots (b) and (f) show
the values recorded between the monitoring positions over the first ten metres were typical of
the values recorded further downstream, and could therefore be considered constant. The ten
metre pipe described in Section 3.3.2 was therefore used in subsequent tests as there was no

benefit in using extra CPU resources to simulate over a longer reach.

The mean travel time of the tracer between the monitoring positions was 5.95 seconds. The
mean travel time of the flow over the same distance was 6.06 seconds, a difference of
approximately two percent. Figure 4.6 shows a cross section through the pipe at a distance of
four metres from the inlet and the positions where the first 10000 particles of Test 1 passed
through. The particles were not evenly distributed over the cross section, but were more
concentrated towards the centre of the pipe. This suggests the mean travel time of the tracer
was less than the mean travel time of the flow because the particles were not experiencing

enough of the lower flow velocities close to the wall.

Figure 4.7 shows the particle density distribution at three of the monitoring positions. The
particle density distribution was higher at the centre of the pipe and lower at the wall of the
pipe, again demonstrating the particles were not evenly mixed over the cross section. Although
the particles were not evenly mixed, an equilibrium was established in which the distribution
was approximately constant with distance. The parametric tests can therefore still demonstrate

the impact of the modelling options on the predictions.
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Figure 4.5 Moment analysis on the first ten repeat tests (30 m pipe)
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Figure 4.6 The position where the first 10000 particles of Test 1 passed through the cross section
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In order to confirm the calculated values of the longitudinal dispersion coefficient were accurate
the temporal profiles recorded at 2, 4, 6 and 8 m were routed to the next downstream monitoring
position using the routing procedure described in Chapter 2. The comparison between the
predicted and recorded profiles was not good close to the inlet, Figure 4.8 (a). This difference
occurs because the routing procedure cannot accurately transport a profile that has a steep rising
limb. Further away from the inlet the accuracy of the prediction increased, Figure 4.8 (b).
Although the accuracy of the dispersion coefficient cannot be demonstrated close to the inlet the

parameter is still considered in further investigations as it is believed to be correct.
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Figure 4.8 An example of the recorded and predicted temporal profiles

The key findings of the parametric tests are shown in Figure 4.10 to Figure 4.15. They are
grouped together according to the outcome rather than the parametric test. The default

modelling options shown in Table 4.1 are represented by the results from Test 1 (Figure 4.3 and
Figure 4.4) and are presented in blue.



4.3.5 Parametric test 1: Injection location

The aim of parametric test one was to determine the influence of the injection location on the
transport of the particles. Three injection locations were considered; the default setting of an
even injection over the inlet surface, and two point injections from the inlet, one from the centre
of the pipe and one from the wall of the pipe. When the point injection method was used 65250
repeat injections were performed in order to ensure the total number of particles released in each
of the tests was the same. All other modelling options were as the default parameters shown in

Table 4.1.

The temporal profiles calculated at each of the monitoring positions are shown in Figure 4.10.
The central injection method initially produced a shorter travel time and a higher peak
concentration, while the near wall injection resulted in a longer travel time with little impact on
the peak concentration. It may be inferred that the difference in the travel time occurred
because the particles that were injected into the centre of the pipe experienced more of the faster
moving flow than the particles that were released from the wall. It may also be inferred that the
difference in the shape of the profiles occurred because a greater number of the particles that
were released from the wall experienced more of the variations in the flow field compared with

the particles that were released from the centre of the pipe.

Moment analysis was performed on the profiles, with the results shown in Figure 4.11 to Figure
4.15. Although the mean travel time and spread of the tracer particles were initially dependent
upon the injection location, the change with distance became the same in all of the tests after
four metres from the inlet. This demonstrates that the injection location was significant a short
distance downstream of the inlet, but once the particles became cross sectionally mixed the

transport between monitoring positions became independent of the injection location.

4.3.6 Parametric test 2: Saffman lift force

The aim of this parametric test was to determine whether the predictions of particle transport
and dispersion would be altered by the inclusion of the Saffman lift force in the trajectory
calculations. The default setting used in the parametric tests is for the option not to be included,

Table 4.1, so a further simulation was performed with the option turned on, but with the

remaining modelling options unchanged.

The temporal profiles calculated from both simulations are shown in Figure 4.10. The profiles
are almost identical at each monitoring location, with the difference between them partly
resulting from the stochastic turbulence. Moment analysis was performed on the profiles, with
the results shown in Figure 4.11 to Figure 4.15. The inclusion of the Saffman lift force appears
not to significantly affect the transport or dispersion of the tracer particles. Slight variations are

shown in the predictions, however these are within the 1.5 % confidence limits.
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4.3.7 Parametric test 3: Characteristic eddy lifetime

The aim of this parametric test was to determine whether changing how the characteristic
lifetime of the eddy was specified would alter the predictions of particle movement. The
characteristic lifetime of the eddy can be defined as a constant or random function. The default
setting used in the parametric tests was a constant function, Table 4.1, so a further simulation

was performed with the option set to random, but with the other modelling options unchanged.

The temporal profiles calculated from both of the simulations are shown in Figure 4.10. The
profiles were very similar, however the peak concentration was less when using the random
function. The results of the moment analysis are shown in Figure 4.11 to Figure 4.15. The
mean travel time of the particles was not affected when the characteristic lifetime of the eddy
was specified as a random function, but the spread was different, with an increase of

approximately 6 %.

4.3.8 Parametric test 4: Length scale

The aim of this parametric test was to determine whether the predictions of particle movement
were related to the length scale. The length scale is used to determine how far the particle
moves before the trajectory is updated. Three different length scales were considered: the
default setting used in the parametric tests of 0.01 m, plus 0.001 m and 0.0001 m. When the
length scale was 0.001 m and 0.0001 the maximum number of steps was increased to 1 x10°,
and 1 x107 respectively. This was done to ensure that all the particles left the domain on each
track. The remaining modelling options were specified according to the default settings shown

in Table 4.1.

The temporal profiles calculated from the three simulations are shown in Figure 4.10. The
profiles are almost identical at each monitoring location, with the difference between them
partly reflecting the effects of the stochastic turbulence. Moment analysis was performed in an
attempt to establish a link between the movement of the tracer and the length scale, with the
results shown in Figure 4.11 to Figure 4.15. Altering the length scale did not significantly affect
the mean travel time or spread of the tracer particles, with the small variations within the 1.5 %

confidence limits.

4.3.9 Parametric test S: Particle diameter

The aim of parametric test five was to determine whether the predictions of particle transport
and dispersion were related to the particle diameter. Five different particle diameters were
considered: the default setting used in the parametric tests of 1 x10® m, plus 1 x10” m,
5x10°m, 5x10®* mand 1 x10° m. All the other modelling options were specified according to
the default settings shown in Table 4.1. The temporal profiles calculated from the five

simulations are shown in Figure 4.10. The profiles relating to the 1 x10° m particle diameter
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were significantly different to the profiles relating to the other particle diameters, with a reduced

peak concentration and the centroid offset.

Moment analysis was performed on the profiles, with the results shown in Figure 4.11 to Figure
4.15. The predictions made using all of the particle diameters follow the idealised Fickian
model, with the equilibrium zone reached being after two metres from the inlet. The mean
travel time of the particles was constant with distance in all of the tests. However, the
prediction of mean travel time was slower than the mean travel time of the flow when the
1 x10”° m particle diameter was used, whereas the travel time was faster than the mean travel
time of the flow when the other particle diameters were used. Likewise the spread of the
particles was approximately the same for the smallest four diameters, while the variance was
approximately thirty percent greater when the largest particle diameter, 1 x10? m, was used. It
may, therefore, be concluded that the predictions of solute transport were dependent upon the
particle diameter, however they were constant when the particle diameter was less than

5x10°m.

4.3.10 Parametric test 6: Flow field

The aim of this parametric test was to determine whether changes to the flow field would affect
the transport and dispersion of the particles. The changes to the flow field were caused by using
different mesh densities. Three mesh densities were considered, corresponding to Mesh 1, 4
and 6 described in Section 3.3.6. Mesh 1 was the coarsest and Mesh 6 the finest, while Mesh 4
was used in the previous parametric tests. The flow field modelling options were specified to be
the same for all the meshes, with details specified in Section 3.3.2. The mean flow rate was the
same for all of the meshes, but the flow field close to the wall altered in relation to the mesh

density, Figure 3.28.

The modelling options that related to the particle tracking routine were specified to be the same
as the default options specified in Table 4.1. The only exception was that the number of repeat
tests was altered to ensure the total number of particles released was approximately the same.
This resulted in 1019 repeat tracks when Mesh 1 was used (65216 individual particle tracks) and
329 repeat tracks when Mesh 6 was used (65142 individual particles tracks). Figure 4.10 shows
the temporal profiles calculated from the different tests. The mean travel time of the particles
was approximately the same in all of the tests, but the amount of dispersion was not constant,

with less dispersion occurring when the coarsest mesh (Mesh 1) was used.

Moment analysis was performed on the profiles, with the results shown in Figure 4.11 to Figure
4.15. All of the predictions followed the idealised Fickian model, with the equilibrium zone
being reached after two metres from the inlet. The mean velocity of the particles was
approximately the same for all of the mesh densities, but this was approximately two percent

lower than the mean flow velocity. The spread of the tracer was not the same, with greater
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dispersion occurring with increased mesh density. This demonstrates that the predictions made

by the particle tracking routine were sensitive to changes in the flow field.

4.3.11 Parametric test 7: 2D and 3D

The aim of this parametric test was to determine whether the predictions made by the discrete
phase model in three dimensions could be reproduced in two dimensions. If the approach could
be simplified to two dimensions it would reduce the computational resources required to run

future simulations. A similar comparison was made with the species transport model.

In order to make an accurate comparison it was ensured that the flow field was the same in both
two and three dimensions. This was achieved by controlling the thickness of the boundary layer
and ensuring grid independence in the core. In the previous study a comparison was made
between four flow fields, with the predictions being found to be the same in both two and three
dimensions. Therefore, only one flow field was considered in this<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>