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Abstract

Morphological analyzers are preprocessors for text analysis. Many Text Analytics
applications need them to perform their tasks. The aim of this thesis is to develop
standards, tools and resources that widen the scope of Arabic word structure analysis -
particularly morphological analysis, to process Arabic text corpora of different domains,

formats and genres, of both vowelized and non-vowelized text.

We want to morphologically tag our Arabic Corpus, but evaluation of existing
morphological analyzers has highlighted shortcomings and shown that more research is
required. Tag-assignment is significantly more complex for Arabic than for many
languages. The morphological analyzer should add the appropriate linguistic information
to each part or morpheme of the word (proclitic, prefix, stem, suffix and enclitic); in

effect, instead of a tag for a word, we need a subtag for each part.

Very fine-grained distinctions may cause problems for automatic morphosyntactic
analysis — particularly probabilistic taggers which require training data, if some words can
change grammatical tag depending on function and context; on the other hand, fine-
grained distinctions may actually help to disambiguate other words in the local context.
The SALMA — Tagger is a fine grained morphological analyzer which is mainly depends
on linguistic information extracted from traditional Arabic grammar books and prior-

knowledge broad-coverage lexical resources; the SALMA — ABCLexicon.

More fine-grained tag sets may be more appropriate for some tasks. The SALMA —
Tag Set is a theory standard for encoding, which captures long-established traditional
fine-grained morphological features of Arabic, in a notation format intended to be

compact yet transparent.

The SALMA - Tagger has been used to lemmatize the 176-million words Arabic
Internet Corpus. It has been proposed as a language-engineering toolkit for Arabic
lexicography and for phonetically annotating the Qur’an by syllable and primary stress

information, as well as, fine-grained morphological tagging.
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Chapter 1
Introduction

"36As e el L e 28200 st o ss Gl

‘and al-bahru ft ’ahsa’ihi ad-durru kamin""  fahal sa’alii al-gawwas ‘an sadafatt

“Arabic says: I am the sea where pearls are hidden inside. Have they (the people) asked

the diver about my seashells?”

Hafiz Ibrahim (1872 — 1932)

Chapter Summary

Morphological analysis for Arabic text corpora is the topic of this thesis. The thesis
topic is introduced in the first section of this chapter. This chapter also provides a
general definition of computational morphology. It presents Arabic computational
morphology and the complexity of Arabic morphology. The motivations and objectives of
the thesis, and the original contributions of developed resources, proposed standards and
tools are summarized in section 1.5. Finally, this chapter presents the structure of the

thesis.




1.1 This Thesis

The topic of this thesis is morphological analysis for Arabic text corpora.
Morphological analysis for text corpora is a prerequisite for many text analytics
applications, which has attracted many researchers from different disciplines such as
linguistics (computational and corpus linguistics), artificial intelligence, and natural
language processing, to morphosyntactically analyze text of different languages including
Arabic. Recently, several researchers have investigated different approaches to
morphological and syntactic analysis for Arabic text. Many systems have been developed
which vary in complexity from light stemmers, root extraction systems, lemmatizers,
complex morphological analyzers, part-of-speech taggers and parsers. This introduction
will detail what is special about morphological analysis for Arabic text corpora. We will
introduce computational morphology and the complexity of Arabic morphology that has
inspired this research. The motivation and the objectives for this thesis will be discussed.
Both research and practical perspectives on the value of carrying out this research will be
explained.

We present the argument that the linguistic wisdom in traditional Arabic grammars
and lexicons can be utilized (i.e. renewed and re-validated) in an Arabic NLP toolkit
which is easy to access and implement. We believe that such detailed knowledge is
applicable to Modern Standard Arabic and that it can be used to restore orthographic (e.g.
short vowels) and morphological features which signify important linguistic distinctions.
Moreover, fine-grained morphological analysis is possible (i.e. achievable) and
advantageous. The implemented Arabic NLP toolkit is general-purpose, adherent to

standards and reusable, which will fulfil many researchers’ and users’ needs.

1.2 Computational Morphology

Morphology is the study, identification, analysis and description of the minimal
meaning bearing units that constitute a word. The minimal meaning bearing unit of a
word is called a morpheme. Categorizing and building a representative structure of the
component morphemes is called morphological analysis. Both orthographic rules and
morphological rules are important for categorizing a word’s morphemes. For instance,
orthographic rules for pluralizing English words ending with —y such as party indicates
changing the —y to -i- and adding —es. And morphological rules tell us that fish has null
plural and the plural of goose is formed by a vowel change. Morphological analysis of the
surface or input form going is the verbal stem go plus the —ing morpheme VERB-go +
GERUND-ing (Jurafsky and Martin 2008); section 2.3 defines morphological analysis in

general, while section 2.3.4 redefines morphological analysis for Arabic text.
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Computational morphology is a branch of computational linguistics (i.e. natural
language processing or language engineering). The main concern of computational
morphology is to develop computer applications (i.e. toolkits) that analyze words of a
given text and deal with the internal structure of words such as determining their part-of-
speech and morphological features (e.g. gender, number, person, case, mood, voice, etc)
(Kiraz 2001); see sections 2.3 and 2.3.4.

Morphological analysis has many applications throughout speech and language
processing. In web searching for morphologically complex languages, morphological
analysis enables searching for the inflected form of the word even if the search query
contains only the base form. Morphological analysis gives the most important information
for a part-of-speech tagger to select the most suitable analysis for a given context.
Dictionary construction and spell-checking applications rely on a robust morphological
analysis. Machine translation systems rely on highly accurate morphological analysis to
specify the correct translation of an input sentence (Jurafsky and Martin 2008).
Lemmatization is an aspect of morphological analysis. Google’s search facilities use
lemmatization to produce hits of all inflectional forms of the input word. Statistical
models of language in machine translation and speech recognition also use lemmatization.
Lexicographic applications use lemmatizers as an essential tool for corpus-based
compilation (Pauw and Schryver 2008). Morphological analysis techniques form the basis
of most natural language processing systems. Such techniques are very useful for many
applications, such as information retrieval, text categorization, dictionary automation, text
compression, data encryption, vowelization and spelling aids, automatic translation, and

computer-aided instruction (Al-Sughaiyer and Al-Kharashi 2004); see also section 2.3.3.

1.3 Arabic Computational Morphology

Arabic is a living language that belongs to the Semitic group of languages. The
Semitic group of languages include other living languages such as: Modern Hebrew,

Ambharic, Aramaic, Tigrinya and Maltese (Haywood and Nahmad 1965).

The main characteristic feature of Semitic languages is their nonconcatenative
morphology where words are derived from their basis of mostly triliteral consonantal
roots. Roots of Semitic languages carry the basic conceptual meanings, while varying the
vowelling of the simple root and adding prefixes, suffixes and infixes to produce the

different variations in shade of meaning (Haywood and Nahmad 1965). For example,
from the Arabic root =" k-#-b ‘wrote’ we can derive the following words by filling in the

vowels: o™ kitab ‘book’, 5 kutub ‘books’, _s& katib ‘writer’, oS kuttab ‘writers’, <%
kataba ‘he wrote’, LG yaktubu ‘he writes’, etc. Sections 1.4 and 2.3.4.1 discuss in detail

the complexity of Arabic morphology.
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Arabic is classified into Classical Arabic (e.g. the Qur’an); Modern Standard Arabic
(e.g. newspapers and magazines); and Spoken or Colloquial Arabic. Modern Standard
Arabic varies in idiom and vocabulary from Classical Arabic. However, the grammar of
the 6™ century Classical Arabic still applies largely to modern written Arabic. This is
because Classical Arabic was the vehicle of God’s Revelation in the Qur’an (Haywood
and Nahmad 1965).

The study of traditional Arabic grammar started in the g™ century. The main reason
for Arabic linguistic studies was to preserve the original Arab language due to the wide
expansion of the Islamic community that included many non-Arabic native speaking
Muslims who spoke Arabic to perform daily worship. The first Arabic order for

establishing traditional Arabic grammar language was given by the fourth Khalifa Imam
Ali bin Abi Talib & uf &y & Y al-"imam ‘ali bin “abi talib to Abu Al-Aswad Ad-

Du’aly s 328 4 abii ’al-’aswad ad-du’ali to write the fundamentals of Arabic
grammar: Early scholars such as Abii Amr bin Al-Ala’ 5 o, 522 & “abi ‘amr bin al-‘ald’
established the relations between language and its grammar rules; anq the connections of
Qur’an recitation styles. Al-Khalil bin Ahmad Al-Farahidi 403 <~ &, L& al-halil bin
‘ahmad al-farahidr is the founder of Arabic grammar as a discipline where he defined its

rules, regulations, documentation methodologies. These methodologies allowed Sibawayh
4320 Sibawayh to write the first comprehensive traditional Arabic grammar book called

Al-Kitab <t al-kitab “The Book’ (Wlad Abah 2008).

Present-day Arabic language scholars are still interested in studying traditional
Arabic grammar books. These interests include rewriting and verifying manuscripts and
studying the life of their authors and their methodologies. Among the recent interests of
Arabic linguists is the study of new international linguistic knowledge and its application
to Arabic. Moreover, researchers are interested in connecting the results of modern
linguistic studies applied to Arabic with the findings and conclusions of the early Arabic
traditional grammar scholars (Wlad Abah 2008).

Modern linguistic theories of Arabic morphology have studied the derivation
process of Arabic words from two points of view: root-based and stem-based (or word-
based). The theory of Prosodic Morphology (McCarthy and Prince 1990b; McCarthy and
Prince 1990a) defines the basic character of phonological structure and its consequences
for morphology. The true templatic morphology is represented by the derivational
categories of the Arabic verbs. Using multiple levels of representation, Arabic verbs have
three auto-segmental tiers: consonantal tier (i.e. the root), CV skeleton (i.e. patterns) and

vocalic melody (i.e. short vowels).

Benmamoun (1999) studied the nature and role of the imperfective verb in Arabic.

The imperfective verb is not specified for tense. Hence, it is the default form of the verb
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that does not carry temporal features. This feature of unmarked status for imperfective
verbs is consistent with its central role in word formation which allows for a unified
analysis of nominal and verbal morphology. In conclusion, a word-based approach for

Arabic word formation is more important than root-based.

Morphological analysis for Arabic entails computer applications that analyze Arabic
words of a given text and deal with the internal structure. It involves a series of processes
that identify all possible analyses of the orthographic word. These processes are both
form-based and function-based (Thabet 2004; Hamada 2009a; Habash 2010; Hamada
2010). Morphological analyzers for Arabic text are required to develop processes that
deal with both the form and the function of the word. These processes include
tokenization, spell-checking, stemming and lemmatization, pattern matching,
diacritization, predicting the morphological features of the word’s morphemes, part-of-

speech tagging and parsing.

Many morphological analyzers for Arabic text were developed using a range of
methodologies. These methodologies are: Syllable-Based Morphology (SBM), which
depends on analyzing the syllables of the word; Root-Pattern Methodology, which
depends on the root and the pattern of the word for analysis; Lexeme-based Morphology,
where the stem of the word is the crucial information that needs to be extracted from the
word; and Stem-based Arabic lexicons with grammar and lexis specifications (Soudi,
Cavalli-Sforza and Jamari 2001; Soudi, Bosch and Neumann 2007).

Morphological analyzers are different in their methodologies and their tasks.
Stemmers are responsible for extracting the stem/root of words (Khoja 2001; Al-
Sughaiyer and Al-Kharashi 2002; Al-Shalabi, Kanaan and Al-Serhan 2003; Khoja 2003;
Al-Shalabi 2005; AlSerhan and Ayesh 2006; Boudlal et al. 2011). Lemmatizers identify
the canonical form, dictionary form, or citation form, which is also called the lemma for
words (Dichy 2001; Al-Shammari and Lin 2008). Pattern matching algorithms generate
the templatic form (i.e. patterns) and vocalism of the analysed words. However, the
representation of the templatic forms and vocalism might vary from one algorithm to
another (Dichy and Farghaly 2003; Al-Shalabi 2005; Alqrainy 2008; Yousfi 2010).
General purpose morphological analyzers generate all possible analyses of the words
out of their contexts. Key morphological analyzers for Arabic text are: Xerox system
(Beesley 1996; Beesley 1998), Buckwalter’s Morphological Analyzer (BAMA)
(Buckwalter 2002; Buckwalter 2004), ElixirMF (Smrz 2007), AlKhalil (Boudlal et al.
2010), MORPH2 (Hamado, Belghayth and Sha’baan 2009; Kammoun, Belguith and
Hamadou 2010) and MIDAD (Sabir and Abdul-Mun’im 2009).
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1.4 The Complexity of Arabic Morphology

Arabic is a highly inflectional language which makes processing tasks for Arabic
text extremely hard. Morphological analysis of Arabic text is not an easy task and it

affects higher level applications such as part-of-speech tagging and parsing.

Due to the rich “root-and-pattern” non-concatenative (or nonlinear) morphology and
the highly complex word formation process of root and patterns, hundreds of words can
be derived from a single root by following certain patterns and conjoining affixes and
clitics to the word. The attachment of affixes and clitics significantly increases the

number of derived words.

Ambiguity in Arabic text is a major challenge for processing. Ambiguity is due to
the absence of short vowels for most Arabic texts and the interaction between affixes or
clitics letters and the original letters that compose the root especially if one or two long

vowels are part of the root letters.

Clitics and affixes of Arabic words are productive. Therefore, storing word forms in
a dictionary and doing morphological analysis by dictionary lookup is not possible, as we

cannot list all morphological variants of every Arabic word. Thus, morphological analysis
done dynamically is unavoidable. A word such as «d bi-walidayhi ‘in his parents’

consists of four morphemes < bi ‘in’ is a preposition, U walida ‘parent’ is the noun stem
morpheme, ¢ y ‘two’ is a dual letter, and » hi ‘his’ is object relative pronoun. The

proclitic < bi ‘in’ and the enclitic » Ai ‘his’ are productive clitics.

The root letters can be hard to guess and increase text ambiguity if one or two root

letters are long vowels or belong to the affixes and clitics’ letters. The absence of short
vowels can make morphological analysis even harder. For example, the word ws widyna

has two possible morphological analyses, see figure 1.1. First, &is waladayna ‘Our two
sons’ has the root Js w-I-d ‘descendant, offspring, child, son” and has three morphemes 1
walada ‘son or boy’, :; yna ‘dual letters’, and ' @ ‘our’ nominative suffixed pronoun.
Second, G5 wa-ladayna ‘and we have got’” of the root . [-d-y has three morphemes; 3

wa ‘and’ is a conjunction proclitic, J laday ‘have got’ a perfect verb stem, and ¢ na ‘we’

a genitive suffixed pronoun. In this example, the interaction between the clitic letter and
the underlying letter of the word increases the complexity of morphological analysis for
Arabic text. The first letter of the word s wa is one of the underlying letters of the word in
the first analysis and it can be analyzed as a conjunction letter as shown in the second
analysis. Section 2.3.4.1 discusses the challenges of complex Arabic morphology.

Sections 5.5 and 8.3.1.4 define our approach to defining the word’s morphemes.
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\ + &5 + N3 = s waladayna ‘Our two sons’ has the root Js w-I-d

Ls widyna ‘descendant, offspring, child, son’

C+ i+ 3= s wa-ladayna ‘and we have got’ of the root s [-d-y

Figure 1.1 Example of ambiguous Arabic word

Gemination is one of the orthographic issues that the morphological analyzer has to
deal with correctly. Other orthographic issues of Arabic such as short vowels ( ¢ 4 « )

and gemination Saddd" (& ) are: hamza" (1T 5¢0), ta’ marbiitd" (s) and h@’ (»),ya’ (s
) and ’alif magsiara ( < ) and madda" (7)) or extension which is a compound letter of

hamza" and “alif (). Chapter 2 discusses the morphological complexity of Arabic text.

1.5 Motivation and Objectives for this Thesis

Our research into morphological analysis of Arabic text corpora involves original
scientific research, and focuses on the question of how to widen the scope of Arabic
morphological analyses, to develop an NLP toolkit that can process Arabic text in a wide

range of formats, domains, and genres, of both vowelized and non-vowelized Arabic text.

The inspiration behind this research is centuries-old linguistic wisdom and
knowledge captured and readily available in traditional Arabic grammars and lexicons.
The knowledge can be utilized in an Arabic NLP toolkit which can be accessed,
standardized, reused and implemented in Arabic natural language processing. The
detailed knowledge is applicable to both Classical and Modern Standard Arabic and can
be used to restore orthographic (e.g. short vowels) and morphological features which
signify important linguistic distinctions. Fine-grained morphological analysis is possible,
achievable and advantageous in processing Arabic text. Enriching the text with linguistic
analysis will maximize the potential for corpus re-use in a wide range of applications. We
foresee the advantage of enriching the text with part-of-speech tags of very fine-grained
grammatical distinctions, which reflect expert interest in syntax and morphology, but not

specific needs of end-users, because end-user applications are not known in advance.

The objective of the thesis has been achieved through developing a novel language-
engineering toolkit for morphological analysis of Arabic text, the SALMA — Tagger. The
SALMA - Tagger combines sophisticated modules that break down the complex
morphological analysis problem into achievable tasks which each address a particular

problem and also constitute stand-alone units. These modules are:

e The SALMA - Tokenizer which tokenizes the input text files and identifies the
Arabic words, spell-checks and corrects the words, and identifies the word’s parts

or morphemes.
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¢ The SALMA - Lemmatizer and Stemmer which extracts the lemma and the root
of the analysed word.

e The SALMA - Pattern Generator which is responsible for matching the word
with its pattern.

e The SALMA - Vowelizer which is responsible for adding the short vowels to the
analysed words.

e The SALMA - Tagger module that predicts the fine-grained morphological

features for each of the analysed word’s morphemes.

These modules are useful as stand-alone tools which users can select and/or

customise to their own applications.

The previously mentioned original Arabic NLP toolkit depends on two novel and

original resources and proposed standards developed throughout this project. These are:

e The SALMA - Tag Set, the theory informing the morphological features tag set, and
developed in this thesis, is to base the tag set on traditional morphological features as
defined in long-established Arabic grammar, in a notation format intended to be
compact yet transparent.

e The SALMA - ABClLexicon, a novel broad-coverage lexical resource constructed
by extracting information from many traditional Arabic lexicons, constructed over

1200 years, of disparate formats.

An additional resource resulting from the construction the SALMA — ABCLexicon
is the Corpus of Traditional Arabic Lexicons. The Corpus of Traditional Arabic Lexicons
is a special corpus of Arabic which is compiled from the text of 23 traditional Arabic
lexicons that cover a period of 13-hundred years and shows the evolution of Arabic

vocabulary. It contains about 14 million word tokens and about 2 million word types.

In summary, this research has contributed to Arabic NLP in three dimensions:
resources, proposed standards and tools (i.e. practical software). The following is a list of

the contributions classified into the three dimensions:

A. Resources

1. The SALMA — ABCLexicon.

2. The Corpus of Traditional Arabic Lexicons.

3. The morphological lists of the SALMA — Patterns Dictionary and the SALMA
— Clitics and Affixes lists.

4. The several linguistic lists that are used by the SALMA — Tagger such as:
function words list, named entities lists, broken plural list, conjugated and non-
conjugated verbs list, and transitive verbs lists.

5. The Lemmatized version of the Arabic Internet Corpus.
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B. Proposed Standards

6. The SALMA — Tag Set.

7. The SALMA — Gold Standard for evaluating morphological analyzers for

Arabic text.

8. The MorphoChallenge 2009 Qur’an Gold Standard.

9. Proposed standards for developing morphological analyzers for Arabic text.

10. Proposed standards for evaluating morphological analyzers for Arabic text.
C. Tools (practical software)

11. The SALMA — Tagger

12. The SALMA - Tokenizer

13. The SALMA — Lemmatizer and Stemmer

14. The SALMA - Vowelizer

15. The SALMA - Pattern Generator

Finally, a potential future application of using these contributions is as a language-
engineering toolkit for Arabic lexicography to construct Arabic monolingual and bi-

lingual dictionaries (Section 10.3).

1.6 Thesis Structure

This thesis is organized into five parts. Part I: Introduction includes Chapter 1. Part
II: Background Review includes Chapters 2, 3, 4 and 5. Part III: Standards for Arabic
Morphological Analysis includes Chapters 6 and 7. Part IV: Tools and Applications for
Arabic Morphological Analysis includes Chapters 8, 9 and 10. Part V: Conclusions and
Future Work includes Chapter 11. The following highlights the thrust of the work

presented in this thesis:

e Part I: Introduction and Background Review includes:

o Chapter 1: Introduction where the previous sections have given an introduction
to the problems associated with studying morphological analysis in general and
for Arabic text in particular. Section 1.5 discussed the motivations and objectives
for this thesis. It also summarized the original contributions to the Arabic NLP
field of study.Chapter 2: Literature Review: Morphological Analyses of
Arabic Text presents coverage of background and literature surveys relevant to
the research. First, a survey of Arabic text corpora is discussed in section 2.2.
Second, a literature survey of morphological analysis in general and
morphological analysis for Arabic text in particular is discussed in section 2.3.
This section presents the general methodologies of morphological analysis and

those which have been applied to Arabic text. It also surveys the existing key
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morphological analyzers for Arabic text and discusses their attributes. Third, a
survey of part-of-speech taggers for Arabic text is presented in section 2.4. It
comparatively evaluates existing part-of-speech taggers for Arabic text.

e Part II: Background Analysis and Design includes:

o Chapter 3: Comparative Evaluation of Arabic Morphological Analyzers and
Stemmers surveys stemming algorithms for Arabic text used in the comparative
evaluation in section 3.2. Then it discusses four different fair and precise
evaluation experiments using a gold standard for evaluation in sections 3.4 and
3.5. Finally, it presents an analytical study of the triliteral Arabic roots in section
3.7.

o Chapter 4: The SALMA-ABCLexicon: Prior-Knowledge Broad-Coverage
Lexical Resource to Improve Morphological Analyses surveys morphological
lexicons for Arabic and other languages in section 4.1. Traditional Arabic lexicons
and lexicography are presented in section 4.2. Twenty-three traditional Arabic
lexicons are listed and and classified according to their ordering methodology in
section 4.3. The construction methodology of the SALMA — ABCLexicon using
the traditional Arabic lexicons and its evaluation are discussed in sections 4.4 and
4.5. The Corpus of Traditional Arabic Lexicons is described in section 4.6.

o Chapter 5: The survey of Arabic Morphosyntactic Tag Sets and Standards for
Designing the SALMA Tag Set presents existing part-of-speech tagging systems
and tag sets for Arabic text in sections 5.2 and 5.3. Section 5.4 discusses the
morphological features in Tag Set design criteria.

e Part III: Proposed Standards for Arabic Morphological Analysis includes:

o Chapter 6: The SALMA Tag Set analyzes 22 morphological features of Arabic
word morphemes. It defines the attributes of each morphological feature by
identifying their characteristics and deciding which attributes are used for the
analysis of specific morphological categories.

o Chapter 7: Applying the SALMA Tag Set explores the evaluation
methodologies of the SALMA — Tag Set in section 7.3. A practical application of
the SALMA — Tag Set has been achieved by mapping from the Quranic Arabic
Corpus morphological tag set in section 7.4. The evaluation of the mapping
process is reported in section 7.5 and discussed in section 7.6.

e PartIV: Tools and Applications for Arabic Morphological Analysis includes:

o Chapter 8: The SALMA Tagger for Arabic Text discusses morphological
analysis for Arabic text. It presents standards for developing a robust
morphological analyzer for Arabic text based on our experiences in participating
in two contests for developing morphological analyzers for Arabic text: the
ALECSO/KACT initiative and MorphoChallenge 2009 competition (section 8.2).
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The SALMA - Tagger algorithm is described in section 8.3. The SALMA —
Tagger is decomposed into sophisticated modules that break down the complex
morphological analysis problem into achievable tasks so they solve particular
problems and are useful in their own right. These modules are: The SALMA —
Tokenizer; the SALMA — Lemmatizer and Stemmer; and the SALMA — Pattern
Generator. A rule-based system for predicting the morphological features of
Arabic word morphemes is discussed in section 8.4. Finally, standard output
formats of the SALMA — Tagger are described in section 8.5.

o Chapter 9: Evaluation for the SALMA - Tagger depends on developing agreed
standards for evaluating morphological analyzers for Arabic text, based on our
experiences and participation in two evaluation contests: the ALECSO/KACT
initiative for developing and evaluating morphological analyzers; and the
MorphoChallenge 2009 competition, section 9.2. The construction of a reusable
general purpose gold standard (the SALMA — Gold Standard) for evaluating the
SALMA - Tagger and morphological analyzers for Arabic text in general is
described in sections 9.4 and 9.5. Sections 9.6 and 9.7 discuss the process of
evaluating the SALMA - Tagger using gold standards. Evaluation metrics are
discussed and the results of the evaluation reported. The discussion of the results
analyzes the prediction process, the challenges and suggestions for improvement
for each morphological feature category in section 9.8.

o Chapter 10: Practical Applications of the SALMA Tagger describes two
practical applictions for applying the resources, standards, and tools developed in
this thesis. The first application was achieved by lemmatizing the 176-million
word Arabic Internet Corpus, section 10.2, and an exemplar for using the
resources, standards and tools is as a language-engineering toolkit for Arabic
lexicography to construct Arabic monolingual and bi-lingual dictionaries, in
section 10.3.

e Part V: Conclusions and Future Work includes:

o Chapter 11: Conclusions and Future Work summarizes the conclusions of this
thesis. It reviews the motivations and objectives for this thesis and lists the main
contributions and their impact on Arabic NLP. The second part of the chapter
discusses future work that can be done to improve the developed resources,
standards and tools. It also shows example projects of higher NLP applications

that can benefit directly from our contributions and from our research interests.
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Chapter 2
Literature Review: Morphosyntactic Analysis of Arabic Text

2.1 Introduction

This chapter surveys existing morphosyntactic analysis systems for text corpora.
The survey studies these systems in three dimensions. First, it explores Arabic text
corpora as a background prerequisite for morphosyntactic analysis. Second, it studies
morphological analysers for text corpora concentrating on methodologies, challenges,
examples of existing morphological analysers, and evaluation standards. Third, it surveys
part-of-speech tagging technology and existing part-of-speech taggers for Arabic text.

Arabic corpora started to appear in the late 1980s. Most of the existing Arabic
corpora are of MSA written text, mainly newspaper text. Only two corpora are open-
source and available to download. These are the Corpus of Contemporary Arabic (CCA)
(Al-Sulaiti and Atwell 2006) and the Quranic Arabic Corpus (QAC) (Dukes, Atwell and
Sharaf 2010; Dukes and Habash 2010). The CCA represents MSA and contains 1 million
words of raw text, and the QAC represents Classical Arabic and consists of the Qur’an
text of about 80,000 words. The QAC is enriched with morphological and syntactic
annotation layers. Section 2.2 surveys existing Arabic corpora.

Several morphological analysers for Arabic text exist. Morphological analysis is an
important pre-processing step for many text analytics applications. The aim of
morphological analysis is to define words in a corpus in terms of morphosyntactic
information such as: (i) information about the word structure (i.e. root, affixes, clitics,
patterns and vowelization); (ii) part-of-speech of the word (i.e. noun, verb and particle)
(1i1) part-of-speech subcategories of the word (e.g. gerund, noun of place, active
participle, generic noun, proper nouns, pronouns, perfect verb, imperfect verb, imperative
verbs, prepositions, etc.); and (iv) the morphological features of the word (e.g. Gender,
Number, Person, Case or Mood, Transitivity, Rational, Number of root letters, etc.). The
information resulting from morphological analysers can be used in different levels of
NLP applications. Section 2.3 surveys morphological analysis of text corpora focusing on
its approaches, applications, the specific definition of morphological analysis for Arabic
text, challenges of Arabic morphology, and morphological analysis of both Classical and
MSA text. It also surveys state of the art morphological analysers and evaluation
methodologies.

Morphological analysers are designed to generate all possible analyses of the

analysed words out of their context. Disambiguating the analysis to suit the context is



-14 -

done by using part-of-speech taggers. Section 2.4 surveys part-of-speech technology. It

lists state of the art part-of-speech taggers for English, the tagged corpora and the

standards. The section surveys existing part-of-speech taggers for Arabic text. It briefly

lists existing part-of-speech taggers, their development approaches and their accuracy as

reported by their developers.

2.2 Arabic Corpora

Arabic corpora started to appear in the late 1980s; the following list of Arabic

corpora developed from (Al-Sulaiti and Atwell 2006) outlines their size, type, purpose of

development and the materials used to develop them:

Buckwalter Arabic Corpus (1986-2003) consists of about 3 million words of
public resources on the web to be used in lexicography.

Leuven Corpus (1990-2004) developed at the Catholic University of Leuven,
Belgium, consists of about 3 million words of written and spoken text from internet
sources, radio and TV and primary school books, to be used in the development of
Arabic-Dutch /Dutch-Arabic learner’s dictionaries.

Arabic Newswire Corpus (1994) developed at the University of Pennsylvania
LDC, consists of 80 million words of written text collected from Agence France
Presse (AFP), Xinhua News Agency, and Umma Press, to be used in education and
the development of technology.

CALLFRIEND Corpus (1995) developed at the University of Pennsylvania LDC.
This corpus comprises 60 telephone conversations by Egyptian native speakers, to
be used in the development of language identification technology.

Nijmegen Corpus (1996) developed at Nijmegen University consists of over 2
million written words collected from magazines and fiction, to be used in Arabic-
Dutch / Dutch-Arabic dictionaries.

CALLHOME Corpus (1997) developed at the University of Pennsylvania LDC,
consists of 120 telephone conversations of Egyptian native speakers, to be used in
telephony and speech recognition.

CLARA (1997) developed at Charles University, Prague, consists of 50 million
words collected from periodicals, books, internet sources from 1975-present, to be
used for lexicography.

Egypt (1999) developed at John Hopkins University, a parallel corpus of the
Qur’an in English and Arabic to be used in machine translation.

Broadcast News Speech (2000) developed at University of Pennsylvania LDC,
consists of more than 110 News broadcasts from the Voice of America radio

station, to be used in speech recognition.
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DINAR Corpus (2000) developed at Nijmegen University and SOTETEL-IT, in
co-ordination with Lyon2 University, consists of 10 million words, to be used in
lexicography, general research, and NLP.

An-Nahar Corpus (2001) developed by ELRA, consists of 140 million words of
written text collected from An-Nahar newspaper (Lebanon), to be used in general
text research.

Al-Hayat Corpus (2002) developed by ELRA consists of 18.6 million words of
written text collected from Al-Hayat newspaper (Lebanon), to be used for language
engineering and information retrieval applications.

Arabic Gigaword (2002) developed at the University of Pennsylvania LDC,
consists of around 400 million words collected from Agence France Press (AFP),
Al-Hayat news agency, An-Nahar news agency and Xinhua news agency, to be
used in natural language processing, information retrieval and language modelling.
E-A Parallel Corpus (2003) developed at the University of Kuwait, consists of 3
million words of written text collected from publications from Kuwait National
Council, to be used in teaching, translation and lexicography.

General Scientific Arabic Corpus (2004) developed at UMIST, UK, consists of
1.6 words of written text, to be used in investigating Arabic compounds.

Classical Arabic Corpus (CAC) (2004) developed at UMIST, UK, consists of 5
million words of written text, to be used in lexical analysis.

Multilingual Corpus (2004) developed at UMIST, UK, consists of 11.5 million
words of written text including 2.5 million words in Arabic, collected from IT-
specialized websites-computer system and online software help-one book, to be
used in translation studies.

SOTETEL Corpus developed at SOTETEL-IT, Tunisia, consists of 8 million
words of written text collected from literature, academic and journalistic materials,
to be used in lexicography.

Corpus of Contemporary Arabic (CCA) (2004) developed at the University of
Leeds, consists of 1 million words of written and spoken data, collected from
websites and online magazines, to be used in language teaching and language
technology.

DARPA Babylon Levantine Arabic Speech and Transcripts (2005) developed at
the University of Pennsylvania LDC, consists of about 2000 telephone calls
collected from Fisher style telephone speech collection, to be used in machine
translation, speech recognition and spoken dialogue systems.

The Penn Arabic Treebank (2001) Part 1 consists of 166,000 words of written
Modern Standard Arabic newswire from the Agence France Presse corpus; and Part
2 consists of 144,000 words from Al-Hayat distributed by Ummah Arabic News
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Text, to be used in computational linguistics. New features of annotation in the
UMAAH (UMmah Arabic Al-Hayat) corpus include complete vocalization
(including case endings), lemma IDs, and more specific part-of-speech tags for
verbs and particles. The Arabic Treebank corpora are annotated for morphological
information, part-of-speech, English gloss (all in the “part-of-speech” phase of
annotation), and for syntactic structure (Maamouri and Bies 2004).

¢ The Quranic Arabic Corpus (2009) contains the classical Arabic source text of
the Quran, the holy book of Islam. The text consists of nearly 80,000 words,
divided into numbered chapters and verses. The text is being enriched with
morphological analysis, Part-of-Speech tagging, dependency parsing, coreference
resolution, and other linguistic markup, via a collaborative web-based project. The
annotated corpus is online, used by Quranic scholars, linguists, and the general

public with an interest in Islam.

Nearly all these corpora have been collected by Arabic corpus linguistics research
groups for their own purposes, and are not freely downloadable. The Corpus of
Contemporary Arabic (CCA) developed at the University of Leeds (Al-Sulaiti and Atwell
2004; Al-Sulaiti and Atwell 2005; Al-Sulaiti and Atwell 2006), is the only freely
available corpus on the web which has been widely reused for linguistic research. But it
has not been annotated by part-of-speech tags. The only annotated corpus of the Arabic
language used widely in computational linguistics research is the Penn Arabic Treebank
(Maamouri and Bies 2004) developed at the University of Pennsylvania and distributed
(at cost) by LDC Linguistic Data Consortium. The Quranic Arabic Corpus, developed
recently, is starting to be used in tagging and parsing research.

2.3 Morphological Analysis for Text Corpora

Morphology is the study, identification, analysis and description of the minimal
meaning bearing units (morphemes) that constitute a word. Morphological analysis is the
process of categorizing and building a representative structure of the component
morphemes where both orthographic rules and morphological rules are important for
categorizing a word’s morphemes. For instance, the plural of party is parties where
orthographic rules indicate changing the —y to -i- and adding —es. And morphological
rules tell us that fish has null plural (Jurafsky and Martin 2008).

Automatic morphological analysis started in the 1950s to support machine
translation systems. The Porter stemmer (Porter 1980) is an example early morphological
analysis system which is widely used in information retrieval applications. Automatic
morphological analyses are beneficial for many early developed applications such as

spelling correction, text input systems and text-to-speech synthesis. There was little
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interest in evaluating the correctness of results obtained by morphological analysers in
early applications. The concern was on the soundness of the results rather than the
methods (Roark and Sproat 2007).

Finite-state methodology has been dominant since the 1980s. The Finite-state
approach for automatic morphological analysis was originally investigated at Xerox and
the first practical application was due to Koskenniemi (Koskenniemi 1983); this has been
used to develop wide-coverage morphological analysers for several languages. Two main
approaches for computational morphology are: explicitly finite-state approaches which
are based on a finite-state model and morphotactics, and integrating finite-state
morphology and phonology, with unification of morphosyntactic features (Roark and
Sproat 2007).

Morphological analyzers have been developed for a wide range of languages; the
following are some examples. EMERGE' is a morphological analyzer for Spanish. It
analyzes words and shows their canonical form, grammatical category and the inflection
or derivation they come from. ExtraLink is an information extraction (IE) system and
automatic hyperlinking that uses ontologies to define the relationships. Its IE system is
SProUT?, a generic multilingual shallow analysis platform, which can process English,
German, Italian, French, Spanish, Czech, Polish, Japanese, and Chinese. It has modules
for tokenization, morphological analysis, and named entity recognition. FLEMM?3 is a
rule-based program (lemmatizer) for French that performs flexional morphological
analysis for a tagged text using the Brill Tagger or TreeTagger, and extracts the lemma of
words. It uses a small lexicon of 3,000 entries to handle exceptions. FreeLing* is a library
that provides language analysis services for Spanish, English, and Catalan such as
tokenizing,  sentence  splitting, = morphological  analysis, @ NE  detection,
date/number/currency recognition, PoS tagging, and chart-based shallow parsing.
POSTAG> is morphological analysis plus part-of-speech tagging with morpheme
dictionary for Korean. ROSANA® (RObust Syntax-based ANAphor resolution) is a
coreference resolution system for English text. It identifies co-referring of anaphoric
expressions such as third person pronouns, possessives, reflexives, common nouns, and
names. TWOL is a two-level morphological analysis tools for English, German, Swedish,

Finnish, Danish, and Norwegian. XeLDA? is a framework that provides a general-purpose

I EMERGE http://protos.dis.ulpgc.es/morfolog/morfolog.htm

2 SProUT http://sprout.dfki.de/

3 FLEMM http://www.univ-nancy2.fr/pers/namer/Telecharger Flemm.htm
4 FreeLing http://www.lsi.upc.edu/~nlp/freeling

5 POSTAG http://nlp.postech.ac.kr/DownLoad/k_api.html

6 ROSANA http://www.stuckardt.de/rosana.htm

7 TWOL http://www.lingsoft.fi/

8 XeLDA http://www.mkms.xerox.com/
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text retrieval system which includes several language processing operations such as:
language identification; tokenization; morphological analysis; part-of-speech
disambiguation; noun phrase extraction; contextual dictionary lookup; idiomatic
expression recognition; relational morphology; and shallow parsing. It supports
processing for text of several languages (Dutch, English, French, German, Italian,
Portuguese, Spanish, Czech, Hungarian, Polish, Russian, Danish, Swedish, Finnish
Norwegian, and Chinese) and other languages in development (Czech, Arabic, Japanese
and Korean). It also includes bilingual dictionaries of English, French and German to
English, French, German, Italian and Spanish.

2.3.1 Approaches to Morphological Analysis

The two-level formalism is the most widely used theoretical approach to
morphological analysis. It is based on construction of a collection of finite-state
transducers which each implement a particular morphological rule. The transducers
attempt to map between the surface and the lexical realizations of a given morpheme. The
main drawbacks of this approach are: it is language dependent and it needs manual
construction of the transducers for each language which makes developing a
morphological analyzer very costly and time consuming (Pauw and Schryver 2008). The
minimum requirements for building a morphological analyzer using the two-level
formalism approach are as follows. First, it requires a lexicon of stems and affixes
together with basic information about them. Second, it is informed by morphotactics
where the model of morpheme ordering is explained and the relations between morpheme
classes inside a word are determined. Third, orthographic rules that govern the spelling of
the word are used to model the changes that occur in a word (Jurafsky and Martin 2008).

Corpus-based approaches to morphological analysis use morphologically annotated
corpora to build a morphological database rather than depending on linguistic knowledge.
For example, CELEX is a lexical database for English, Dutch and German. It contains
detailed information on orthography and phonology such as phonetic transcription of
variant pronunciations, syllable structure and primary stress. CELEX morphology
includes derivational and compositional structure and inflexional paradigms. Syntactic
information includes word class, word class-specific subcategorizations and agreement
structure. It also contains information about word frequency such as word and lemma

counts based on representative text corpora (Baayen, Piepenbrock and Rijn 1995).

Corpus-based approaches to building morphological analysis can be used to provide
a morphological database that is used in statistical processing and machine-learning
techniques to morphological analysis. Statistical processing and machine-learning

techniques are language independent, so in principle they can be ported to new domains
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and languages. Moreover, data-driven approaches to morphological analysis can

outperform manually constructed rule-based analyzers (Pauw and Schryver 2008).

Recently, unsupervised approaches to morphological analysis have been explored,
based on using minimum-distance edit metrics and pattern-matching techniques to
automatically guess the morphological properties of a language on the basis of raw,
unannotated text (Pauw and Schryver 2008). The unsupervised morpheme analysis
contest MorphoChallenge is a challenge to design a statistical machine-learning algorithm
for morphological analysis. The challenge has been run 5 times since 2005. The next

section gives more detail about MorphoChallenge 2009 in particular.
2.3.2 MorphoChallege Competition

The MorphoChallenge task is to develop an unsupervised learning algorithm which
can return the morpheme analyses of each word given lists of words of several languages;
for Morphochallenge 2009 these were Arabic, English, Finish, German and Turkish. The
preferred algorithm needs to be as language independent as possible. All words in the
training corpus occur in sentences, so the algorithm might utilize information about word

context (Kurimo, Virpioja and Turunen 2009).

The training corpora were 3 million sentences for English, Finnish and German, and
I million sentences for Turkish in plain unannotated text files. The training corpus for
Arabic was the Quran, which is a small corpus consisting of only 78K words. The text of
the Qur’an corpus is available in both vowelized and non-vowelized formats. For Arabic,
the participants could test their algorithms using the vowelized words or the unvowelized,
or both. The algorithms were separately evaluated against the vowelized and the non-
vowelized gold standard analyses. For all Arabic data, the Arabic writing scripts were
provided as well as the Roman script (Buckwalter transliteration), see figure 9.1.
However, only the morpheme analysis submitted in Roman script, was evaluated (Kurimo
et al. 2009).

In Competition 1 the proposed unsupervised morpheme analyses were compared to
the correct grammatical morpheme analyses called here the linguistic gold standard. The
gold standard morpheme analyses were prepared in exactly the same format as the result
file the participants were asked to submit: alternative analyses separated by commas. For
Arabic the gold standard had in each line: the word, the root, the pattern and then the
morphological and part-of-speech analysis (Kurimo et al. 2009). Section 9.3 discusses the

MorphoChallenge competition as a standard for evaluating morphological analyzers.

Twelve algorithms were evaluated against the Arabic Qur’an gold standard. The
evaluation results for Arabic turned out to be quite surprising, because most algorithms

gave rather low recall and F-measure and the simple “letters” reference outperformed all
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other participating algorithms; see section 9.3.1 for the definitions of the accuracy

measures. “Promodes” and “Ungrade” methods scored clearly better than the rest of the

participants in Arabic. Tables 2.1 shows the evaluation results for the twelve algorithms

compared to the gold standards of non-vowelized as reported by (Kurimo et al. 2009).

Table 2.1 The submitted unsupervised morpheme analysis compared to the Gold
Standard in non-vowelized Arabic (Competition 1).

AUTHOR(S) METHOD PRECISION RECALL F-MEASURE
- letters 70.48% 53.51% 60.83%
Spiegler et al. PROMODES 2 76.96% 37.02% 50.00%
Spiegler et al. PROMODES committee 77.06% 36.96% 49.96%
Spiegler et al. PROMODES 81.10% 20.57% 32.82%
Golénia et al. UNGRADE 83.48% 15.95% 26.78%
Virpioja & Kohonen Allomorfessor 91.62% 6.59% 12.30%
- Morfessor Baseline 91.77% 6.44% 12.03%
Bernhard MorphoNet 90.49% 4.95% 9.39%
Monson et al. ParaMor-Morfessor Union 93.72% 4.81% 9.14%
Monson et al. ParaMor-Morfessor Mimic 93.76% 4.55% 8.67%
Lavallée & Langlais RALI-ANA 92.40% 4.40% 8.41%
Tchoukalov et al. MetaMorph 95.05% 2.72% 5.29%
Monson et al. ParaMor Mimic 91.29% 2.56% 4.97%
Lavallée & Langlais RALI-COF 94.56% 2.13% 4.18%

2.3.3 Applications of Morphological analysis

Morphological analysis has many applications throughout speech and language

processing. Morphological analysis techniques form the basis of most natural language

processing systems (Kiraz 2001; Al-Sughaiyer and Al-Kharashi 2004; Jurafsky and

Martin 2008; Pauw and Schryver 2008). Such applications are:

Searching the Web: In web searching for morphologically complex languages,
morphological analysis enables searching for the inflected form of the word even if
the search query contains only the base form.

Part-of-speech taggers: Morphological analysis gives the most important
information for a part-of-speech tagger to select the most suitable analysis for a given
context.

Dictionaries and Spell-checkers: Dictionary construction and spell-checking
applications rely on a robust morphological analysis.

Machine translators: Machine translation systems rely on highly accurate
morphological analysis to specify the correct translation of an input sentence
(Jurafsky and Martin 2008).

Lemmatizers: lemmatization is part of morphological analysis. Google’s search
facilities use lemmatization to produce hits of all inflectional forms of the input word.

Statistical models of language in machine translation and speech recognition also use
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lemmatization. Lexicographic applications use lemmatizers as an essential tool for
corpus-based compilation (Pauw and Schryver 2008).

¢ Other applications: morphological analysis is useful for many applications, such as
information retrieval, text categorization, dictionary automation, text compression,
data encryption, vowelization and spelling aids, automatic translation, and computer-

aided instruction (Al-Sughaiyer and Al-Kharashi 2004).

2.3.4 Morphological Analysis for Arabic Text
Morphological analysis is the process of assigning the morphological features of a
word such as: its root or stem, the morphological pattern of the word, the morphological
attributes of the word (part-of-speech of the word whether it is noun, verb or particle). It
also involves specifying the number of the word (singular, dual or plural), and the case or
mood (nominative, accusative, genitive or jussive). Moreover, it identifies the internal
structure of the word such as prefixes, suffixes, clitics and the root or stem (Thabet 2004);
see sections 1.2 for general definition of morphology and morphological analysis.
Hamada (2009), also Hamada (2010) defined morphological analysis of Arabic text
as a series of processes. Morphological analysis for Arabic text includes extracting the
root of the analyzed word, deriving all possible derivatives of a given root, analyzing the
words into their morphemes, distinguishing the stem of the word by separating its

prefixes and suffixes and stripping the conjugated or inflectional affixes of the word.

Habash (2010) distinguished between two types of approaches to morphology:
form-based morphology and functional morphology. The morpheme as the smallest
meaningful unit in a language is the central concept in form-based morphology. However,
the central concept of functional morphology is the study of words and morphemes in
terms of their morpho-syntactic and morpho-semantic behaviour in context. (Habash
2010) defined morphological analysis as the process of determining all possible
morphological analyses of the orthographic word. This process includes identifying the
main part-of-speech of the analyzed word. The morphological analysis is either form-
based where the word’s morphemes are identified or based on functional morphology

where the functions (grammatical features) of each morpheme are determined.

The previous definitions of morphological analysis for Arabic text agree with the
general definition of computational morphology in section 1.2. A pragmatic definition of

morphological analysis for Arabic is computer applications that analyze Arabic words of
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a given text and deal with their internal structure. This involves a series of processes that
identify all possible analyses of the orthographic word. These processes are both form-
based and function-based. Orthographic words can be fully-vowelized, partially-
vowelized or non-vowelized. They also can be Classical Arabic or Modern Standard

Arabic.

Form-based analysis deals with the orthographic word to identify its morphemes.
These processes include tokenization, spell-checking, stemming and lemmatization,
pattern matching and diacritization. Function-based processes deal with identifying the
morphosyntactic features and functions of the word. These processes include predicting

the morphological features of the word’s morphemes, part-of-speech tagging and parsing.

The following subsections survey Arabic morphological analysis. The first
subsection explores the challenges for Arabic morphological analysers. The second
subsection defines basic related concepts which are used throughout this thesis. The third
and fourth subsections discuss morphological analysis of Classical and Modern Standard
Arabic respectively. The fifth subsection surveys the approaches for morphological
analysis development. The sixth subsection discusses the requirements of developing
Arabic morphological analysers. The seventh subsection surveys existing morphological
analysis systems for MSA text. The last subsection gives an example of a community-
based approach for evaluating Arabic morphological analysers, the ALECSO/KACST
initiative for developing and evaluating morphological analysers for Arabic text; see also

section 8.2.

2.3.4.1 Challenges of Arabic Morphology

Arabic is a morphologically complex and highly inflectional language. Its root-
pattern nonconcatenative (i.e. nonlinear) morphology makes both theoretical and
computational processing tasks for Arabic text extremely hard. Morphological analysis of
Arabic text affects higher level applications such as part-of-speech tagging and parsing. It
affects both syntactic and phonological levels of analysis (Beesley 1996; Al-Sughaiyer
and Al-Kharashi 2004; Smrz 2007; Soudi et al. 2007; Attia 2008; Habash 2010). Chapter
8 discusses practical solutions for these challenges as implemented in the SALMA —

Tagger. Here is a list of major challenges that face Arabic morphological analysis:

1- The orthography of Arabic: the orthography of Arabic is based on standard Arabic

script. The Arabic alphabet consists of: 25 consonants; 6 vowels divided into three
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long vowels (s « 5 < 1) (@, w, y) and three short vowels written as diacritics ( ¢ « & « ©)

(a, u, i); and a glottal stop hamza". In addition, the writing system for Arabic contains

other shapes of letters such as ’alif maqsarah (s). Arabic letters change their shape

according to their position in the word as Arabic script requires connection of the
word’s letters. Other orthographic issues in Arabic are the use of diacritics above or

below letters. These diacritics include sukin (¢) to mark silent letters (i.e. absence of
short vowel); and gemination or incorporation® Saddd" ( 4 ) to indicate a doubled
letter; and tanwin (o « & « &) the syntactic case mark of indefinite singular nouns.
hamza" has 5 shapes (¢ 51 1¢). ta’ marbiitd" (s ) shares phonetic properties of the
two consonants 7@’ (<) and hd’ (») and is used to mark feminine singular nouns.
madda" (7) or extension is a compound letter of hamza" and ‘alif (1¢).

2- Nonconcatenative nature: the rich ‘“root-and-pattern” nonconcatenative (or
nonlinear) morphology results in a highly complex word formation process of roots
and patterns. Hundreds of words can be derived from a single root by following
certain patterns. These patterns are abstract templates where root radicals (i.e. mostly
triliteral roots) and vocalism (i.e. short vowels) are inserted in certain positions
within the pattern. The pattern also has prefixed letters appearing before the position
of the first root radical; suffixed letters appearing after the position of the last root
radical; and infixed letters appearing between the root radicals. Patterns transmit
morphological and semantic features to the derived words. During the derivation
process changes might occur to the original root letters such as assimilation, elision
and gemination. Broken plurals exemplify the nonconcatenative nature of Arabic

(Clark 2007). For example, the plural form of the word i galb ‘heart’ is <, quliih
‘hearts’ and this is formed by adding the letter s waw as an infix between the second
and the third radicals. And the plural form of the word -ia. misbah ‘light’ is tas
masabih which is formed using the special pattern of broken plural G mafa ‘il that

re-arranges the root radicals and the infixes. This “root and pattern” morphology also

9 Gemination or incorporation are used in the thesis to indicate a doubled letter which usually marked by
Sadda" ( =) in vowelized text. Sadda”" does not appear in non-vowelized text. Therefore, the absence of

Sadda" represents a challenge to morphological analyzers for Arabic text.
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brings problems for western linguistic terminology. A “morpheme” in Western
traditions is an indivisible “atomic” lexical unit, and the “stem” is the core morpheme
of a word. In Arabic, the “stem” combines root and pattern. In this thesis, we refer to
stem as a morpheme, but purists may argue a stem is really 2 morphemes — root and
pattern.

Arabic clitics: clitics and affixes of Arabic words are productive. Clitics are
conjunctions, prepositions, particles, and genitive suffix-pronouns that are attached to
the beginnings and at the ends of words. According to our classification into clitics or
affixes as explained later in sections 8.3.1.4 and 8.3.1.5, the definite article is
classified as a proclitic rather than a prefix because the definite article is not part of
the pattern even though it cannot appear as a stand-alone word. Therefore, storing
word forms in a dictionary and doing morphological analysis by dictionary lookup is
not possible, as we cannot list all morphological variants of every Arabic word. Thus,

morphological analysis done dynamically is unavoidable. A word such as <y bi-
walidayhi ‘in his parents’ consists of four morphemes < bi ‘in’ is a preposition, i
walida ‘parent’ is the noun stem, ¢y ‘two’ is a dual letter, and » hi ‘his’ is object
relative pronoun. The proclitic < bi ‘in’ and the enclitic » hi ‘his’ are productive

clitics.

High degree of ambiguity: Arabic also has a high degree of ambiguity for many

reasons such as:

a. Assimilation or elision of vowels: the presence of long vowels in some root
radicals causes these weak radicals to be deleted or changed during the

derivation process. For example, the weak radical s waw of the root Jg g-w-[ is

changed into another vowel or is deleted according to vocalic environment. It is

changed into ' ’alif in the past verb JG gal ‘he said’; and into  ya’ in the
passive past verb 3 gila ‘it is said’; and deleted in the first person past verb &I

qultu ‘I said’.

b. Interaction between affix or clitic letters and the root radicals: word affixes
and clitics can be homographic with the underlying letters of the word which
means the morphological analyzer must deal with words whose clitics and

affixes interact with the underlying letters by producing all possible analyses of
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these words. For example, the word Ul bitagat, can have two possible

analyses. One way is to treat the first letter of the word as a prepositional

proclitic < bi “with”, where the root is &-s-- f-w-g and it means ‘with the

abilities’.The other way is to treat the first letter as an underlying letter where

the root is &---— b-f-g and it means ‘cards’, where it has no clitic or prefix.

Section 8.2.3.2 gives more examples.

Tokenizationl? (i.e. segmentation) of words into their morphemes where
word tokens out of context can be segmented into different sequences of
morpheme tokens. Therefore, morphological analyzers need to investigate all

possible variants correctly for words out of context. Morphemes such as < ta’

can be attached to verbs to indicate second person masculine subject or second

person feminine subject. For example, the <« t@’ morpheme of the word «..; frmt
can be analyzed as: capfaramta ‘you (2MS) chopped’; or <3 faramti ‘you
(2FS) chopped’. The same form can involve one morpheme <&s3 farmata ‘he
formatted’ which represents a foreign word; or three morphemes <= +, + &
< farumta ‘you (2MS) desired’ which has the root s, r-w-m; or Cap= +, + &
< faramat ‘she (3FS) threw’ from the root ., r-m-y.

Extracting the root letters of the word: root letters can be hard to extract or
predict and increase the text ambiguity if the one or two root letters are long

vowels or belong to the affixes and clitics letters. For example, the form ... ysr
involves two roots: .. y-s-r where the word .. yasir means ‘ease or
prosperity’; and . s-r-r where the word 3. yasirru means ‘he tells a secret’.

Moreover, assimilation or elision occurring on root radicals or affix letters
increases the complexity of root extraction algorithms especially those that
assume letters which are not shared with clitic and affix letters are original root

radicals. For example, the letter L fah of the word 31> ’istama ‘impact’ which
has the root .- s-d-m, will be treated as a root radical, where it has changed

from the underlying letter « ra’ of the pattern Ja5i’ifta‘ala.

10 Tokenization refers to both word tokenization and morpheme tokenization throughout the thesis
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e. The omission of short vowels especially in MSA text: will affect the functional

behaviour and the part-of-speech classification of words. For example, sswrd:
can be 33 ward™ “roses” representing a noun or 33 warada “to come”
representing a verb; o, rb: & rubb™ “God” is a noun, while < rubba “many”
is a particle;. A non-vowelized word can be noun, verb and particle. Thus . bl;
% ball"™ “moistening” is a noun; *% balla “to moisten, wet, make wet” is a verb;
J bal “nay, -rather ..., (and) even, but, however, yet” is a particle.

5- Phonology, morphology and syntax: morphology interacts with phonology and
syntax. Phonology deals with phonemes which are sound units smaller than
morphemes, and syntax deals with rules of composing sentences by combining
words. Phonological processes cannot be separated from morphology. Therefore,
morphological analyzers need to deal with the different kinds of phonological
processes such as assimilation, syncope or deletion, epenthesis or insertion, and
gemination or doubling. Syllabification is a well-studied phonological phenomenon
in English dictionaries, but it is not established in Arabic dictionaries. On the other
hand, syntax interacts significantly with morphology such that many words require
contextual knowledge to solve their morphological ambiguities. In conclusion,
morphological analysis modules must account for phonology and syntax which
increases the complexity of developing morphological analysis systems for Arabic
text (Kiraz 2001).

6- Punctuation: punctuation has been introduced recently into the Arabic writing
system. MSA text is characterized by inconsistency and irregularity in the use of
punctuation marks. In addition to the late introduction of punctuation to MSA
text, the absence of a comprehensive treatment of punctuation in Arabic
grammar books increases the problem of inconsistency in the use of punctuation
in MSA text. Moreover, the use of punctuation in Arabic text is prescriptive
rather than based on a linguistic description of actual usage in authentic written
samples (Khafaji 2001; Attia 2008). Punctuation plays a significant part in
phrase break prediction for English, and serves as an input to the classifier along
with POS tags in both rule-based (Liberman and Church 1992) and probabilistic
(Taylor and Black, 1998; Ingulfsen et. al, 2005) approaches.



-7 -

2.3.4.2 Basic Concepts of Arabic Morphological Analysis

This section defines the basic concepts related to Arabic morphological analysis.

These terms will be used in this thesis according to these definitions. Some of them are

drawn from Wikipedia, as although Wikipedia is not an authoritative academic source, it

is a widely-used explanatory source.

Tokenization or segmentation: is the process of defining the word’s morphemes.
These morphemes can be classified into 5 types: proclitics, prefixes, stem, suffixes
and enclitics. A word must have at least one stem morpheme. Combinations of clitics
and affixes can be attached to the word. A morphological analyzer is responsible for
defining all possible variations of segmenting a word into its morphemes.

Stemming: is the process of assigning morphological variants of words to
equivalence classes, such that each class corresponds to a single stem. It is also
defined as reducing inflected words to their stem, base, or root form!!. For example
words such as writing, write, writer and written are reduced to the root write. For
distinguishing between stem and root in Arabic — see note 2 on section 2.3.4.1.
Lemmatization: is the process of grouping a set of words into the canonical form,
dictionary form, or citation form which is also called the lemma. E.g., in English,
run, runs, ran and running are forms of the same lexeme, with run as the lemmal2.
The lemma is usually also the stem.

Root: is the smallest lexical unit. An Arabic root usually consists of three letters (i.e.
radicals) which carries the aspects of semantic contents!3. Both root and pattern are
used to derive Arabic words. In the derivation process the root radicals are inserted
into their positions in the pattern. These positions are not necessarily consecutive.
Morpheme: is the minimal meaning bearing unit that for constituting a word. The
principal difference between morpheme and word is that morphemes may or may not
be standalone units, while a word is a meaningful freestanding unit!4.

Patterns: are the templates of combinations of consonants and vowels. The
consonants represent slots for the root radicals to be inserted and the vowels
represent the vocalism. The pattern is represented by sequences of Cs representing
the consonants and Vs representing vocalism. The CV approach for representing
patterns is widely used across languages (McCarthy and Prince 1990b; McCarthy and

Prince 1990a; Smrz 2007; Attia 2008; Habash 2010). The original representation of
patterns was proposed by Arabic grammar scholars as =) ol al-mizan as-sarfr

11 Wikipedia explanation, http://en.wikipedia.org/wiki/Stemming

12 Wikipedia explanation of Lemma, http://en.wikipedia.org/wiki/Lemma_(linguistics)
13 Wikipedia explanation of Root, http://en.wikipedia.org/wiki/Root_(linguistics)

14 Wikipedia explanation of Morpheme, http://en.wikipedia.org/wiki/Morpheme
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‘the morphological scale’ which uses the past verb = ‘did’ to represent the root

radicals (Ali 1987; al-Saydawi 2006).

e Pattern matching: is the process of matching words with their possible patterns,
either morphosyntactic patterns or morphophonemic patterns. The pattern matching
algorithm must deal with three types of changes: incorporation or assimilation,
substitution and deletion of vowel letters.

¢ Function words: are words with little semantic content meaning. They serve as
important elements in the structure of sentences. They define grammatical
relationships with other words within the sentence. They also signal the structural
relationships that words have with one another. Function words are pronouns,
prepositions, determiners, conjunctions, auxiliary and modal verbs (Baker, Hardie
and McEnery 2006). In some languages, some function words are not free-standing,
but clitics attached to content words.

¢ Diacritization or vowelization: is the process of adding the correct short vowels and
diacritics to words. Vowelization is an important characteristic of the Arabic word.
Vowelization helps in determining some morphological features of words. The
presence of the short vowel on the last letter helps in determining the case or mood of
the word. And the presence of a vowel on the first letter determines whether the verb
is active or passive. The presence of other diacritics such as Sadda" and madda"
(extension) solve some ambiguities of words.

e Part-of-speech tagging: is the process of assigning part-of-speech grammatical
category labels to the words of a corpus. Tagging is done automatically using part-of-
speech tagger programs, and manual proofreading to content errors.

¢ Parsing: is the process of analysing the grammatical structure of a sequence of words
or tokens. Parsing is automatically accomplished by using syntactic parser programs
which output the syntax trees of the analysed text.

2.3.4.3 Morphological Analysis of Classical Quranic Arabic Text

The Quranic Arabic Corpus is a newly available resource enriched with multiple
layers of annotation including morphological segmentation and part-of-speech tagging.
The motivation behind this work is to produce a resource that enables further syntactic
and semantic analysis of the Qur’an; a genre difficult to compare with other forms of
Arabic, since the vocabulary and the spelling differs from Modern Standard Arabic
(Dukes and Habash 2010). The Quranic Arabic Corpus uses the old Arabic script called
the Othmani script; this is the same script used in writing the first copies of the Qur’an
about 1,400 years ago. In addition, dots, short vowels and diacritics were added to the

same word skeletons of the first written Qur’an.
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Buckwalter’s Arabic Morphological Analyzer (BAMA) was used to generate the
initial tagging. The analyzer was adapted to work with Quranic Arabic text. After that, the
annotated corpus was then put online to allow for collaborative proofreading and

correction of the annotation (Dukes and Habash 2010).

Mapping was required to convert from the Modern Standard Arabic BAMA tag set
to the classical grammar model used in the Quranic Arabic Corpus tag set. Manual
disambiguation was required for some cases, where one-to-one mapping was not
applicable such as particles. In order to adapt BAMA to process the Quranic Arabic
Corpus text, three main modifications were made. First, spelling of the Qur’an differs
from MSA. The differences involve orthographic variations of hamza", *alif and the long
vowel a. Second, the multiple diacritized analyses produced by BAMA for the processed
words were ranked in terms of their edit-distance from the Qur’anic diacritization, with
closer match ranked higher. Finally, filtering is done by choosing the highest rank
analysis part-of-speech as a solution (Dukes and Habash 2010).

Manual annotation involves adding some parts of the morphological analysis, such
as missing verb voice (active/passive), the energetic mood for verbs, the interrogative alif
prefix, identifying particles, verb forms, and disambiguating lam prefix (Dukes and
Habash 2010). Figure 2.1 shows a sample of the morphological and part-of-speech tags of
the Quranic Arabic Corpus taken from chapter 29.

Index Word QAC morphological tag

291111 Al POS:INL

291211 Cwal  AINTGH+ POS:V PERF ROOT:Hsb 3MS
291212 OGN Al+ POS:N LEM:<insa'n ROOT:Ans MP NOM
291213 ol POS:SUB LEM:>an

291214 155 POS:V IMPF PASS ROOT:trk 3MP MOOD:SUBJ
291215 ol POS:SUB LEM:>an

291216 155 POS:V IMPF ROOT:qwl 3MP MOOD:SUBI
291217 Usls  POS:V PERF (IV) ROOT:Amn 1MP

291218 A wa+ POS:PRON 3MP

291219 ¥ POS:NEG LEM:laA

2912110 Os58)  POS:V IMPF PASS ROOT:ftn 3MP

Figure 2.1 Sample of the morphological and part-of-speech tags of the Quranic Arabic
Corpus taken from chapter 29

The automatic algorithm produced an analysis for 67,516 out of 77,430 words,

followed by manual annotation done by native Arabic speakers. In the first stage the



-30 -

annotators corrected 21,550 words (28%) including 9,914 words missed by the analyzer
and 11,636 corrections to existing analyses. In the second stage, another annotator made
changes to 1,014 words (1.38% of all words). In the final stage, the corpus was put online
for community volunteer correction, resulting in over 2,000 (2.6%) approved corrections

to words (Dukes and Habash 2010).

The Quranic Arabic Corpus tag set adapts traditional Arabic grammar leading to
morphological annotation that uses familiar terminology. This terminology enables
people with Quranic syntax experience to participate in the online annotation to be
verified against existing recognized standard textbooks on Quranic Grammar (Dukes and

Habash 2010).

2.3.4.4 Four Approaches to Morphological Analysis for MSA Arabic Text

Generally, there are four main methodologies for developing robust morphological
analysers. Arabic morphological analysis techniques include two-level and finite-state
morphology (Al-Sughaiyer and Al-Kharashi 2004). The four main methodologies used

for Arabic morphological analysis are:

e Syllable-Based Morphology (SBM), which depends on analysing the syllables of
the word.

¢ Root-Pattern Methodology, which depends on the root and the pattern of the word
for analysis. Using this method, the root of the word is extracted by matching the
word with lists of patterns and affixes.

¢ Lexeme-based Morphology, where the stem of the word is the crucial information
that needs to be extracted from the word.

e Stem-based Arabic lexicon with grammar and lexis specifications, where stem-
grounded lexical databases with entries associated with grammar and lexis
specifications, is the most appropriate organization for the storage of Arabic lexical

information.

All these methodologies (Al-Sughaiyer and Al-Kharashi 2004; Soudi et al. 2007)
use pre-stored lists of root, stems, patterns and affixes and grammar and linguistic
information encoded with the analysers. A fifth methodology is using tagged corpora and

computer algorithms to extract a morphological database of the tagged words.

Machine learning algorithms do not really apply given the absence of

morphologically tagged corpora and the absence of tractable learning algorithms.
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Moreover, other challenges that face the application of machine learning algorithms to
solve Arabic morphological analysis problems are: the encoding differences of Arabic
text samples coded in Unicode and systems which only accept text coded in ASCII; the
nature of Arabic as a highly inflected language; its variable word order of (VSO) for
morphologically rich languages could lead to greater contextual ambiguity. Therefore it
would require a higher-order model than languages like English and it would require a
larger training corpus (Sdnchez Leén and Nieto Serrano 1997; Hardie 2004); and the

large tag set size used.

2.3.4.5 Requirements for Developing Morphological Analysers for Arabic Text

A robust and well-designed morphological analyzer for Arabic text has to meet the
following conditions. First, it can correctly divide the analysed word into morphemes
such as proclitics, prefixes, stem or root, suffixes and enclitics and specify the
morphological features for each morpheme. Second, it can generate the correct pattern of
the word and specify whether the generated pattern is a noun pattern, verb pattern or both.
Third, it can extract the correct root of the word, whether it is a tri-literal root or
quadriliteral root. Fourth, it can deal with unambiguous words (inert or stop words),
irregular words, rare words and borrowed words. Fifth, it can specify the rules of
transitive and intransitive verbs. Sixth, it can specify the derivation rules of past verbs,
progress verbs and imperative verbs. Finally, it can deal with the orthographic aspects of
the words such as vowelizing, incorporation, substitution and the writing of hamzah,
which helps in correcting spelling mistakes (Al-Bawaab 2009; Hamada 2009a). Section
8.2 discusses the requirements and specifications for developing an Arabic morphological

analyser.

2.3.4.6 Morphological Analysers for Modern Standard Arabic Text

In this section, we will survey existing morphological analysers of Arabic text. Each
morphological analyzer is studied in terms of the approach used to build it, the definition
of a word’s morphemes, the database used to support morphological analysis, the
morphological features that the analyzer can determine and the tag set used to encode

these features.
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1- Xerox Arabic Finite-State Morphological Analysis and Generation System

(1998)

Xerox deals with Modern Standard Arabic text. It accepts input text which is fully-
vowelized, partially-vowelized or non-vowelized, and outputs root, pattern, and affixes of
the analysed word with feature tags such as: part-of-speech, person, number, mood, voice
and aspect. The Xerox system aims to solve three challenges of Arabic: morphotactics,
short vowels and Arabic lexicon lookup. The Xerox system is based on a lexicon of root-
pattern representation of 5000 roots and 400 phonologically distinct patterns. It is based
on the large two-level morphological analyzer for Arabic ALPNET. Xerox finite-state
calculus was used to insert roots into their patterns and effectively generated 85,000 valid
stems. The lexicon transducer also contains suitable prefixes and suffixes which are
added to stems in the normal concatenative way. The result of the analysis returns back
the upper-side string as root base-form followed by relevant morphosyntactic features of
the analysis (Beesley 1996; Beesley 1998).

The advantages of the Xerox system are its large coverage; the reconstruction of
short vowels; and the English glossary provided for each word. However, it has
disadvantages such as lack of specification for multiword expressions (MWEs) and
improper spelling relaxation rules. The major disadvantages of Xerox are: over-
generation in word derivation due to uneven distribution of patterns for roots; the coarse-
grained classification of words which is limited to 4 part-of-speech tags (verbs, nouns
including adjectives and adverbs, particles and function words); and the high-level of

ambiguity where it produces many analyses for most words (Attia 2008).

2- ElixirFM Functional Arabic Morphology (2007)

ElixirFM is an implementation of a novel computational model of the
morphological processes in Modern Written Arabic. It is still in active development and
related to the Prague Arabic Dependency Treebank (PADT) project (Haji¢ et al. 2004;
Smrz et al. 2008). The system includes two essential components, namely a multipurpose
programming library promoting clear style and abstraction in the model, and a

linguistically refined, yet intuitive and efficient, morphological lexicon.
ElixirFM provides the user with four different modes of operation:

® Resolve provides tokenization and morphological analysis of the inserted text, even
if one omits some symbols or does not spell everything correctly (Smrz 2007; Smrz
2009). The tokenization decision follows the conventions of PADT and PATB. For
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example the word =W [il-kutub ‘for the books’ has the following analyses (Habash

2010):
R S — i ‘A
o N----- P2D al-kutub ‘ktb’ al >l FuCulL | << 1’

¢ Inflect transforms words into the forms required by context.

¢ Derive converts words into their counterparts of similar meaning but different
grammatical category, specified via natural language descriptions or morphological
tags. Word forms are encoded using morphophonemic patterns pertaining to
morphological stem and reflect their phonological qualities.

e Lookup can lookup lexical entries by the citation form and nests of entries by the
root. The lexicon of ElixirFM is derived from the open-source Buckwalter lexicon
which contains about 40,000 entries that are grouped into about 10,000 nested

entries.

Word forms are encoded via carefully designed morphophonemic patterns that
interlock with roots or literal word stems. ElixirFM implements the comprehensive rules
that draw the information from the lexicon and generate the word forms given the
appropriate morphosyntactic parameters. ElixirFM also implements derivation, in any
direction, between verbs, active or passive participles, and masdars (i.e. de-verbal nouns).
ElixirFM effectively exploits the inflectional invariant during the resolution of word
forms from its root. ElixirFM presents the results of tokenization and morphological
analysis in form of MorphoTrees which introduce intuitive hierarchies over the tokens
and their readings that can be further pruned and disambiguated (Smrz 2007; Smrz 2009).

The advantages of the ElixirFM are the use of morphophonemic patterns that avoid
the design of special rules to avoid the challenges of assimilation, gemination and
deletion and listing the forms for each lexical item. However, the lexicon size of the
morphophonemic patterns in the system is 4,290, which might suffer from coverage
problems. Moreover, use of the open-source Buckwalter lexicon which contains about 40
thousands entries, inherits the disadvantages to the system such as the lack of
specification for MWEs; improper spelling relaxation rules; and the lack of grammar-

lexis specifications.

3- AlKhalil Morpho Sys (2010)

Alkhalil Morpho Sys is a morphological analyzer for Standard Arabic text. Alkhalil
processes non-vowelized, partially vowelized and fully-vowelized MSA text. It is based
on modeling a very large set of Arabic morphological rules, and on integrating linguistic

resources that are useful to the analysis, such as (i) the root database; (ii) vowelized
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morphophonemic patterns associated with roots, (iii) and proclitic and enclitic lists. The
outputs of analyzing Arabic words are presented in a table which shows: the fully-
vowelized stem; its grammatical category and morphosyntactic features in natural
language phrases; its possible roots associated with corresponding patterns; and its

proclitics and enclitics (Boudlal et al. 2010).

The lists of noun patterns and verb patterns were obtained using Sarf (Arabic
Morphology System) (ALECSO 2008b) and NEMLAR corpus (Attia et al., 2005). These
lists contain a large number of about 28,000 morphophonemic patterns with full
vowelization. Alkhalil contains about 7000 roots obtained from Sarf where each root is
connected with specific derivation patterns used to derive words of that root (Mazroui et
al. 2009; Boudlal et al. 2011). Matching the roots with their vowelized pattern gives the
analyzer control over the derivations of that root, which solves the over-generation
problem. However, using morphophonemic patterns has the shortcoming of under-
generation. Moreover, Alkhalil inherited the limitations of Sarf of uncovering all

derivatives such as broken plurals and non-derived words.

Alkhalil processes words by segmenting the words into (proclitics + stem +
enclitics) then matches the stem with the non-derived words list. Then it treats the word
as a derived word in the second phase and identifies the possible roots and patterns by
analyzing the clitics and matching the words with the patterns. The system classifies
nouns into 5 categories: gerund, active participle, passive participle, noun of place and
time, and instrumental noun. It identifies morphological features of gender, number and
syntactic form. Verbs are classified into perfect, imperfect and imperative. The
morphological features of voice, syntactic form, number of root letters, conjugation,
person and transitivity are identified for analyzed verbs. Particles are classified into their
subcategories (Mazroui et al. 2009; Boudlal et al. 2011).

No evaluation was reported due to the unavailability of a test corpus. A basic
evaluation was carried out to show the ability of the system to analyze words, by
examining the outputs of Alkhalil on a sample of the Qur’an — chapter 20, which has
about 1000 words. The outputs of Alkhalil showed that about 13.37% (132 words out of
987word of the sample) have no analysis. Most of the non-analyzed words belong to the

function word and proper nouns categories.

4- MORPH2: A Morphological Analyzer for Arabic Text (2006-2010)

MORPH?2 is a morphological analyzer for Arabic text and it is an extension to
MORPH (Hadrich and Chaiben 2006). The focus of the improvement was adding a new
step of vocalization and validation. MORPH2 uses a standard model of Arabic

morphology. The model interprets all possible rules that govern the derivation of a word
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from its morpheme (root). MORPH?2 takes into account the orthographic issues of Arabic
words such as incorporation, substitution, vowelization and omission. The inputs are
either fully vowelized words, partially vowelized words or non-vowelized words. The
outputs are stored in an XML file and .xsl stylesheet in a structured format. MORPH2
depends on a pre-stored list of patterns and generated patterns to deal with substitution

and vowelization cases. The analysis of words is carried out by following 5 steps:

¢ Tokenization step: is based on contextual exploration of punctuation that divides
the text into sentences, then detection of words within sentences.

¢  Morphological pre-processing step: extracts clitics of the analysed words. Then, a
filter process classifies the stem of the analysed word into particle, number, date or
proper noun.

e Affix analysis step: identifies the basic elements of the word, namely: root and
affixes. This process is accomplished following a five-stage process of (i) prefix
and suffix identification; (ii) candidate affix identification; (iii) lexical filtering; (iv)
association control of root radicals and affixes; and (v) transformation recognition.

e Morphological analysis step: determines all possible morphosyntactic features
which are made in three stages: (i) identification of the part-of-speech of the word
(i.e. noun, verb and particle); (ii) identification of the morphological features (i.e.
gender, number, time and person); and (iii) filtering of the feature lists.

¢ Vocalization and validation step: depends on the previous two steps of affix and
morphological analysis. The vowelization of the analysed word is done according to
the morphosyntactic features and by matching the analysed word with its pattern.
The validation process deals with transformation, omission and assimilation

operations which occur for the analysed words.

MORPH?2 contains many XML lexicons that provide necessary information for each
step. Such lexicons are: the lexicon of proclitics, enclitics, and particles; lexicon of affixes
and roots; and lexicon of derived and primitive nouns. The most important lexicon is the
triliteral and quadriliteral roots of 5,754 entries, where patterns are connected with their
corresponding roots. This combination provides 15,212 verbal stems and 28,024 nominal

stems (Kammoun et al. 2010).

The evaluation of MORPH2 is done by calculating the recall and precision of
analysing 23,121 word types of the test corpus which has all possible analyses of each
word without taking into account the context of the words. The reported average recall
and precision are 89.77% and 82.51% respectively. The limitation of the system is failure
to detect relation nouns and non-derived (primitive) nouns (Hamado et al. 2009;
Kammoun et al. 2010).
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5- MIDAD Morphological Analyzer for Arabic Text (2009)

MIDAD applies linguistic knowledge of Arabic morphology to develop computer
algorithms and rules that simulate human methods for deriving and analyzing words. The
analyzer uses a database of Arabic roots and irregular words that need special processing.
This database can be used to generate a larger database which includes most Arabic
vocabulary. The use of the roots and irregular words database makes the program small,
fast and robust (Sabir and Abdul-Mun’im 2009).

6- Application Oriented Arabic Morphological Analyzer (2009)

The analyzer depends on a novel algorithm that classifies the word’s letters into
letters belonging to affixes or underlying letters. The algorithm applies rules governing
the relations between the word’s letters. The algorithm does not depend on any pre-stored
dictionaries. The analyzer depends on this algorithm to extract the root or stem, the
affixes and the pattern of the analysed word. The inputs are either fully vowelized words,
partially vowelized words or non-vowelized words. The outputs show all possible roots,
affixes and patterns of the analysed word. They report an accuracy rate of 97.7% and they
claim that the analyzer is five times faster than any existing analyser. As reported, the
analyzer can be integrated into other applications and parts of the analyzer might be re-
used (Sonbul, Ghnaim and Dusougi 2009).

2.3.4.7 The ALECSO/KACST Initiative of developing and evaluating Morphological

Analysers of Arabic text

The Arab League Educational, Cultural and Scientific Organization (ALECSO) and
King Abdul-Aziz City of Science and Technology (KACST) have promoted an initiative
on morphological analysers for Arabic text which aims to encourage research in
developing an open source morphological analyzer for Arabic text which has high
accuracy, is easy to develop and which can be integrated into higher levels of applications

for processing Arabic text.

Six morphological analysers entered the ALECSO/ KACST competition for
evaluating morphological analysers for Arabic text. Table 2.3 lists the names, affiliations
and the major contributions of the participants. According to the evaluation methodology,
the organizers of the ALECSO/KACST workshop evaluated the results of the
morphological analysers. The highest scores were achieved by Mazroui, Meziane et al.
(2009), and Boudlal, Lakhouaja et al. (2010). The official results and scores of the
ALECSO/KACST competition have not been published for unspecified and unknown
reasons. Only specifications for development and evaluation methodology were published
(Al-Bawaab 2009; Hamada 2009b; Hamada 2009a; Hamada 2010). Section 9.2 discusses

the initiative as guidelines for evaluating Arabic morphological analysers.
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Table 2.2 ALCSO/KACST competition participants

Author(s) Affiliation Algorithm  Methodology
Name

bin Hamdo et al MIRACL Labs, MORPH Depends on pre-stored list of patterns and generated
Tunis. patterns

Mazroui et al University  of  Alkhalil Depends on databases of verbs, derived nouns and
Mohammed I, original nouns derived using Sarf (Arabic Morphology
Morocco. System)

Sabir and Abdul- MIDAD, Egypt. MIDAD Depends on rules that simulate the human methods of

Mun’im deriving and analyzing words and a database of Arabic

roots and irregular words.
Sawalha and University of SALMA Depends on linguistic knowledge of the language as well
Atwell Leeds, UK. as corpora. Broad-coverage lexicon and comprehensive
lists of roots, clitics, affixes and patterns.

Sonbul et al Higher Institute - Depends on a novel algorithm that classifies the word’s
of Applied letters into letters belong to the affixes or original letters.
Science and
Technology
(HIAST), Syria.

Smrz Charles ElixirFM An implementation of a novel computational model of the
University  in morphological processes in Modern Written Arabic.
Prague, Czech
republic.

2.4. Part-of-Speech Tagging

Part-of-speech taggers are used to enrich a corpus by adding a part-of-speech
category label to each word, showing the broad grammatical class of the word, and
morphological features such as tense, number, gender, etc. The list of all grammatical
category labels is called the tag set. The design of the tag set is an important prerequisite
to this annotation task. The task requires a tagging scheme, where each tag or label is
practically defined by showing the words and contexts where each tag applies; and a
tagger, a program responsible for assigning a tag to each word in the corpus by
implementing the tag set and tagging scheme in a tag-assignment algorithm (Atwell
2008).

Automatic taggers have been used from the early years of Corpus Linguistics.
TAGGIT in 1971 achieved an accuracy of 77% tested on the Brown corpus. In the late
1970s, CLAWSI, a data-driven statistical tagger was built to carry out the annotation of
the Lancaster/ Oslo-Bergen corpus (LOB), and had an accuracy rate of 96-97%. Later
tagger development included systems based on Hidden Markov Models (HMM); HMM
taggers have been made for several languages. The Brill tagger (Brill 1995) is an example
of data-driven symbolic tagger. The ENGCG and EngCG-2 are based on a framework

known as Constraint Grammar (CG) (Voutilainen 2003).

Recently, many new systems based on a variety of Markov Model and Machine

Learning (ML) techniques have appeared for many languages. Hybrid solutions have also
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been investigated (Voutilainen 2003). ACOPOST!, A Collection of POS Taggers,
consists of four taggers of different frameworks: Maximum Entropy Tagger (MET),
Trigram Tagger (T3), Error-driven Transformation-Based Tagger (TBT) and Example-
based tagger (ET). The SNoW-based Part of Speech Tagger'® and LBJ Part of Speech
Tagger!” make use of the Sequential Model. NLTK!®, the Natural Language Toolkit,
includes Python re-implementations of several POS taggers such as; Regexp Tagger, N-
Gram Tagger, Brill Tagger and HMM Tagger; in addition NLTK includes tutorials and
documentation on tagging. RelEx!® provides English-language part-of-speech tagging,
entity tagging, as well as other types of tags (gender, date, money, etc.). Spejd2? - Shallow
Parsing and Disambiguation Engine is a tool for simultaneous rule-based morphosyntactic
disambiguation and partial parsing. VISL Constraint Grammar?! is an example of rule

based disambiguation.

Enriching the source text samples of corpora with part-of-speech information for
each word, as a first level of linguistic enrichment, results in more useful research
resources. English corpora have been developed for a long time and for a variety of
formats, types and genres. Several English corpora have been enriched with Part-of-
Speech tagging, and a variety of different English corpus part-of-speech tag sets have
been developed, including: the Brown corpus (BROWN), the Lancaster/ Oslo-Bergen
corpus (LOB), the Spoken English Corpus (SEC), the Polytechnic of Wales corpus
(PoW), the University of Pennsylvania corpus (UPenn), the London-Lund Corpus (LLC),
the International Corpus of English (ICE), the British National Corpus (BNC), the Spoken
Corpus Recordings In British English (SCRIBE), etc (Atwell 2008). The AMALGAM?22
multi-tagged corpus amalgamates all these tagging schemes in a common collection of
English texts: in the AMALGAM corpus, the different part-of-speech tag sets used in
these English general-purpose corpora are applied to illustrate the range of rival English
corpus tagging schemes, and the texts are also parsed according to a range of rival parsing
schemes, so each sentence has more than one parse-tree, called “a forest” (Atwell et al.
2000). Part-of-speech tag sets and taggers have also been developed for other European
languages. The EAGLES, European Advisory Group on Language Engineering Standards
project, drew up standards for tag sets, morphological classes and codes for (western)

European languages, including: EAGLES recommendations for the morphosyntactic

15 ACOPOST hittp://acopost.sourceforge.net/

16 SNoW-based Part of Speech Tagger http://12r.cs.uiuc.edu/~cogcomp/asoftware.php?skey=POS

17 LBJ Part of Speech Tagger http:/12r.cs.uiuc.edu/~cogcomp/asoftware.php?skey=FLBJPOS

I8 NLTK http://www.nltk.org/

19 RelEx http://opencog.org/wiki/RelEx

20 Spejd http://nlp.ipipan.waw.pl/Spejd/

21 VISL Constraint Grammar http://beta.visl.sdu.dk/cg3.html

22 Automatic Mapping Among Lexico-Grammatical Annotation Models (AMALGAM)
http://www.comp.leeds.ac.uk/amalgam/amalgam/amalghome.htm
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annotation of corpora (Leech and Wilson 1999); a synopsis and comparison of
morphosyntactic phenomena encoded in lexicons and corpora: a common proposal and
applications to European languages (Monachini and Calzolari 1996); and an EAGLES
study of the relation between tag sets and taggers (Teufel et al. 1996).

The potential uses of a part-of-speech tagged corpus are key factors in deciding the
range and number of part-of-speech tags. Many linguistic analyses use part-of-speech
tagged corpora to analyze text and extract information, where part-of-speech tags play an
essential role in classifying text and direct search to the actions, events, places, etc are
described in the text. The most obvious applications are in lexicography and
NLP/computational linguistics. Further applications include using the tags in data
compression (Teahan 1998); and as a possible guide in the search for extra-terrestrial
intelligence (Elliott and Atwell 2000). Other generic applications that make use of part-
of-speech tag information are: searching and concordancing, grammatical error detection
in Word Processing, training Neural Networks for grammatical analysis of text, or
training statistical language processing models (Atwell 2008). Part-of-Speech tagging is a
key technology in discovering suspicious events from text. Part-of-speech tagging is
required for partial parsing which is a first step for named entity (NE) recognition as one
module of the Information Extraction (IE) pipeline. 1IE is the main text extraction
methodology used for counter-terrorism text analysis tools (Zolfagharifard 2009), and

processing Arabic is a key task in discovering these suspicious events.
2.4.1 Part-of-Speech Taggers for Arabic Text

Arabic part-of-speech tagging development started more recently. A range of
different techniques have been used to solve the problem of part-of-speech tagging of
Arabic. The APT tagger uses a combination of both statistical Viterbi algorithm, and rule-
based techniques (Khoja 2001). Brill’s “transformation-based” or “rule-based” part-of-
speech tagger has been applied for Arabic (Freeman 2001). Harmain (2004) developed a
web-based Arabic tagger. Diab, Hacioglu et al. (2004) used Support Vector Machines
(SVM), a supervised learning algorithm, to achieve an accuracy of 95%. Habash and
Rambow (2005) developed another part-of-speech tagger that uses SVM and Viterbi
decoding. HMM has been widely used in part-of-speech tagging for Arabic, with reported
accuracy of 97% on LDC’s Arabic Treebank of Modern Standard Arabic (Al-Shamsi and
Guessoum 2006) and 70% when tested on CallHome Egyptian Colloquial Arabic (ECA)
and the LDC Levantine Arabic (Duh and Kirchhoff 2005). Applications of Memory-
Based learning to morphological analysis and part-of-speech tagging of written Arabic
have been explored (Marsi, Bosch and Soudi 2005). Also, combinations of rule based and
machine learning methods for tagging Arabic words (Tlili-Guiassa 2006). A multi-agent

architecture was developed to address the problem of part-of-speech tagging of Arabic
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text with vowel marks (Zibri, Torjmen and Ahmad 2006). A rule-based PoS tagging
system, Arabic Morphosyntactic Tagger AMT (Algrainy 2008), uses two different
techniques: the pattern-based technique, which is based on using Pattern-Matching
Algorithm (PMA), and lexical and contextual techniques. The AMT tagger makes use of
the last diacritic mark of Arabic words to reduce the tagging ambiguity. The accuracy of
the AMT tagger reported was 91%.

Nearly all these Arabic part-of-speech taggers were developed by NLP research
groups for their own internal use, and are not freely downloadable by other researchers.
The taggers use different tag sets, and accuracies are reported on different test corpora.
Appendix B compares between these part-of-speech taggers for Arabic text in terms of

methodology, corpus used, tag set, evaluation methodology, and evaluations metrics.

2.5 Chapter Summary

This chapter studied existing morphosyntactic analysis systems for text corpora in
three dimensions. First, it explored Arabic text corpora as a background prerequisite for
morphosyntactic analysis. Second, it studied morphological analysers for text corpora
concentrating on methodologies, challenges, examples of existing morphological
analysers, and evaluation standards. Third, it surveyed part-of-speech tagging technology

and existing part-of-speech taggers for Arabic text.

Arabic corpora started to appear in the late 1980s. Most of the existing Arabic
corpora are of MSA written text, mainly newspaper text. Only two corpora are open-
source and available to download. These are the Corpus of Contemporary Arabic (CCA)
(Al-Sulaiti and Atwell 2006) and the Quranic Arabic Corpus (QAC) (Dukes et al. 2010;
Dukes and Habash 2010). A new third open source corpus is the Corpus of Traditional

Arabic Lexicons which is discussed in Chapter 4.

Several morphological analysers for Arabic text exist. Morphological analysis is an
important pre-processing step for many text analytics applications. The aim of
morphological analysis is to define the morphosyntactic information of a corpus words.
Automatic morphological analysis started in the 1950s. Finite-state methodology has
dominated since the 1980s. It was originally investigated at Xerox and it has been used to
develop wide-coverage morphological analysers for several languages. The four main
methodologies used for Arabic morphological analysis are: Syllable-Based Morphology
(SBM); Root-Pattern Methodology; Lexeme-based Morphology; and Stem-based Arabic
lexicon with grammar and lexis specifications. A fifth methodology is using tagged
corpora and computer algorithms to extract a morphological database of the tagged

words.
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This chapter surveyed existing Arabic morphological analysers focusing on the
morphological analysers that participated in the ALECSO/KACST competition. These
surveyed morphological analysers are: (1) Xerox Arabic Finite-State Morphological
Analysis and Generation System (1998); (ii) ElixirFM Functional Arabic Morphology
(2007); (ii1) Alkhalil Morpho Sys (2010); (iv) MORPH2: A Morphological Analyzer for
Arabic Text (2006-2010); (v) MIDAD Morphological Analyzer for Arabic Text (2009);
and (vi) Application Oriented Arabic Morphological Analyzer (2009). Community based
approaches to develop and evaluate morphological analysers for Arabic text namely: the
MorphoChallenge competition and the ALECSO/KACST initiative were discussed. More
detailed discussion of them is presented in Chapter 8 and Chapter 9.

Morphological analysers are designed to generate all possible analyses of the
analysed words out of their context. Disambiguating the analysis suitable to the context is
done by using part-of-speech taggers. Part-of-speech tagging technology was surveyed in
this chapter. The survey listed state of the art part-of-speech taggers for English, the
tagged corpora and the standards. Then, existing part-of-speech taggers for Arabic text
were briefly listed focusing on their development approaches and their accuracy as
reported by their developers.
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Part II: Background Analysis and Design

Summary of Part I1

Part Il is an attempt to plan ahead for what is required for the full SALMA — Tagger
in Chapter 8. Firstly, an analysis of the failings of morphological analyzers and stemmers
is presented in Chapter 3. Secondly, development of a broad-coverage lexical resource,
the SALMA — ABCLexicon, required by the development of the morphological analyzer is
presented in Chapter 4. Finally, an analysis of existing tag sets as background to
designing the SALMA —Tag Set, Chapters 3, 4 and 5 is a necessary prior step to develop
the SALMA — Tagger.
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Chapter 3
Comparative Evaluation of Arabic Morphological Analyzers and
Stemmers

This chapter is based on the following sections of published papers:

Sections: 2, 3, 4, 5 and 6 are based on sections 1, 2, 3 and 4 in
(Sawalha and Atwell 2008)

Section 7 is based on section 3.1 in (Sawalha and Atwell 2009a)

Chapter Summary

Arabic morphological analysers and stemming algorithms have become a
popular area of research. Several computational linguists have designed and
developed algorithms to tactile the problem of morphology and syntax; but each
researcher proposed an evaluation methodology based on different text corpora.
Therefore, we cannot make comparisons between these algorithms. This chapter
discusses four different fair and precise evaluation experiments using a gold
standard for evaluation consisting of two 1000-words text documents from the
Holy Qur’an and the Corpus of Contemporary Arabic. Secondly, it discusses a
combination of the results of these morphological analysers and stemming
algorithms to allow “voting” on analysis of each word. The evaluation of the
algorithms shows that Arabic morphology is still a challenge. Finally, it presents
an analytical study of the triliteral Arabic roots based on the Qur’an as corpus
roots, and the triliteral roots of a broad-coverage lexical resource of traditional
Arabic lexicons. The study shows that more than 25% of Arabic triliteral roots are

hard to analyze.
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3.1 Introduction

Stemming is the process of assigning morphological variants of words to equivalent
classes, such that each class corresponds to a single stem. It is also defined as reducing
inflected words to their stem, base, or root form?23. For example words such as writing,
write, writer and written are reduced to the root write. Stemming has been widely used in
several fields of natural language processing such as data mining, information retrieval,
text analytics applications (e.g. compression, spell checking, text searching, and text
analysis), and multivariate analysis.

A widely used simple stemming algorithm for English is the Porter Stemmer (Porter
1980). It is available as a freely distributed implementation written in several
programming languages?*. The stemmer is based on a series of simple cascaded rewrite
rules which can be viewed as a lexicon-free finite state transducer FST stemmer.
However, modern stemmers need to be more complicated than the Porter Stemmer. For
instance the word [llustrator (i.e. a software package) does not share the stem illustrate
with the word illustrator (i.e. one who gives or draws illustrations) (Jurafsky and Martin
2008). It also need to distinguish whether the part of the word is a suffix or looks like a
suffix e.g. the —ion in lion looks like a suffix (Khoja 2003).

The Natural Language Toolkit» (NLTK) provides three stemmers for English
namely: Porter Stemmer (nltk.stem.porter (PorterStemmer)), Lancaster Stemmer
(nltk.stem.lancaster (LancasterStemmer)) and Regular Expression Stemmer
(nltk.stem.regexp (RegexpStemmer) ). The Porter and Lancaster stemmers are used as
black boxes while the Regular Expression stemmer requires the user to provide the
affixes that the stemmer should deal with.

Many stemming algorithms have been developed for many languages including
Arabic; see section 2.3.4. They attempt to reduce morphological variants of words which
have similar semantic interpretations to their common stem. Arabic has a complex
morphological structure. So, it is difficult to deal with. Arabic is considered to be a root-
based language: Arabic words are morphologically derived from roots following
derivational templates called patterns, where many affixes (i.e. prefixes, infixes and
suffixes) and clitics (i.e. proclitics and enclitics) can be attached to form surface words.
These roots are made up of three, four or five consonants (Thabet 2004).

The motivation for comparing between different stemming algorithms and
morphological analysers is that such systems are prerequisites for Part-of-Speech tagging
and then parsing. It is also considered an essential step in many computational linguistic

applications.

23 Wikipedia definition, http://en.wikipedia.org/wiki/Stemming
24 The Porter Stemmer implementation http://tartarus.org/~martin/PorterStemmer/
25 The Natural Language Toolkit (NLTK) http://www.nltk.org
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3.2 Three Stemming Algorithms

Many stemming algorithms for Arabic already exist (Al-Sughaiyer and Al-Kharashi
2002; Al-Shalabi et al. 2003; Thabet 2004; Al-Shalabi 2005; AlSerhan and Ayesh 2006;
Yusof, Zainuddin and Baba 2010; Hijjawi et al. 2011), but few are open-source or readily
accessible. The selection of the stemming algorithms to be studied is limited to three
stemming algorithms namely: Khoja’s stemmer (Khoja 2003), Buckwalter’s
morphological Analyzer (BAMA) (Buckwalter 2002) and Al-Shalabi et. al, triliteral root
extraction algorithm (Al-Shalabi et al. 2003) for which a ready access to the
implementation and/or results is available. These three stemmers are freely available
online or through personal communication with the authors. A fact about the selected
systems worth mentioning here is that these stemmers differ in the implementation
methodology used in their development. This means that our comparative evaluation
compares between three different stemming methodologies as well as three existing

stemmers and morphological analyzers.
3.2.1 Shereen Khoja’s Stemmer

We obtained a Java implementation of Shereen Khoja’s stemmer2¢. Khoja’s
stemmer is the rule-based component of her Arabic part-of-speech tagger (APT). It
removes the longest suffix and the longest prefix. Then, it matches the remaining word
with verbal and noun patterns to extract the root. It deals with language specific variation
to the general rules of the language to produce the correct root such as: weak letters (’alif,
waw, and ya’) and hamza" that change their form during derivation, deleted root letters
during derivation, and stop words (function words) that do not have roots. The stemming
algorithm restores the weak root letter to waw as default solution. It does not deal with the
orthographic issues of writing the hamza" and it always places the hamza" on “alif (Khoja
2003). The stemmer makes use of several linguistic data files such as a list of all diacritic
characters (7), punctuation characters (38), definite articles (5), stop words (168), prefixes
(11), suffixes (28), triliteral roots (3,822), quadriliteral roots (926) and triliteral root
patterns (46) (Larkey and Connell 2001). The purpose of constructing the stemmer was to
identify the affixes and to find the pattern of the word, because the affixes and the pattern

of the word provide linguistic information useful to guess the tag of the word.

Khoja’s reported accuracy of her stemmer is 96% using newspaper text on the
assumption it was evaluated on the developed corpus. The errors are mainly proper nouns

and borrowings from foreign languages (Khoja 2003). However, there is not any detail of

26 Java version of Khoja’s stemmer is available to download from
http://zeus.cs.pacificu.edu/shereen/research.htm
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the evaluation methodology, text used in evaluation and accuracy metrics. Figures 3.4 and

3.6 in section 3.5, shows sample output of Khoja’s stemmer.
3.2.2 Tim Buckwalter’s Morphological Analyzer

Tim Buckwalter developed a morphological analyzer for Arabic (BAMA)
(Buckwalter 2002). Buckwalter compiled three Arabic-English lexicon files; the prefixes
file contains 299 entries, the suffixes file contains 618 entries, and the stems file contains
82,185 entries representing 38,600 lemmas. To control prefix-stem-suffix combinations,
the analyzer is provided with three morphological compatibility tables which consist of
1,648 prefix-stem combinations, 1,285 stem-suffix combinations and 598 prefix-suffix
combinations. Short vowels and diacritics were included in the lexicons?’ (Maamouri and
Bies 2004; Maamouri et al. 2004).

BAMA was used to morphologically annotate the Penn Arabic Treebank distributed
by the Linguistic Data Consortium (LDC). The results of the Arabic Treebank part 1 v
2.0, part 2 v 2.0 and part 3 v 1.0 were recycled through the system to modify the system
and update the lexicon. With each cycle, the accuracy of the morphological analyzer and
the coverage of the lexicon were improved from 90.63% for part 1 v 2.0 and 99.24% for
part 2 v 2.0 to 99.25% for part 3 v 1.0. The most frequent accuracy problems were the
absence of non-Arabic proper names (i.e. geographical and organizational names) which
caused 38% of errors, false-positives (i.e. foreign names recognized as valid Arabic
words), missing Arabic proper names (15% of errors), incorrect vocalization (21% of
errors), plus the total cases where the analyzer failed to identify the passive voice or
provide the proper verbal prefix or suffix (Maamouri and Bies 2004; Maamouri et al.
2004). Figures 3.4 and 3.6 in section 3.5, shows sample output of BAMA.

3.2.3 Triliteral Root Extraction Algorithm

Al-Shalabi, Kanaan and Al-Serhan developed a root extraction algorithm which
does not use any dictionary. It depends on assigning weights for a word’s letters
multiplied by the letter’s position, Consonants were assigned a weight of zero and
different weights were assigned to the augmented letters of ( | hamzd", ) alif, <ta’, o
sin, dlam, » mim, O nin, » ha’, s waw, ¢ ya') where all affixes are formed by
combinations of these letters. The algorithm selects the letters with the lowest weights as
root letters. The algorithm achieved an accuracy rate of about 93% texted on a sample of
modern standard Arabic text comprising 242 non-vowelized Arabic abstracts chosen
randomly from the proceedings of the Saudi Arabian National Computer Conference (Al-
Shalabi et al. 2003). Figures 4 and 6 show a sample output of the triliteral root extraction

algorithm.

27 Tim Buckwalter’s web site: http://www.gamus.org
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3.3 Stemming by Ensemble or Voting

Natural language engineering aims to design systems that make as few errors as
possible with as little effort and cost as possible. There are many ways to reduce errors.
First, a better representation of the problem will reduce errors. Second, spending more
time on encoding language knowledge of hand-crafted systems, or on finding more
training data for data-driven systems, will reduce errors of the system as well. However,
these solutions are not always available because of lack of resources (Chan and Stolfo
1995; Atwell et al. 2000; Borin 2000; D zeroski, Erjavec and Zavrel 2000; Escudero,
Mhrquez and Rigau 2000; Banko and Brill 2001; Halteren, Zavrel and Daelemans 2001;
Marques and Lopes 2001; Hu and Atwell 2003; Banko and Moore 2004; Glass and
Bangay 2005; Yonghui et al. 2000).

Rather than giving better representation of the problem or spending more time in
encoding language knowledge and finding more training data; combining different
systems of known representation will, hopefully, reduce errors of a system. The idea
behind combining different systems is that systems designed differently in terms of using
different formalism or containing different knowledge will produce different types of
errors. Provided that these differences are (i) complementary (i.e. systems produce
different types of errors, where a system’s errors are not the same as the other system or
not a subset of the other systems errors) and (ii) systematic (i.e. errors are not random).
So, fixing some types of errors generated will reduce the errors of the combined system.
By employing these disagreements of systems we might get better results and fewer
errors of the combined system (Borin 2000; Halteren et al. 2001).

Much research has been done in the field of machine learning to find ways to
improve the accuracy of supervised classifiers. An ensemble of classifiers that generate
uncorrelated decisions can be more accurate than any of its component classifiers. There
are many varieties of ensemble classifiers in terms of selecting individual classifiers or in
the way they are combined (Halteren et al. 2001). If the classifiers are accurate and
diverse, then the ensemble of classifiers will be more accurate than any of its individual
members. An accurate classifier has an error rate of better than random guessing on new
values. Diversity means that two classifiers make different errors on new data points
(Dietterich, 2000).

A question raised is: Is it possible in practice to build an ensemble that outperforms
any of its individual members? There are three sources of evidence for the possibility of
building a good ensemble. The first is statistical. Suppose that # is the search space of
hypotheses to identify the best hypothesis of a learning algorithm. If the amount of
training data is too small, compared to the size of hypothesis space, then the learning
algorithm can find many different hypotheses in #. All of them give the same accuracy.
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The ensemble that combines all of these accurate classifiers can “average” their votes,
and reduces the risk of choosing the wrong classifiers. The second reason is
computational; many learning algorithms get stuck in local optima while performing
some form of local search. Constructing an ensemble that runs the search from different
starting points may provide a better approximation to the true unknown function than any
of the individual classifiers. The final reason is representational; the true function f in
most machine learning applications cannot be represented by any hypothesis in #. It may
be possible to expand the space of representable functions by forming weighted sums of
hypotheses drawn from #. Figure 3.1 below depicts the three reasons (Dietterich 2000).

Statistical Computational

Representational

Figure 3.1 The statistical, computational and representational methods for better and
more accurate ensemble (Dietterich 2000)

The reuse of existing components is an established principle in software
engineering. A voting program is developed to allow ‘“voting” on the analysis, of
procured results from several candidate systems, of each word: for each word, examine
the set of candidate analyses. Where all systems are in agreement, the common analysis is
copied; but where contributing systems disagree on the analysis; take the “majority vote”,
the analysis given by most systems. If there is a tie, take the result produced by the
system with the highest accuracy (Atwell and Roberts 2007)

The output analysis of the stemming algorithms is considered as input for the
“voting” program. The program reads in these files, tokenizes them, and stores the words
and the roots extracted by each stemming algorithm in temporary lists to be used by the
voting procedures.

The temporary lists work as a bag of words that contains all the result analysis of

the stemming algorithms. These roots are ranked in best-first order according to accuracy
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results; see section 3.6. Khoja’s stemmer results are inserted to the list first then the

results from triliteral stemming algorithm and finally the results of BAMA.

After the construction of the lists of all words and their roots, a majority voting
procedure is applied to it to select the most common root among the list. If the systems
disagree on the analysis, the voting algorithm selects “Majority Vote” root as the root of
the word. If there is a tie, where each stemming algorithm generates a different root
analysis then the voting algorithm selects the root by two ways.

¢ In experiment 1, the algorithm simply selects the root randomly from the list using
the Freqgbist () Python function.

e In experiment 2, the algorithm selects the root generated from the highest
accuracy stemming algorithm which is simply placed in the first position of the
list as the candidate roots of the word are inserted to the list using the best-first in
terms of accuracy strategy.

Figures 3.4 and 3.6 in section 3.5, show sample output of the voting algorithm for

both experiments.

3.4 Gold standard for Evaluation

A gold standard for evaluating morphological analyzer and stemming algorithms for
Arabic text was built using a randomly selected chapter of the Qur’an; chapter number 29
oS &y sira™ al-ankabiit “The Spider”, consisting of about 1000 words and
representing classical Arabic text; see figure 3.2. Also, a modern standard Arabic (MSA)
text sample of the Corpus of Contemporary Arabic?® CCA (Al-Sulaiti and Atwell 2006)
was used consisting of about 1000 words. The MSA text sample is selected from three
genres; politics, sports and economics section, of newspaper and magazine articles; see
figure 3.2. The gold standard is constructed by manually extracting the root of each word
of the test documents. The manually extracted roots have been checked by Arabic
language experts. Figures 3.4 and 3.6 in section 3.5, show samples of the gold standard’s
roots for both text types.

Table 3.1 shows number of word tokens, number of word types and detailed
frequency of 4 texts: the gold standard’s Qur’an text document, the full Qur’an as a
corpus, the gold standard’s CCA text document and a daily MSA newspaper article from
Al-Rai daily newspaper?® published in Jordan. The analysis also shows that function
words such as ¢ f7 “in”, .~ min “from”, Js ‘ald “on” and & ’allah “GOD” are the most

frequent words in any Arabic text. On the other hand, non-function words with high

28 The Corpus of Contemporary Arabic http://www.comp.leeds.ac.uk/eric/latifa/research.htm
29 Al-Rai daily newspaper http://www.alrai.com/
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frequency such as <\ al-gami‘at “Universities” and <. Sal-kuwayt “Kuwait” give a
general idea about the main topic or the theme of the article.
Simple tokenization is applied for the text of the gold standard documents. This will

ensure that test documents can be used to test any stemming algorithm smoothly and

correctly.

O PRI VR SONES I P PR S -
s die ol denV) ods Jamy (3 dhees b aisy JG

My O Y Ay W s of 1855 of sl s 1)
G falady i ol A Baladls 2als e ) i
o 0SE Ul Gihg of e Ouit il s
R S WEA S G R IS N L
BT sallly Gl 2 38 AN 8 e Aald G A
PNRERLFEFE R E FOJEE < JUETEN NS
g 328 Hisls o) Lnd 4l Syl gy dslexg 1968

Gl 3 e 1 bl g VT il 0l
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o bt dlay S Cball b3 el s
Sy BVl samie SoYl Lol 75, SIS 0dn
S skt a3 S B Al @ sl 81 Lol sioy
Jlogy lglall ooy oMalslly VLA Pl oy)8
e Bl ol bl iy adlad) il o oY)

Olidsiga)sS Sy w55 o0

Figure 3.2 Sample from Gold Standard first document taken from Chapter 29 of the
Qur’an (left) and the CCA (right).

Table 3.1 Summary of detailed analysis of the Arabic text documents used in the

experiments
Qur’an as Corpus | Gold standard Gold standard Al-Rai newspaper
document 1 document 2 CCA article
Chapter 29 Document
Tokens 71,787 987 1005 977
Word Types 19,278 616 710 678
Token | Freq. Token | Freq. Token | Freq. Token Freq.
1 N 1179 N 21 5 35 5 39
2 o 872 ALl 17 o 21 o 16
3 G 832 o 14 s 12 g 13
4 2l 808 by 12 & 12 & 10
5 e 652 L 12 e |11 i 9
6 Us 640 ﬂ 12 of 10 & 8
7 &) 605 L |11 odn 10 otk |8
8 o 464 G 3 of 7
9 of 499 Al oL S [ 7
10 Je 416 158 o I 7
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3.5 Four Experiments and Results

In order to compare fairly between different stemming algorithms, four different
experiments were applied to compute the accuracy of each algorithm. The accuracy of
each experiment is measured using f-score; see formula 1. Each time the experiment is

done, a comparison of the results with the gold standard is performed.

Number of Correct Roots

Accuracy = *100% ........ 1
y Number of Tokens/Types in the Sample % ( )

The first experiment compares each token’s root output by the three stemming
algorithms separately against the token’s roots in the gold standard. The second
experiment excludes stop words (function words). The third experiment compares all
word-type roots. Finally, word-type roots excluding the stop words (function words) are
compared to the gold standard roots. The evaluation is done by comparing roots of the
three algorithms according to the four experimental specifications against the manually
extracted gold standard roots. Then the accuracy rate of each algorithm is computed using
formula (1). Table 3.2 and figure 3.3 show the accuracy rates resulting from the four
different experiments for the Qur’an test document. Table 3.3 and figure 3.5 show the
accuracy rates resulting from the four different experiments for the CCA test document.
Figure 3.4 and 3.6 show sample outputs of the stemming algorithms and the gold

standard.

Table 3.2 Results of the four evaluation experiments of the 3 stemming algorithms tested
using the Qur’an text sample

Algori thm Experiment 1:(;&71;; ’fgli(ee:ss) Experiment 3:(?112 VWV(()):((II t’l;lyl;]::)s
Errors | Fault Rate | Accuracy Errors | Fault Rate | Accuracy
Khoja’s Stemmer 311 31.8% 68.2% 224 36.36% 63.64%
BAMA 419 42.8% 57.16% 267 43.34% 56.66%
Triliteral 394 40.3% 59.71% 266 43.18% 56.82%
Voting Exp.1 434 44.4% 55.6% 242 39.3% 60.7%
Voting Exp.2 405 41.4% 58.6% 219 35.6% 64.4%
Experiment 2: Tokens excluding | Experiment 4: Word Types excluding Stop
Stop words (554 tokens) words (451word types)
Khoja’s Stemmer | 209 37.73% 62.27% 155 34.37% 65.63%
BAMA 325 58.66% | 41.34% 251 55.65% | 44.34%
Triliteral 279 50.36% 49.64% 214 47.45% 52.55%
Voting Exp.1 266 48.0% 52.0% 174 38.6% 61.4%
Voting Exp.2 229 41.3% 58.7% 151 33.5% 66.5%




-52-

100.00%
90.00%
80.00%
70.00%
60.00% m Khoja’s Stemmer
50.00% EBAMA
40.00% Triliteral
30.00% m Voting Exp.1
20.00% )
10.00% ® Voting Exp.2
0.00%
Expl: All Exp. 2: Exp. 3: All  Exp.4: Word
Tokens Tokens - Stop Word Types Types - Stop
words words

Figure 3.3 Accuracy rates resulting from the four different experiments for the Qur’an
test document

Word Khoja's BAMA Triliteral | Voting Voting Gold Standard
stemmer Exp. 1 Exp. 2
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Figure 3.4 Sample output of the three algorithms, the voting experiments and the gold
standard of the Qur’an test document

The results shown in table 3.2 and figure 3.3 are computed by running the four
experiments using the Qur’an text sample. The results of each stemming and voting
algorithm in the four experiments are compared against the gold standard roots, and then
accuracy rates are computed. In experiment 1 containing all word tokens, Khoja’s
stemmer achieved the highest accuracy of 68.2%. The triliteral root extraction algorithm
and BAMA achieved quite similar results of 59.71% and 57.16% respectively. Neither
voting experiment achieved better accuracy rates: 55.6% for voting experiment 1 and

58.6% for voting experiment 2.

In the second experiments excluding stop words, Khoja’s stemmer scored the
highest accuracy at 62.27%, then the triliteral root extraction algorithm at 49.64%, and
finally BAMA at 41.34%. The voting algorithm scored 58.7% in voting experiment 1 and

55.6% in voting experiment 2.
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The third experiment compares the results of each algorithm with respect to word-
type roots. Khoja’s stemmer achieved the highest accuracy at 63.64%. Triliteral root
extraction algorithm and BAMA achieved similar accuracy rates of 56.82% and 56.66%
respectively. The voting algorithm in this experiment performed better and achieved an
accuracy of 64.40% for voting experiment 2 and 60.70% for voting experiment 1. Voting

experiment 2 outperforms the best algorithm results by 0.76%.

The final experiment evaluates word-type accuracy excluding stop words. Khoja’s
stemmer achieved the highest accuracy rate at 65.63%. The triliteral root extraction
algorithm achieved 52.55%, and finally BAMA achieved 44.34%. The voting algorithm
achieved better results at 66.5% and 61.4% for voting experiment 2 and voting
experiment 1 respectively. Voting experiment 2 outperforms the best algorithm results by
0.87%.

In summary, Khoja’s stemmer achieved the highest accuracy rate at 68.2% in
experiment 1. The rank of the stemming algorithms is Khoja’s stemmer, then triliteral
root extraction algorithm, and finally BAMA. The voting algorithm of the voting
experiment 2 outperforms the best algorithm results by about 0.8% in experiments 3 and
4.

Table 3.3 Tokens and word types accuracy of the 3 stemming algorithms and voting

algorithms tested on CCA sample
Experiment 1: All Tokens

Experiment 3: All Word Types

(1005 tokens) (710 word types)

Algorithm Errors | Fault Rate | Accuracy Errors | Fault Rate | Accuracy
Khoja’s Stemmer | 231 22.99% 77.01% 232 32.68% 67.32%
BAMA 596 59.30% 40.70% 431 60.70% 39.30%
Triliteral 234 23.28% 76.72% 253 35.63% 64.37%
Voting Exp.1 303 30.15% 69.85% 248 34.93% 65.07%
Voting Exp.2 266 26.47% 73.53% 215 30.28% 69.71%

Experiment 2: Tokens excluding | Experiment 4: Word Types excluding Stop

Stop words (766 tokens) words ( 640 word types)
Khoja’s Stemmer | 212 27.7% 72.3% 184 28.75% 71.25%
BAMA 431 60.70% 39.30% 423 66.09% 33.91%
Triliteral 253 35.63% 64.37% 224 35.00% 65.00%
Voting Exp.1 303 39.56% 60.44% 252 39.4% 60.6%
Voting Exp.2 266 34.73% 65.27% 195 30.5% 69.5%
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Figure 3.5 Accuracy rates results of the four different experiments for the CCA test
document

Word Khoja's | BAMA Triliteral | Voting Voting Gold Standard
stemmer roots alg. | Exper.1 | Exper. 2
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Figure 3.6 Sample output of the three algorithms, the voting experiments and the gold
standard of the CCA test document

The results shown in table 3.3 and figure 3.5 are computed by running the four
experiments using the CCA text sample. The results of each stemming and voting
algorithm in the four experiments are compared against the gold standard’s roots, and

then accuracy rates are computed.

In experiment 1 containing all tokens, Khoja’s stemmer achieved the highest
accuracy at 77.01%. The triliteral root extraction algorithm achieved 76.72%, and finally
BAMA achieved 40.70%. Neither voting experiments achieved better accuracy rates:

69.85% for voting experiment 1 and 73.53% for voting experiment 2.

In the second experiment excluding stop words, Khoja’s stemmer scored the highest

accuracy at 72.30%, then the triliteral root extraction algorithm at 64.37%, and finally
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BAMA at 39.30%. The voting algorithm scored 60.44% in voting experiment 1 and

65.27% in voting experiment 2.

The third experiment compares the results of each algorithm by word-type, Khoja’s
stemmer achieved the highest accuracy at 67.32%, then the triliteral root extraction
algorithm at 64.37%, then BAMA at 39.30%. The voting algorithm in this experiment
performed better and achieved 69.71% for voting experiment 2 and 65.07% for voting

experiment 1. Voting experiment 2 outperforms the best algorithm results by 2.39%.

The final experiment excludes stop words when comparing word-type roots,
Khoja’s stemmer achieved the highest accuracy rate at 71.25%, then the triliteral root
extraction algorithm at 65.00%, and finally BAMA at 33.91%. The voting algorithm
achieved better accuracy rates, 69.50% and 60.60%, for voting experiment 2 and voting

experiment 1 respectively.

In summary, Khoja’s stemmer achieved the highest accuracy rate at 77.01% in
experiment 1. The rank of the stemming algorithms is Khoja’s stemmer, then triliteral
root extraction algorithm, and finally BAMA. The voting algorithm of voting experiment

2 outperforms the best algorithm results by 2.39% in experiment 3.

3.6 Comparative Evaluation Conclusions

This study compared three existing stemming algorithms: Khoja’s stemmer, BAMA
and the Triliteral root extraction algorithm. Results of the stemming algorithms were
compared with the gold standard of classical and MSA text samples of 1,000 words each.
Four experiments were performed to fairly and accurately compare the outputs of the
three different stemming algorithms and morphological analysis for Arabic text. The four
experiments on both text samples show the same accuracy rank for the stemming
algorithms: Khoja’s stemmer achieved the highest accuracy then the triliteral root
extraction algorithm and finally BAMA. Khoja’s and the triliteral stemming algorithms
generate only one result analysis for each input word, while BAMA generates one or
more result analysis.

The voting algorithm achieves about 62% average accuracy for Qur’an text and
about 70% average accuracy for newspaper text. The results show that the stemming
algorithms used in the experiments work better on MSA text (i.e. newspaper text) than
classical Arabic (i.e. Qur’an text), not unexpectedly as they were originally designed for
stemming MSA text (i.e. newspaper text).

All stemming algorithms involved in the experiments agreed and generate correct
analysis for simple roots that do not require detailed analysis. So, more detailed analysis

and enhancements are recommended as future work.
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Most stemming algorithms are designed for information retrieval systems where
accuracy of the stemmers is not such an important issue. On the other hand, accuracy is
vital for natural language processing. The accuracy rates show that even the best
algorithm failed to achieve accuracy of more than 75%. This proves that more research is
required, as Part-of-Speech tagging and then Parsing cannot rely on such stemming
algorithms because errors from the stemming algorithms will propagate to such systems.

The experiments are limited to the three stemming algorithms. Other algorithms are
not available freely on the web, and it is hard to acquire them from the authors. Open-

source development of resources is important to advance research on Arabic NLP.

3.7 Analytical Study of Arabic Triliteral Roots

To understand the nature of Arabic roots, and the derivation process of words,
triliteral roots are classified into 22 groups depending on the internal structure of the root
itself; whether it contains only consonant letters, hamzah, or defective letters (Dahdah
1987; Wright 1996; Al-Ghalayyni 2005; Ryding 2005). Section 6.2.21 discusses the
classification of triliteral roots. Arabic triliteral root distribution is studied over the 22
categories by analyzing real text corpora: the Qur’an as corpus, which contains 45,534

triliteral-root words (i.e. not including function words which do not have triliteral roots
such as demonstrative pronouns e.g. \is hada “this”, and words with quadriliteral roots

such as .23 darahim “dirhams” from the root s-»-,-s d-r-h-m, or quinquilitiral roots).
This is an example of a natural corpus where words are repeated in different contexts; and
376,167 word types, derived from triliteral roots, an example of a dictionary of Arabic
where each word of the test sample occurs once. Chapter 4 will discuss the processing
steps, statistics and evaluation of the broad-coverage lexical resource the SALMA -
ABCLexicon.

3.7.1 A Study of Triliteral Roots in the Qur’an

In general it is said that an Arabic word has a root of 3 consonants. However, there
are many exceptions which cause problems for analysis. hamza" is a special letter which
is not a normal consonant but can appear in a root. Also, a few roots include vowels, and
these are called “defective”. Sometimes a consonant is doubled, and this also cause

ambiguity in analysis.

The results show that 68% of the triliteral roots of Qur’an and 61% of the Qur’an
words are derived from triliteral roots, mainly intact roots which are represented in
categories 1 to 5 in table 3.4. 29% of the triliteral roots of Qur’an are defective roots (i.e.
they contain one or two vowels in - their root) represented in categories 6-11 in table
3.4.The percentage of the words belonging to this category is 32% of the words of the

Qur’an. The third category contains one or two vowels and hamza" in its root, represented
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in categories 12-22 in table 3.4. The percentage of such triliteral roots of the Qur’an is
3%, and 7% of the words of the Qur’an belong to this category. Table 3.5 and figure 3.7

show the distribution of the Qur’an’s words and roots into the three main root categories.

Table 3.4 Category distribution of Roots-Types and Word-Tokens extracted from the

Qur’an
Category Roots-Types Word-Tokens
count | Percentage | count Percentage
1 | Sound Cl |C2 | C3 |870 54.04% 20,007 | 43.94%
2 | Doubled Cl |C2 | C2 | 136 8.45% 3,814 8.38%
3 | Initially-hamzated H C2 | C3 |44 2.73% 3,243 7.12%
4 | Medially-hamzated Cl |H C3 |15 0.93% 281 0.62%
5 | Finally-hamzated Cl |[C2 |H 32 1.99% 459 1.01%
6 | Initially-defective \Y% C2 | C3 |70 4.35% 1,252 2.75%
7 | Medially-defective Cl |V C3 | 198 12.30% 8,162 17.93%
8 | Finally-defective Cl |C2 |V 167 10.37% 3,584 7.87%
9 | Separated doubly-weak v Cc2 |V 12 0.12% 710 1.56%
10 | Finally-adjacent doubly-weak Cl [Vl | V2 |19 1.18% 473 1.04%
11 | Initially-adjacent doubly-weak Vi | V2 |C3 |2 0.12% 445 0.98%
12 | Initially-hamzated and doubled | H c2 [ C2 |7 0.43% 175 0.38%
13 | Initially-defective and Doubled | V c2 |C2 |2 0.12% 40 0.09%
14 | Initially-hamzated and finally- | H Cc2 |V 13 0.81% 958 2.10%
defective
15 | Initially-hamzated and medially- | H v C3 |6 0.37% 153 0.34%
defective
16 | Adjacent doubly-weak and | H VI | V2 |2 0.12% 418 0.92%
initially-hamzated
17 | Finally-defective and medially- | C1 | H v 2 0.12% 330 0.72%
hamzated
18 | Separated doubly-weak and | V1 | H V2 |0 0.00% 0 0.00%
medially-hamzated
19 | Initially-defective and medially- | V H C3 |3 0.19% 15 0.03%
hamza
20 | Medially-defective and finally- | C1 | V H 8 0.50% 998 2.19%
hamzated
21 | Initially-defective and finally- | V C2 |H 2 0.12% 17 0.04%
hamzated
22 | Adjacent  doubly-weak and | V1 | V2 | H 0 0.00% 0 0.00%
finally-hamzated
Totals 1610 | 100.00% 45,534 | 100.00%
Table 3.5 Summary of category distribution of root and tokens of the Qur’an
Root Tokens
Category Total Percentage Total Percentage
Intact 1097 68.14% 27,804 61.06%
Defective 468 29.07% 14,626 32.12%
Defective and hamzated 45 2.80% 3,104 6.82%
Totals 1610 100.00% 45,534 100.00%
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Figure 3.7 Root distribution (left) and word distribution (right) of the Qur’an
3.7.2. A Study of Triliteral Roots in Traditional Arabic Lexicons

Similar root and word distributions were obtained from the roots and the word types
stored in the broad-coverage lexical resource. About 63% of the roots stored in the broad-
coverage lexical resource are intact words, categories 1-5 in table 3.6, and slightly more
than 68% of the word types belong to this category. Defective roots represented by
categories 6-11 in table 3.6, form about 33% of the roots of the broad-coverage lexical
resource and 29% of the word types belong to this category. Finally, defective and
hamzated roots, represented by categories 12-22 in table 3.6, of the broad-coverage
lexical resource are approximately 4% of roots, and about 2% of the word types belong to
this category. Figure 3.8 and table 3.7 show the root and word types distribution after

analyzing the broad-coverage lexical resource.
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Table 3.6 Category distribution of Root and Word type extracted from the lexicon

Root Word Type
Category
Count | Percentage Types Percentage
1 Sound Cl | C2 C3 | 4147 48.78% 201,385 | 53.54%
2 Doubled Cl | C2 C2 | 446 5.25% 32,007 8.51%
3 Initially-hamzated H C2 C3 | 289 3.40% 10,449 2.78%
4 Medially-hamzated Cl |H C3 | 216 2.54% 3,909 1.04%
5 Finally-hamzated Cl1 C2 H 270 3.18% 8,985 2.39%
6 Initially-defective v C2 C3 | 386 4.54% 19,219 5.11%
7 Medially-defective Cl |V C3 | 1115 13.11% 43,512 11.57%
8 Finally-defective Cl | C2 v 1151 13.54% 41,295 10.98%
9 Separated doubly- | V Cc2 \Y% 45 0.08% 2,372 0.63%
weak
10 Finally-adjacent Cl |Vl V2 | 106 1.25% 4,057 1.08%
doubly-weak
11 Initially-adjacent Vi | V2 | C3 |22 0.26% 211 0.06%
doubly-weak
12 Initially-hamzated H Cc2 C2 |30 0.35% 888 0.24%
and doubled
13 Initially-defective v C2 Cc2 |29 0.34% 463 0.12%
and Doubled
14 Initially-hamzated H C2 \Y% 74 0.87% 2,111 0.56%
and finally-defective
15 Initially-hamzated H A% C3 | 47 0.55% 892 0.24%
and medially-
defective
16 Adjacent doubly- | H V1 v2 |7 0.08% 135 0.04%
weak and initially-
hamzated
17 Finally-defective and | C1 H \Y 42 0.49% 1,041 0.28%
medially-hamzated
18 Separated doubly- | VI | H V2 |2 0.02% 52 0.01%
weak and medially-
hamzated
19 Initially-defective v H C3 |15 0.18% 292 0.08%
and medially-hamza
20 Medially-defective Cl |V H 42 0.49% 1,590 0.42%
and finally-hamzated
21 Initially-defective A\ C2 H 21 0.25% 1,302 0.35%
and finally-hamzated
22 Adjacent doubly- | VI V2 | H 0 0.00% 0 0.00%
weak and finally-
hamzated
Totals 8502 100.00% 376,167 100.00%

Table 3.7 Summary of category distribution of root and word types of the lexicons

Root Word Types
Category Total Percentage Total Percentage
I 5368 63.30% 256,735 68.25%
ntact
Defective 2803 33.05% 110,666 29.42%
Defective and hamzated 309 3.64% 8,766 2.33%
8480 100.00% 376,167 100.00%
Totals
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Figure 3.8 Root distribution (left) and Word type distribution (right) of the broad-lexical
resource

3.7.3 Discussion of the Analytical Study of Arabic Triliteral Roots

The above analysis gives a clear picture of the distribution of the 22 categories and
3 broad categories of triliteral roots, words and word types. The study clearly shows that
about a third of any Arabic text words have roots belonging to defective or defective and
hamzated root categories. Words belonging to these two root categories are hard to
analyze and the root extraction process for such words always has higher error rates than
words belonging to the intact root category. Stemming and morphological analyzers are

subject to mistakes when analyzing words belonging to these two broad categories.

Similar distribution results were obtained by analyzing the Qur’an’s roots and words
and the broad-coverage lexicon roots and word types. About 65% of roots, words and
word types belong to intact triliteral roots. About 35% of the roots, words and word types
are classified into the defective triliteral root category. Finally, 5% of the roots, words and

word types belong to the defective and hamzated triliteral root category.

These figures prove that any successful stemming and morphological analysis
system has to deal with issues specific to Arabic word derivation such as: incorporation,
substitution and deletion of a weak vowel letter. Moreover, dealing with orthographic
issues such as hamza" in writing is critical for stemming and morphological analysis of
Arabic text. Root extraction accuracy of any stemming or morphological analysis which
does not deal with these special language specifications will not achieve an accuracy rate

more than 65% in the best case.

A question raised in this context is: how to improve stemming and morphological
analysis so the algorithm can deal successfully with the hard cases of the 35% of words
belonging to defective and defective and hamzated triliteral root categories? Two

methodologies can be followed; either building a sophisticated algorithm that deals with
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the hard cases or simply by providing the algorithm with a prior-knowledge broad-
coverage lexical resource that contains most of the hard case words and their triliteral
roots. Then the stemming algorithm will look up the word to be analyzed in the lexicon

and get the correct analysis for that word. A look-up methodology is needed here.

Chapter 4 discusses the motivation and the processing steps in constructing the
prior-knowledge broad-coverage lexical resource the SALMA-ABCLexicon3?. The
lexicon was constructed by analyzing the text of 23 traditional Arabic lexicons which are
freely available open-source documents (PDF and MS-Word files). The main purpose of
constructing the SALMA-ABCLexicon was to improve the morphological analysis of
Arabic text. Constructing a broad-coverage lexical resource to improve the accuracy of
Arabic morphological analysis has advantages over developing a sophisticated stemming
algorithm. These advantages are discussed in detail in section 4.4. The constructed
lexicon has about half a million different Arabic words which covers 85% or more of any
Arabic text.

3.8 Summary and Conclusions

Arabic morphological analysers and stemming algorithms have become a popular
area of research. Several computational linguists have designed and developed algorithms
to solve the problems of morphology and syntax. Stemming algorithms have been
developed for many languages including Arabic. Several stemming algorithms for Arabic
already exist, but each researcher proposed an evaluation methodology based on different
text corpora. Therefore, we cannot make direct comparisons between these evaluations.
This chapter discussed four different fair and precise evaluation experiments using a gold
standard for evaluation consisting of two 1000-word text documents from the Holy
Qur’an and the Corpus of Contemporary Arabic. The selection of the stemming
algorithms was limited to the algorithms where we have ready access to the
implementation and/or results. The three selected algorithms are Khoja’s stemmer (Khoja
2003), Buckwalter’s morphological Analyzer (BAMA) (Buckwalter 2002) and Al-
Shalabi et. al, triliteral root extraction algorithm (Al-Shalabi et al. 2003). A reuse of the
results of the three algorithms in a voting program was developed to allow “voting” on
the analysis of the three stemming algorithms.

The four experiments on both text samples show the same accuracy rank for the
stemming algorithms: Khoja’s stemmer achieved the highest accuracy then the triliteral
root extraction algorithm and finally BAMA. The results show that the stemming

algorithms used in the experiments work better on MSA text (i.e. newspaper text) than

30 SALMA-ABCLexicon (Sawalha Atwell Leeds Morphological Analysis — Arabic Broad-Coverage
Lexicon) http://www.comp.leeds.ac.uk/cgi-bin/scmss/arabic_roots.py
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classical Arabic (i.e. Qur’an text), not unexpectedly as they were originally designed for
stemming MSA text (i.e. newspaper text). All stemming algorithms involved in the
experiments agreed and generated correct analyses for simple roots that do not require
detailed analysis. So, more detailed analysis and enhancements are recommended as
future work. Most stemming algorithms are designed for information retrieval systems
where accuracy of the stemmers is not such an important issue. On the other hand,
accuracy is vital for natural language processing. The accuracy rates show that even the
best algorithm failed to achieve accuracy rate of more than 75%. This proves that more
research is required, as Part-of-Speech tagging and then Parsing cannot rely on such
stemming algorithms because errors from the stemming algorithms will propagate to such
systems.

A clear image of the percentage of triliteral roots, words and word types distribution
on 22 categories of triliteral roots was presented. The study clearly showed that about one
third of Arabic text words have roots belonging to the defective or defective and
hamzated root categories. Words belonging to these two root categories are hard to
analyze and the root extraction process of such words always has higher error rates than
for words belonging to the intact root category. Existing stemming and morphological
analyzers are subject to mistakes when analyzing words belonging to these two

categories.

The construction of a broad-coverage lexical resource to improve the accuracy of
Arabic morphological analysis was proposed as a practical solution. Chapter 4 will
discuss the motivation and the processing steps in constructing the prior-knowledge
broad-coverage lexical resource, the SALMA-ABCLexicon. The lexicon is constructed
by analyzing the text of 23 traditional Arabic lexicons which are freely available open-
source documents. The main purpose of constructing the SALMA-ABCLexicon is to
improve morphological analysis of Arabic text. The constructed lexicon has about half a

million different Arabic words, which covers about 85% of any Arabic text.
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Chapter 4
The SALMA-ABCLexicon: Prior-Knowledge Broad-Coverage Lexical
Resource to Improve Morphological Analyses

This chapter is based on the following sections of published papers:

Sections 1, 2, 3, 4, 5 and 6 are based on section 1, 2, 3,4, 5, 6, and 7
in (Sawalha and Atwell 2010a)

Chapter Summary

Broad-coverage language resources which provide prior linguistic knowledge must
improve the accuracy and the performance of NLP applications. A broad-coverage
lexical resource, the SALMA ABCLexicon (Sawalha Atwell Leeds Morphological Analysis
Arabic Broad-Coverage Lexicon) was constructed to improve the accuracy of
morphological analyzers and part-of-speech taggers of Arabic text. Over the past 1200
yvears, many different kinds of Arabic language lexicons have been constructed; these
lexicons are different in ordering, size and aim of construction. 23 machine-readable
lexicons, which are freely available on the web as portable document format (.pdf) or
MS-Word (.doc) documents, were collected. Lexical resources were combined into one
large broad-coverage lexical resource, the SALMA-ABCLexicon, by extracting
information from disparate formats and merging traditional Arabic lexicons. The
construction process followed agreed criteria for constructing morphological lexical

resources from raw text.

To evaluate the broad-coverage lexical resource, coverage was computed over the
Qur’an, the Corpus of Contemporary Arabic, and a sample from the Arabic Internet
Corpus, using two methods. Counting exact word matches between test corpora and
lexicon scored about 65-68%; Arabic has a rich morphology with many combinations of
roots, affixes and clitics, so about a third of words in the corpora did not have an exact
match in the lexicon. The second approach is to compute coverage in terms of use in a
lemmatizer program, which strips clitics to look for a match for the underlying lexeme;
this scored about 82-85%.
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4.1 Introduction

Lexicography is the applied part of lexicology. It is concerned with collating,
ordering of entries, derivations and their meaning depending on the aim of the lexicon to

1

be constructed and its size. Lexicography is defined as “...the branch of applied

linguistics concerned with the design and construction of lexica for practical use.”
(Eynde and Gibbon 2000). On the other hand, lexicology is defined as “...the branch of
descriptive linguistics concerned with the linguistic theory and methodology for
describing lexical information, often focusing specifically on issues of meaning.” (Eynde
and Gibbon 2000). Long-term efforts in lexicographic projects have greatly accelerated
since the advent and use of computers: this is known as computational lexicography.
However, constructing a large-scale broad-coverage lexicon involves time-consuming
development of specifications, design, collection of lexical data, information structuring,

and user-oriented presentation formatting (Eynde and Gibbon 2000).

A realistic and useful lexicon for NLP requires an efficiently stored machine-
readable database with a large number of words with associated syntactic and semantic
information (Russell et al. 1986). Morphological lexicons are based on the idea of
generating all possible combinations of morphemes. But filtering out the non-established,
yet theoretically possible combinations of morphemes is the major problem of lexicon
generation (Tadi and Fulgosi 2003). Morphological lexicons are useful for many natural
language applications such as: spelling and syntactic checkers integrated to word
processing applications, development of morphological and syntactic analyzers, search
engines, machine translation, information filtering and extraction systems, etc. (Petasis et
al. 2001). Morphosyntactic lexicons are valuable resources for many NLP applications.
However, these lexicons need to meet certain specifications such as high coverage; high
level of quality; directly reusable in NLP tools; and freely-available to potential users
(Sagot 2010).

4.1.1 Morphological Lexicons of Other Languages

Morphological lexicons exist for many languages. The Special Interest Group on the
Lexicon of the Association for Computational Linguistics (ACL SIGLEX) maintains an
online comprehensive list of lexical resources3!. The lists and files with linguistic
information include: Brown Corpus Lexicon of 52,000 words; the XTAG project with an
associated 300,000 word English lexicalized grammar; COMLEX (COMmon LEXicon) a
monolingual English Dictionary consisting of 38,000 head words; the Oxford Text
Archive (OTA) of machine readable dictionaries for many languages; Adam Kilgarriff’s

list of 6,318 most frequent lemmas extracted from the British National Corpus; The Moby

31 Online lexical resources by ACL SIGLEX http://www.clres.com/online.html
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lexicon project consisting of sub-lexicons including Moby Hyphenator (185,000 entries),
Moby Part-of-Speech (230,000 entries), Moby Thesaurus (30,000 entries) and Moby
Words (610,000 words and phrases); Upper Cyc Ontology containing about 3,000 words
capturing the most general concepts of human consensus reality.

Russell, Pulman et al. (1986) developed a dictionary and morphological analyzer for
English. They assumed that correct syntactic analyses are built in to the lexical entries,
but allowing adaptation by users to suit different analyses. The morphological lexicon
itself consists of a sequence of entries, each in the form of a Lisp s-expression which
consists of five elements: first, the head word in written form; second, the head word in
phonological transcription; third, a syntactic field consisting of a syntactic category;
fourth, a semantic field providing the facility for users and any Lisp s-expression to be
inserted in it; and finally, a user field which allows users to include additional information

they desire. The prototype lexicon contains about 3,500 entries.

MULTEXT lexicons3? are part of the MULTEXT project, which aims to develop
tools, corpora, and linguistic resources for a wide variety of languages. The MULTEXT
lexicons include four developed lexicons for German, Italian, Spanish and French. The
lexicons are stored in tab separated column files where the first column represents the
word form, the second column represents the lemma and the last column represents the

lexical tag.

MULTEXT-East?? language resources are multilingual datasets for language
engineering focused on the morphosyntactic level of linguistic description. These
resources cover 16 languages of mainly central and eastern Europe and include the
EAGLES-based morphosyntactic specifications and morphosyntactic lexica. MULTEXT-
East followed the same lexicon format as the original MULTEXT lexicons. The size of
MULTEXT-East lexicons ranges from 13,006 entries for Persian to 2,461,491 entries for
Slovak (Erjavec 2010).

The Croatian Morphological Lexicon (CML) is a lexicon developed to make a
model of the Croatian morphological system. The CML has two sub-lexicons:
derivative/compositional (i.e. a list of lexical and a list of derivational morphemes with
rules for combining) and inflectional (i.e. a list of generated stems and a list of
inflectional morphemes with rules for combining) which are produced by two
morphological generators according to morphotactic rules. The CML followed the same
lexicon format as MUTEXT-East. The CML contains 36,000 lemmas extracted from the
Croatian dictionary. Then the generation of word forms generated 171,308 nouns,
232,276 verbs, 1,207,786 adjectives and 11,706 adverbs (Tadi and Fulgosi 2003).

32 MULTEXT Lexicons http://aune.lpl.univ-aix.fr/projects/multext/MULS5.html
33 MULTEXT-East http://nLijs.si/ME/V4/
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A large-scale Greek morphological lexicon was developed by the Software and
Knowledge Engineering Laboratory (SKEL) to be used to develop a lemmatizer and
morphological analyzer in a controlled language checker for Greek. The SKEL lexicon is
organized into two components: the query component which aims to facilitate the query
of the lexicon about specific form and retrieve the associated linguistic information; and
the generation component responsible for generating all possible word forms for a given
lemma. The generation component also utilizes language specific rules regarding
syllabication and accentuation. The morphological database consists of a fixed number of
pages, where each page contains a set of morphological entries. Each entry contains a
fixed number of morphological features such as lemma, stem, suffix, syllabication, part-
of-speech and other morphological features such as number, inflectional type, gender,
case, inflection, tense, person, voice, mood, etc. The SKEL lexicon contains 60,000
unique lemmas which generate 710,000 word forms. The morphological database

contains about 2,500,000 morphological entries (Petasis et al. 2001).

A Latvian lexicon was developed as part of a lexicon-based morphological analyzer
for Latvian which is an implementation of word inflection based on a stem and its
properties already stored in the lexicon. The lexicon’s core data are the dictionary’s
lexical units, which contain word stems, their morphological types and any other
linguistic information related to the stems. The lexicon contains about 27,000 stems. The
coverage of the lexicon is scored at 85%-90% after analyzing an unrestricted text corpus.
A heuristic, based on last letter of the analyzed word, is integrated with the morphological
analyzer for guessing the part-of-speech of the remaining uncovered percentage of words.
XML files are used to store the lexicon and other data files (Paikens 2007).

A freely-available and wide-coverage morphosyntactic lexicon for French Lefff34
(Lexique des formes fléchies du francgais — Lexicon of French inflected forms) is used in
many NLP tools including large-coverage parsers. The Lefff uses the Alexina framework
to ensure reusability of the lexicon in many NLP tools. Alexina is a lexical modelling and
acquisition framework for both the morphological and syntactic levels, which is a
language and grammatical formalism independent and compatible with Lexical Markup
Framework (LMF) standards. The Alexina lexicon consists of entries (i.e. lexemes) where
each entry is associated with a lemma, a category and an inflectional class. The Lefff
(3.0.1) contains 536,375 entries corresponding to 110,477 lemmas covering the
grammatical categories of verbs, verbal idioms, nouns, adjectives, adverbs, prepositions,
proper nouns and others. The Lefff is evaluated by a quantitative comparison with other
existing lexical resources for French. It has also been evaluated in terms of its use in POS

tagger and deep parser. Integrating Lefff in a maximum-entropy-based part-of-speech

34 Lefff http://www.labri.fr/perso/clement/lefft/




-67 -

tagger for French trained on the French Treebank increased the accuracy from 97.0%
(86.1% for unknown words) to 97.7% (90.1% for unknown words) (Sagot et al. 2006;
Nicolas et al. 2008; Sagot 2010).

Sagot (2005) developed a lexicon for Slovak from a raw corpus and a
morphological description of the language. Both inflectional and derivational morphology
are used to enhance the accuracy (recall and precision) and to acquire the derivational
relations in the lexicon. A three-step procedure is followed for the acquisition of the
lexicon. First, given the morphological description of the language, build all possible
lemmas that can possibly explain the inflected forms in the lexicon. Second, rank the
lemmas according to their likelihood in the corpus. Finally, best ranked lemmas are
manually validated. A claim is stated that this methodology can be used for
morphologically rich languages. The acquired lexicon following this methodology

contains 2,000 lemmas generating more than 50,000 inflected forms (Sagot 2005).

A morphological analyzer and language specific web crawler (i.e. a tool used to
collect a list of word types) have a potential to enhance lexical resources for
morphologically rich but resource-poor languages such as Tigrinya. Tigrinya is an Ethio-
Semitic language spoken by about 6 million people in the Tigray region of northern
Ethiopia and in central Eritrea. The web crawler collected a list of 227,984 word types.
Then, the list was filtered and passed to the morphological analyzer. 65,732 words
succeed the lexical analysis, and 46,979 words have at least one analysis generated by the

guesser analyzer (Gasser 2010).

In summary, many existing morphological lexicons were constructed from raw text
(Sagot 2005). The general requirements for constructing a morphological lexicon from

raw text are:
® A representative corpus.
® A generation program or a morphological description of the language.

e A Lexical Markup Framework (LMF) for providing compatible structure to store

the lexical entries to ensure reusability of the lexicon in many NLP tools.
¢ A searching facility over the lexical entries (querying the constructed lexicon).

¢ An evaluation methodology for the morphological lexicons, by computing the
coverage of the lexicon, and by measuring the accuracy gained after integrating the

lexicon to a NLP application such as part-of-speech tagger or syntactic parser.
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4.1.2 Morphological Lexicons for Arabic
A morphological analyzer for Arabic (BAMA) (Buckwalter 2002; Buckwalter

2004) contains three Arabic-English lexicon files: a prefixes file containing 299 entries, a
suffixes file containing 618 entries, and a stems file containing 82,185 entries
representing 38,600 lemmas; see section 3.2.2. The lexicon component of BAMA is
reused in other Arabic NLP tools such as the large-scale lexeme-based Arabic
morphological generation Aragen (Habash 2004), and spell checking lexicons such as
Duali3>, Baghdad?3¢ and Arabic-spell3”.

The AyaSpell3® project aims to develop open-source resources for Arabic NPL
including Arabic spell checker. The shortage of existing Arabic spell checkers comes
from the lexicon they depend on. A lexicon is developed to support the AyaSpell checker.
The lexicon consists of two components: the vocabulary list built by analyzing 5
traditional Arabic lexicons; and the affixes and morphological rules list. Each entry in the
vocabulary list has its morphological description associated with it. The vocabulary list
contains more than 50,000 entries distributed on more than 10,000 verbs and more than
40,000 nouns, particles and residuals (Zarrouki and Kebdani 2009; Zerrouki and Balla
2009).

WordNet is a broad coverage lexical resource which is developed to support many
information retrieval applications. The basic idea behind WordNet is that knowledge of
words is represented by meanings and the context in which they occur. The desired
conceptual information is provided by linking words to appropriate concepts. Concepts in
the WordNet are the organizational units. They can be single words, compounds,
collocations, idiomatic phrases and phrasal verbs. The foundation of the Global WordNet
Association and the Global WordNet project coordinates the production and the linkage
of wordnets for all languages of the world including Arabic (Elkateb, Black and Farwell
2006).

Arabic WordNet (AWN) is a lexical resource for MSA which is based on the design
and the contents of the Princeton WordNet (PWN) for English. The AWN is constructed
following the same methods developed for Euro WordNet, which is compatible with
other wordnets and focuses on manual encoding of the most complicated and important
concepts. The AWN structure consists of four principal structures. First, the items
represent conceptual entities including synsets, ontology classes and instances. Second, a

word entity represents a word sense. Third, a form entity contains lexical information.

35 Duali Arabic spell-checker http://www.arabeyes.org/project.php?proj=Duali

36 Bahghdad Arabic spell checker http://home.foolab.org/cgi-bin/viewcvs.cgi/projects/baghdad/
37 Arabic-spell http://sourceforge.net/projects/arabic-spell/

38 AyaSpell Arabic spell checker http://ayaspell.sourceforge.net/index.php
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Fourth, a link connects in a relation two items. The AWN is stored using XML files and
relational database implemented by MySQL. 1,000 terms and 4,000 definition statements
are the contents of the large ontology which is built to provide the semantic background
for the AWN (Elkateb and Black 2001; Black and El-Kateb 2004; Elkateb et al. 2006;
Rodriguez et al. 2008).

Arabic Verbnet is a large coverage verb taxonomy for Arabic, a lexicon for Arabic
verbs. Arabic Verbnet provides key element information about the syntax and semantics
of Arabic verbs using the notion of verb-classes similar to the Verbnet for English.
Arabic Verbnet contains verb entries where each entry is a third person masculine
singular perfect verb. Each verb entry contains four child nodes of the verb, its root,
verbal noun(s), and participle(s). It uses 23 thematic roles which have been already used
in the English Verbnet. It has 173 classes which contain 4,392 verbs and 498 frames.
These frames provide the four verb entry child nodes information besides information
about subcategorization frames and syntactic and semantic description of each verb. The
Arabic Verbnet uses XML fromat to store its frames (Mousser 2010).

In summary, the surveyed Arabic lexicons are common morphological and
linguistic lists that are specific to a certain Arabic NLP application. They are not general
purpose and they are small in size. Moreover, all of them only deal with modern standard
Arabic (MSA). Arabic WordNet and Verbnet are based on models for English and Indo-

European languages, rather than on Semitic templatic root-based lexical principles.

4.2 Traditional Arabic Lexicons and Lexicography

Traditional Arabic lexicons are not available in computerized lexicographic
databases. Moreover, traditional Arabic lexicons have different arrangement
methodologies than modern English dictionaries. Common English dictionaries list
lexical entries, which are words (i.e. lexical entries in form of lemmas), arranged
alphabetically; followed by the meaning of that word, while Arabic lexicons are mainly
arranged by selecting the root as main lexical entry. The roots are followed by a definition
part which may span several pages. The definition part is written as a unit or an article
(i.e. encyclopaedia entry) which defines all the derived words of a certain root. These

lexical entries are not arranged or distinguished with special formatting.
A study of a traditional Arabic lexicon called al-gamiis al-muhit =2 .. “The

comprehensive lexicon” showed three major drawbacks of traditional Arabic lexicons.
First, they do not represent language development periods in different times. Second,
there are ambiguities in defining and explaining lexical meaning of the derived words.
Third, the ordering methodology of the derived words is unorganized and lacks the
reference of the origin of the derivations. Khalil (1998) highlighted the importance of
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ordering the derivations of each lexical entry to directly access the meaning of the

derivations, and to show the origin of the Arabic word and its specifications.

Arabic lexicography is one of the original and deep-rooted arts of Arabic literature.
The first lexicon constructed was kitab al-‘ayn o= -t ‘al-‘ayn lexicon’ by al-farahidr
(died in 791). Over the past 1300 years, many different kinds of Arabic language lexicons
were constructed; these lexicons are different in ordering, size and goal of construction.
Many Arabic language linguists and lexicographers studied the construction, development

and the different methodologies used to construct these lexicons.

Several traditional Arabic lexicons have been scanned and put online as portable
document format (.pdf) files. A few have been key-boarded and put online as MS-Word
(.doc) or HTML text files. Figures 4.1 and 4.4 show samples of text taken from traditional
Arabic lexicons; the target lexical entries are underlined and highlighted in blue. Figure
4.2 shows the human translation of the sample of figure 4.1, the target lexical entries are
highlighted by square brackets. Figure 4.3 is a sample of the Arabic-English lexicon by
Edward Lane (Lane 1968) volume 7, pages 117-119; the target lexical entries are

underlined. Figure 4.5 shows a sample of the original manuscript of the traditional Arabic
lexicon as-sihah fi al-lugah 0 s ~~2) ‘The Correct Language’.

L o ELE0 ol o 06 e 1 Bl Loy U8 0 50 255 8 ekl (g 101 1S
W W ol s (U el amr 3 iy 106 G Y s ol (S T s, LE Bpis sy
L2 LU LS d—wy\ el e ¥l il Sl c o,“sjgj\ BT ¢ Ol 10glsis ol 0g,uSS
& st g WSVJ—LAJJ s LLS™ $BLST A, ALLI:«L.A\ o dislis J OS5 ad LSy ¢ jan SUSU
i gy s K L3y gw :M_MT\.AJ 55 of Wl (f g pal iy anls 3 L0 5 of Wl
S 1ty B o Sy 3 el L 8 LT gl e 3y L i o R el
L5 05 1S i 3 S gy B ot G Bty o 6t 3y AN Dl 8 s ) o)
(3] e ] ST Jizju,uu Gy 4 5 L oSy ale Ll o Sual sds 25T 105w, o\,d@ @
e Loy Lo IIM Gl sline Ly 28 ‘C“”‘—‘“ ).»ILJ\ JiE LS ol :EJ.\ JB u ks LG
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Figure 4.1 A sample of text from the traditional Arabic lexicons corpus “lisan al- ‘arab”,
the target lexical entries are underlined and highlighted in blue.
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k t b: [Alkitab] the book; is well known. The plural forms are [kutubun] and [kutbun]. [kataba Alshay’]
He wrote something. [yaktubuhu] the action of writing something. [katban], [kitaban] and [kitabatan]
means the art of writing. And [kattabahu] writing it means draw it up. Abu Al-Najim said: I returned
back from Ziyad’s house [after meeting him] and behaved demented, my legs drawn up differently
(means walking in a different way). They wrote [fukattibani] on the road the letters of Lam Alif
(describing how he was walking crazily and in a different way). He said: I saw in a different version,
the word “they wrote” [tikittibani] using the short vowel kasrah on the first letter [taa], as it is used by
Bahraa’ [Arab tribe] dialect. They say: [ti’lamuwn] (you know). Then the short vowel kasrah is
propagated to the following letter (kaf). Moreover, [Alkitab] the book is a noun. Al-lihyani Al-Azhari
definition is: [Alkitab] The book is the name of a collection of what has been written (a collection of
written materials or texts). And the book has gerund [Alkitabatu] writing (art of writing) for whoever
has a profession, similar to drafting and sewing. And [Alkitabatu]: is copying a book [copying a book in
several copies]. It is said: [iktataba] someone subscribed another means; he asked to write him a letter
in something. [istaktabahu] He dictated someone something means to write him something. Ibn
Sayyedah: [lktatabahu] is similar to [katabahu]. It is said: [katabahu] write something down means
draw up. And [lktatabahu] writing something down means dictate someone something, which is the
same meaning of [Istaktabahu]. [lktatabahu] registering (masculine), and [lktatabathu] registing
(feminine). In the Qur’an: [lktatabaha] He registered it, he has dictated it every sunrise and sunset,
which means dictating it. It is said: [Iktataba Al-rajul] The man registered, if he registered himself in
the Sultan’s office. In Hadith: a man said to him ( the prophet): my wife is pilgrimaging (to Mecca), and
I have registered [Oktutibtu] in a conquest, which means that I have written my name among the
conquerors. And you say: [Aktibny] let me copy this poem, means dictate me the poem. Also, [Alkitab]
the book is something which has been written on. And in Hadith: who looks at his brother’s book
without permission is as looking to hell. Ibn Al-Atheer said: it is a similarity; which means as he avoids
hell, he should avoid doing this. He said: the meaning (of the Hadith) is the punishment by hell will be
applied if someone looks at a book without permission. He said: it might be the punishment of visual
explorers as the crime is done by sight. Hearing explorer is punished if someone intentionally listened
to other people who do not like anyone to listen to them. He said: this Hadith is specific for books of
secrets and secure books, whose owners hate anybody to look at these books. It is also said: the Hadith
is general; applied to any type of books.

Figure 4.2 A Human translation of the sample of text from the traditional Arabic lexicons
“lisan al-‘arab”, the target lexical entries are highlighted in blue and square
brackets.

——

L ;é, aor. 2, inf. n. .:.._:é lnd.:a_ﬁb and
i,_b\.._‘: (S, K) and L35; (Mgb;) the first of
these inf. ns. agreeable with analogy; the second,
anomalous ; (TA ;) or the latter of these two is

a subst., like .,:t;’}, (Lh;) or originally an
inf. 0., and afterwards used in the senses given
below ; (MF ;) as also i;&ie., nndi.i&:: (TA:)
and ?4iS (K) and Yi61; (S, K;) He
wrote it : (S, K :) or 45 has this signification ;
and ¥ .:.,.:;bl, as also'_’:X:.d, signifies he asked
[one]) to dictate it (sdaiu)): (K1) ¥ 4E) in
the Kur, xxv. 6, signifies ke hath written them
(8) Sfor himself: (Bd :) or he hath asked [one]
to write them for him, or to dictate them to him.
(TA, Bd) — & iS5 [He wrote mhat he
had heard, or learned from him.] A phrase of
common occurrence in biographies. _\:_i_“a

. —=T

4. =5\ He dictated. (S, K.) Ex. 2251
5.1,4’;1" :.}; Dictate to me this ode. ($)_._~,.:$l
and 'V-z.b He taught the art of writing. (K.)
=== Sée also 1, in three places.

5. iX31 He girded himself, and drew
together his garments upon him. (TA.) ==
G 1 It (an army, S) collected itself together.
S, K)

8. See 1. — 43S [is a quasi-inf. n. of 8; syn.
with .:al‘zél, and is explained as signifying]
The writing a book, transcribing it [ from another
book]: (aim3 VS HpEdy). (K) —It
also signifies, [a8 a quasi-inf. n. of 8,] The
writing one's name in [the list of those who
receive] stipend and maintenance ( )
Gipls Lol [lamol]). (TA.) — 51 He
registered himself in the book of the Sultdn’s
army-list, or stipendiaries. (S, K.) g Gl
135 53;2 I mwrote down my name in the list of|
the soldiers of such an expedition. (TA, from a
trad.) — WS 51 He asked for a book (or
the like) to be written for him. (TA.) See also
10. == 25 1 His urine was suppressed. (TA.)

10. U3 L2 He asked him to write a thing
for him. (S.) See also 1 and 8. == With
reference to a «liw (or skin), see 1.

:;\’;5 (inf. n. of 1, q. v. — as a subst.,,] 4
thing in whick, or on which, one writes : [a book :]
a wrilten piece of paper or [a record, or register ;
and a written mandate;) of skin: (K :) a writing,
or mrit, or thing mritten; as also ¥ ez : and
both are applied also to the revelation from above :
and to a letter, or epistle, which a person mwrites
a_nd femi.t : sometimes made fem., as meaning

YA

L subst. from 1; signifying The art of
writing. (1Aar, Mgb.) — See also 3.

Lo see .:a\ib.—An army; a military
force: (S, K:) or a collected portion thereof;
(Msb ;) [a body of troops; a corps:) or a troop :
or a troop of horse making a hostile attack or
incursion, in number from a hundred to a

thousand : (K:) pl. wstS. (§.)

.:.:L".é-, sec :,,."_.ﬁ; == The same, (S, K,) as also
i. LA , q. V., but the former is the more approved :
(S: the reverse, however, is said in the TA ; and
MF says that some authors altogether reject

C‘b, with &, in the sense here following:) A
kind of small, round-headed, arrow, with which
boys learn to shoot. (S, K.)

S 5\E [A writer; a scribe; a secretary]: pl.
:_,,.',St'b and ;G'b and &5, G E)am4d
learned man (mwu so called by the Arabs,
(IAgr,) because, in general, he who knew the

art of writing was possessed of science and know-
ledge ; and writers among them were few. (TA.)

SN (5, K) and Y S (Lih, §, &) 4
school; a place where the art of writing is taught :
(8, K, &c.:) accord. to Mbr and F, the assigning
this ligniﬁmtion'lo f.he latter word is an error; it
being a pl. of IS, and signifying, accord. to
Mbr, the boys of a school :

Figure 4.3 A Sample of the definition of the root ktb from an Arabic-English Lexicon by
Edward Lane (Lane 1968), http://www.tyndalearchive.com/TABS/Lane/ , the target
lexical entries are underlined.
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Figure 4.4 A sample of text from the traditional Arabic lexicon “al-mugrib fi tartib al-
mu ‘rib”, the target lexical entries are underlined and highlighted in blue.

Figure 4.5 A sample of a traditional Arabic lexicon as-sihah fi al-lugah all 3 -2l “The

Correct Language’, the original manuscript.




-73 -

4.3 Methodologies for Ordering Lexical Entries in the Traditional
Arabic Lexicons

Traditional Arabic lexicons distinguish between four classes of ordering lexical
entries in the lexicon. First, the al-halil methodology was developed by (sl aaf -y L

al-halil bin ahmad al-farahidi (died in 791). Second, the abii ‘ubayd methodology was
developed by abii ‘ubayd al-qasim bin sallam S . 3 & si(died in 838). Third, the
al-gawhari methodology was developed by ’isma’il bin hammad al-gawhari (died in
1002). Finally, the al-barmaki methodology was developed by abii al-ma‘ali mohammad
bin tamim al-barmaki S i o 42 LW i, who lived in the same time period as al-
gawhari. al-barmaki did not construct a new lexicon; but he alphabetically re-arranged a
lexicon called as-sihah fi al-lugah 0 & ~~2)‘The Correct Language’ by al-gawhari. He

added little information to that lexicon.

4.3.1 The al-halil Methodology

The al-halil methodology was developed by sasl il aai - L al-halil bin ahmad al-
farahidi (died in 791). His lexicon called o)\ oS kitab al-‘ayn “al-‘ayn lexicon” was the
first traditional Arabic lexicon. ‘The al-‘ayn’ lexicon lists the lexical entries
phonologically according to places of articulation of phonemes from the mouth and
throat, working forwards from glottal through to labial regions. He divided the lexicon
into books, with one book for one letter. The books were then divided into 4 sections
according to their internal structure: doubled biliteral roots; intact triliteral roots; doubly-
defective roots; quadriliteral and quinquetiliteral roots. Many lexicons followed al-halil’s
methodology with slight changes in ordering. The following traditional Arabic lexicons

followed this ordering methodology:

1. o oS kitabu al-‘ayn “al-‘ayn Lexicon” by il aal - W al-halil bin ahmad
al-farahidi died in 175H /791 AD.

2. w3 el assd mu’gam al-muhit fi al- lug‘ah “The Comprehensive Language” by
sbe o Lol as-sahib bin ‘abbad died in 385H / 995AD.

3. 2V L2y SH al-muhkam wa al-muhit al-’a‘azam “The  Greatest Verified and
Comprehensive Lexicon” by —Ju¥l sl godl Joslerl o o el 5f G o) ibn
sayyidah, abii al-hasan bin “isma ‘il an-nahawt al-lagawi al-’andalusi died in
458H / 1065AD.

4. oJdodlisan al-‘rab “Arab tongue” by  sbkn o e W0 e gamal ad-din
mohammed bin manziur died in 629H / 1311AD.

5. wdl dé e mu’gam tahdib al—lug'ah “The Lexicon of Refined Language” by sf
AN s abit mansir al-’azhart died in 1205H / 1790AD.
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4.3.2 The abii ‘ubayd Methodology

The abii ‘ubayd methodology was developed by abii ‘ubayd al-qasim bin sallam
Sl o a3 w4 (died in 838). The first constructed lexicon which followed this

methodology was &l 3 Giad & al-garib al-musannaf fi al—lug'ah “The Irregular

Classified Language”. This methodology arranges lexical entries according to their
concepts or topics. The lexicon consists of many small books, each of which describes a
topic or a concept, such as books describing horses, milk, honey, flies, insects, palms, and
human creation. Then these small books are collated into one large lexicon. That lexicon
consists of more than thirty small books. The following traditional Arabic lexicons

followed abi ‘ubayd methodology:

6. w3 el i al-garib al-musannaf fr al—lug'ah “The Irregular Classified
Language” by St oy i) 18 of ‘abi ‘ubayd al-gdsim bin sallam died in 223H /
838AD.

7. & & asi) al-munaggad fi al—lugah “The Decorated Language” by Judl oo » e
s3Yali bin hasan al-hund’t al-’azdir died in 310H / 922AD.

8. a3 el al-muhassas ft al-luga" “The Specified Language” by e ot Gl )
NN @l s kel oy ibn sayyidah, abii al-hasan bin ’isma‘tl an-nahawi al-

lagawr al-’andalust died in 458H / 1065AD.
4.3.3 The al-gawhart Methodology

The al-gawhari methodology was developed by ’ismda’il bin hammad al-gawhari
(died in 1002). The first lexicon which followed this methodology is called w1 & >~.2) as-
sihah fi al—lug'ah ‘The Correct Language’. This methodology was based on the
alphabetical order for ordering the lexical entries. However, the lexical entries were
arranged in this lexicon depending on the last letter of the word, and then the first letter.
The lexicon was organized into chapters where each chapter corresponds to the last letter
of the word. Each chapter includes sections corresponding to the first letter of the word,

then the second letter of triliteral roots, then the third letter of quadriliteral roots, then the
fourth letter in quinquitiliteral roots. For example, the word Lzibasat “spread” is found in

chapter ¥f representing the last letter of the word, then by looking to section <b as it
represents the first letter. The following lexicons followed this ordering methodology:

9. wl & a2 as-sihah fi al-luga" “The correct language” by ssbl stm oy Lelerl joas of
gLdabi nasr "isma ‘il bin hammad al-gawhari al-farabi died in 400H / 1009AD.

10. w3 =1 oL al-ibab az-zahir ff al-lugd” “The High Flood Water of Language”
by gl waz oy ) al-hasan bin muhammad as-sagani died in 650H / 1252AD.
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L1, sl plom o0 ool 26 tag al-‘ariis min gawahir al-qamis “Bridal Crown Jewel of
Dictionaries” by - az-zubaydr died in 1205H / 1790AD.

12. L& .o al-gamiis al-muhit “The Comprehensive Dictionary” by ez sl of i a2
&LTandl) Csiny o magd ad-din abii tahir muhammad bin ya‘qub al-fayriiz’ abadi died
in 817H/ 1414AD.
4.3.4 The al-barmakt Methodology

The al-barmaki methodology was developed by abii al-ma‘ali muhammad bin
tamim al-barmaki S & o 4oz W o1, who lived in the same time period as al-gawhari.

The al-barmaki methodology is based on arranging lexical entries alphabetically starting

from the first root letter. al-barmaki did not construct a new lexicon. Rather, he re-
arranged, using this ordering methodology, the lexical entries of &l & ~~2) as-sihah f

al—lugah, which was developed by al-gawhari ordered using al-gawhari methodology.
Little information was added to this reordered version of the lexicon. After that, .2}

az-zamahSari (died in 1143) followed the same methodology and constructing a lexicon
called 9 L\.i asds al-baldga" “Fundamentals of Rhetoric”. This methodology of

ordering lexical entries in an Arabic lexicon become the most widely used ordering

methodology. The following lexicons followed this ordering methodology:

13. & wne mu‘gam al-gim “The jim Lexicon” by 3l.2)l se o abii ‘amr as-Sibant died
in 206H / 821AD.

14. sl 52 Gamharat al-lugd" “The Gathering of the Language” by 55 o1 ibn durayd
died in 256H / 869AD.

15, &l wlis wmes mu‘gam maqayis al—lugah “The Lexicon of the Standard Language”
by 1S o b o &f ol G abl al-husayn ahmad bin faris bin zakaryyia died in
395H / 1004AD.

16.  omxzul Lo oomns mu‘gam ma ’ista‘’gam “A Lexicon of Foreign Words” by Juy ¢S
al-bakri al-’andalusi died in 487H / 1094AD.

17. Jw % tahdib al-af‘al “The Refined Verbs” by  asdl jinr o Jo wuldl ol (plldll o)
(’ibn al-qita’) abii al-gasim ‘ali bin ga ‘far as-sa‘di died in 515H/ 1121AD.

18. w5 Ll asds al-balaga" “Fundamentals of Rhetoric” by il o ses o 5502 OV [

W\ ez abi al-gasim mahmid bin ‘amr bin ahmad, az-zamahSart gar alld"
died in 538H/ 1143 AD.

19. o g & o al-mugrib fi tartib al-mu ‘rib “Irregular Declinable Words” by
ikl o w2l abil al-fath ndsir ad-din al-mugrazi died in 610H / 1213AD.

20. =2) w2 mubtar as-sihah “The Selected of the Correct Language” by i) S o
abii bakr ar-razi died in 666H / 1267AD.
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21, S o o sl fbal al-musbah al-munir fi garib as-Sarh al-kabir “The

[luminating Light on the Irregularity of the Great Explanations” by  Js oy d2 oy Ao
A ol st @ asd ahmad bin muhammad ‘ali al-fayyimi tumma alx—hamawz’, abii
al-‘abbas died in 538H / 1143AD.

22, Lwd wmali al-mu’gam al-wasit “The Intermediary Lexicon” by . oul aaf. aws vl
Jondl ez s\ ws W\ ihrahim  mustafa, ahmad az-zayyat, hamid ‘abdul-qadir,
muhammad an-naggar published in 1960.

23, S aaad) JW e mu‘gam al-"afal al-muta ‘adyya" bi harf “The Lexicon of
Transitive Verbs” by aa¥ gl oy was oy s mils@ bin muhammad al-malyant al-

‘ahmadi published in 1979.

4.4 Constructing the SALMA-ABCLexicon

Many existing morphological lexicons were constructed from raw text (Sagot 2005).
The general requirements for constructing a morphological lexicon from raw text are: a
corpus; a generation program or a morphological description of the language; a Lexical
Markup Framework (LMF) for providing compatible structure to store the lexical entries;
searching facility over the lexical entries (querying the constructed lexicon); and an
evaluation methodology of the lexicon (Russell et al. 1986; Petasis et al. 2001; Tadi and
Fulgosi 2003; Sagot 2005; Sagot et al. 2006; Paikens 2007; Nicolas et al. 2008; Erjavec
2010; Sagot 2010).

Broad-coverage language resources which provide prior linguistic knowledge must
improve the accuracy and the performance of NLP applications. The main aim in
constructing a broad-coverage lexical resource is to improve the accuracy of
morphological analyzers and part-of-speech taggers of Arabic text. Chapter 3 discussed
the shortcomings of the existing stemming algorithms for Arabic text. Constructing a
broad-coverage lexical resource to improve the accuracy of Arabic morphological
analysis has advantages over developing a sophisticated stemming algorithm. These
advantages are:

e A prior-knowledge lexical resource will improve the Arabic morphological
analysis.

e A lexical resource can be integrated to different stemming algorithms to give prior
knowledge about the analyzed words.

e [t can help in enhancing the performance of the morphological analyzers by

reducing the complex analysis steps to a simpler look up procedure.
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e The broad-coverage lexical resource can be a standalone resource which can be
integrated in different Arabic natural language processing systems and benefits of

integration can be gained.

e [t is easier to update the lexical resource by adding new contents to it and correcting

it than updating a sophisticated algorithm which needs specialized developers.

e [t can also be used as a teaching material resource to help in assisting both teachers

and students in a teaching-learning process.

The SALMA-ABCLexicon (Sawalha Atwell Leeds Morphological Analyses —
Arabic Broad-Coverage Lexicon) was developed following the general requirements for
constructing morphological lexicons from raw text. However, the absence of open-source
Arabic corpora and the absence of a generation program led to the use of traditional
Arabic lexicons as a corpus. The generation program for Arabic can generate verbs and
derived nouns, but its major shortcomings are both over-generation and under-generation.
The over-generation problem results in many lexical entries which are correctly
structured but are not part of the real language vocabulary, while the under-generation
problem happens when the generation cannot generate all possible vocabulary of the

language.

In theory, any morphological generation program for Arabic will suffer from both
over-generation and under-generation problems unless it has been provided with a
comprehensive database that contains all the non-generated vocabulary (i.e. non-inflected
words, primitive nouns and non-conjugated verbs) and comprehensive morphological
descriptions of language encoded within the generation program. Both the dataset and the
morphological descriptions of the language need huge amounts of manual work. As an
alternative, the selection of traditional Arabic lexicons as a text corpus for constructing
the SALMA-ABCLexicon will provide; first, a wide coverage of Arabic vocabulary
(derived and non-derived words) where most of them appear in the lexicons in different
forms as they are defined in the lexical entry. Second, the lexicons cover a range of the
past 13 centuries (i.e. from 800 to 2000), a wide range of both classical and modern
Arabic vocabulary and their development. Third, they provide a basic and comprehensive
morphological dataset by mapping between the words and their roots; especially for
words of hard cases where stemming algorithms and morphological analyzers fail to
analyze them. This morphological dataset can be re-used by different text analytics

applications.

This section discusses the construction steps for the SALMA-ABCLexicon
following the three general requirements, mentioned above, for constructing
morphological lexicons from raw text. Section 4.4.1 describes the text corpus used to

construct the lexicon. Section 4.4.2 discusses the morphological knowledge used to
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extract the lexical entries and their basic morphological information. Section 4.4.3
describes the process of combining the lexical entries into one large lexical resource.
Section 4.4.4 discusses the format of the lexicon. Section 4.4.5 explains the querying of

the lexicon and the retrieval of its information.
4.4.1 The Text Corpus

As mentioned above, due to the absence of an open-source representative Arabic
corpus and the absence of a generation program, the selection of a corpus to build the
morphological lexicon was directed to select, as a corpus, the traditional Arabic lexicons.
Twenty three freely available lexicons were collected from different resources from the
web. These lexicons are listed in section 4.3. Meshkat Islamic Network3® a.o.yi s s
Sabaka' miska' al-’islamiyya" provides most of these lexicons which are written in

machine readable format using MS Word files or HTML web pages.

Common processing steps were applied to all lexicons. First, all lexicon files were
converted from MS Word or HTML web pages into standard text files in Unicode ‘utf-8’
encoding. Second, a statistical analysis computed the word frequency and the vocabulary
size for both vowelized and non-vowelized text of each lexicon. The complete corpus of
23 lexicon texts contains 14,369,570 words, 2,184,315 vowelized word types and 569,412
non-vowelized word types. Table 4.1 shows the summary of the statistical analyses of the
lexicon texts used to construct the SALMA-ABCLexicon. Section 4.6 discusses the

corpus of traditional Arabic lexicons.

Table 4.1 statistical analysis of the lexicon text used to construct the broad-coverage
lexical resource

Number of files | 247
Size | 178.32 MB

Vowelized word analysis Number of words 14,369,570
Number of word types 2,184,315

Non-vowelized word analysis Number of words 14,369,570
Number of word types 569,412

4.4.2 Morphological Knowledge Used to Extract the Lexical Entries

Each lexicon was constructed following one of four ordering methodologies of their
lexical entries, although most of them used the root as main lexical entry. Moreover, the
23 lexicons were typed into machine-readable files in different formats but without using
any computerized lexicographic representations. These factors add more processing
challenges. Therefore, each lexicon was processed separately using specialized programs.
An important preprocessing step converts each lexicon text into a unified format by

choosing the most common format for all the root entries in the lexicon. This step was

39 Loy ses ssMeshkat Islamic Network http://www.almeshkat.net
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done manually, which involves going through all the text in the lexicon files and re-
formatting the root entries that do not follow the selected format. The common basic
structure of all lexicons is root-definition structure, where each root entry in the lexicon is
followed by the definition part that groups all the derived words and their meanings. After
that, a program was written to extract the roots and words derived from that root. The
tokenizing module in the program must specify the root entries and their definition parts.
Then, a bag of words was extracted from the definition text. The bag of words stores
word-root pairs, where each word appearing in the definition part is associated with the
root of that part.

The definition parts of the roots are written as encyclopaedia articles that define
each root and define the lexical entries derived from a certain root. The writing style of
the definition part connects the lexical entries and their meanings together without
following any structure or ordering methodology. The writing style of the definition parts
show the lexical entries conjoined with all kinds of clitics and affixes. Clitics, such as
conjunctions and pronouns, are used to connect the definitions of the lexical entries

together as one unit.

Although the use of clitics and affixes adds a greater challenge to the construction
of the broad-coverage lexical resource, they substitute and compensate for the generation
program where derived words from a given root (i.e. lexical entry) appear in different
shapes and formats. Moreover, the use of different lexicons, which share most of their
lexical entries but differ in defining them, increases the potential for gathering a wider
range of forms and shapes of the same derived words. Finally, because the definition part
of the lexical entry is written as natural language text, the different forms of a derived
word counted as a valid part of the language vocabulary, but excluded over-generated
words; see figure 4.7. Non-derived words related to certain root lexical entries are also
gathered and included in the lexicon.

Many words appearing in the definition part are not relevant to the root associated
with that definition. Such words are found in the bag of words of that root. A
normalization analysis that verifies the word-root pairs works by applying linguistic
knowledge that governs the derivation process of words from their roots. These
conditions are simply described as the following:

¢ Condition 1 (check consonants): If all consonant letters forming the root appear in

the analyzed word, then check condition 2.

¢ Condition 2 (consonants order): If all root letters appear in the same order as the
word’s letters, then word-root combination is a candidate analysis, and can be
inserted to the lexicon.
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In the first condition (check consonants), we classified Arabic letters into four

groups, letters that appear in clitics or affixes, vowels, hamza" and letters that might be
changed in derivation due to substitution <% ’iglab to simplify the pronunciation of the

word. Then, a procedure is applied to verify each letter of the word. Another procedure is

applied to match the order of the letters of both the analyzed word and its root. The

analyses that meet the two conditions are candidate analyses and are stored in the lexicon

database. The information about clitics, affixes and stem is also stored with the word-root

combination. Figure 4.6 shows the process of selecting word-root pairs. Table 4.2 shows

the number of words and the percentage of words extracted from the original text of the

lexicons.
Bag of words of the root _sk-t-b “worte”
(o, Lk#) (5, %) (o, ) (S ) (s, L0)
(=, 059) (=, L) (==, Ju) (o5, 5) (5, SGyma)
(5,3 (o, B4) (<, 5 (o, 1) (5, ety)
(o, sk (s, 59 (o, od) (o, ) (o, %)
(=, (=, ) (o, &1 (o, &) (o, %)
(o, ufh (o, be) (<5, o) (o, ) (o, %)
Selected word-root pairs that satisfy the 2 linguistic conditions
(o, Lk#) (5, %) (o, k=) (S ) (s, L)
(=, 0X) (=, L) (&=, Ju) (5, ) (5, SGyma)
(5,3 (5, B4) (<, 5 (Cs15) (o, ety)
(o, sk (s, 59 (o, od) (o5, ) (o5, %)
(=, (=, %) (o=, &l (5, b)) (o, %)
(o, ufh (o, be) (QREEE) (s, &) (o5, )

Figure 4.6 Using linguistic knowledge to select word-root pairs from traditional Arabic
lexicons. The selected word-root pairs are underlined and highlighted in blue
Table 4.2 Statistics of the traditional Arabic lexicons and morphological databases used

to construct the SALMA-ABCLexicon

Lexicon name Word types | Words extracted Roots extracted
1 tag al-‘arits min gawahir 831,504 474351 | 57.05% | 11.101
al-qamiis ’ ’ ’
2 | lisan al-‘rab 507,860 274,305 | 54.01% | 9355
3| mam abmulit JTak | 168870 | 66,763 | 39-54% | 6411
uga
4 kitabu al-‘ayn 141,098 54,970 38.96% | 5826
5 al-mu’gam al-wasit 112,164 45,614 40.67% | 6,489
6 | abmusbah  abmunir  fi 1 ¢y 45n 20742 | 48:42% | 2,947
garib as-Sarh al-kabir ’ ’ ’
7 | mubtdr as-sihah 40,295 17,636 | 43.77% | 3,420
8 al-mugrab i tartib al- 39930 13.798 34.56% | 2372
mu ‘rab ’ ’ ’
9 Arabic WordNet - 16,998 - 2,589
10 | Buckwalter’s Lexicon - 82,158 - -
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4.4.3 Combining the Processed Lexicons into the SALMA-ABCLexicon

After manually converting each lexicon text into a unified format by choosing the
most common format for all the root entries in the lexicon, information such as roots,
words and meaning is automatically extracted using specialized programmes. The results
are stored in separate dictionary files which include roots, words, and meanings. A
combination algorithm combines the disparate lexicon information into one large broad-

coverage lexical resource.

A combination algorithm is applied to construct the SALMA-ABCLexicon. The
algorithm starts by selecting a large lexicon called < oL lisan al- ‘rab ‘Arab tongue’ as

a seed to the SALMA-ABCLexicon. Then, the lexicons are combined one by one. Figure
4.7 shows the first 60 lexical entries of the root =" k-#-b ‘wrote’ stored in the SALMA-
ABClLexicon. After combining each lexicon the percentage of records added to the
SALMA-ABCLexicon is computed. The percentage starts with 100% for the seed lexicon
and decreases during the combination process. The percentage will tell us when the
combination process should stop, and which lexicons are better to construct the SALMA -
ABCLexicon. Table 4.3 shows the number of records extracted from 4.7 analyzed
lexicons, and the number and percentage of records combined to form the SALMA-
ABClLexicon.

The SALMA-ABCLexicon contains 2,774,866 word-root pairs, which represent
509,506 different words representing 261,125 different non-vowelized words. It contains
12 different biliteral roots; 8,585 different triliteral roots; 4,038 different quadriliteral
roots; 63 different quinqueliteral roots; and 31 different sexiliteral roots. Word types of
the lexicon are distributed into; 117 word types of biliteral roots; 483,356 word types of
triliteral roots; 30,873 word types of quadriliteral roots; 615 word types of quinqueliteral;
and 335 word types of sexiliteral roots.

Table 4.3 Number of records extracted from 7 analyzed lexicons, and the number and the
percentage of records combined to the SALMA-ABCLexicon.

# Lexicon Word types | Records Percentage
[B] inserted [A] (A/B)% | (A/IC)%

1 | lisan al-‘rab 207,992 207,992 100.00% | 47.80%

2 | mu’gam al-muhit ff al- lugd" | 74,507 61,113 82.02% | 14.04%

3 | tag al-‘ariis min gawahir al- | 128,119 95,415 74.47% 21.93%
qamiis

4 | muhtar as-sihah 19,540 16,573 84.82% 3.81%

5 | al-mugrib fi tartib al-mu‘rib | 12,396 9,805 79.10% | 2.25%

6 | kitab" al-‘ayn 30,292 18,878 62.32% | 4.34%

7 | al-mu’gam al-wasit 36,660 25,364 69.19% 5.83%
Totals 509,506 435,140 [C] 85.40% | 100.00%
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' aktabahu S al-kitab L al-kutba™
<5 aktaba LS gl-kitabd' 0 al-kutba™
&1 aktabtu WS al-kitaba oS al-kitab
6“5, ‘aktibni 2w ql-kitabd' B gl-kitaba™
WSy iktab™ S al-katatib S al-kitaba
«Saol istaktabahu 23 al-kitbd' B gl-kitaba™
el istaktabahu S al-katibd' LS al-kitabu
WS istaktabahd w5 wa katibd' S al-kitabi
=S\ iktataba S al-kata’iba <& al-mukatib
<E iktataba S al-kata’ibu LS al-mukatibd
<=1 iktatabahu &9 al-katiba™ S\ al-maktab
i1 iktatabahd S al-kata’iba SV al-maktaba'
BV uktub 2 al-katabd' 4584 al-maktiiba'
< uktutibtu X al-katbu K al-kuttabu
LS iktitabuk K al-katbi oS al-kitaba
s\ iktitabuka R al-kutabu “sd al-kitaba™
SN al-"iktitdbu LX) al-kutayba™ 3 al-kitaba"
S at-takatubu S al-kuttaba S al-maktabu
S al-katib & al-kuttabi 4880 al-maktitba™
S al-katibu 2 al-kutbd' B istaktaba

Figure 4.7 The first 60 lexical entries of the root = k-t-b ‘wrote’ stored in the SALMA
— ABClLexicon

4.4.4 Format of the SALMA-ABCLexicon

Modern English dictionaries are stored using computerized lexicographic databases.
The most widely accepted lexicographic database representation is lexical text markup
using SGML (Standard Generalised Markup Language) such as XML. Other Database
Management Systems (DBMS) can be used such as relational databases, object-oriented
DBMS with inheritance mechanisms, and hybrid object-oriented/relational databases
(Eynde and Gibbon 2000).

The Russell, Pulman et al. (1986) English morphological dictionary is stored as a
sequence of entries, each in the form of a Lisp s-expression. MULTEXT, MULTEXT-
East and CML is stored in tab separated column files (Erjavec 2010). SKEL lexicon is
organized as a fixed number of pages, where each page contains a set of morphological
entries (Petasis et al. 2001). The Latvian lexicon is stored in XML files (Paikens 2007).
Lefff and the Slovak lexicons use Alexina framework (Sagot 2005; Sagot et al. 2006;
Nicolas et al. 2008; Sagot 2010). Buckwalter’s lexicon is stored as a relational database
(Maamouri and Bies 2004; Maamouri et al. 2004).
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Of these disparate formats, the SALAMA-ABCLexicon is stored as XML
(Extensible Markup Language) files, as a relational database and tab separated column
files. The three formats are used to ensure wider re-use of the lexicon in different text
analytics applications for Arabic. Figure 4.8 shows the XML and tab separated column
files. Figure 4.9 shows the entity diagram of the SALMA-ABCLexicon.

<SAIIMATAB§LeXicon?d . Word Root

<lexical_entry id= > -

- osT s
<root>uwi</root> ;
<word>sti</word> ey 5
<count>2</count> eyl S

</lexical_entry> s
<lexical_entry id="32"> &= -3
<root>uwl</root> L) s
<word>3i</word> o <
<count>1</count> ,
</lexical_entry> S .y
9 2 —n n °
<lex1cal_e?try id="48"> e s
<root>uwl</root>
<word>X¥i</word> =] s
<count>2</count> x| s
</lexical_entry>
</SALMA_ABCLexicon>

Figure 4.8 XML and tab separated column files formats of the SALMA-ABCLexicon

Lexicons Separately Processed Lexicons Combined into
SALMA-ABCLexicon
lexicon_labels lexicon_text lexicon_words
PK |Ib_source PK |lex _no PK |Ilw_no
—
Ib_lex_ar_name FK1 |lex_source Iw_root
Ib_lex_eng_name lex_root Iw_word
Ib_auth_ar_name lex_text Iw_count
Ib_auth_eng_name < T
root_word word_source
PK |oano PK,FK1 | ws_lw_no
FK1 | rw_source < PK,FK2 | ws rw no
rw_root FK3 WS_rw_source
rw_word

ws_rw_analysis_type

rw_analysis_type

Figure 4.9 The entity relationship diagram of the SALMA-ABCLexicon
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The first format uses XML to store the lexical entries of the SALMA-ABCLexicon.
Each lexical entry has three pieces of information: Root, Word and Count. The Count is
the number of times the word-root pair appeared in the lexicons text. The Count
represents a verification criterion of the lexical entries. The second format uses a tab-
separated column file where the first column represents the word and the second column
represents the root. The last format uses relational databases to store the SALMA-
ABCLexicon. The lexicon_words table represents the combined lexicon table. The
lexicon_words table stores the Root, the Word and the Count. Simple SQLite340 was
used to store and manage the lexicon database tables. SQLite is an open-source embedded
SQL database engine which does not have a separate server process. SQLite reads and
writes directly to ordinary disk files (i.e. is contained in a single disk file), which makes it
a suitable choice for distributing the lexicon database file as a downloadable

morphological database for Arabic.

4.4.5 Retrieval of the Lexical Entries

The lexicon has a searching facility that enables searching for a certain lexical entry
in the lexicon, and returns back a Python object of type LexiconEntry. The
LexiconEntry object represents an encapsulation of the word and its root as a unit of
information; see figure 4.10. A specialized interface is provided to enable the
morphological analyzer to communicate with the lexicon file; see section 8.3.2. This
communication allows the morphological analyzer to retrieve the root(s) of the analyzed
words. The constructLexicon function reads the tab separated column file and
stores the lexicon in a dictionary data structure where the key of the dictionary is the non-
vowelized word in string data type and the values of the dictionary are lists of

LexiconEntry objects. The dictionary data structure of the lexicon is in this format
Lexicon = [nv_word: [LexiconEntry,...],...].

The Lexicon class interface represents the actual lexicon data and the
communication facility between the lexicon and the morphological analyzer. Both
isLexiconEntry and getLexiconEntry check whether the passed non-
vowelized Arabic word is found in the lexicon and returns a list of LexiconEntry
objects for the non-vowelized words found. Figure 4.10 shows the lexicon Python classes
interface and the lexicon construction method — the implementation of the class methods

is not included.

40 SQLite http://www.sqlite.org/
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class LexiconEntry (object):
def = init_ (self, word, root):
self.word = ArabicWord (word)
self.root = ArabicWord (root)
def str (self):
def printLexEntry (self):

def constructLexicon():
'''" This procedude reads the lexicon file and constructs the
lexiocn dictionary of the following format
{nv_word: [LexiconEntry,...],..., }'"'
return lexicon

class Lexicon (object):
'''Lexicon class constructs the lexicon dictionary'''
LexDict = constructLexicon ()
def printLexicon(ecls):
def isLexiconEntry(cls, nv_word): # return True or False
def getLexiconEntry(cls, nv_word):
return Lexicon.LexDict[nv_word]

Figure 4.10 Lexicon Python Classes interface — implementation of the methods is not
included

A web interface*! was developed to allow users to access the contents of the
lexicon, to search for a given root. The interface searches the lexicon’s relational database
tables for the entered root and displays the definition parts from the analyzed lexicons.
Figure 4.11 shows the web interface of the 7 analyzed traditional Arabic lexicons.
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Figure 4.11 Web interface for searching the traditional Arabic lexicons

41 A web interface for searching the traditional Arabic lexicons for a certain root
http://www.comp.leeds.ac.uk/cgi-bin/scmss/arabic_roots.py
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4.5 Evaluation of the SALMA-ABCLexicon

The SALMA-ABCLexicon was evaluated by computing the coverage of the lexicon
on different types of text corpora: the Qur’an; the Arabic Internet Corpus*?; and the
Corpus of Contemporary Arabic (CCA). Two experiments were carried out compute the
coverage of the SALMA-ABCLexicon. First, exact match where each non-vowelized
word in the test corpora is searched for in the lexicon. The results showed that the
coverage of the three corpora is 65.5% - 67.5%. The highest coverage of 67.53% was
achieved from the Qur’an. The coverage of both the Internet Arabic corpus and the CCA
achieved 65.58% and 65.44% respectively. Table 4.4 and figure 4.12 show the coverage
percentage of the SALMA-ABCLexicon using exact match. Table 4.4 shows the number
of tokens and words in each corpus. Some tokens are not words (i.e. Arabic words) but
numbers, dates, currency symbols, punctuations, HTML or XML tags and English words.
Only Arabic words were selected to compute the coverage of the SALMA-ABCLexicon.

Table 4.4 The coverage of the lexicon using exact word-match method

Corpus Tokens Words Covered words Coverage %
Qur’an 77,800 77,799 52,536 67.53%
CCA 684,726 594,664 389,133 65.44%
Internet 1,128,114 | 833,916 546,880 65.58%

Coverage of the SALMA-ABCLexicon

100.00% ”
90.00% -
80.00% |
70000/: | 6753% 65.44% Bero
- .
8 60.00%
o 50.00% -
3 40.00% -
© 30.00% m Coverage
20.00% -
10.00% |
0.00% -
Cur’an ceca Internet
Corpus

Figure 4.12 The coverage of the SALMA-ABCLexicon using exact match method

An Arabic word in any text may appear with many different forms of clitics
attached to it, which makes the matching process of the word and the lexical entries not
an easy task and decreases the coverage. The second experiment to compute the coverage
of the SALMA-ABCLexicon is through an application that depends on it. The lemmatizer

(Sawalha and Atwell 2011a) for Arabic text is used to process large-scale real data; the

42 Leeds collection of Internet corpora: Arabic Internet Corpus http://corpus.leeds.ac.uk/internet.html
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Arabic Internet Corpus which consists of 176 million words of Arabic collected from web
pages. The lemmatizer depends on the SALMA-ABCLexicon to extract the root and
generate the lemma of the word. Each word is tokenized into different forms consisting of
proclitics, stem and enclitics, and then each stem is searched in the lexicon. If the stem is
found in the lexicon then the root and the vowelized stems stored in the SALMA-
ABClLexicon are retrieved. More details about the lemmatizer are given in chapters 8 and
10. When a correct analysis is retrieved from the lexicon then it is counted as a valid
lexicon reference. The coverage of the SALMA-ABCLexicon is computed by the
percentage of valid lexicon references to the number of words in the test sample. The
lemmatizer uses three other linguistic lists; a list of function words (stop words) which
have fixed syntactic analysis in any context (Diwan, 2004), a named entities list
(Benajiba, Diab and Rosso 2008) and a list of broken plurals*3 (Elghamry 2010). The
coverage of the SALMA-ABCLexicon was computed one time with the inclusion of these
function word lists (i.e. function words list, named entities list and broken plurals), and
another time without including the function word lists. Tables 4.5 and 4.6 show the
coverage percentage of the lexicon computed using the lemmatizer program. Figure 4.13

shows a summary of the coverage of the SALMA-ABCLexicon using the lemmatizer.

Table 4.5 Coverage including function words

Corpus Tokens Words Covered words Coverage %
Qur’an 77,804 77,803 64,065 82.34%
CCA 685,161 595,099 507,943 85.35%
Internet 1,128,624 | 834,426 708,101 84.86%

Table 4.6 Coverage excluding function words

Corpus Tokens Words Covered words Coverage %
Qur’an 77,804 54,004 42,532 78.76%
CCA 685,161 411,482 338,790 82.33%
Internet 1,128,624 576,407 476,190 82.61%
Coverage of the SALMA-ABCLexicon

96.00% -+

80.00%

70.00%

60.00%

01005 [ ] ﬁloo\:zrsage including function

40.00% ® Coverage excluding function

30.00% words

20.00%

10.00%

0.00%
Qur’an CCA Internet

Figure 4.13 Coverage percentage of the SALMA-ABCLexicon using the lemmatizer

43 Broken plural list source http://sites.google.com/site/elghamryk/arabiclanguageresources
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The coverage is about 85% of the words, including function words, and about 82%
of the words excluding function words. Both the CCA and the Arabic Internet Corpus
achieved similar results when testing using the lemmatizer program and including
function words. The coverage for them was 85.35% and 84.86% respectively. A coverage
of 82.34% was achieved when analysing the Qur’an words. The second part of the
experiment excluded the function words. Similar results were achieved. The Arabic
Internet Corpus and the CCA scored 82.61% and 82.33% respectively. The coverage
resulted from analyzing the Qur’an text was 78.76%.

Common words which are not covered by the SALMA-ABCLexicon include:

function words (stop words); new Arabic terms; relative nouns; and borrowed words
(Arabized words). Functional words (stop words)such as & dalika “that”; 15 wa-’ila

“and to”’; (Léj;’innahum “they are”; and & allati “which”, can be easily added to the

lexicon along with their syntactical and morphological analysis by collecting them from

traditional Arabic grammar books such as (Diwan 2004). New Arabic terms such as zssy

1o

dardasa’ “chat”; =V unqur “click” and «u==\ al-’intihabat “elections” are not covered

in the lexicon because such words have appeared recently due to modern technological

development and the failure to add them to the traditional Arabic lexicons. Relative nouns
fsdl o) al-"asma’ al-mansiiba" are nouns that indicate affiliation of something to these
nouns. See section 6.2.2. Relative nouns such as -l as-siyahyya' “tourism”; sl

(T3

al-igtima ‘iyya' “social”; and w3 at-taqgafiyya’ “cultural” have become widely used in the
media and modern standard Arabic. Borrowed words (Arabized words) such as s ad-
duktir “doctor”; <y al-’imayl “e-mail”; ol at-tilifiin “telephone”; and <sgy al-
‘intarnit “Internet” are foreign words transliterated into Arabic by writing the word using
Arabic letters. This is a common problem found in newspaper and web pages text due to
the lack of the correct translation of the borrowed words which will increase the
frequency of this type of word in contemporary Arabic text. Figure 14 shows a sample of

common words not covered by the broad-coverage lexical resource.



s dalika That aslasyl  al-’igtisadiyya’  Economical
ohlill  assamawati Skies oLy al’insan The human
r‘@“ | innahum They are Jsy - al-"tmayl E-mail
A billahi Swear to God osild  at-tilifiin Telephone
s ‘anhum After them el al-filastint Palestinian
iy bilhagqi By the right isss  dardasd' Chat
3).15’5 fa’'uld@’ika And those L&\ ‘unqur Click
wls fabi’ayyi In what iS4 al-"amrikiyya' American
Ay wa-'ila And to il=1  ad-dahiliyya' Interior
3ed fasawfa It will oy al-’intihabat Elections
& allatr which LY al-wilayat States
g,\;,;,u al-muttahida’  United aelamyl  al-igtima iyyd' Social
LSl ad-duktur Doctor T al-’intarnit Internet
Ll as-siyahiyya' Tourism . at-tanmiyad' Developmental
i) al-gar biyyd' Western sl at-tagafiyya' Cultural

Figure 4.14 A sample of common words which are not covered by the lexicon

4.6 The Corpus of Traditional Arabic Lexicons

Al-Sulaiti and Atwell (2006) developed the Corpus of Contemporary Arabic. This
corpus contains 1 million words taken from different genres collected from newspapers
and magazines. It contains the following domains; Autobiography, Short Stories,
Children's Stories, Economics, Education, Health and Medicine, Interviews, Politics,
Recipes, Religion, Sociology, Science, Sports, Tourist and Travel and Science. Like most
Arabic corpora, the text of the Corpus Contemporary Arabic is taken from newspapers

and magazines.

The Corpus of Traditional Arabic Lexicons consists of the text of 23 freely available
traditional Arabic lexicons. This corpus has a different domain than existing corpora of
contemporary Arabic. It covers a period of more than 1,300 years and consists of a large
number of words (14,369,570) and word types (2,184,315). It also has both vowelized
and non-vowelized text. Figure 4.15 shows the number of words and word types and the

25 words of highest frequency.
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Partially-vowelized

Non-vowelized

Word Frequency Word Frequency
3 fi “in” 292,396 & min “from” 322,239
o min “from” 269,200 ¢ T “i” 301,895
Ju gal “he said” 172,631 U gal “he said” 190,918
5 wa “and” 120,060 ¢\ ayy “which” 132,635
e ‘ald “over” 108,252 3 wa “and” 130,809
L ma “what” 89,195 & “ala “over” 119,639
Jis wa gal “and he said” 88,233 B iha if 115,842
oF ‘an “about” 82,027 J& wa gal “and he said” 99,601
5] 'iha “if” 81,479 & ibn “son of” 94,980
ol ‘ay “which” 78,622 “ ma “what” 94,530
FeY) wa huwa “and he” 75,149 o bin “son of” 92,213
Y la “no” 69,737 ¥ ‘an “about” 87,064
o "ibn “son of” 58,334 #  wa huwa “and he” 80,375
N bihi “in it” 53,343 b la “no” 73,066
& wa fi “and in” 53,197 # abii “father” 72,231
5y wa gad “and perhaps” 50,648 o ’an “that” 65,419
5 abii “father” 47,915 5 Caw “or” 62,298
g bin “son of” 46,880 & alld" “Allah” 59,511
of ‘ay “which” 46,788 . bihi “in it” 58,941
o huwa “he” 45916 J&  yugal “itis said” 58,062
Ju yugal “it is said” 45,794 ¢ wafi “and in” 55,077
e ‘alayhi “about him” 44,786 4 wa qad “and perhaps” 53 992
Ys wa 1d “and not” 42,190 < ‘alayhi “about him” 50 906
A alld" “Allah” 39,961 »  huwa “he” 49,785
o ‘aw “or” 39,210 dila “to” 48,363

Figure 4.15 The Corpus of Traditional Arabic Lexicons frequency list
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The Corpus of Traditional Arabic Lexicons is stored using 247 text files (178MB)
using Unicode “utf-8” encoding. The text files contain the original lexicons’ text with the
original ordering of the lexical entries. Another structured format for the corpus was
created using XML technology. Seven lexicons which were analyzed to construct the
SALMA-ABCLexicon, see section 4.4.2, were reformatted in alphabetical order of their
lexical entries and stored in XML files. Figure 4.16 shows the XML structure used to

store the corpus files. Note that XML version includes only seven lexicons.

<Lexicon id = "1" ar_name = "_ bl sl o soal 6" eng_name = "tag al-‘ariis min
gawahir al-gamiis " author_ar = "gu" author_eng = "az-zubaydi">
<lexicon_entry id = "8391">

<root>cs</root>

<text> 1 (AF) « G (1) ¢ gl b ZL( L) A OSle e oS sl e ¢ AU e, L
adton o 3o L it 2 gl o, W 1S3 L SOl B B (n) o W J6 B DA sy e 5 S
J ¢ ol L 2 G BY el & QU kit i (oot e 3 iy ( OUG) Ol o1 0y cali B pay ¢ ol oSG

RYCERRPINER N g EQJOSS [ (- P FEST ( I CWORNPY (R ) QPP (% ) LT (VA I (I ==11) IR BT QB

) L L b Bty W ol G g sy 9 o il Gl e e { Sl 5 e B b ) (

0B 5) o o LBl </text>

</lexicon_entry>

<lexicon_entry id = "9657">
<root>z4</root>

<text> mhi (lall fidly il ¢ ol 2 alN) Gl wy( Sl gas Cial cad) ol @il ( Jw s
DlsTop il (3 &l TR Sl et ) (s perl) L L 1) s Esd By Lps dl o) 1aile 3l 3y
2 pkasT i ) L (et sl p5) 13 (WD) xSy o Y Slai eyt i o)y ¢ gl b, ( pedly:

5 & G tgal) s (D1 e ) o U6 o o T Gy il B34 S st T A L8 e s
N Ci _75. ( _7) _}\é‘ o c:z:ﬂ: ( ;;f«.“ o j..g,\jzj') JG o 41<.:¢25 Lﬁﬁ ¢ Lué/ln.& :))'\3 _}L«( cg—\j\.() é‘éj é;.—\.i }3".« o ;;J._u}j
</text>

</lexicon_entry>

</Lexicon>

Figure 4.16 XML structure of The Corpus of Traditional Arabic Lexicons

4.7 Discussion of the Results, Limitations and Improvement

The SALMA-ABCLexicon contains a large number of entries representing a wide
coverage of Arabic words, word types and roots. The evaluation proved that the lexicon
has wide coverage, where about 85% of the test corpora words have a valid reference to
the lexicon entries. Despite the time span of 13 centuries of the traditional Arabic
lexicons from which the SALMA-ABCLexicon has been derived, 15% of the test corpora
words are not captured. The latest analyzed Arabic lexicon is L\ w=al al-mu‘gam al-

wasit which appeared in 1960s; so, new vocabulary items added to Arabic in the past 50
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years is not included in the lexicon. Moreover, the use of borrowed words from foreign
languages which do not have a proper translation in Arabic, but are written using Arabic
letters (transliterated) has increased due to the technological advances. Advances in
technology and communication means new products and their names have entered Arab
countries, where these products keep their original names which have been widely used
and become part of contemporary Arabic vocabulary. Moreover, the use of dialectical
Arabic has increased in the written language due to open systems such as chat rooms,
blogs and forums, which allow people to write text without restrictions on the web where

they use dialectical words quite frequently.

The lexicon did not involve any manual correction due to the limitations of funding
the correction process and voluntary work to correct the lexicon. However, the
methodology followed to verify part of the lexicon was done by counting how many
times the word-root pairs appear in the analyzed traditional Arabic lexicons. 976,427
word-root pairs representing 35.19% of the lexicon’s word-root pairs scored a count of 2
or more. This means that these word-root pairs appeared in different lexicons and
satisfied the linguistic knowledge of the two extraction conditions. Therefore, these word-

root pairs have high potential to be valid and correct.

This is the first version of the SALMA-ABCLexicon. It can be extended to include
the full morphological analyses of the lexical entries and other useful information that
will enhance the accuracy of NLP applications. Special linguistic lists such as
compounds, collocations, idiomatic phrases, phrasal verbs and named entities can be
added to extend the lexicon. Moreover, morphological lists such as broken plurals,
intransitive and transitive verbs, rational and irrational words and primitive nouns can be
another extension to the lexicon. Chapter 8 will discuss the extension of the SALMA-
ABCLexicon by adding special linguistic and morphological lists to enhance the guessing
of the morphological features of the words by the developed morphological analyzer. The
SALMA-ABCLexicon can also be extended by adding modern and dialect vocabulary
from Corpus of Contemporary Arabic and Arabic Internet Corpus. But these corpora can

only extend the vocabulary; the corpus does not provide a root for each word.

Manual correction of the word-roots pairs can be done in the future to make the
SALMA-Lexicon an authenticated resource which can be used as a gold standard for

stemming algorithms to be evaluated against a wide-coverage gold standard.

The SALMA-ABCLexicon is an open-source lexicon. There is also an online access

method to its contents and searching facilities**.

44 SALMA-ABCLexicon http://www.comp.leeds.ac.uk/sawalha/SALMA-ABCLexicon.html
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4.8 Chapter Summary

This chapter showed the process of constructing the SALMA-ABCLexicon to be
used in Arabic text analytics applications such as lemmatizers, morphological analyzers
and part-of-speech taggers. The motivations for constructing the SALMA-ABCLexicon
are: the poor results achieved by comparing the outputs of existing morphological
analyzers and stemmers discussed in chapter 3; the benefits gained by developing a
morphological resource over developing a sophisticated stemming algorithm; the ability
to reuse the SALMA-ABCLexicon in different Arabic text analytics applications; and the

use of the text to construct the Corpus of Traditional Arabic Lexicons.

The chapter started by surveying morphological lexicons especially for Arabic and
morphologically rich languages (mainly east European languages). The survey focused on
the language of the lexicon, the construction methodology, the size and the evaluation of
the lexicons. This was followed by the study of traditional Arabic lexicons focusing on
the arrangement methodologies and the challenges and drawbacks of these lexicons. The
focus of the survey was to investigate the agreed standard requirements for constructing

morphological lexicons from raw text.

The development of constructing the SALMA-ABCLexicon followed the agreed
standard for constructing a morphological lexicon from raw text. However, the absence of
a large open-source representative Arabic corpus, the absence of an open-source
generation programme and the generation programme problems of over-generation and
under-generation, directed the selection of the raw text corpus to be the text of the
traditional Arabic lexicons to substitute for the corpus and the generation program
requirements. The major advantages of using the traditional Arabic lexicons text as a
corpus are: the corpus contains a large number of words and word types and the

possibility of finding the different forms of the derived words of a given root.

The SALMA-ABCLexicon is constructed by combining extracted information from
disparate lexical resource formats and merging Arabic lexicons. The processing steps in
constructing the SALMA-ABCLexicon involve; first, analyzing lexicon texts separately
by manually converting each lexicon text into a unified format by choosing the most
common format for all root entries. Then, for each lexicon a specialized program extracts
the root and the words derived from that root depending on linguistic knowledge that
governs the derivation of words from their roots. Second, a combination algorithm
merges the information extracted from the previous step into one large broad-coverage
lexical resource, the SALMA-ABCLexicon.

The evaluation of the SALMA-ABCLexicon was done by computing the coverage,

using two methods: the first methodology computed the coverage by matching the words
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of the test corpora to the words in the lexicon, which scored about 67%. The second

methodology used a lemmatizer program to compute the coverage, and scored about 82%.

The SALMA-ABCLexicon contains 2,781,796 vowelized word-root pairs which
represent 509,506 different non-vowelized words. The lexicon is stored in three different
formats: tab-separated column files; XML files; and relational database. It is also
provided with access and searching facilities and a web interface that provide searching
for a certain root and retrieving the original root definitions of the analyzed traditional
Arabic lexicons. The different formats and the access and search facilities will increase
the reusability of the lexicon in different Arabic text analytics applications. The SALMA-

ABCLexicon is an open-source morphological resource.

The Corpus of Traditional Arabic Lexicons is a special corpus which is constructed
from the text of 23 traditional Arabic lexicons. The corpus contains 14,369,570 words and
2,184,315 word types. The corpus is stored using three formats: text files encoded using
Unicode utf-8; XML files; and a relational database. The corpus is an open-source

resource for Arabic.
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Chapter 5
Survey of Arabic Morphosyntactic Tag Sets and Standards;
Background to Designing the SALMA Tag Set

This chapter is based on the following sections of published papers:

Sections 2, 3,4, and 5 are based on sections 1.3, 1.4, 2 and 3 from
(Sawalha and Atwell Under review)

Chapter Summary

A range of existing Arabic Part-of-Speech tag sets are illustrated and compared, and
generic design criteria for corpus part-of-speech tag sets is reviewed in this chapter.
Eight existing morphosyntactic annotation schemes for Arabic are compared in terms of
the purpose of design, tag set characteristics, tag set size, and their applications. The
main characteristics of the SALMA — Tag Set are to be: general purpose; reusable; and
adhering to standards. The SALMA — Tag Set is not tied to a specific tagging algorithm
or theory, and other tag sets could be mapped onto this standard, to simplify and promote
comparisons between and reuse of Arabic taggers and tagged corpora. Sophisticated
morphological and syntactic knowledge was extracted from traditional Arabic grammar
books, then classified and used as a standard for the design of the SALMA — Tag Set. Tag
set design criteria proposed by Atwell (2008) were applied and design decisions were

investigated to handle each design dimension.
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5.1 Introduction

The prerequisite for Part-of-speech annotation of corpora is a previously defined
part-of-speech annotation scheme (Hardie 2004). The annotation scheme describes the
morphosyntactic categories and enables annotators (human or computers) to label the
corpus words by giving each word a label from the list of morphosyntactic categories

according to its context; this is called a tag set.

Since the development of the Brown Corpus in 1963-1964, tag sets for English
evolved. The Brown Corpus tagset has 87 tags. A smaller tagset for English is the 45-tag
Penn Treebank tagset used to tag the Penn Treebank. A middle size of 61 tags for English
is the C5 tagset used by the Lancaster UCREL project’'s CLAWS (The Constituent
Likelihood Automatic Word Tagging System) to tag the British National Corpus (BNC).
The current standard tagset for CLAWS is the 164-tag C7 tagset (Jurafsky and Martin
2008).

AMALGAM# (Automatic Mapping Among Lexico-Grammatical Annotation
Models) multi-tagged corpus is pos-tagged according to a range of rival English corpus
tagging schemes. These tagging schemes include: Brown corpus; ICE (International
Corpus of English); LLC (London-Lund Corpus); LOB (Lancaster-Oslo/Bergen Corpus);
PARTS (i.e. tag set used to tag the Spoken Corpus Recordings In British English
SCRIBE); PoW (Polytechnic of Wales corpus); SEC (Spoken English Corpus); and
UPenn (University of Pennsylvania corpus). Figure 5.1 shows an example of a sentence
from the AMLGAM multi-tagged corpus illustrating the 8 tagging schemes used to tag
the same sentence (Atwell 2007; Atwell 2008).

Brown ICE LLC LOB PARTS PoW SEC UPenn
select VB V(montr,imp) VA+0 VB adj M VB VB
the AT ART(def) TA ATI art DD ATI DT

text NN N(com,sing) NC NN  noun H NN NN
you PPSS  PRON(pers) RC PP2  pron HP PP2 PRP
want VB V(montr,pres) VA+0 VB verb M VB VBP

to TO PRTCL(to) PD TO  verb I TO TO
protect VB V(montr,infin) VA+0 VB  verb M VB VB
. PUNC(per)

Figure 5.1 Example sentence illustrating rival English part-of-speech tagging (from the
ALMAGAM multi-tagged corpus)

Besides the evolution of the part-of-speech tag sets, standards and guidelines for
morphosyntatic annotation of text corpora appeared. These standards and guidelines

provide sophisticated knowledge of morphology and syntax where various heuristics are

45 The AMALGAM project http://www.comp.leeds.ac.uk/amalgam/amalgam/amalghome.htm
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given in the tagging manuals to help humans and computers to make decisions in pos-
tagging the corpus (Jurafsky and Martin 2008). EAGLES (Expert Advisory Group on
Language Engineering Standards) has become a widely used and most important recent
standard for morphosyntactic annotation for Indo-European languages. The EAGLES
guidelines were proposed in the interest of comparability, interchangeability and
reusability of annotated corpora (Leech and Wilson 1996). Many morphosyntactic
schemes for different languages applied the EAGLES guidelines. Example projects are:
the MULTEXT project; the GRACE project; the CRATER project; and the
morphosyntactic tag set of Urdu. The four projects and the tag set of Urdu are discussed
in Hardie (2003 and 2004).

This chapter provides a background review of existing Arabic tag sets and discusses
the design standards and guidelines applied in designing the morphological features tag
set of Arabic, the SALMA Tag Set. The chapter starts by introducing traditional Arabic
grammar in section 5.2. A survey and a comparative evaluation of existing Arabic part-
of-speech tag sets are made in section 5.3. Section 5.4 discusses the design criteria
proposed by Atwell (2008), which is applied in the design of the SALMA Tag Set.

Finally, the complex morphology of Arabic is discussed in section 5.5.

5.2 Traditional Arabic Part-of-Speech Classification

Arabic, unlike English and modern European languages, has a long traditional of

scholarly research into its grammatical description, spanning over a millennium. Most
traditional Arabic grammar studies follow the order established by <5 Sibawayh, about

fourteen hundred years ago. It starts with syntax £ nahw, followed by morphology _uy,.=s
tasrif, and phonology <\».-Y A= ‘ilm al-’aswat. The grammarian’s main preoccupation was

the explanation of the case ending of the words in the sentence, called <) 'i‘rab. The

term originally meant the correct use of Arabic according to the language of the Bedouins
but came to mean declension. Classical Arabic linguists classify words into three main
parts of speech: Noun, name of a person, place, or object which does not have any tense;
Verb, a word which indicates an action and has tense; and Particle, a word which cannot
be understood without joining with a noun or a verb or both. However, there are also
morphological criteria for this classification: a verb can be defined as a word derived
from a specified morphological pattern, and has morphological features such as person
and mood; while a noun can be definite or indefinite and has number and gender features.
Derived nouns, which are derived from verbs, may have the same pattern with verbs.

Particles are considered the most idiosyncratic words in Arabic, as these particles might
span several grammatical categories. For example the particle wa 3 can indicate a

conjunction between two adjectives didi (3 bt 5 Tamn B5 Eoad gadaytu wagt™ sa‘id™" wa
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. an

mumti“" fi al-haflati ‘1 spent an interesting and happy time at the party’. While, in
another case, the same particle wa 3 functions as locative preposition in the sentence

il 3 &e2a maSaytu wa an-nahra ‘1 walked along the river’(Al-Ghalayyni 2005).

Arabic is a highly inflectional language, and the traditional classification into
nouns, verbs and particles does not say much about word structure. Arabic has many
morphological and grammatical features, including sub-categories, person, number,
gender, case, mood, etc. (Atwell 2008). A more fine-grained tag set is more appropriate
for morphology research. The additional information may also help to disambiguate the
base grammatical class (Schmid and Laws 2008). We aim to develop a part-of-speech
tagger for annotating general-purpose Arabic corpus resources, in a wide range of text
formats, domains and genres, including both vowelized and non-vowelized text; enriching
the text with linguistic analysis will maximize the potential for corpus re-use in a wide
range of applications. We foresee an advantage in enriching the text with part-of-speech
tags showing very fine-grained grammatical distinctions, which reflect expert interest in
syntax and morphology, rather than specific needs of end-users, because end-user

applications are not known in advance.

Very fine-grain distinctions may cause problems for automatic tagging if some
words can change grammatical tag depending on function and context (Atwell 2008); on
the other hand, fine-grained distinctions may actually help to disambiguate other words in
the local context. Practical experiments using a fine-grain morphological tag set were
reported by (Schmid and Laws 2008). Their experiments were carried out using German
and Czech as examples of highly inflectional languages. Their HMM part-of-speech
tagger makes good use of the fine-grain tag set; it splits the part-of-speech into attribute
vectors and estimates the conditional probabilities of the attribute with decision trees.
This method achieved a higher tagging accuracy than two state-of-the-art general-purpose
part-of-speech taggers (TnT and SVMTool). We believe that this kind of approach may
yield better results for an Arabic part-of-speech tag set including fine-grained

morphological features.

5.3 Existing Arabic Part-of-Speech Tag Sets

This section covers the most important Arabic tag sets and tag set design
methodologies. These tag sets are; (1) Khoja’s Arabic tag set, (2) Penn Arabic Treebank
tag set, (3) ARBTAGS, (4) The Quranic Arabic Corpus morphological tag set, (5) The
MorphoChallenge 2009 Qur’an Gold Standard tag set and (6) CATiB part-of-speech tag
set. The section describes each tag set and their characteristics, and a comparison table
illustrates the differences between the different Arabic tag sets. The tag sets range from a

small set of short tags analogous to BNC or LOB tag sets for English on one hand, to
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longer more detailed morphological tag sets (e.g. Penn Arabic Treebank (FULL) tag set)
which are analogous to the ICE tag set for English.

5.3.1 Khoja’s Arabic Tag Set

During early research on developing a part-of-speech tagger for Arabic text, (Khoja,
Garside and Knowles 2001; Khoja 2003) developed a tag set for Arabic which is based on
traditional Arabic grammar categories rather than modern European EAGLES standards.
The reasons for not following EAGLES morphosyntactic guidelines were: Arabic belongs
to the Semitic language family while EAGLES guidelines were designed for European
languages; and following EAGLES guidelines would not capture some Arabic
morphosyntactic information such as imperative or jussive mood, dual number and
inheritance. Inheritance is an important aspect of Arabic, where all subclasses of words
inherit properties from the classes they are derived from. Khoja’s tag set contains 177
tags; 103 types of noun, 57 verbs, 9 particles, 7 residuals and 1 punctuation. Khoja’s tag

set included the morphological features of gender, number, person, case, definiteness and
mood. Figure 5.2 shows an example of a part-of-speech annotated sentence psb= lgsd 1iis

il e ) tanfid™ li-tawjthat hadim al-haramayn as-Sarifayn “Implementation of the

directives of the Custodian of the Two Holy Mosques”, taken from the training corpus of
the APT tagger (Khoja 2003).

Word Khoja’s part-of-speech tag
o5 tanfid”" Implementation ~ NCSgMI

Slgersd li-tawjihat directives PPr’NCSgMI

pal hadim Custodian NCSgMI

! al-haramayn ~ Two Mosques NCDuMD

Cripid! as-Sarifayn Holy NCDuMD

Figure 5.2 Example of tagged sentence using Khoja’s tag set
5.3.2 Penn Arabic Treebank (PATB) Part-of-Speech Tag Set

The most widely used tag set for Arabic is the Penn Arabic Treebank tag set used to
annotate the Penn Arabic Treebank (PATB) with part-of-speech tags. Tim Buckwalter’s
morphological analyser was used to compute a set of candidate solutions or analyses for
each word, and then Arabic linguists selected the solution which best fitted the context.
The Penn Arabic Treebank model postulates a FULL tag set which comprises over 2200
tag types (Diab 2007; Habash, Faraj and Roth 2009). This includes combinations of 114
basic tags listed in the Linguistic Data Consortium (LDC) Arabic part-of-
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speech/morphological tagging documentation*¢ (Maamouri and Bies 2004; Maamouri et
al. 2004; Habash 2010). Figure 5.3 shows these basic tags.

The FULL tag set exhibits a wider range of morphological features: case, gender,
number, definiteness, mood, person, voice, tense and aspect. The LDC also introduced the
reduced tag set (RTS) of 25 tags which is designed to maximize the performance of
Arabic syntactic parsing. The RTS follows the tag set designed for the English Wall
Street Journal. The morphological features marked by the RTS tag set are case, mood,

gender, person and definiteness (Diab 2007).

ABBREV IVSUFF_SUBJ:2FS_MOOD:SJ POSS_PRON_3FP
ADJ IVSUFF_SUBJ:D_MOOD: I POSS_PRON_3FS
ADV IVSUFF_SUBJ:D_MOOD:SJ POSS_PRON_3MP
CONJ IVSUFF_SUBJ:FP POSS_PRON_3MS
DEM_PRON_F IVSUFF_SUBJ:MP_MOOD: I PREP
DEM_PRON_FD IVSUFF_SUBJ:MP_MOOD:SJ PRON_1P
DEM_PRON_F'S NEG_PART PRON_1S
DEM_PRON_MD NO_FUNC PRON_2F'S
DEM_PRON_MP NON_ALPHABETIC PRON_ 2MP
DEM_PRON_MS NON_ARABIC PRON_2MS
DET NOUN PRON_3D
EMPHATIC_PARTICLE NOUN_PROP PRON_3FP
EXCEPT_PART NSUFF_FEM_DU_ACCGEN PRON_3F'S
FUNC_WORD NSUFF_FEM _DU_ACCGEN_POSS PRON__3MP
FUT NSUFF_FEM DU_NOM PRON__3MS
INTERJ NSUFF_FEM_DU_NOM_POSS PUNC
INTERROG_PART NSUFF_FEM_PL PVSUFF_DO: 1P
IV1P NSUFF_FEM_SG PVSUFF_DO:18
IV1s NSUFF_MASC_DU_ACCGEN PVSUFF_DO:3D
IV2D NSUFF_MASC_DU_ACCGEN_POSS PVSUFF_DO:3FS
IV2FS NSUFF_MASC_DU_NOM PVSUFF_DO:3MP
IV2MP NSUFF_MASC_DU_NOM_POSS PVSUFF_DO:3MS
IV2MS NSUFF_MASC_PL_ACCGEN PVSUFF_SUBJ: 1P
IV3FD NSUFF_MASC_PL_ACCGEN_POSS PVSUFF_SUBJ:1S
IV3FP NSUFF_MASC_PL_NOM PVSUFF_SUBJ: 2FS
IV3FS NSUFF_MASC_PL_NOM_POSS PVSUFF_SUBJ: 2MP
IV3MD NSUFF_MASC_SG_ACC_INDEF PVSUFF_SUBJ:3FD
IV3MP NUM PVSUFF_SUBJ:3FP
IV3MS NUMERIC_COMMA PVSUFF_SUBJ:3FS
IVSUFF_DO:1P PART PVSUFF_SUBJ:3MD
IVSUFF_DO:1S POSS_PRON_1P PVSUFF_SUBJ: 3MP
IVSUFF_DO:2MP POSS_PRON_1S PVSUFF_SUBJ: 3MS
IVSUFF_DO:2MS POSS_PRON_2FS REL_PRON
IVSUFF_DO:3D POSS_PRON_2MP REL_ADV
IVSUFF_DO:3FS POSS_PRON_2MS SUBJUNC
IVSUFF_DO:3MP POSS_PRON_3D VERB_IMPERFECT
IVSUFF_DO:3MS RESULT_CLAUSE_PARTICLE VERB_PERFECT
VERB PASSIVE

Figure 5.3 The Penn Arabic Treebank Tag Set; basic tags, which can be combined

46 LDC Arabic POS tagging documentation http://www.ircs.upenn.edu/arabic/Jan03release/POS-info.txt
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INPUT STRING:
LOOK-UP WORD:
Comment :

* SOLUTION 1:
(GLOSS) :
INPUT STRING:
LOOK-UP WORD:
Comment :
SOLUTION 1:
(GLOSS) :

* SOLUTION 2:
(GLOSS) :
INPUT STRING:
LOOK-UP WORD:
Comment :

* SOLUTION 1:
(GLOSS) :
INPUT STRING:
LOOK-UP WORD:
Comment :

* SOLUTION 1:
(GLOSS) :
INPUT STRING:
LOOK-UP WORD:
Comment :

* SOLUTION 1:
(GLOSS) :
INPUT STRING:
LOOK-UP WORD:
Comment :

* SOLUTION 1:
(GLOSS) :
INPUT STRING:
LOOK-UP WORD:
Comment :

* SOLUTION 1:
(GLOSS) :
SOLUTION 2:
(GLOSS) :
SOLUTION 3:
(GLOSS) :
INPUT STRING:
LOOK-UP WORD:
Comment :
SOLUTION 1:
(GLOSS) :

* SOLUTION 2:
(GLOSS) :
SOLUTION 3:
(GLOSS) :
INPUT STRING:
LOOK-UP WORD:
Comment :

* SOLUTION 1:
(GLOSS) :
INPUT STRING:
LOOK-UP WORD:
Comment :

* SOLUTION 1:
(GLOSS) :
INPUT STRING:
LOOK-UP WORD:
Comment :
SOLUTION 1:
(GLOSS) :

* SOLUTION 2:
(GLOSS) :
INPUT STRING:
LOOK-UP WORD:
Comment :

* SOLUTION 1:
(GLOSS) :
SOLUTION 2:
(GLOSS) :
INPUT STRING:
LOOK-UP WORD:
Comment :

* SOLUTION 1:
(GLOSS) :
INPUT STRING:
LOOK-UP WORD:
Comment :

Al
tm
(tam~) tam~/VERB_PERFECT

+ conclude/take place +
2l ael

AEdJAd

(>aEodAd) >aEodAd/NOUN

+ numbers/issues +
(<iEodAd) <iEodAd/NOUN

+ preparation +

G LSl
AlwvA}qg

(AlwavA}iqg) Al/DET+wavA}iqg/NOUN
the + documents/charters +
5 b gial
Almtwfrp

(Almutawaf~irap)

Al/DET+mutawaf~ir/ADJ+ap/NSUFF_FEM SG

[fem.sg.]

the + available/abundant +
o
b
Separated
(bi-) bi-/PREP
by/with
58S
kvrp
(-kavorap) -kavor/NOUN+ap/NSUFF_FEM_SG
abundance/frequency + [fem.sg.]
Jo>
Hwl
(Hawola) Hawola/PREP
+ about/around +
(Haw~al) Haw~al/VERB_PERFECT
+ change/convert/switch +
(Hawol) Hawol/NOUN
+ power +
Jsl
>wl
(>aw~al) >aw~al/VERB_PERFECT

+ explain/interpret +
(>aw~al) >aw~al/ADJ

+ first +

(>uwal) >uwal/ADJ

+ first +

Uy

rHlp

(riHolap)
+ journey/career +
Ol b

TyrAn

(TayarAn) TayarAn/NOUN
+ airline/aviation +
Llede

EvmAnyp

riHol/NOUN+ap/NSUFF_FEM_SG
[fem.sg.]

(EuvomAniy~ap)
+ Ottoman +

(EuvomAniy~ap)

+ Ottoman +

EuvomAniy~/NOUN+ap/NSUFF_FEM_SG
[fem.sg.]
EuvomAniy~/ADJ+ap/NSUFF_FEM_SG
[fem.sg.]

EES
fwg
(fawoq) fawoqg/PREP
+ above/over +
(fawoq) fawoqg/NOUN
+ top/upper part +
Rp )]
AlblAd
(AlbilAd) Al/DET+bilAd/NOUN
the + (native) country/countries +
e
AlErbyp

Figure 5.4 Buckwalter morphological analysis of a sentence from the Arabic Treebank
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a5 (tam~) tam~/VERB_PERFECT

>l de | (<iEodAd) <iEodAd/NOUN

G35, (AlwavAliq) Al /DET+wavA}ig/NOUN

5 y 8¢5t (Almutawaf~irap) Al/DET+mutawaf~ir/ADJ+ap/NSUFF_FEM_SG
o (bi-) bi-/PREP

5,35 (-kavorap) —-kavor /NOUN+ap/NSUFF_FEM_SG

Js> (Hawola) Hawola/PREP

Jol (>aw~al) >aw~al/ADJ

il>, (riHolap) riHol/NOUN+ap/NSUFF_FEM SG

Ol b (TayarAn) TayarAn/NOUN

i Ledie (EuvomAniy~ap) EuvomAniy~/ADJ+ap/NSUFF_FEM_SG

bsd (fawoq) fawoq/PREP

>l (AlbilAd) Al/DET+bilAd/NOUN

iy yy=]l (AlEarabiy~ap) Al/DET+Earabiy~/ADJ+ap/NSUFF_FEM_ SG

Figure 5.5 Disambiguated sentence from the Arabic Treebank using FULL tag set

INPUT STRING: Lilsss
LOOK-UP WORD: wwSynA
* SOLUTION 1: (wawaS~ayonA) [waS~aY_1] wa/CONJ+waS~ay/VERB_PERFECT+nA/PVSUFF_SUBJ:1P

(GLOSS): and + recommend/advise + we <verb>
SOLUTION 2: (wawaSiy~nA) [waSiy~_1] wa/CONJ+waSiy~/NOUN+nA/POSS_PRON_1P
(GLOSS) : and + authorized agent/trustee + our

INPUT STRING: §Lusy!

LOOK-UP WORD: Al<nsAn

* SOLUTION 1: (Al<inosAn) [<inosAn_1] Al/DET+<inosAn/NOUN
(GLOSS) : the + human being +

INPUT STRING: asall g
LOOK-UP WORD: bwAldyh
SOLUTION 1: (biwAlidiy~h) [wAlidiy~_1] bi/PREP+wAlidiy~/ADJ+hu/POSS_PRON_3MS
(GLOSS) : by/with + parental + its/his
* SOLUTION 2: (biwAlidayohi) [wAlid_1]
bi/PREP+wAlid/NOUN+ayo/NSUFF_MASC_DU_ACCGEN+hu/POSS_PRON_3MS
(GLOSS) : by/with + parents/father and mother + his/its two

INPUT STRING: Liw>
LOOK-UP WORD: HsnA
SOLUTION 1: (Hasun~A) [Hasun-u_1] Hasun/VERB_PERFECT+nA/PVSUFF_SUBJ:1P

(GLOSS): + be beautiful/be good + we <verb>

SOLUTION 2: (HasunA) [Hasun-u_1l] Hasun/VERB_PERFECT+A/PVSUFF_SUBJ:3MD
(GLOSS): + be beautiful/be good + they (both) <verb>

SOLUTION 3: (Has~an~A) [Has~an_1] Has~an/VERB_PERFECT+nA/PVSUFF_SUBJ:1P
(GLOSS) : + improve/decorate + we <verb>

SOLUTION 4: (Has~anA) [Has~an_1] Has~an/VERB_PERFECT+A/PVSUFF_SUBJ:3MD
(GLOSS): + improve/decorate + they (both) <verb>

* SOLUTION 5: (HusonAF) [Huson_1] Huson/NOUN+AF/NSUFF_MASC_SG_ACC_INDEF

(GLOSS): + good/beauty + [acc.indef.]

SOLUTION 6: (HasanAF) [Hasan_2] Hasan/NOUN+AF/NSUFF_MASC_SG_ACC_INDEF
(GLOSS): + good + [acc.indef.]

SOLUTION 7: (HasanA) [Hasan_2] Hasan/NOUN+A/NSUFF_MASC_DU_NOM_POSS
(GLOSS): + good + two

SOLUTION 8: (HasanAF) [Hasan_2] Hasan/ADV+AF/NSUFF_MASC_SG_ACC_INDEF
(GLOSS): + well + [acc.indef.

SOLUTION 9: (Has~anA) [Has~-i_1] Has~/VERB_PERFECT+a/PVSUFF_SUBJ:3MS+nA/PVSUFF_DO:1P
(GLOSS): + feel + he/it <verb> us

SOLUTION 10: (Has~nA) [Has~_1] Has~/NOUN+nA/POSS_PRON_1P
(GLOSS): + perception/feeling + our

SOLUTION 11: (His~nA) [His~_1] His~/NOUN+nA/POSS_PRON_1P
(GLOSS): + sensation/perception + our

Figure 5.6 Buckwalter morphological analysis of a sentence from the Quran

Lloyy (wawaS~ayonA) wa/CONJ+waS~ay/VERB_PERFECT+nA/PVSUFF_SUBJ: 1P
GLusYl (Al<inosAn) Al/DET+<inosAn/NOUN
+53J1 3y (biwAlidayohi)bi/PREP

+wAlid/NOUN
+ayo/NSUFF_MASC_DU_ACCGEN+hu/POSS_PRON_3MS
Liw> (HusonAF) Huson/NOUN+AF /NSUFF_MASC_SG_ACC_INDEF

Figure 5.7 Disambiguated sentence from the Quran using FULL tag set
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Figures 5.4-5.7 show examples of two sentences tagged by the FULL tag set. The
first sentence is a newspaper text taken from the Arabic Treebank: Js 55 835l $Ud st &

il S 39wl Ok d, S tamma 'i‘dad al-watd@’iqa al-mutawaffira” hawla *awwali
rihkla" tayyaran™ ‘wtmaniyya™ fawqa al-biladi al-‘arabiyya" ‘Many available documents
relate to the first Ottoman’s flight over the Arab countries’. The second sentence is taken
husn™ ‘We have enjoined on man kindness to parents’. Figures 5.4 and 5.6 show the full
outputs of the Buckwalter morphological analyser including several possible solutions for
some words; and Figures 5.5 and 5.7 show the correct disambiguated solution for each

word in context.

Diab (2007) compared the FULL and RTS tag sets introduced by the LDC to PoS-
tag the Arabic Treebank. The study is about designing the optimal part-of-speech tag set
for Arabic. By analyzing the Arabic Treebank data, the RTS tag set is extended from 25
tags to 75 tags. Only morphological features, which are explicitly marked on the words,
are added to the RTS. The new tag set is called the ERTS (extended reduced tag set). The
ERTS has only the explicit or marked morphological features of gender, number and
definiteness on nominals while maintaining the existing features from RTS. Figure 5.8
illustrates some differences between the three tag sets: FULL, RTS and ERTS from (Diab
2007).

Word FULL RTS ERTS

Ao HSylp ‘result’ NOUN+ NSUFF_FEM_SG+ NN NNF
CASE_IND_NOM

Lé nhA}yp ‘final’ ADJ+ NSUFF_FEM_SG+ JJ JJF
CASE_IND_NOM

sl HAdv ‘accident’ NOUN+ CASE_DEF_ACC NN NNM

o] AlnAr ‘the-fire’ DET+ NOUN+ CASE_DEF_GEN NN DNNM

el AlimAEy ‘group’ DET+ ADJ+ CASE_DEF_GEN JJ DJIM

s 9xSyn ‘two-persons’  NOUN+ NSUFF_MASC_DU_GEN NN NNMDu

Figure 5.8 A sample of tagged sentence using the FULL, RTS and ERTS tag sets
5.3.3 ARBTAGS Tag Set

Algrainy (2008) developed a new part-of-speech tag set called ARBTAGS to be
used in the development of a part-of-speech tagger. The tag set design followed the
criteria proposed by Atwell (2008). Like Khoja, Algrainy built on traditional Arabic
grammar books to design the tag set. Six morphological features of Arabic words were
included: gender, number, case, mood, person and state. ARBTAGS contains 161 detailed
tags and 28 general tags to cover the main part-of-speech classes and sub-classes. The
161 detailed tags are divided into 101 nouns, 50 verbs, 9 particles and 1 punctuation
mark. Figure 5.9 shows the 28 general tags of the ARBTAGS tag set.
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TAG DESCRIPTION TAG DESCRIPTION
VePe Perfect verb NuCd Conditional noun
VePi Imperfect verb NuDe Demonstrative noun
VePm  Imperative verb Nuln Interrogrative noun
NuPo  Proper noun NuAd Adverb

NuCn  Common noun NulNn Numeral noun
NuAj Adjective noun Fw Foreign noun

Nulf Infinitive noun Pun Punctuation mark
NuRe  Relative noun PrPp Preposition

NuDm  Diminutive noun PrVo Vocative Particle
Nuls Instrument noun PrCo Conjunction Particle
NuPn  Noun of Place PrEx Exception Particle
NuTn  Noun of Time PrAn Annulment Particle
NuPs Pronoun PrSb Subjunctive Particle
NuCv  Conjunctive noun PrJs Jussive Particle

Figure 5.9 The 28 general tags of the ARBTAGS tag set
5.3.4 MorphoChallenge 2009 Qur’an Gold Standard Part-of-Speech Tag Set

MorphoChallenge200947 Qur’an gold standard was developed using the data of
Morphological Tagging of the Qur’an database (Talmon and Wintner 2003; Dror et al.
2004). It was developed to be used to evaluate morphological analyzers in the
Morphochallenge 2009 competition (Kurimo et al. 2009), which aimed to develop an
unsupervised morphological analyzer to be used for different languages including Arabic.
It contains the full morphological analysis for each word, according to the Tagged
database of the Qur’an but reformatted to match other Morphochallenge test sets in other
languages. The word’s morphological analysis is shown after each word where the
morphological features are separated by space and “+” sign. These features include the
part-of-speech of the word, number, gender, person, case, definiteness, voice and others.
Figure 5.10 shows a sample of the Qur’an gold standard.

This tag set was called a “gold standard” for the purpose of the MorphoChallenge
2009 contest, as it was the “target” or “solution” which the competitor system had to try
to produce. The tagged text in other languages (i.e. English, German, French, Finish and
Turkish) were also “gold standards” for the purposes of the MorphoChallenge contest.
The term “gold standard” does not imply the tag set is better than others reviewed in the
chapter.

47 MorphoChallenge 2009 Qur’an Gold Standard http://www.cis.hut.fi/morphochallenge2009/datasets.shtml
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Loy g ~0s Jx45 5 +Particle +Conjunction Liias; +Verb +Perf
+Act +1P +Pl +Masc/Fem

Ol wos odx=d  glwss +Noun +Triptotic +Sg +Masc +Acc +Def

aadl iJy Jeld o +Prep .Jly +Noun +Triptotic +Dual +Masc
+Obliquus +Pron +Dependent +3P +Sg +Masc

Lidu> ow> Jas  Jw> +Noun +Triptotic +Sg +Masc +Acc +Tanwiin

wawaS~ayonaA wSy yufaE~ilu wa +Particle +Conjunction
waSSaynaA +Verb +Perf +Act +1P +Pl +Masc/Fem
Alo<insaAna 'ns fiElaAn 'insaAn +Noun +Triptotic +Sg +Masc +Acc +Def
biwaAlidayohi wld faAEil b +Prep waAlid +Noun +Triptotic +Dual +Masc
+Obliquus +Pron +Dependent +3P +Sg +Masc
HusonFA Hsn fuEl Husn +Noun +Triptotic +Sg +Masc +Acc +Tanwiin

Figure 5.10 Sample of tagged text taken from the MorphoChallenge 2009 Qur’an Gold
Standard. The first part uses Arabic script and the second one uses romanized letters
using Tim Buckwalter transliteration scheme.

5.3.5 The Quranic Arabic Corpus Part-of-Speech Tag Set

The Quranic Arabic Corpus is a newly available resource enriched with multiple
layers of annotation including morphological segmentation and part-of-speech tagging.
The motivation behind this work is to produce a resource that enables further analysis of
the Qur’an; a genre difficult to compare with other forms of Arabic, since the vocabulary
and the spelling differs from modern standard Arabic (Dukes and Habash 2010).

Buckwalter’s Arabic Morphological Analyzer (BAMA) was used to generate the
initial tagging. The analyzer was adapted to work with the Quranic Arabic text. After that,
the annotated corpus was then put online to allow for collaborative annotation (Dukes and
Habash 2010), (Dukes et al., 2011).

A mapping was required to convert from the BAMA tag set to the Quranic Arabic
Corpus tag set. Manual disambiguation was required for a few cases, where one-to-one
mapping was not applicable such as particles. In order to adapt BAMA to process the
Quranic Arabic Corpus text three modifications were made. First, spelling in the Qur’an
differs from MSA. The differences involve orthographic variations of hamza", ’alif and
the long vowel 4. Second, the multiple diacritized analyses produced by BAMA for the
processed words were ranked in terms of their edit-distance from the Qur’anic
diacritization, with closer match ranked higher. Finally, filtering was done by choosing

the highest rank analysis’s part-of-speech as a solution (Dukes and Habash 2010).

The Quranic Arabic Corpus tag set adapts historical traditional Arabic grammar
which leads to morphological annotation that uses terminology familiar to many readers
of the Qur’an. This terminology enables people with Qur’anic syntax experience to
participate in the online annotation to be verified against existing authenticated books on
Quranic Grammar (Dukes and Habash 2010). Figure 5.11 shows a sample of the
morphological and part-of-speech tags of the Quranic Arabic Corpus.
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(29:8:1)  =*»  wa+ POS:V PERF () ROOT:wSy 1MP

(29:8:2) ¥ Al+ POS:N LEX:<insa'n ROOT:Ans M ACC

(29:8:3)  4lx bi+ POS:N LEX:wa’liday ROOT:wid MD GEN PRON:3MS
(29:8:4) & POS:N LEX:Huson ROOT:Hsn M INDEF ACC

Chapter (29) s@irat 1-“ankabiit (The Spider)

Translation

Arabic word

Syntax and morphology

COMJ — prefixed conjunction wa (and)

- e WV — 1st person masculine plural (form I} perfect verb
|72 & -~ p p ( ) p
{29:8:1) ks oS X
(£3:8:1) o — }_’ PROM — subject pronoun
And VWe have enjoined ) = &
wawassayna dakale g 5l
PRON v CONJ
Jeid :&__‘J ——— 2 lealia P = =d
oy T
(29:8:2) FPERNCY 11 M — accusative masculine noun
&mald
{on) man -
l-insa@na 2 et il
M
(29-8-3) - P — prefixed preposition br
(29:8:3) el B
A s s %
goodness to his .A,) /_3__} J gP_-,r'IItI\u'E masculln? dual noun
k= PROM — 3rd person masculine singular possessive pronoun
parents, ° L] -
biwalidayhi PRONMN [\ Al s s ‘___5 bate jpravim alells 35 smas da
(29:8:4) A
* M — i
goodness to his ]L—I\—l-&'\#" { — accusative masculine indefinite noun
parents, - R TP P |
husnan N

Figure 5.11 A sample of a tagged sentence taken from the Quranic Arabic Corpus
5.3.6 Columbia Arabic Treebank CATiB Part-of-Speech Tag Set

Another tag set was designed for the part-of-speech and syntactic annotation in the
Columbia Arabic Treebank CATiB. A part-of-speech tag set consisting of only six tags is
used for the part-of-speech annotation of CATiB. The main reason for using such a small
tag set is a tradeoff between linguistic richness and Treebank size. The researchers’
assumption for morpho-syntactically rich languages such as Arabic, is that the cost of fine
grain annotation is a slower annotation process, a smaller Treebank and less data to train
tools. CATiB is inspired by two ideas. First, it avoids annotation of redundant linguistic
information. Second, it uses linguistic representation and terminology from traditional
Arabic syntactic studies (Habash et al. 2009). The tag set is much smaller than the FULL
tag set used by the Penn Arabic Treebank:
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“... CATiB uses the same tokenization scheme used by PATB and PADT. However,
unlike these resources, the CATiB POS tag set is much smaller. Whereas PATB uses
2,200 tags specifying every aspect of Arabic word morphology such as definiteness,
gender, number, person, mood, voice and case; CATiIB uses six POS tags: NOM
(nominals such as nouns, pronouns, adjectives and adverbs), PROP (proper noun), VRB
(verb), VRB-PASS (passive verb), PRT (particles such as prepositions or conjunctions)
and PNX (punctuation). ...” (Habash and Roth 2009)

Figure 5.12 shows an example of the sentence, oW skl 3 Ljswy Ol 1)l mile al Opuis

hamsun ’alf sda’ih zariu lubnan wa suriyya fi "aylil al-madi <50 thousand tourists visited
Lebanon and Syria last September”, tagged using part-of-speech tags used in the
Columbia Arabic Treebank CATiB.

WORD CATIB PART-OF- CATIB ANNOTATION
SPEECH TAG
Ogwws  hamsin  Fifty NOM 1
VEB
S Calf Thousand NOM L
b sa’ih Tourist NOM M'ﬁf‘“" M“**'»w.
lsyly  2rdl Visited  VRB T M
e 0] PROE BRT
oud  lubnan Lebanon PROP Gyedtxmeen Gilbasn gy
) “fity” “Lehsmen’ -
5 wa And PRT w%m Ml ohs
— . — . ks . |
L 1N e
Uygw SUTIYYA Syria PROP Ak ewe gz@m
S S In PRT I i
) ) - II"&Y 3BT S
Jeut aylul September NOM e - ks
g Flonagll  Yupesowh Sl AlmaTy
el al-madi Past NOM G N ;;gnm

Figure 5.12 Example of part-of-speech tagged sentence using CATiB tag set

5.3.7 Comparison of Arabic Part-of-Speech Tag Sets

Table 5.1 shows a comparison of the eight Arabic tag sets studied in this section.
The comparison summarizes the characteristics of each tag set and helps to show the
differences between them clearly. The drawbacks of the existing tag sets for Arabic were

found to be:

e Existing Arabic tag sets vary in size from 6 tags to 2000 or more tags.

e Some of these tag sets follow standards for tag set design for English such as the
PATB tag sets, and these may not always be appropriate for Arabic.

e The tag sets share common morphological features such as gender, number, person,
case, mood and definiteness, but the attributes of the morphological feature

categories are not standardized.
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e These tag sets lack standardization in defining a suitable scheme for tokenizing
Arabic words into their morphemes and they mix morpheme tagging with whole
word tagging.

¢ They also lack suitable documentation that illustrates the decision made for each
design dimension of the tag set.

e The tags assigned to words in a corpus are not consistent in either presentation of

the tag itself or the morphological features which are encoded within the tag.

Moreover, the most widely used and important morphosyntactic annotation
standards and guidelines, namely EAGLES, are designed for Indo-European languages.

These guidelines are not entirely suitable for Arabic.

These drawbacks of existing tag sets are the motivation behind desining the
SALMA (Sawalha Atwell Leeds Morphological Analysis) Tag Set for Arabic.

The comparison of the morphological features used in the different tag sets of
Arabic shows shared common features such as gender, number, person, case, mood and
definiteness. Features such as voice, tense and aspect are included in the PATB FULL tag
State is included in the ARBTAGS tag set. Diptotic is a feature of the
MorphoChallenge 2009 tag set, and verb form and derivation are features of the QAC tag
set. Chapter 6 discusses the 22 morphological features of the SALMA Tag Set.

set.

Table 5.1 Comparison of Arabic part-of-speech tag sets

1. Khoja’s Tag set

Purpose of design | Compiling a tag set as a standard tag set

Main Based on traditional Arabic grammar rather than being based on
characteristics an Indo-European one. Only the main classes and subclasses have

been chosen.

Tag set size

177 tags (103 types of noun, 57 verbs, 9 particles, 7 residuals,1
punctuation)

Morphological Gender, Number, Case, Definiteness , Person, Mood
features
Applications Used in the design of the APT tagger, and in the annotation of the

training data of the APT tagger.

2. Penn Arabic Treebank (PATB) Part-of-Speech Tag Set (FULL)

Purpose of design | Annotating the Arabic Treebank with part-of-speech tags
Main Aims to cover detailed grammar features.
characteristics

Tag set size

The FULL tag set comprises over 2000 tag types. This includes
combinations of 114 basic tags.

Morphological Case, Gender, Number, Definiteness, Mood, Person, Voice, Tense,
features Aspect
Applications Used in Tim Buckwalter’s morphological analyser to annotate the

Penn Arabic Treebank with part-of-speech tags.
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3. Penn Arabic Treebank (PATB) Reduced Part-of-Speech Tag Set (RTS)

Purpose of design | Maximizing the performance of Arabic syntactic parsing.

Main Follows the tag set designed for the English Wall Street Journal.
characteristics

Tag set size 25 tags

Morphological Case, Mood, Gender, Person, Definiteness

features

Applications Used in the syntactic annotation of the Penn Arabic Treebank

4. Penn Arabic Treebank (PATB) Extended Reduced Part-of-Speech Tag Set
(ERTS)

Purpose of design | To be used for higher order processing of the language

Main Is an extension of the RTS tag set which has only the explicit or
characteristics marked morphological features of gender, number and definiteness

on nominals.

Tag set size

75 tags

Morphological Gender, Number, Definiteness on nominals

features

Applications To be used for parsing

5. ARBTAGS

Purpose of design | Standardizing and building a comprehensive Arabic tag set.
Main The tag set hierarchy follows the tradition of Arabic grammar.
characteristics

Tag set size

161 detailed tags (101 nouns, 50 verbs, 9 particles, 1 punctuation
mark including 28 different POS general tags to cover the main
part-of-speech classes and sub-classes.

Morphological Gender, Number, Case, Mood, Person, State
features
Applications Used in the Arabic Morphosyntactic Tagger AMT

6. MorphoChallenge 2009 Qur’an gold standard tag set

Purpose of design

To annotate the Qur’an as a gold standard to be used to evaluate

morphological analyzers in the MorphoChallenge 2009
competition.
Main It was developed using the data for Morphological Tagging of the
characteristics Qur’an database.

Tag set size

The tag set is combinations of the POS main and sub classes and
the morphological features of the analysed words.

Morphological Gender, Number, Person, Case, Mood, Aspect, Voice,

features Definiteness, Diptotic

Applications Used to construct the Qur’an gold standard for evaluating
morphological analyzers in the MorphoChallenge 2009
competition.

7. Quranic Arabic Corpus POS tag set

Purpose of design

To Annotate the Qur’an with morphological and part-of-speech
tagging information.

Main
characteristics

Used Tim Buckwalter’s morphological analyzer as initial tagging,
then a mapping from Buckwalter’s tag set to the Quranic Arabic
Corpus tag set. It adapts traditional Arabic grammar.

Tag set size

The tag set involves combinations of the POS main and sub
classes and the morphological features of the analysed words.
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Morphological Person, Gender, Number, Aspect, Mood, Voice, Verb form,
features Derivation, State

Applications Used in the morphological and part-of-speech annotation of the
Quranic Arabic Corpus

8. Columbia Arabic Treebank POS tag set

Purpose of design | To be used for the part-of-speech annotation of Columbia Arabic

Treebank CATiB.
Main CATiB avoids the annotation of redundant linguistic information
characteristics that is determinable automatically from syntax and morphological

analysis, e.g., nominal case. CATiB uses linguistic representation
and terminology inspired by

the long tradition of Arabic syntactic studies.

Tag set size 6 part-of-speech tags (VRB — all verbs, VRB-PASS - passive-
voice verbs, NOM - all nominals, PROP — proper nouns, PRT —
particles, PNX — all punctuation marks)

Morphological No morphological features are encoded in the part-of-speech tag

features set of Columbia Arabic Treebank CATiB
Applications Used in the part-of-speech annotation of Columbia Arabic
Treebank CATiB.

5.4 Morphological Features in Tag Set Design Criteria

EAGLES# (Leech and Wilson 1996) proposed recommendations (guidelines) for
morphosyntactic categories for European languages. The aim of the EAGLES guidelines
is to propose standards in developing tag sets for morphosyntactic tagging, in the interest
of comparability, interchangeability and reusability of annotated corpora. In addition to
preferred standards, EAGLES guidelines also cater for extensibility, allowing
specifications to extend to language-specific phenomena. The guidelines proposed

standardisation in three important areas:

e Representation/Encoding:  transparency,  processability,  brevity  and
unambiguity.

e Identifying categories/ subcategories/ structure: agreement on common
categories and allowance for variation: obligatory, recommended and optional
specification.

* Annotation schemes and their application to text: detailed annotation schemes

should be made available to end-users and to annotators.

EAGLES recognizes four degrees of constraint in the description of word categories
for morphosyntactic tags. First, obligatory; attributes have to be included in any

morphosyntactic tag set: main categories of part-of-speech Noun, Verb, Adjective,

48 EAGLES Recommendations for the Morphosyntactic Annotation of Corpora. EAGLES
document EAG-TCWG-MAC/R.
http://www.ilc.cnr.it/ EAGLES96/pub/eagles/corpora/annotate.ps.gz
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Pronoun/Determiner,  Article, Adverb, Adposition, Conjunction, Interjection,
Unique/Unassigned, Residual, Punctuation. Second, recommended: attributes and values
of widely-recognized grammatical categories which occur in conventional grammatical
description (e.g. Gender, Number, Person). Third, generic special extensions: attributes
and values which are not usually encoded, but might be included for particular purposes,
for example semantic classes such as temporal nouns, manner adverbs, place names, etc.
Finally, language-specific special extensions: additional attributes or values which may

be important for a particular language.

Khoja et al (2001) compared their Arabic tag set against the EAGLES guidelines.
The comparison showed: first, EAGLES tag set guidelines are based on Latin as a
common ancestor, while Arabic has some novel features not found in Latin, for example
certain categories and subcategories that inherit properties from the parent categories.
Second, a Classical Arabic tag set has three main categories (nouns, verbs and particles),
while EAGLES has eleven major part-of-speech categories. Third, apart from nouns and
verbs, other major categories in EAGLES such as pronouns, numerals and adjectives are
described as subcategories of major categories in a classical Arabic tag set. Fourth,
Arabic, not only has singular and plural numbers, but it also has dual number. Moreover,
Arabic verbs are classified as being perfect, imperfect and imperative, which differs from
EAGLES classification of past, present and future tenses. Finally, the mood

morphological feature is not covered by the EAGLES guidelines.

Atwell (2008) proposed criteria for tag set development, and stated that there are
dimensions (choices) to be made by developers of a new part-of-speech tag set.
Developers must decide on the set of grammatical tags or categories, and their definitions
and boundaries. These criteria were applied to Arabic when the ARBTAGS tag set
(Algrainy 2008) was designed. We followed the same criteria as Atwell (2008) in
designing the general-purpose morphological features tag set. Sections 5.4.1 - 5.4.12
explain the criteria and how they are applied in the SALMA — Tag set.

5.4.1 Mnemonic Tag Names

Generally, tag names for English PoS tag sets are chosen to help linguists to
remember the grammatical categories such as CC for Coordinating Conjunction and VB
for VerB. The SALMA Tag Set for Arabic has to encode much richer morphology: the tag
is represented by a string of 22 characters. Each character represents a value or attribute
which belongs to a morphological feature category. The position of the character in the
tag string is important as it identifies the morphological feature category. The value of the
feature is represented by one lowercase character, which is intended to remain readable,
such as: v in the first position to indicate verb, n in the second position to indicate name,

gender category values in the seventh position where masculine is represented by m,
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feminine is represented by f and common gender is represented by x. If the value of a

2

certain feature is not applicable for the tagged word then dash “-” is used to indicate this.
A question mark “?” indicates ‘“unknown’: a certain feature normally belongs to the word

but at the moment is not available or the automatic tagger could not guess it.

The interpretation of the tag is handled by referring to the attribute value and its
position in the tag string. The position of the attribute in the tag string identifies the
morphological feature category, while the attribute value is identified by searching the
morphological feature category for the specified symbol. Then, all these single
interpretations of attributes are grouped together to represent the full tag of the word. The
tag is still readable by linguists. Moreover, the tag is straightforwardly readable by

software, for example by a search tool matching specified feature-value(s).
5.4.2 Underlying Linguistic Theory

Linguists who develop new tag sets will inevitably be swayed by the linguistic
theories they espouse. In the case of English, there is disagreement between grammar
theories on the range of grammatical categories and features to be tagged, and more
complicated structural issues. It is difficult to have theory-neutral annotation, because

every tagging scheme makes some theoretical assumptions (Atwell 2008).

Khoja’s mophosyntactic tag set was derived from classical Arabic grammar (Khoja
et al. 2001; Khoja 2003). ARBTAGS also tried to follow the Arabic grammatical system,
which is based upon main three part-of-speech classes: verbs, nouns and particles, and
enriched with inflectional features (Algrainy 2008). The Arabic Penn Treebank tag set
follows the same criteria used to develop the English Treebank (Maamouri and Bies
2004). ERTS (extended reduced tag set) extends the LDC reduced tag set (RTS) by
adding morphological features namely (case, mood, definiteness, gender, number and
person). This extends the 25 RTS tag set to 75 tag set of ERTS (Diab 2007).

The proposed SALMA — Tag Set adds more fine-grained details to the existing tag
sets. The tag set follows traditional Arabic grammar theory (Dahdah 1987; Dahdah 1993;
Wright 1996; Al-Ghalayyni 2005; Ryding 2005) in specifying 22 morphological features
categories and their attributes or values. Section 6.2.1 justifies of the SALMA Tags in

terms of this underlying theory.
5.4.3 Classification by Form or Function

For English an ambiguous word like ‘open’ is tagged according to its function, and
only its inflected forms are tagged by their form. Arabic words are highly inflected and
hence word classification tends to be dependent on form. Classification by form is
dependent on the word, while classification by function is dependent on the function of

the word in context. For Arabic, the word class is heavily constrained by form, but if
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there is only one analysis, then it is determined by function. If there are two analyses, one
needs to take context into account which means it is partially determined by function. In

this case the function has to be taken into account for classification.

Arabic word-class is dependent on form. Traditional Arabic grammar groups words
according to their inflexional behaviour. A challenging characteristic of Arabic is the
treatment of short vowels, which are normally omitted in written Arabic. These short
vowels can help in specifying some morphological feature information of grammatical
categories. The Qur’an is fully vowelized to ensure it is pronounced correctly. This makes
the Qur’an a potential “Gold Standard” corpus for Arabic tagging and NLP research
(Atwell 2008).

Another challenge of Arabic words can appear when classifying words according to
certain morphological feature such as gender. Classifying nouns into masculine or
feminine can be viewed from two perspectives. First, according to the word’s structure or
morphologically; masculine nouns are not normally marked by any suffix, while feminine
nouns have a suffix normally —a" - added at the end of the noun. Second, semantically;
nouns are arbitrarily classified into masculine or feminine, except when a noun refers to a
human being or other creature having natural gender (sex), when it is normally conforms

to natural gender (Ryding 2005). Therefore, a noun can have feminine suffix —d"; which
is classified as morphologically feminine, but it indicates a male such as = hamza"

‘Hamza (male proper name)’, or vice versa, such as &+ maryam ‘Mary (female proper

name).
5.4.4 Idiosyncratic Words

Arabic has some words with special, idiosyncratic behaviour, such as particles
which cannot be analyzed morphologically according to root and pattern. (Khoja et al.
2001) includes examples of this type in an “Exception” category, which covers group of
particles that are equivalent to the English word “except” and the prefixes non-, un- , and

m-.
5.4.5 Categorization Problems

A detailed categorisation scheme requires each tag to be defined clearly and
unambiguously, by giving examples in a “case-law” document. This definition should
include how to decide difficult, borderline cases, so that all examples in the corpus can be
tagged consistently. Many words can belong to more than one grammatical category,
depending on context of use. Tagging schemes should specify how to choose one tag as
appropriate, if a word can have different part-of-speech tags in different contexts (Atwell
2008).
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Vowelized Arabic text has less ambiguity than non-vowelized Arabic text. Short
vowels and some affixes add linguistic information which reduces the ambiguity. In the
SALMA Tag Set, each feature category is described, clearly documented and examples
are provided. Moreover, tagging guidelines define the appropriate attribute for the

morphological feature category.
5.4.6 Tokenisation: What Counts as a Word?

Arabic text tokenisation is not an easy task. Simple tokenisation of text can be
carried out by dividing text into words by spaces, or punctuation. This tokenisation
process is primitive and the first step in tokenising Arabic text. The majority of Arabic
words are complex words; one or more clitics can be attached to the beginning and the
end of the word [clitic(s) + word + clitic(s)]. These clitics are particles, pronouns or

definite article. A tag is provided for each clitic attached to a word along with the tag of
the word. For instance, the word .2tcx; wabihasandtihim ‘and with their good deeds’,

consists of four parts, the conjunction letter s wa ‘and’, the preposition - bi ‘with’ the

word «tes hasanati ‘good deeds’ and the pronoun .» him ‘ their’. The tag of this word

will be the tags of the four morphemes and the whole word tag which is a combination of

the morphemes tags. The clitics will help the tagging scheme in identifying some of the
morphological features attributes; preposition < bi governs the genitive case of the noun.

5.4.7 Multi-Word Lexical Items

Multi-words lexical items are rare in Arabic (Algrainy 2008). Such items might

consist of two words; noun followed by adjective describing the proceeding noun, some
compound proper names such as & 1% ‘abdu allah ‘Abdullah’, or compound particles

such as & fima which consists of the preposition ¢ fi and the non-human relative noun u

mad. In the case of proper names; a single tag might be more appropriated. While, for the
other cases a separate tags for each part of the lexical item will give more morphological

detail about the multi-word lexical items.

The Penn Arabic Treebank guidelines ignore multi-word lexical items and tag each

word of a compound word separately:

“....Divided/compound proper names in Arabic (Abdul Ahmed, e.g.): Label

all parts of the name with the "ls a name" button.

Idioms: (for example, in what in them = 'included'): Label each word
independently for its own part of speech (ignore the idiomatic

meaning)....” %

49 Penn Arabic Treebank annotation guidelines http:/www.ircs.upenn.edu/arabic/pos.html
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5.4.8 Target Users and/or Applications

Fitness for purpose and customer satisfaction are the most important practical
criteria for a new tag set. One common use of part-of-speech tagged corpora is language
teaching and research. A detailed tag set is required in teaching and learning to reflect
fine distinctions of grammar, even though Machine Learning systems could cope better
with a smaller tag set. General-purpose tag set developers should be more aware of
potential re-use: detailed and more sophisticated part-of-speech tag schemes allow wider

re-use of the corpus in future research (Atwell 2008).

The SALMA Tag Set is a general-purpose tag set. It encodes detailed information of
morphological features embedded in any word. This morphological features information

enables the tag set to be widely re-used.
5.4.9 Availability and/or Adaptability of Tagger Software

If a part-of-speech tag set is implemented in automatic tagger software, this has a
clear advantage over a purely theoretical tag set (Atwell 2008). HMM taggers can be re-
used for any language including Arabic. Experiments on highly inflectional languages
such as German and Czech using an HMM tagger with a fine-grain tag set achieved
higher tagging accuracy than two state-of-the-art general purpose part-of-speech taggers,
The TnT tagger and SVMTool (Schmid and Laws 2008). Another experiment that uses a
fine-grain tag set was done for Latin. Latin words require morphological analysis of nine
features: part-of-speech, person, number, tense, mood, voice, gender, case and degree.
The experiment used the TreeTagger analyzer which achieved an accuracy of 83% in

correctly disambiguating the full morphological analysis (Bamman and Crane 2008).
5.4.10 Adherence to Standards

The EAGLES guidelines are designed for European languages. However, the
Arabic language is different from Indo-European languages and has its own structure and
morphological features. Instead, the standard adhered to in the SALMA Tag Set is that of
traditional Arabic grammar books e.g. (Dahdah 1987; Dahdah 1993; Wright 1996; Al-
Ghalayyni 2005; Ryding 2005).

5.4.11 Genre, Register or Type of Language

The SALMA Tag Set is intended to be general-purpose and to be used in part-of-
speech tagging of different text types, formats and genres, of both vowelized and non-
vowelized text. The tagging schemes and the tag set can be evaluated on a variety of text
types, formats and genres. Corpora can include text in Classical Arabic such as; Qur’an,
Classical Arabic dictionaries and poems from ancient Arabic literature, as well as Modern
Standard Arabic text from newspapers, magazines, web pages, blogs, children’s books,

and school text books, etc.
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5.4.12 Degree of Delicacy of the Tag Set

The total number of tags is an indicator of the level of fine-grainedness of analysis.
Existing Arabic corpus tag sets have degree of delicacy ranging from 6 for CATiB, 25 for
the RTS tag set of the Penn Arabic Treebank, 75 tags for ERTS, 161 tags for
ARABTAGS, 177 tags for Khoja’s tag set, 2200 for PATB FULL tag set, and unspecified
number of function combinations for QAC and MorphoChallenge 2009 tag sets. The
SALMA Tag Set is a fine-grain tag set. It is unfeasible to enumerate all possible tags that
can be generated from valid combinations of the 22 morphological feature categories;
however, we can count the attributes of each feature category, and use these to estimate
an upper bound or limit on the degree of delicacy of the SALMA Tag Set. Chapter 6
discusses the 22 morphological features of the SALMA — Tag Set and their attributes.

An upper limit of possible feature combinations is 4.07E+16, the total number of
possible combinations of features in the SALMA Tag Set of Arabic, calculated by
multiplying together the number of attributes of each of the 22 morphological features.
But, of course, this includes many invalid tags that will never be used. A more realistic
upper bound is given by counting the possible feature combinations for each major part of
speech, and summing these. Table 2 shows the absolute upper limit of possible feature
combinations for each major part of speech (Noun, Verb, Particle, Other (Residual),
Punctuation); this gives an upper limit of 101,945,168 possible morphological feature

combinations: about one hundred million possible SALMA tags.
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Table 5.2 The upper limit of possible combinations of SALMA features

& Z Part of speech
=
g g | Noun Verb Particle Other Punctuation
=3
S e
Feature g o = g = g = g = § = g
= |18 |z |2 |E | & |E|¢& g g
s g o g o g c g' s g
1 Main  Part-of-
Speech 5 n 1 v 1 p 1 r 1 u 1
2 Part-of-Speech: 9
Noun 34 34 | - 1 - 1 - 1 - 1
3 Part-of-Speech: 9
Verb 3 - 1 3 - 1 - 1 - 1
4 Part-of-Speech: 9
Particle 22 - 1 - 1 ! 22 | - 1 - 1
5 Part-of-Speech: 9
Other 15 - 1 - 1 - 1 15 - 1
6 Punctuation
marks 12 - 1 - 1 - 1 - 1 ? 12
7 | Gender 3 20 3 | -] 1| - 1 |23 - 1
Number 9 209 | -1 - 1|2 3 - 1
9 | Person 3 - 1 |?2] 3| - 1|2 3 - 1
10 Inflectional 4 9 3 9 ) 9 1 9 1 ) 1
morphology )
11 | Case or Mood 4 ? 3 ? 3 - 1 - 1 - 1
12 Case and Mood 10 9 7 9 6 9 4 9 4 ) 1
marks )
13 | Definiteness 2 ? 2 - 1 - 1 - 1 - 1
14 | Voice 2 - 1|2 2| - 1| -] 1 - 1
15 Emphasized and 9
non-emphasized 2 ) ! Y| 2 ) ! ) ! i !
16 | Transitivity 4 - 2 4 - - 1 - 1
17 | Rational 2 ? 2 ? 2 ? 2 - 1 - 1
18 | Declension and 9 9 9
Conjugation ? 4 ) 6 ! i ! i !
19 | Unaugmented
and Augmented 5 ? 5 715 - 1 - 1 - 1
20 Number of root 9 9
letters 3 3 ! 2 - 1 - 1 - 1
21 | Verb root 30 - 2130 | - 1| -] 1 - 1
22 | Nouns finals 6 ? 6 - 1 - 1 - 1 - 1
Totals 4.1E+16 | 83,280,960 18,662,400 | 176 1620 12
Upper limit of possible morphological feature combinations 101,945,168
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5.5 Complex Morphology of Arabic

Most Arabic words are derived from their roots following certain templates called
patterns. The derivation process adds prefixes, suffixes and infixes to the root letters to
generate a new word, which has a new function or meaning but preserves the main
concept or meaning carried by the root. Moreover, using the derived word in a certain
context will require clitics to be added to the beginning and the end of the word. Proclitics
include prepositions, conjuctions and definite articles, and enclitics include relative
pronouns. In addition, one or more affixes or clitics can be added to the derived word. In

conclusion, most Arabic words are complex words consisting of multiple morphemes.

To specify a word’s morphemes, tokenization is needed to analyse the word

morphemes as clitics, affixes or stem. For example the tokenizer will specify the
morphemes of the word Y;S.s wasayaktubiinaha ‘and they will write it’ as follows:

preclitic 3 wa ‘and’ (conjunction), prefixes - sa ‘will’ and ¢ ya (imperfect prefix), the

stem x5 kataba ‘write’, the suffix oy éin ‘they’ and the enclitic \ ha ‘it’ (object suffixed

pronoun). The word consists of 6 morphemes. Each morpheme carries morphological
features and belongs to a specific part of speech category. The SALMA Tag Set assigns a
tag to each morpheme of the word. Then in principle, the morphemes’ tags are combined
into one whole word tag. The word tag inherits its morphological feature attributes using
an algorithm that establish agreements on morphological feature attributes. The
description of the algorithm is beyond the scope of this chapter. This chapter is about the
output of the tagger rather than describing the algorithm of tagging and combining
morpheme tags into word tags. The following example in figure 5.13 shows the
tokenization of the word into morphemes, the assignment of the part of speech tag for

each morpheme and the result of combining the morpheme tags into one whole word tag.

Tokenization is a known problem even for English corpus tagging. The tagged LOB
corpus defines the word or graphic word as a sequence of characters surrounded by
spaces (or punctuation marks). Each word is assigned a tag. Differences in tagging
occurred due to: first, variation in segmentation of compound terms, as in: fancy free
given the tags NN (noun, singular, common) JJ (adjective), and fancy-free given the tag
JJ (adjective). Second, hyphenated sequences, as in: an above-the-rooftops position given
the tag JJB (adjective, attributive-only). Third, syntactic boundaries, as in: Henry NP
(noun, singular, proper) 8’s CD$ (numeral, cardinal, genitive) hall. In some cases, the
LOB Corpus tagging guidelines have changed from °‘one-word-one-tag-approach’ to
idiom tagging to handle the cases of recurrent multiword sequences functioning as units
(Johansson et al. 1986).

On the other hand, contractions forming regular patterns such as, I'll, she’s, John’s,

let’s, d’you, etc. are split up in the tagged LOB corpus as the following: I’ ll, she’ s, John’
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s, let’ s, d’ you. Each part is treated as a separate word and assigned a single tag. Except
where ’s is possessive suffix, then the word gets a single tag entry $ e.g. John's gets the
tag NP$ (Johansson et al. 1986).

Analyzed sentence: o=l b Skl gal .3l ‘agamtu bimadinati al-gadidat limuddat

‘amayn “I have stayed in my new city for two years”

Analyzed word: i bimadinatt  in my city

Step 1 : Tokenization of words into morphemes

Word | Proclitics prefixes Stem Suffixes enclitics
ke | <@ b in -mem- ke madina < (3) t feminine ¢ 7 my
city ta’

Step 2 : Assign morpheme tags

Morpheme Tag Description

o bi in p—P Particle; Preposition

e madina city nl vg?i tat-s Noun; Noun of place; Varied; Genitive;
Indefinite; Primitive/ Concrete noun;
Augmented by one letter; Triliteral root;
Sound noun.

« t feminine ta’ r-—f-fs-s-k—————————- Other (Residual); g’ of femininization;
feminine; Singular; Invariable; kasrah;

< T my r—-——r-msfsgs—-————————- Other (Residual); Connected pronoun;

. Common gender; Singular; First person;
Invariable; Genitive; sukin (Silence)

Step 3: Assign word tag

Word Tag Description

sides bimadinati nl-———fs-vgki-———tat-s Noun; Noun of place; feminine; Singular;

Declined; Genitive; kasrah; Indefinite;
Primitive/ Concrete noun; Augmented by
one letter; Triliteral root; Sound noun.

Figure 5.13 Example of tokenization, the SALMA tag assignment for separate
morphemes and the combination of the morphemes tags into the word tag

5.6 Chapter Summary

The release of the first Brown corpus in 1964 represented the start of tag set design
as scheme for morphosyntactic annotation of corpora. Then, standards and guidelines for
morphosyntactic annotation evolved. Eight Arabic tag sets are surveyed and compared in
terms of purpose of design, characteristics, tag set size, and their applications. The most
widely used and important morphosyntactic annotation standards and guidelines the
EAGLES, are designed for Indo-European languages. These guidelines are not entirely
suitable for Arabic. Therefore, the design of the SALMA Tag Set applied the standards of
traditional Arabic grammar instead. Many Arabic grammar books have been written. A
collection of comprehensive and widely used and referenced traditional Arabic grammar

books was used as basic reference for morphosyntactic knowledge extraction. The
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SALMA Tag Set adds more fine-grained details to the existing tag sets. It encodes 22
morphological feature categories of the word’s morphemes where attributes or values are
specified by referring to the widely-referenced traditional Arabic grammar books.
Chapter 6 describes in detail the morphological feature categories and illustrates each

feature and its possible values.

The SALMA Tag Set applied the tag set design criteria proposed by Atwell (2008).
The design criteria are dimensions; in effect choices to be made by the designers of new
part-of-speech tag sets. Through section 5.4, design decisions are investigated to handle
each design dimension. Moreover, references to the existing Arabic tag sets showed the

decisions made by these tag sets to handle each design dimension.
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Part III: Proposed Standards for Arabic Morphological
Analysis
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Chapter 6
The SALMA - Tag Set

This chapter is based on the following sections of published papers:

Sections 1 and 2 are based on section 4 from
(Sawalha and Atwell Under review)

Chapter Summary

The SALMA Morphological Features Tag Set (SALMA, Sawalha Atwell Leeds
Morphological Analysis tag set for Arabic) captures long-established traditional
morphological features of Arabic, in a compact yet transparent notation. For a
morphologically-rich language like Arabic, the Part-of-Speech tag set should be defined
in terms of morphological features characterizing word structure. A detailed description
of the SALMA — Tag Set explains and illustrates each feature and its possible values. In
our analysis, a tag consists of 22 characters; each position represents a feature and the
letter at that location represents a value or attribute of the morphological feature; the
dash “-” represents a feature not relevant to a given word. The first character shows the
main Parts of Speech, from: noun, verb, particle, punctuation, and Other (residual); these
last two are an extension to the traditional three classes to handle modern texts. The
characters 2, 3, and 4 are used to represent subcategories, traditional Arabic grammar
recognizes 34 subclasses of noun (letter 2), 3 subclasses of verb (letter 3), 22 subclasses
of particle (letter 4). Others (residuals) and punctuation marks are represented in letters
5 and 6 respectively. The next letters represent traditional morphological features:
gender (7), number (8), person (9), inflectional morphology (10) case or mood (11), case
and mood marks (12), definiteness (13), voice (14), emphasized and non-emphasized (15),
transitivity (16), rational (17), declension and conjugation (18). Finally there are four
characters representing morphological information which is useful in Arabic text
analysis, although not all linguists would count these as traditional features:
unaugmented and augmented (19), number of root letters (20), verb root (21), types of
nouns according to their final letters (22). The SALMA — Tag Set is not tied to a specific
tagging algorithm or theory, and other tag sets could be mapped onto this standard, to
simplify and promote comparisons between and reuse of Arabic taggers and tagged

corpora.
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6.1 The Theory Standard Tag Set Expounding Morphological Features

The SALMA — Tag Set is a general-purpose fine-grained tag set. The aim of this tag
set is to be used by part-of-speech tagging software to annotate corpora with detailed
morphological information for each word, and to enable direct comparisons between
tagging algorithms and taggers using the same tag set. The tag set has been designed by
grouping 22 morphological feature categories in one tag. Most of these morphological
categories are described in any traditional Arabic language grammar book. In our study,
all the morphological features are attested in five well known traditional Arabic grammar
books (Dahdah 1987; Dahdah 1993; Wright 1996; Al-Ghalayyni 2005; Ryding 2005).
Table 6.1 shows the 22 morphological feature categories.

The tag string consists of 22 characters. Each character represents a value or
attribute which belongs to a morphological feature category. The position of the character
in the tag string is important to identify the morphological feature category. Each
morphological feature category attribute is represented by one lowercase letter, which is
still human-readable, such as: v in the first position to indicate verb, n in the second
position to indicate name, gender category values in the seventh position: masculine
represented by m, feminine represented by f and common gender represented by x. If the
value of a certain feature is not applicable for the word, then a dash ‘-’ is used to indicate
this; e.g. the mood morphological feature is not a noun feature. In contrast, a question
mark ‘?” means a certain feature belongs to a word but, at the moment, the feature value

is not available or the automatic tagger could not guess it.

The tag is intended to remain readable by linguists. Moreover, it can be rendered
more readable if the interpretation of the tag string features is generated automatically:
software can convert each position+letter to a human-readable English and/or Arabic
grammar term. Figures 6.1 and 6.2 show examples of two sentences tagged by the
SALMA Tag Set. The first sentence is a newspaper text taken from the Arabic Treebank:
Bl U G wilie Ok Al Ji e 555 33l sUd slael ¢ tamma ‘i'dad al-watai’qa al-
mutawaffira" hawla *awwali rihla" tayyaran™ ‘utmaniyya™ fawgqa al-biladi al- ‘arabiyyd"
‘Many available documents relate to the first Ottoman’s flight over the Arab countries’.
The second sentence is taken from the Qur’an (chapter 29): s <, éuxj\ B wa

wassaynd al-‘insana biwalidayhi husn™ ‘We have enjoined on man kindness to parents’.
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Word Morphemes Tag

wa waassayna vy 3 wa And p--c

Aﬁd.we have oy -7 > o5 wassay Have enjoined v-p-——-mpfs—-s—amohvtt&-

enjoined T ¢ na We r——-r-xpfs-s-——-hn-——-

al-’insana et - - d al- The r—-d

(on) man T ows)  insana man ng———--ms—pafd-——htbt-s

bi- walidayhi iy - @ bi To P—-P

His parents \\\\‘A Wy walida Parents nu-———md-vgki-—-htot-s
\\\\4 sy Both r—-——r-xdts-s—————————-

4 5 hi His r-—-r-msts-k—-————————-
husn™ ws ——p > husn kindness ng-———ms-vafi-——ndst-s
Kindness S<A (o r——k £

Figure 6.1 Sample of Tagged vowelized Qur’an text using the SALMA Tag Set

Word Morphemes Ta
P g
tamma ] : tamma Accomplished ~ v—p——-msts—f-amihdstb-
Accomplished -
‘i’dadu sl S ‘i’dadu Preparing ng--—-ms—-vndi---?db3-s
Preparing e
al-watd’iga < al The r d
Documents gt Ly s wata’iga Documents nq--—--fb-vafd---ndbt-s
v al The r—-—-d
. ti
al-mytawaﬁ‘z ra S}fd\\:; e mutawaffira Available nj—-—-—-—-fs-vafd---ndtt-s
Available N p
<; r—-—t-£fs
v~ biIn P——P
. tin
bi katra e Ly katra Many nj----fb-vgki----dat-s
In Many Yoo iin
4 ; r———t-f£fs
hawla About Jy - P Jde hawla About nv—-———m—-—-s—fi-——-nst-s
awwali First Jot = Jof awwali First n+--——-ms-vgki-—-—--dst-s
il T v > rihla Trip no—----fs-vgki----dat-s
rihla" Trip By 2, i r-——t-fs
tayyaran™ Flight o\ — 9 0ob tayyaran™ Flight ng-——-ms-vgki-——-dbt-s
w Sl utman Ottoman n*————fs-pgki-—-——dag-s
- . t P .
Ottomant. e s iyya r-—-y
¥ . 1= = h ———t -
3 ta’ marbiita r t-fs
fawga Over 38 — P 35 fawga Over nv-——--m-—-s—-fi-—-—--nst-s
al-biladi v J al the r-—-d
Countries N bilad countries nl-—-——mb-vgkd-——ndat-s
w J al the r d
al-‘arabiyyati A o ‘arab Arab n*----fb-vgkd-—-hdst-s
Arabian \\\4 < iyya r-——y
€, “ ta’ marbita” r———t-fs

Figure 6.2 Sample of Tagged non-vowelized newspaper text using the SALMA Tag Set
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The categories and features are drawn from traditional Arabic grammar books
(Dahdah 1987; Dahdah 1993; Wright 1996; Al-Ghalayyni 2005; Ryding 2005). In most
cases there is agreement among them, but in some cases there are discrepancies. When
there is agreement, the approach taken is simply a matter of presenting the agreed
features. When there is a discrepancy in most cases the difference is that one text has
more fine-grained subcategories which are merged in other texts; so the more fine-grained
wider sub-classification is adopted. The only significant disagreement is in the number of
nouns; see section 6.2.2, and in that case we adopted the widest most fine-grained sub-

classification system.

Arabic grammar terms used to describe the attributes of the morphological feature
categories in the SALMA - Tag Set are the same terms used by traditional Arabic
grammar. The equivalent English translations of these grammar terms were extracted
from 4 well-known traditional Arabic grammar reference books written in English. These
books are: Wright, W. (1996), Ryding, K. C. (2005), Dahdah, A. (1993) and Cachia, P.
(1973). These reference books agree on translating general Arabic grammar terms such
as, noun, verb, adjective, person, number, case and mood. However, these reference
books do not agree on translating some fine-grained attribute names such as (L =4 al-
fi‘l as-salim, which is translated into ‘the strong verb’ by Wright, W. (1996), ‘regular
(sound) root’ by Ryding, K. C. (2005), ‘intact verb’ by Dahdah, A. (1993), and ‘sound
verb; strong verb; verbum firmum’ by Cachia, P. (1973). The agreed English translations
of the grammar terms were directly used. For the non-agreed English translation,
Professor James Dickins (head of Arabic and Middle Eastern Studies, University of
Leeds, UK) was consulted to give advice on those English translations of Arabic grammar

terms that would be clearest to English speaking linguists.

Appendix A lists the morphological features categories and their attribute values at

each position of the 22 positions of the tag string.

6.2 The Morphological Features of the SALMA Tag Set

The SALMA Tag Set of Arabic consists of merging 22 morphological features of
the Arabic into one compact morphological feature tag. The morphological features
categories used to construct the SALMA Tags are listed in table 6.1 below. The following
sub-sections 6.2.1 to 6.2.22 describe each morphological category and its attributes in

more detail.
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Table 6.1 Arabic Morphological Feature Categories

Position | Morphological Features Categories
1 Main Part-of-Speech B ) 2SN pL1 |'ags@m al-kalam ar-ra siyya'
2 Part-of-Speech: Noun () Lo, ISV L1 |'agsam  al-kalam  al-far‘iyya' (al-
’ism)
Part-of-Speech: Verb (Jadhhy Lo @1 oS pL3T |"agsam al-kalam al-far‘iyya’ (al-fi‘l)
4 Part-of-Speech: Particle (S dly G i S ol |'agsam  al-kalam al-far‘iyya’ (al-
harf)
5 Part-of-Speech: Other () & i S Lt |'agsam al-kalam al-far‘iyya’ ('uhra)
(Residual)
6 Punctuation marks oWy el IS aL3T 'agsam al-kalam al-far‘iyyd'
(o35 (‘alamat at-targim)
7 Gender A ;.uu al-mudakkar wa al-mu’annat
8 Number sadl |al-‘adad
9 Person sty |al-"isnad
10 Inflectional morphology G |as-sarf
11 Case or Mood Jadll 5f ot o) W [al-hala™ al-’i‘rabiyya™ lil-’ism "aw
al-fi‘l
12 Case and Mood marks s of Gl eyt e |‘alamat al-’i‘rab wa al-bina’
13 Definiteness 5531y e al-ma'rifa” wa an-nakira"
14 Voice Jsemald adl o ?51""” s |al-mabni lil-ma‘lim wa  al-mabni]
) ) lil-maghiil
15 Emphasized and non- S5 g SSEN |al-mu’akkad wa gayr al-mu’akkad
emphasized
16 Transitivity iy oW |al-lazim wa al-muta‘addi
17 Rational B Lee W |al-‘dqil wa gayr al-‘aqil
18 Declension and e |at-tasrif
Conjugation
19 Unaugmented and ayzelly s3adt |al-mugarrad wa al-mazid
Augmented
20 Number of root letters e @31 ske |‘adad Cahruf al-gadr
21 Verb root Jodh &5 [bunya™ al-fi‘l
22 Noun finals 0T bl g g1 oLl |'agsam al-"ismi tib*“" li-lafzi *ahirhi

6.2.1 Main Part-of-Speech Categories
Generally, there is agreement among existing Arabic tag sets on the classification of

main part-of-speech categories in traditional Arabic grammar books e.g. (Dahdah 1987;
Dahdah 1993; Wright 1996; Al-Ghalayyni 2005; Ryding 2005; ALECSO 2008a) Arabic

language scholars classify Arabic words into three main part-of-speech categories

namely: nouns, verbs and particles. Khoja’s tag set added categories of punctuation marks

and residuals. The punctuation marks used in Arabic are (! ¢ :

¢ - . ). Others (residuals)

include other non-Arabic words appearing in the text such as; currency, numbers or words

in other languages. Figure 6.3 lists the attributes of the main part-of-speech category,

which occupies the first character in the tag string.
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Noun (n) Verb (v) y= Particle (p) <-
f f f

Main Part-of-Speech

v v

Punctuation mark (p) .85 Other (Residual) (r) <4

Figure 6.3 Main part-of-speech category attributes and letters used to represent them at
position 1

6.2.2 Part-of-Speech Subcategories of Noun

A noun is defined as a word that has complete meaning and no tense associated with
it. The Arabic concept of complete meaning corresponds approximately to content words
except that it is also includes pronouns. Traditional Arabic grammar uses the concept of
meaning to separate nouns and verbs from particles. This is roughly equivalent to content
vs. function or lexical vs. grammatical in contemporary lexical terminology. This is not
an exact correspondence since pronouns — a grammatical category — are a sub class of
nouns. Arabic linguists distinguish many kinds of nouns. According to Dahdah (1987)
nouns are classified into 21 kinds. Other classifications overlap. We classified nouns into
34 different types. Table 6.2 shows the 34 different types of nouns and examples of each
type. Figure 6.4 shows the classification attributes of the noun part-of-speech category,

which occupies the second character in the tag string.

Table 6.2 Noun types as classified in traditional Arabic grammar

Noun types T | Meaning and Examples
1 Gerund / verbal noun g | A noun which indicates a case or an action that
st al-masdar is not related to time or tense. E.g. 3 farah™
‘happiness’.
2 Gerund / verbal noun | m | A noun which indicates a case or an action that
with initial mim is not related to time or tense. It has certain
goadl el patterns which have the augmented letter () mim
al-masdar al-mimt at the beginning of the word. E.g. _ & mungalib
‘turned over’, .=y maw ‘id ‘date’.
3 Gerund of instance o | A noun that describes an action that has taken
8l yaas place once. It is formed by adding the feminine
masdar al-marrd" termination (:) to the verbal noun. E.g. i

B ; . ..
wagfa” ‘one stop’, &L ziyara ‘a visit’.
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Noun types Meaning and Examples
Noun of state A noun that describes an action. It indicates the
g1 yhas [ingl jhas manner (state, character and representation) of

h
masdar  al-hay’a
masdar al-naw

the action expressed by the verb. It always has
the form % fi‘la™"

misya™ al-’asad ‘he walked like a lion’.

. Ego w2 masa

Gerund of emphasis
LS s

masdar al-tawkid

A noun that emphasizes an action. E.g. 3% % 53
usas sawwara allahu al-halga taswir" ‘God does
shape the creatures’.

Gerund of profession
gcl.-.d\ )W‘
al-masdar al-sina‘t

A noun which indicates an industry or
profession. The gerund of industry ends with
doubled ya’ followed by feminine 7@’ marbiita"
). E.g. =z ’insdniyyah ‘humanity’, zb,
wataniyya" ‘nationality’ and e alamiyyah
‘internationality’.

Pronoun
;_-0-:6‘\
al-damir

Pronouns that belong to this category are the
disconnected pronouns. A sentence can start with
a pronoun. Pronouns can follow the word (V)

‘illa ‘except’. BE.g ig# \f “ana mugtahid™ ‘T am a
hard worker’, and G Y| 31 . ma ’igtahada ’illa

“ana ‘no one worked hard except me’.

There are 24 pronouns classified into 12
nominative pronouns and 12  accusative
pronouns.

The nominative pronouns are: ¢ ’and ‘I’, 32

nahnu “We’, &3 anta “You’, <3l ’anti ‘You’,
WE Cantuma ‘You’, H‘ ‘antum ‘You’, 4
‘antunna You’, 3 huwa ‘He’, . hiya ‘She’,
huma ‘They’, ~» hum ‘They’, and i» hunna

‘They’. See table 11.

The accusative pronouns are: ¢t ’iyyaya ‘Me’,
GG iyyana ‘us’, 26 ’iyyaka ‘your’, 24 ’iyyaki
‘your’, Ws§ ‘iyyakuma ‘your’, SG ’iyyakum
‘your’, i3 ‘iyyakunna ‘your’, ¢ ‘iyyahu ‘his’,
WG iyyaha ‘her’, G ’iyyahuma ‘they’, .G

‘tyyahum ‘they’, i»Gl "iyyahunna ‘they’.

Demonstrative pronoun
5)\..:3:)'\ F,.d‘

g vex= h

ism al-’isara

A noun that indicates by a tangible sign a person,
an animal, a thing or a place such as; J>J) lis ¢\s

8a’ hada ar-ragul © this man came’, and & &
i\ ra’aytu tayna al-fatatayn ‘ 1 saw these two
girls’.
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Noun types Meaning and Examples
9 Specific relative pronoun A group of nouns that connect two sentences to
P Jgogall ! give a full meaning. The special relative
‘ism al-mawsiil al-has pronouns are affected by three morphological
feature categories, number, gender and
humanness. E.g. ¢ al-ladi ‘who’ is a singular
masculine human pronoun; ) al-latt ‘who’ is s
singular feminine human pronoun; 30 al-lawati
‘who’ is a plural feminine human pronoun.
10 | Non-specific relative A group of nouns that connect two sentences to
pronoun give a full meaning. The common relative
3 piadt Jgogall ! pronouns are not affected by gender and number,
ism al-mawsil  al- so they have invariable form. They are affected
musStarak by the morphological feature of humanness. E.g.
& man ‘who’ is used for human nouns, & ma
‘who’ is used for non-human nouns, and 1> da
‘what” and ! "ayyu ‘which’ are used for non-
human nouns.
11 | Interrogative pronoun A pronoun used to make a query or question
pledatl gt about a thing or an action, e.g. $\i» 35 man hada?
‘ism al-"istfham ‘who is this?’. ¢l W ma al- ‘amal? ‘what shall
we do?’. The nouns ;» man ‘who’ and v ma
‘what’ are interrogative nouns.
12 | Conditional noun A noun which connects two sentences. It
b2 gl indicates that the action in the second sentence
‘ism al-Sart does not occur unless the action of the first
sentence has occurred, e.g. x4 i il &t Cayyu
tilmid" yagtahid yangah ‘if any student studies
hard, then he will succeed’. The noun &' “ayyu
‘if any’, is a conditional noun.
13 | Allusive noun A noun which indicates a specific intention by
s means of unclear terms. These nouns are: &
oo h
al-kinaya ka’ayyi ‘Any’, 18 kada ‘So and so’, .S kam
‘How ...”, & kayta ‘So and so’, &35 dayta ‘So
and so’, x= bid‘u ‘few’, 5 fulan ‘someone’,
e.g. Subul siae &8 ka'ayyi ‘usfir™ istadta
‘Like any bird you have hunted’. The word &
ka’ayyi ‘As any’, is a generalization
14 | Adverb A noun which indicates the time or place of the
O action. It incorporates into its overall meaning a
az-zarf sence of relative locality on time or place, e.g.

1273

& hina ‘when’, s mudda™ “at a period of”, and

+Li "amam ‘straight forward (direction)’
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Noun types Meaning and Examples

15 | Active participle A form that describes the doer of the action. This
Joull o noun is derived from the action or the verb itself.
"ism al-fa‘il E.g. &8 katib™ ‘writer’. This noun is derived

from the action of writing or the verb write <=
kataba.

16 | Intensive Active A noun which has the same basic meaning as the
participle present participle e .1 ’ism al-fa‘il but
Jod! et 5 indicates an augmentation of the meaning of the
mubdlaga' "ism al-fa ‘il present participle.

E.g. & kartab™ ‘writer’, which indicates that
the writer writes a lot. kartab™ is derived from
the verb ‘write’ <= kataba.

17 | Passive participle A derived noun which indicates an abstract
Jyndell gl meaning that describes something or someone
‘ism al-maf il affected by an action.

E.g. 35 maksiar' ‘broken’. This noun is
derived from the verb break <5 kasara.

18 | Adjective A derived noun which indicates a meaning of
igiand) ddall firmness. i.e. the absolute existence of the
as—sifah al-musabbahd" quality in its possessor. E.g. ji &ud al-

gundiyyu Suga™” ‘brave soldier’. The word #ix=%
Suga“ ‘brave’ describes the soldier. This word
is an adjective.

19 | Noun of place A derived noun which indicates the place of an
Ol o action.

"ism al-mkan E.g. xks matbah™ ‘kitchen’ indicates the place
of cooking.

20 | Noun of time A derived noun which indicates the time of the
0Ly ol LS ZAMAN action or a verb. E.g. &3 magrib™ ‘sunset’.

21 | Instrumental noun A derived noun which indicates a tool used to
DY et some work. E.g. »ui. miftah™ ‘key’, . minsar
'ism al-’ala" ‘saw’, and \=. misbah ‘light’.

22 | Proper noun The name of a dedicated or specific instance in a
! ! group or type. E.g. U= halid" ‘Khalid’, 4k
‘ism al-"alam ‘abdu allahi *Abdullah’, &y bayrit ‘Beirut (the

capital city of Lebanon)’.

23 | Generic noun Indicates what is common to every element of

u...;;.d\ F,.d‘
‘ism al-gins

the genus without being specific to any one of
them.

E.g. 2w kitab™ ‘book’, |~ ragul ‘man’, and <.
bayt ‘home’.
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Noun types Meaning and Examples

24 | Numeral A noun that indicates the quantity and order of
Sl gl countable nouns by transferring the numbers into
"ism al-‘adad the correct form of Arabic words. E.g. >y 155

ragul™ wahid"" ‘one man’. ol 0% ragulani
Yitnani ‘two men’. J~, £ talatatu rigal™ ‘three
men’. The words 3 5 ol « a>ly wahid, ’itnani
and _tald_tah ‘one’, ‘two’ and ‘three’, are ordinal
numeral nouns.

25 | Verb-like noun A noun which acts as a verb in its meaning. It
Jadlt ! indicates time of action, e.g. i Sattana ‘how
‘ism al-fi’il different they are!’, < hayhat ‘but oh! far

from the mark!” and 3% ba’uda ‘far away’.

26 | The five nouns The five nouns are a group of five nouns
o) Loy belonging to the category of noun of genus.
al-’asma’ al—bamsah However, unlike standard nouns, which have

three root letters, each of these nouns has only
two root letters the third root letter being deemed
to have been deleted. The five nouns are &f
‘abun ‘father’, *7 ’ahun ‘brother’, = hamun
‘father in law’, & fit (» fam)‘mouth’, and ,: dii
‘owner’.

27 | Relative noun A declinable noun which has the suffix —iyy.. It
N indicates affiliation of something to this noun.
"ism mansiib E.g. %451 ‘urduniyy"” ‘Jordanian’ (i.e. affiliated to

Jordan).

28 | Diminutive A declinable noun which has the sound -ai- after
S its second root letter. It indicates paucity,
‘ism tasgir contempt or affection. E.g. «l.g5 duraihimat ‘a

few dirhams’, 3% Suway‘ir ‘poetaster’, and :&
bunayya ‘my (little) son’.

29 | Form of exaggeration It indicates exaggeration of the quality of the
il i qualified noun and occurs as a derived noun with
siga' al—mubdlagah the basic meaning of the present participle. E.g.

¢ zarra“ ‘a very good cultivator’.

30 | Collective noun A noun which indicates two or more. A singular

ot
‘ism gam’

form cannot be derived from this kind of noun.
E.g. 5 gays ‘army’, the corresponding singular
being .~ gundi ‘a soldier’, or = hayl ‘horses’
the corresponding singular being .5 faras ‘a
horse’.
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Noun types T | Meaning and Examples
31 | Plural collective noun # | A noun of genus where the singular and plural
o i gl share the same basic form in meaning and
‘ism gins gam ‘T pronunciation. The singular ~ form is
distinguished by adding the feminine ta’
marbiitah or the relative suffix -i. E.g. ¢») »
zahr (zahrah) ‘flowers’ (‘a flower’), and () <
‘arab (‘arabi) ‘Arabs’ (‘an Arab’).
32 | Elative noun @ | A derived noun used for the comparative and
Jrads g superlative when comparing persons or things.
"ism tafdil E.g. B o o5l XN al-’asadu *agwd mina ar-
raguli ‘The lion is stronger than the man’. The
noun sl ‘agwa ‘stronger’ is used for comparing
the strength of the lion and the man.
33 | Blend noun % | This consists in composing a single word by the
Sgois el fusion of two or more words, so that some letters
‘ism manhiit are dropped from each word on condition that
the resultive form has an authentically acceptable
pronunciation and meaning. E.g. s ga'falu
‘Could I but sacrifice myself for you” composed
from the words S tls ga‘altu fidaka (same
meaning).
34 | Ideophonic interjection ! | A noun improvised by human spontaneity and

g0 F,.d\
‘ism sawt

used initially as a verbal noun to talk to animals
and small children, e.g. s ah “Oh”, Js hal used

for horses.
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Noun
* el
Non-inflected nouns Inflected nouns
v [
v v
Pronoun (p) ! Derived nouns - Primitive noun x> [
v
Demonstration Passive participle (k) Active participle Concrete noun <\l vt
pronoun (d) Jspiall st <> (w) Has the following sub-types
LAY gl Jetdt gt 1- Proper noun (n)
Al gl
Relati i
pr onfn?nl ‘(I: ) Form of exaggeration | |, | Adjective (j) 2- Generic noun (q)
Jyosd ‘;‘ (X) adluodt kol hild gl Al ol el
sakatia 3- Some nouns of place
. )
Conditional Noun of place (1) Elative noun (@) O slomsl jans
T;:;l (h‘) O il il Jobl 4- Some Instrumental
- nouns (z) 43 st jan
Interrogation
pronoun (b) Instrumental noun | _|[ | Noun of time (t) v
pladdl ol (@) & calas Abstract Noun sad! st
A 4 Has the following sub-types:
Allusnie noun (a) Augmented gerund / 1- Stripped gerund /
LSS verbal noun verbal noun (g)
Apall el EYE SNUBNW-N]]
- A yy A 2- Some gerunds /verbal
Adverb (v) S5 i ! 1 noun with initial mimn
i ! . (m)
1 ] s 5
Numeral (+) o' ' Derived | mouns ! Tl 3l am
st ] ! clawdl)
. Origin of derived words|
i
Stripped Perfect verb Stripped gerund /
3l ol ol verbal noun (g)
gl el ybaall

Figure 6.4 The classification attributes of noun part-of-speech subcategories with letter at
position 2.

6.2.3 Part-of-Speech Subcategories of Verb

A verb is defined as a word that indicates a meaning by itself which is united with a
tense or time; verbs takes words or affixes as indicators such as the particles ¢ gad, <.

sawfa , or suffixed pronouns or the prefixes . /s/, < /t/, o /n/ (Al-Ghalayyni 2005).

Verbs can be classified according to tense and morphological form into three
groups. Table 6.3 shows the 3 attributes of the part-of-speech subcategories of verbs with
their definition and examples of each attribute. Figure 6.5 below shows the subcategories

of the verb, represented at position 3 of the tag string.
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Verb J«d!
v v v
Perfect verb (p) Imperfect verb (c) Imperative verb (i)
(Pl Jadll gytaalt Jadll Y Jad

Figure 6.5 Part-of-Speech subcategories of verb, with letter at position 3

Table 6.3 Verb types as classified by Arab grammarians

Verb types T| Meaning and Examples

Perfect verb p | Indicates the occurrence of an action is in the past.

w2l Jadll E.g. ;o Qe & kataba at-tailbu ad-darsa “The student

al-fi’l al-madr wrote the lesson’. The verb < kataba ‘wrote’ is a perfect
verb.

Imperfect verb ¢ | Indicates an action or case in the progressive tense or the

golaolt Jadl action occurs at the time of speaking.

al-fi’l al-mudari’ E.g. & yatakallamu ‘someone is talking now’.

Imperative verb i | Indicates a required action in the future, or a request

Y e (order) to do an action.

fi’'l al-‘amr E.g. st ‘uktub ‘write’ as a request or order.

6.2.4 Part-of-Speech Subcategories of Particles

Particles are classified in two broad categories. The first category is non-meaningful
particles 3\ 2o~ huriif al-mabani or alphabet letters. From these alphabet letters Arabic

words are constructed. The second category is meaningful particles a\b s~ hurif al-

ma’ani. They are words which do not belong to noun or verb but they add specific
meaning to the noun or verb in a sentence, or they connect two or more sentences. They

are also classified according to their ‘effect’ on nouns or verbs into two groups; governing
particles dule o~ hurilf ‘amila”" which affect the form of the following noun or verb; and

non-governing particles ioe & hurif gayr ‘amila” which do not affect the form of the

following nouns or verbs (Dahdah 1987; Dahdah 1993).

Governing particles affect the following noun or verb by changing the mood of the
verb or the case of the noun. They affect the verb by changing its mood to jussive,
subjunctive or partially subjunctive. And they affect the case of noun in genitive, vocative
or exception. Conjunctions ciks)l <25~ hurif al-‘atf affect both nouns and verbs. Table 6.4
shows definitions and examples of the 22 subcategories of particles. Figure 6.6 shows the

particles category attributes, represented at position 4 of the tag string.
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Meaningful particles <~

*Particles Byl

Non-meaningful particles sl 35~

‘_i

A 4

Governing particles isle 2y~

Non-governing Particles <)~

v v v
A Verb Jai Noun 3! Both  (Jadlly ety Leads
F
F e Jussive-governing ® Preposition ¢ Conjunction
E particles ¢ Annulling particle
C ¢ Subjunctive-governing e Vocative particles
T particles e Exceptive particles
S ¢ Partially subjunctive-
governing particles
Jussive-governing particles (j) o< <5~ H> Velododedow

Subjunctive-governing particles (0) -3 &5~ H> o e o by

Partially subjunctive-governing particles (u) 4! 2l By~ H> seded g E

Conjunctions (¢) cikal B~

q> JLJ‘JLé:-L?‘J.ggJTL\aT

Prepositions (p) ! &5~

q> c.ﬂng}c&angﬁcuﬁciyjcﬁb‘-cubcé}nonqnél

ij\;;’cQ{c.Uw&’}Jan$(

Annulling particles (a) &3! 3~

q> L»‘&YLYtOLL@J:fﬂLJﬂLi){fLSTtE)l

Vocative particles (V) s1431 By >~

q> \.ﬁr£@:b;\.ﬁ;éT¢Tz;

Exceptive particles (X) skt By H> pl

Figure 6.6 Subcategories of Particle, with letter at position 4

Table 6.4 Examples of part-of-speech category attributes

Particle Type T | Meaning and Examples

1 Jussive-governing Jj | A group of particles that have the meaning of
particle negation and prevention. They govern a following
0z O imperfect verb in the jussive mood. E.g. i~ oo b5 ¥

harf gazim

& [a tay’as min rahma" al-ld" ‘Do not give up
God’s mercy’.

2 Subjunctive- o
governing particle
s S

harf nasib

A group of particles that govern a following
imperfect verb in the subjunctive mood. Mainly
used for conditions.

E.g. sl S Lo gi'tu likay at‘allama ‘1 came to

study’.

3 Partially Subjunctive- | u
governing particle
FR e S

harf nasib far‘v

A group of particles that govern a following
imperfect verb in the subjunctive mood through an
implicit “an (3,22 O). B.g. the 5o o & 50 Slisgas
muqgawamatuka al-‘aduwwa tumma tantasira
fahrun ‘azimun ‘your resistance to the enemy, then
your victory, are the source of a great pride’.
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Particle Type Meaning and Examples

4 Preposition A group of particles that govern a following noun in
ey the genitive case. This group consists of true and
harf garr fundamental markers of location and direction

particles. E.g. swl 1y &3 darastu ’ila almasa’i ‘1
studied up to the night’.

5 Annulling particle A group of particles that ‘intervene’ in the nominal
b S sentence and induce a change in the case of the
harf nasih following noun. These particles include Wi=f, &

‘inna wa ’ahawatiha ‘indeed and its sisters’, Yy
o=l la an-ndfiyah lil-gins ‘generic negative la ’
and @\=1 5 L ma wa *ahawatiha ‘ma and its sisters’.
E.g. :La b &) ‘inna at-tagsa gamilun ‘Indeed, the
weather is nice’

6 Conjunction A group of particles used to connect elements of
ke O~ equal status in pronunciation or in meaning. This
harf ‘atf group includes ten conjunctions. E.g. d= 4 ‘s ¢l

ga’a ‘aliyy"” wa halid™ ‘Ali and Khalid came’.

7 Vocative particle A group of particles used to call or alert the person
s B addressed. There are eight vocative particles. A
harf nida’ noun preceded by a vocative particle is called a

vocative noun. E.g. xS0 o “aya talibu ’istami’
‘Oh student, listen’.

8 Exceptive particle A group of particles used to exclude the following
shial 3> noun from the scope of the words before it. E.g. :s
harf “istitna’ e NI L3 ga’ at-talamidu illa samir™ ‘The

students came except Samir’.

9 Interrogative particle A group of particles used to ask to elicit
plainnl O > understanding, conception or approval. This group
harf ’istifham includes three interrogative particles. The noun

which follows an interrogative particle is called an
interrogative noun. E.g. ¢35 s s hal ga’ zayd"'?
‘Did Zaid come?

10 | Particle of futurity A group of particles which modifies the verb tense
Il B from the present tense to the future. The particles of
harf ’istigbal futurity include the letter (_-) sin and the particle

(5s) sawfa, both meaning ‘will’. E.g. 3.l Oy
sawfa ’a‘iidu ‘1 will come back’.

11 | Causative particle A group of particles used to express and confirm

S 2~
harf ta‘lil

the logic of an argument. These eight particles are:
5 ’id ‘since’, i> hatta ‘in order to’, & ‘ald ‘on’, :&
‘an ‘About’, 3 fT ‘in’, ;5 kay ‘so that’, SU lam ‘so
that’, 3» min ‘from’. E.g. ~~3 s~ ;53 ‘udrus hatta
tangah ‘Study in order to succeed’.
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Particle Type Meaning and Examples

12 | Negative particle A group of particles used to negate the proposition
R expressed after them, or to deny its affirmation.
harf nafi There are eight negative particles. These particles

are: o) ’in ‘not’ (with more standard sense of ‘if’),
5SS kalla ‘never’, 1 lam ‘not (in the past)’, W lamma
‘not yet’, &} lan ‘not (in the future)’, ¥ la ‘not’, &Y
lata ‘not’, 4 ma ‘not’. E.g. ;i3 ol & lamma ya’'tt
al-qgitaru ‘The train has not (yet) arrived’.

13 | Jurative particles A group of particles used to swear by the divine
-3 majesty or by another feature. There are four
harf gasam jurative particles. These are: — ba’, « ta’, J lam,

waw. E.g. 2= ay bi-allahi la-"af‘alanna ‘By God 1
will surely do it’.

14 | Yes/No response A group of particles used to reply to an invocation,
particle a question, a statement, a correspondence or an
Sl S objection. There are eleven response particles.
harf gawab These particles are: =1 "agal ‘yes’, 53 ’idan ‘in that

case’, B3 'id" ‘ihen’, s T ‘yes’, .k bald ‘yes’, i
galal ‘yes’, ;> gayr ‘yes’, s\ fa’ , N lam, N la ‘no’,
w5 na‘am ‘yes’. E.g. U &3t 3 ’id™ anta nagih™
‘Then you have succeeded’.

15 | Jussive-governing A group of particles used to express the occurrence
conditional particle of one event in connection with another one. There
gl o O are two jussive-governing conditional particles. b 3
harf Sart gazim 'id ma ‘whenever’ and &5 wa ’in ‘even if’ . E.g. L}

P Ai5 HM 'id ma tata‘allam tataqgaddam ‘Whatever
you learn you will progress’.

16 | Incitement particle A group of particles used to request something with
SRS & force, incitement, and harassment. There are five
harf tahdid incitement particles. These particles are: ¥ "ala ‘is it

(etc.) not’, N “alla ‘lest’, ¥y lala “were it (etc.) not’,
Wl lawma “if it were (etc.) not’, S halla “is it (etc.)
not. B.g. &y 4545 S halld tagiimu bi wagibika ‘Will
not you carry out your duty’.

17 | Gerund-equivalent A group of particles used to ‘intervene’ in a

particle
Sydn < >

harf masdart

sentence which can be replaced by gerund. These
four particles are: 541 hamza”, 5 "an “that’, & kay
‘s0°, 3 law “if’. B.g. sbs st 3 Eof uhibbu an
ahdima watani ‘I like to serve m_y country’.
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Particle Type

Meaning and Examples

particle
Mol 2 O
harf gayr ‘amil

18 | Particle of attention A group of particles used to clarify the matter for
s S the orientation of the alert listener. There are two
harf tanb" attention particles; ¥ al@ ‘is it not’, and W ha’

‘attention’. E.g. & b 59 @l ¢ ya'ayyuhd ar-
ragulu al-mu‘allimu gayra™ I call on you, man
who teaches others’.

19 | Emphatic particle A group of particles used to emphasise intention
Ay S and to consolidate a pledge. There are eight
harf tawkid emphatic particles. Ui ‘amma ‘as for’, o "an ‘that’, &

inna ‘indeed’, W bd’, Je ‘ald ‘on’, S kaf, o5
niin, 5 nna. B.g. 4.~ i &) ‘inna at-tagsa gamilun
‘Indeed, the weather is nice’

20 | Explanatory particle A group of particles used to clarify the meaning of a
s B word, to discover the purpose of a question and to
harf tafsir interpret it. There are two explanatory particles. &

‘an ‘that’, and ' ’ay ‘That is’. E.g. &a3 if lazs \is
hada ‘asgadun ‘ay dahabun ‘This is a precious
metal, that is gold’.

21 | Particle of comparison A group of particles used to liken one thing to
i D another, but not in the same way as a metaphor.
harf tasbi" There are two particles of comparison; > kaf, and

58 ka’anna ‘As if’.
E.g. ;31 &6 ka’annaka al-badru ‘As if you are a
full moon’.

22 | Non-governing A group of particles that do not affect the following

word by changing its case or mood such as & gad
‘already/indeed’ or ‘perhaps’. E.g. G5 s lif % gad
aflaha man zakkaha ‘Indeed, he has succeeded who
has purified it’.

6.2.5 Part-of-Speech Subcategories of Others (Residuals)

Most Arabic words consist of multiple parts. These parts are proclitic(s), prefix(es),

stem, suffix(es) and enclitic(s). Clitics and affixes belong to nouns or particles. They

affect some of the morphological features of the word. For example, prepositions change

the case of nouns to genitive, while the letters ‘cs’ waw-niin, which are added to the end

of the word (verb or noun), indicate plural number, masculine gender and nominative

case when added to nouns. As these special particles or pronouns are attached to the word

as affixes or clitics, we separated them in a morphological feature category of Others

(residuals). Figure 6.7 shows the word structure and the residuals with part-of-speech

Others (residuals) that belongs to each part of the word.
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Table 6.5 lists the 15 subcategories of the part-of-speech Others (residuals), and
explains the effects on verbs or nouns. The part-of-speech category of Others (residuals)

is represented at the fifth position of the tag string.

Table 6.5 Examples of the part-of-speech category of Others (residuals)

Others (Residuals) T | Explanation

1 | Prefix P | A morpheme added to the beginning of a basic
WS Jof B Balyy word’s pattern to derive another word. These
Ziya dd" fi awwal al- letters williadd more meanings to the word such
kalimd" as; emphasis, transitivity, etc.

2 | Suffix s | A morpheme attached to the end of a basic
LIS T B dsly word’s pattern to derive another word. These
zyadd"  fi ahir  al- letters will.add more meanings to the verb such
kalimd" as; emphasis, transitivity, etc.

3 | Suffixed pronoun r | A group of pronouns that are attached to the end
Joas o of the verb or noun which represent the subject
damir muttasil or the object of the verb.

4 | ta' marbita" t | A morpheme that is attached to the end of the
gy sl noun or adjective to indicate feminine gender.

5 | Relative ya' y | A morpheme that is attached to the end of the
Ll £l noun or adjective to mark relative nouns.
ya’ an-nisba"

6 | tanwin k | A morpheme (diacritic) attached to the end of the
e noun or adjective to mark indefiniteness

morphological feature.

7 | ta' of femininization t | A morphological letter that is attached to the end
Eoldl ol of the noun or verb to indicate feminine gender.
ta’ al-ta’nit

8 | Nin of protection n | A morphological letter that is attached to the end
LBM Oy of the verb to separate between words ending
niin al-wigaya" with the ¢ nitn and other suffixes attached to the

word starting with the letter & nin. E.g. sl
‘allamani ‘he taught me’ nian of protection
appears between the perfect verb ¢ ‘allama and
the object suffixed pronoun ¢ —7 ‘me’.

9 | Emphatic niin z | A morpheme that is attached to the end of the
ASH O verb to add emphasis to the word by adding the
niin al-tawkid letter & nin or doubled one & nin-niin.

10 | Imperfect prefix a | One of a group of morphemes attached at the
harf mudara’a" beginning of the verb stem which mark the verb
isylas OB as being imperfect (or progressive) rather than

perfect.
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Others (Residuals)

Explanation

11 | Definite article A ‘definiteness particle’, added to the beginning
iy 8150 of the nouns or adjectives and making them
'add ta‘rif definite, rather than indefinite.

12

Masculine sound plural
letters

VJL.J\ ;-\.«5\ o J}f

hurif gam* al-mudakkar
as-salim

A morpheme that is attached to the end of
singular nouns or adjectives to form sound
plurals. They are used to derive masculine plural.

13

Feminine sound plural
letters

VJL.J\ CLJ}J\ & Jjj’
hurif gam* al-mu’nnat
as-salim

A morpheme that is attached to the end of
singular nouns or adjectives to form sound
plurals. They are used to derive feminine plural.

14

Dual letters
G:J".oj\ Jj)"

hurif al-mutannd

A morpheme that is attached to the end of
singular nouns or adjectives to derive dual noun
or adjective. To derive feminine dual these letters
must be preceded by the feminine letter ta’ (<)

(St sy,

15

Imperative prefix
AN
harf al-’amr

A morpheme that is attached at the beginning of
the verb stem and changes it from perfect to
imperative verb.

Proclitic(s) | Prefix(es) Suffix(es) Enclitic(s)
Definit(e:l )Article Prefix (p) Jsf &84 Suffix (s) 7 s Suffixed pronouns
o 815l Imperfect prefix Relative ya'(y) (r) ooz o2
Pl‘ep;:itions* () dsylaall B~ ded) £l tanwin (K) ;55
ol By Imperative prefix Emphatic nin (z) ta’ marbara’ (t)
Conjunctions* . (i) S oy : gy sl
ikl (35 > AN S niin of protection 1@ of
j .o .,
Introgative (n) &84 05 femininization (f)
part?cles* Dual letters (u) il s
plgim) By~ el Sy
Particles of Masculine sound
futurity* plural letters (m)
Jides! B~ et S por S5 >
Feminine sound
" . plural letters (1)
Belong to Particles U gt par By

Figure 6.7 The word structure and the residuals that belong to each part of the word, with
letter at position 5
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6.2.6 Part-of-Speech Subcategories of Punctuation Marks

Punctuation appears in most Arabic texts. Punctuation marks include: full stop,
comma, colon, semi colon, parentheses, square brackets, quotation mark, dash, question
mark, ellipsis and continuation mark. “Punctuation usage in original Arabic text is
characterized by a great deal of fluidity” (Khafaji 2001) Figure 6.8 shows the punctuation
marks that are used in Arabic text. Table 6.6 lists the 12 subcategories of punctuation

marks and their use. The part-of-speech category of punctuation marks is represented at

the sixth position of the tag string.

. ‘ : ‘
Full Stop (s) 4 Comma (c¢) koWt Colon (n) ok Simi colon (1) A»w
A A A A
0 1]
Parentheses (p) 4-‘ "' Square brackets (b)
Slagdhl Punctuation Marks Cupel Olug?
2R oule
nw g
Quotation mark Question mark (q)
(t) LY e algdinl AMe
v v v v
- ! =
Dash (d) oz 8,5 Exclamation mark Ellipsis mark (i) Continuation mark
(€) o idls ol e (f) it adle

Figure 6.8 Punctuation marks used in Arabic, with letters at position 6

Table 6.6 Subcategories of punctuation and examples of their attributes

# | Punctuation marks | T | Example

1 | Full stop s | A full stop is used at the end of paragraph, or after the
() i meaning is completed. E.g. szl Ealb, fala‘at as-Samsu
nugta" “the sun has risen.”

2 | Comma ¢ | A comma is used after the vocative and to separate
(¢) Aol phrases or clauses. E.g. . Ly 33 &) =t ya ragulu,
fasild" ‘innaka muhddad™ bilkhatar ‘“hey man, you are in

danger.”

3 | Colon n | A colon is used after reported speech. E.g. (.25 uf :Ji)
() Okl qgala: ‘and dahib"". “he said: I am leaving”
nuqtatan

4 | Semi-colon 1 | A semi-colon is used between two linked clauses, e.g.
(6) ibsie Alold if one is the cause of the other. B.g. & :1s5 56 &f Lk
fasild" mangiita" de 3 ‘alimtu annahu gadim™; wahal yu’qalu ’alld

ya’ti? “l knew that he is coming; is it possible that he
is not coming?”

5 | Parentheses p | Parentheses are used around numbers, and sometimes
(()) Oluwgh used for limitations. E.g. st (8) al s\ ga’ (8) nisa’ “8
qawsan women have come”.
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# | Punctuation marks | T | Example

6 | Square brackets b | Square brackets are used for limitation, and are also
([ 1) o> Olg used around the sentence added to a quotations. E.g. Ju
gawsan hasiratan Tasl e s by [ a0 BT ] gl Gl iis 18T il L gal

al-ma‘rri: “hadd ganahu ’abi ‘alayya [ ma‘ ’anna al-
sund® ‘alyhi kutur"] wama ganaytu ‘la "ahad”. “al-
ma’arry said: “This what my father did to me [
although many people hurt him] and I have never hurt
anybody”

7 | Quotation mark t | Quotation marks are used for quotations without
C"OT ) e A changing the original text. E.g. & el &3 " : ol JU
‘alama"™ ‘igtibas "o 5¥ qal gubran: ta‘almtu as-smta mina at-

tartar...” (Jubran said: “I learnt how to be silent from
a talkative person”.)

8 | Dash d | A dash is used at the beginning and end of a
(=) dpns dbyis parenthetical clause. It is also used when speaker is
Sartd" mu‘taridd" changed. E.g. % 1 - St b ma ismuka? — ‘ismi

samir™ “What’s your name? — My name is Samir”

9 | Question mark q | A question mark is used after a question. E.g. ¢&lei L
C 9 ) plekl Al ma ’ismuka? “What’s your name?”

‘alama"™ ’istifham

1 | Exclamation mark e | An exclamation mark is used after an exclamation.
(1) e LM E.g. =3 Jaf & ma ’agmala ar-rabi ‘a! “What a
‘alama™ ta’aggub beautiful spring!”

1 | Ellipsis mark i | An ellipsis mark is used to mark an ellided word or
(-.) S Wds phrase in a text. E.g. (... i, r*"*” s>) ga’ al-mu‘alimu
‘alama" hadf wa bada’a ... * the teacher came and stared ...”

1 | Continuation mark f | A continuation mark is used in a footnote to indicate
(=) 4@ M that the text has to be continued on another page.

‘alama™ at-tabi‘yyd"

6.2.7 Morphological Feature of Gender

Arabic classifies nouns according to gender into three classes?; nouns which are
only masculine ( $i) mudakkar, nouns which are only feminine (<33) mu’annat, and

nouns which are both masculine and feminine (common gender or neuter gender) ( 3 Si

&334) mudakkar *aw mu’annat such as; & milh ‘salt’, and -, rih ‘spirit’ (Wright 1996).

Figure 6.9 shows the morphological feature of gender subcategories. Table 6.7 lists the 3

subcategories, with examples of masculine, feminine and of common gender words. The

morphological feature of gender is repsented at position 7 in the tag string.

50 According to Wright's (1986) classification. Ryding (2005) classifies nouns according to gender into two
classes; masculine and feminine, and the “dual gender noun” is mentioned in a footnote on page 119.
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Table 6.7 Examples of gender category attributes for nouns, verbs, adjectives and

pronouns

# | Subcategories of | T | Examples
gender Noun Verb Adjective Pronoun

1 | Masculine m | o kitab | 05 yaktubiin <3S katib writer  huwa He
Sk book They are writing | (Sing. / Masc.)
mudakkar (P1. / Masc. )

2 | Feminine f | s oS5 taktubin S katiba" writer | » hiya She
i3 maktaba" You are writing | (Sing. / Fem.)
mu’annat library (sing. / Fem.)

3 | Common gender X | gk <S5 naktubu 51y, na’ib | w2 humd They
Cijge ol Sla milh salt We are writing | parliament member | (Dual)
mudakkar ‘aw (P1. / Masc. or (Sing/ Masc. or
mu’annat Fem) Fem.)

Gender .-
|
v v v

Masculine (m) Sii Feminine (f) &35 Common Geflder ()
Natural masculine Natural feminine

el Sl ) Eigall

Non-natural masculine Non-natural feminine
RN Silmad) el

Figure 6.9 Arabic classification of nouns according to gender, with letter at position 7

Morphologically the masculine form is the simplest and most basic shape (word
structure), whereas feminine nouns usually have a suffix that marks their gender. On the
other hand, semantically, nouns are arbitrarily classified into masculine or feminine,
except where a noun refers to a human being or other creature, when it is normally
conforms to natural gender (Ryding 2005). Therefore, we can distinguish between two
types of the morphological feature of gender that nouns can indicate: semantic gender
where nouns indicate natural gender of humans, animals or things (male or female)
whether the gender is a true characteristic of the human being or animal, or it is figurative
for things that do not have natural gender. Morphological gender is defined if the noun is
in its simplest form or if it contains a feminine suffix attached to it. Discussion of the
detailed classifaction of the morphological feature of gender into morphological gender

and semantic gender is beyond the scope of this thesis.

5T Recently the word <t na’ib is being used for both masculine and feminine as the regular feminine form

of this word & na’iba" means disaster, which not suitable to indicate feminine parliament member.
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6.2.8 Morphological Feature of Number

Singular, dual and plural are number morphological features identified in traditional
Arabic grammar books. Singular applies for one entity of a category. Dual applies to
“two” entities of a category, and plural applies to three or more entities. Number applies
to nouns, adjectives, pronouns and verbs (i.e. the doer or the subject of verb). Other
morphological categories, namely gender and rationality, affect the formation of the
plural of nouns, particles or adjectives (Ryding 2005). Table 6.8 gives examples of

singular, dual and plural words.

We distinguish between two types of plural: the sound plural (L. ~ gam* salim and

the broken plural ;<& ~» gam* taksir. Sound plurals take specific suffixes to form the

plural of certain masculine and feminine nouns. Broken plurals of nouns, by contrast do

not follow regular rules but take one of a number of templatic patterns. For instance the
word Sis” kitab ‘book’, has the plural &5 kutub™ ‘books’ following the templatic pattern

% fu‘ul"™. Broken plurals are formed by adding letters to the singular form, by deleting
letters from the singular form, or by changing the short vowels of the singular form. The
plural of paucity a ~» gam* qillah indicates few instances of a certain entity or type, while
the Plural of Multitude 35" = gam* katra" indicates any number of instances more than

three of a certain entity or type. The Ultimate plural ¢ sot! e muntha al-gumii‘ is kind of

Plural of Multitude but it follows only certain patterns. The Ultimate plural has an added
infix ’alif added to generate the broken plural from its corresponding singular noun
followed by two consonants, or three consonants where the middle letter is silent (not
followed by a vowel). Sometimes a broken plural can be further pluralized by a sound
plural. If the broken plural is rational then the plural takes masculine plural suffixes,

while, if it is an irrational broken plural, the feminine plural suffix is used to form the
plural of the plural 4\ <& gam* al- gam*, e.g. <s: buyitat ‘houses’, which is formed by

adding the feminine plural suffix <! af to the broken plural <. buyiit ‘houses’, which has

the singular .. bayt ‘house’.

The category ‘undefined’ in the parser indicates cases where it is hard to guess the
morphological feature of number of a particular word. For example, in the sentence <

st LI katab at-talibu ad-darsa ‘the student wrote the lesson’, the verb <% kataba
‘wrote’ is singular and there is agreement between the verb and the subject of the
sentence I af-talibu ‘the student’, which is also singular. On the other hand, in the
sentence ;U oWl ¥ katab at-taliban ad-darsa ‘the two students wrote the lesson’, the
verb <= kataba ‘wrote’ is singular while the subject oWl ag-taliban ‘the two students’,
is dual. The sentence 4 5L X kataba at-tullabu ad-darsa ‘the students wrote the

lesson’, similarly has no agreement in gender between the singular form of the verb <



kataba ‘wrote’ and the plural form of the subject i>Li ar-fullabu ‘the students’. The
attribute ‘undefined’ is added to the number category of the verb to mark these cases.
Table 6.8 shows examples of the number category of nouns, verbs, adjectives and

pronouns and illustrates the effects of the gender and humanness in the formation of the

plural. Figure 6.10 shows the attributes of the morphological feature of number,

- 145 -

represented at position 8 in the tag string.

Number 3

v

v

v v

v

Singular (s)
35801

Dual (d)
=

Sound Plural Broken Plural

Undefined
(x) w2

(D) P s (b) S8 o
|

g

Plural of paucity (m)

Plural of multitude (j)
8,8 o

Ultimate plural (u)
g e

A 4

Plural of plural (1)
e o

Figure 6.10 Morphological feature of number category attributes, with letter at position 8
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Table 6.8 Examples of the morphological feature category of Number

Category Noun Verb Adjective Pronoun®2

Singular (s) W3 galam™ i3 gara’a Sz gamil s huwa he
pen (Masculine) he read beautiful & hiya she
)3 waraqd' | & qara’at (masculine,
paper (Feminine) | she read singular) \

Aoz gamila
beautiful
(feminine,
singular)

Dual (d) owld  galamani o4 yaqra’ani s gamilani W huma they
two they (two) are | beautiful (Common
pens(masculine) reading (masculine, dual) | gender, dual)
ouy; waraqatani | (masculine) olws gamilatan
two papers | S/ taqra’ani beautiful
(feminine) they (two) are | (feminine, dual)

reading
(feminine)

Sound plural (p) | o, murdsilin | vssf yagra’in Oskws gamiliin
agents they are reading beautiful
(masculine) (masculine) (masculine,
oMl murasilat | S& yagra’'na plural) | e
agents (feminine) | they are reading e gamilat

(feminine) beautiful
(feminine, plural)
Broken  plural | cusnisd’ women XS kibar senior | e hum  they
(b) <# ‘arab Arabs | (masculine, (M)
plural) & hunna they
()

Plural of paucity | i ‘abwab™

(m) doors

Plural of | & kutub"" books & rukka " people

multitude (.]) ------------ who bow to the | -———-—-

ground

Ultimate plural | L. masagid

(w) mosques

Plural of plural
(1)

<Ny rigalat men

Undefined (x)

o0 Qb o katab
at-talibu  ad-darasa
‘the student wrote the
lesson’; oWl <

oW katab at-taliban

ad-darsa  ‘the two
students wrote the
lesson’; ool o
o kataba  at-
tullabu ad-darsa ‘the
students (plural)

wrote the lesson’

52 The number category applies to pronouns. They can be classified into singular, dual, and broken plural
even though they are not templatic.
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6.2.9 Morphological Feature of Person

Arabic has three main person attributes; first person rl.<«L\ al-mutakallim, second

person Ll al-muhdatab and third person &) al-ga’ib. First person refers to the person

or people speaking. The second person refers to the person or people who are present and
sharing the talk or speech. The third person addresses the person or people who are absent

and do not participate in the talk or speech (Ryding 2005).

The person category is affected by other morphological feature categories namely;
gender and number. Thirteen personal pronouns and verb forms of person category,
which are affected by gender and number, can be distinguished. There is no gender
distinction in the first person but two forms of first person; singular and plural which is
used as dual as well. There are five forms of second person; masculine singular, feminine
singular, dual (masculine or feminine), masculine plural and feminine plural. The third
person distinguishes between six forms of personal pronouns or verbs; masculine
singular, feminine singular, masculine dual, feminine dual, masculine plural and feminine
plural (Ryding 2005).

Table 6.9 shows the three main category attributes of person and how they are
affected by gender and number categories with examples of both verbs and personal
pronouns. Figure 6.11 shows the attributes of the morphological feature of person,

represented at position 9 in the tag string.

Table 6.9 The three main attributes of person category with examples

Person First Person (f) Second Person (s) Third person (t)
Number POS | Personal | Verb Personal Verb Personal Verb
Gender pronoun pronoun pronoun
. uwa
Masculine | L ‘anta katabta kataba
ui Y he
. you you wrote he wrote
Singular ‘and katabtu -
1 Iwrote | <df oS & Ky
Feminine ‘anti katabti hiya katabat
you you wrote | she she wrote
g
Masculine L » kataba
135 ~ Lt LS Lk they
Dual nahnu katabna ‘antumd katabtum huma wrote
: we a s
we you they
Feminine wrote you wrote katabata
they
wrote
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Person First Person (f) Second Person (s) Third person (t)
Number POS | Personal | Verb Personal Verb Personal Verb
Gender pronoun pronoun pronoun
59% e P | /::/
Bl e
Masculine i ‘antum katabtii hum ﬂ?ea “
o i you you wrote | they y
katabna wrote
Plural nahnu — —
we ziote ol katab & ZS b
. . l‘ l‘
Feminine ‘antunna atabtunn hunna arabna
a they
you they
you wrote wrote
Person uvuJ\
1|
v v v
First Person (f) s.-blnd\ Second Person (s) rli.d\ Third Person (t) <&\

Figure 6.11 Morphological feature of person category attributes, with letter at position 9

6.2.10 Morphological Feature Category of Inflectional Morphology

Inflectional morphology -2l as-sarf is an important feature of most Arabic word.
Words are classified according to inflectional morphology into (i) invariable s mabni or

(i1) declined or conjugated — .~ mu ‘rab. Declined or conjugated words — - mu‘rab are

defined as these words which are affected by their preceeding word in context. The affect
causes a change in case or mood of the word, changing its case or mood mark. By
contrast, invariable words s mabni are defined as words that do not change their case or
mood marks in context, although they preceeded by words that otherwise have an effect
on the following words in context (Dahdah 1987; Al-Ghalayyni 2005).

A declined or conjugated word can be an imperfect verb, e.g. L=, yaktubu ‘he is
writing’, and most nouns such as &2 as-samd’ ‘the sky’, =% al-‘ard ‘the earth’ and 123
ar-ragul ‘the man’. An invariable word can be any particle, past and imperative verbs,
and some nouns such as % gad ‘already or perhaps’, <= kataba ‘he wrote’, <3V uktub

‘write (order)’, «i» hadihi ‘this (fem.)’, :.i‘ayna ‘where’, and :+ man ‘who’ (Dahdah 1987;
Al-Ghalayyni 2005).

Most nouns are declined an exception being some nouns that are similar to particles.
For example, pronouns are indeclinable nouns. Declined nouns are classified into (i)
triptote or fully declined <2 munsarif, and (ii) diptote or non-declinable <) . ¢ s
mamnii’ min as-sarf. Triptote or fully declined nouns are regular nouns which change
their case in context affected by the preceding word. The case mark can be any short

vowel, tanwin or a letter such as, ’alif and ya’. Diptote or non-declinable nouns by
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contrast, cannot accept tanwin or kasrd" as case mark; for example, &1 ahmadu
‘Ahmad’, <.ix ya‘giba ‘Jacob’, and S\:ke ‘atSanu ‘thirsty’ (Dahdah 1987; Al-Ghalayyni
2005).

Figure 6.12 shows the attributes of the morphological feature of Inflectional
Morphology. Table 6.10 lists examples and definitions of the 4 attributes of the

morphological feature category of Inflectional Morphology, represented at position 10 in
the tag string.

Table 6.10 Examples of the morphological feature category of Inflectional Morphology

POS Morphology attributes \ Examples
Noun Invariable An Invariable noun does not change its case marks in context.
) (s) Although it is preceded by special words that have effects on
al-’ism | = the following words. E.g. Pronouns i antum ‘You (second
mabni person, plural)’.
Declined Triptote / fully | Triptote or fully declined nouns are regular
Py declined (v) nouns which change their case in context
i ‘rab B ass due to the effect of the preceding word. E.g.
munsarif swid as-sama’  ‘the sky’, =Y al-‘ard ‘the
earth’, |5 ar-ragul ‘the man’.
Diptote / non- | Diptote or non-declined nouns can not
declined (p) accept tanwin or kasrd" as case mark , e.g.
Sl o fgn | Xr‘ahmadu  ‘Ahmad’, s ya'qgiba
mamnii’  min | ‘Jacob’, diks ‘atSanu ‘thirsty’.
as-sarf
Verb Invariable | An invariable s mabni verb is defined as a word that does
Jadl (s) not change its mood marks in context. <% kataba ‘he wrote’,
alfi'l | &= ) and <51 "uktub ‘write (order)’.
mabni
Conjugated | A conjugated verb is affected by the preceding word in
(d) context. E.g. & yaktubu ‘he is writing’. <G 3 lan yaktuba
S ‘he will not write’. <X 4 lam yaktub ‘he did not write’
mu ‘rab
l— Noun %! —L l— Verb Jadi —l
Declined < Invariable (s) Conjugated (d) < Invariable (s) o '
1
I- Triptote / fully declined (v) <,z
Diptote / non-declinable (p) .- ¢«

Figure 6.12 The morphological feature subcategories of Morphology attributes, with
letter at position 10
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6.2.11 Morphological Feature Category of Case or Mood

Case or mood is the morphological feature that determines the appropriate ending of
a word, whether the word ends with a letter, short vowel or tanwin. Case applies to
nouns, and mood applies to verbs; since a word cannot be a noun and verb at the same
time, no word can have both case and mood, they are mutually exclusive. So, we used
position 11 to encode both case of noun and mood of verb. Case > 2ey1 Uk al—hdlah al-
‘i ‘rabiyyd” lil’ism is a morphological feature which applies to nouns and the subclasses of
noun such as adjectives. There are three attributes of the case category: nominative .
marfii‘, genitive 5« magrir and accusative —s=w mansib. Case marks are short vowel
suffixes; dammah iZs () /u/ for nominative, kasrd" 5. (-) /i/ for genitive and fathah i (

2) /a/ for accusative; with some exceptions to these general rules. Case is classified under

morphology because it is part of word structure. Case is also classified under syntax
because it is determined by the syntax of the sentence or clause. Subjects are marked by
nominative case, direct objects of transitive verbs are marked by accusative case, and the
object of a preposition and the possessor in a possessive structure are marked by genitive
case (Ryding 2005).

Mood jeill ey 84 al-hala" al-"i‘rabiyya” lilfi‘l is a morphological feature which
applies to verbs. There are three attributes of this category, namely indicative &) ar-raf”,

subjunctive =¥ an-nasb and imperative or jussive p# al-gazm. Straightforward

statements or questions involve the indicative mood, whereas the subjunctive mood
indicates an attitude toward the action (doubt, desire, wishing, necessity), and the
imperative or jussive mood indicates an attribute of command or need (Ryding 2005).
Imperative here describes the mood of the verb, while in section 6.2.3 imperative

describes a verb category.

Like case, mood is classified under morphology because it is reflected in word

structure. Mood is indicated by suffixes attached to the end of the verb stem. Mood is

marked by dammah is (2) /u/ to indicate the indicative mood, marked by fathah s (

) /a/ to indicate the subjunctive mood, and by sukiin o< () to indicate the imperative or

jussive mood. Mood marking is determined by particular particles or by narrative context.
This marking applies only to imperfect and imperative verbs. Perfect verbs do not have
mood (Ryding 2005).

EAGLES guidelines for morphosyntatic annotation recommended putting attributes
under part-of-speech headings. The standard requirement for these attributes/values is that
it is advisable that the tag set of that language should encode them. The recommended
attributes include type of noun, gender, number, case, person, definiteness, verb form /
mood, tense, voice, status, degree, possessive, category of pronouns, and type for

pronoun, determiner, article, adposition, conjunctions, numerals, and residuals. Case is a
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recommended attribute for nouns (N), adjectives (AJ), pronouns and determiners (PD),
articles (AT) and numerals (NU). Table 6.11 shows the different attribute values of the
case under each part-of-speech heading recommended by EAGLES. Mood or verb form
is a recommended attribute specified for verbs. EAGLES guidlines distinguishes between
eight attributes of mood for European languages. These values are indicative, subjunctive,
imperative and conditional which are applicable to finite verbs, and infinitive, participle,

gerund and supine which are applicable for non-finite verbs.

Table 6.11 The different attribute values of Case under each part-of-speech heading, as

recommended by EAGLES
Part of Speech Attributes of Case
Nouns (N) 1. Nominative 2. Genitive 3. Dative 4. Accusative 5. Vocative
Adjectives (AJ) 1. Nominative 2. Genitive 3. Dative 4. Accusative
Pronouns and | 1. Nominative 2. Genitive 3. Dative 4. Accusative
Determiners (PD) | 5. Non-genitive 6. Oblique
Articles (AT) 1. Nominative 2. Genitive 3. Dative 4. Accusative
Numerals (NU) 1. Nominative 2. Genitive 3. Dative 4. Accusative

Case and mood are also important morphological features of an Arabic word. A
good morphosyntatic annotation of Arabic text should include the case or mood of the
word and the two main attributes associated with it, namely, the morphological feature of
Inflectional Morphology and the morphological feature of Case and Mood Marks. For
morphosyntatic annotation of Arabic text, these three morphological feature categories
are obligatory attributes. Specifying the attributes of these morphological feature
categories is a major topic of linguistic and grammatical studies of morphology and
syntax of Arabic.

oheVly ol L

Sy Wy 513 Al 10U g Al LS

MOl e g e gn Rl Baay Dol Oy e 0SS Ga3ih gay e Sl

s e o G ol i gl ) = IS ol et i L e LT OST A ay L Sy

(Al-Ghalayyni, 2005 P-8) " e e paise e 8 — AR e ity Wl e sl
“... Morphology and Syntax

Arabic words have two states: stand alone words (out of context words) and

in-context words.

Searching for an out-of-context word to specify its pattern and form is the
subject of morphology <,2) Js ‘ilm as-sarf. And searching for a word in a
contex to specify its case or mood according to the methods of Arabic
grammar by determining the attribute of case or mood of the word such as
nominative, accusative, genitive or jussive mood, or determing whether the

word has only one state wherever it appears in context, is the subject of
syntax, which is called =Y L= ‘ilm al- "i‘rab ...” (Al-Ghalayyni 2005 p.8)
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Table 6.12 shows examples of Case or Mood attributes within sentences. Figure
6.13 shows the 6 attributes of the morphological feature of Case or Mood category,

represented at position 11 in the tag string.

Table 6.12 Examples of morphological feature category of Case or Mood

Case or | T | Example
mood

Case of noun - 23 41 al-hala™ al-’i ‘rabiyya™ lil-’ism

Nominative n | Marked by dammah s (1) Nl

24 sl 1) LI a5 dahaba at-talibu ’ila al-madrasati “The student
marfi’ went to the school’.

The word U at-falibu ‘The student’ is the subject of the
sentence and is in the nominative case.

Accusative a | Marked by fatha" i () /al.

ya o AN qgara’a at-talibu ad-darsa ‘The student read the
mansib

lesson’. The word .., 3 ad-darsa ‘the lesson’ is the direct object of

the transitive verb gara’a ‘read’, and is in the accusative case.

Genitive g | Marked by kasra" 5.5 (-) /],
2 il 1 LI 53 dahaba at-talibu ’ila al-madrasati “The student
magrir went to the school’.

The word 14 al-madrasati ‘the school’ is the object of the
preposition ! ’ila ‘to’ and is in the genitive case.
Mood of verb il &3 8 al-hala™ al-’i ‘rabiyya™ lil-fi‘l

Indicative (n) | n | Marked by dammad" > (1) lul.

&) 5 & dex ya'malu fi al-‘idarati ‘He works in administration’.

ar-raf The verb ‘s ya’malu ‘he works’ is in the indicative mood.

Subjunctive a | Marked by fatha" s (2) /al.
e By ps8 O C4 yagibu 'an nagima bi ziyarar™ ‘It is necessary that
an-nasb we undertake a visit’.

The verb 35 nagwma ‘we undertake’ is in the subjunctive mood

because it is preceded by the subjunctive particle &1 ’an.
Imperative or | j | Marked by sukiin 5% ( 2) or shortening of the final vowel of the
jussive

jes)| . ¢ = . . ’

o 5 lam taktamil mundu ‘amayni renovations that haven’t been
al-gazm completed for two years.

-5 Y la tansa! ‘Don’t forget!.

verb if this vowel is otherwise long. cwils i LS5 1 S5 islahat

The verb :1.5¢ taktamil ‘completed’ is in the jussive mood because
it is been preceeded by the negative particle 1 lam. The verb ..

tansa ‘forget’ is in the jussive mood, and is marked by shortening
of the final vowel letter « ’alif of the original verb .5 tansa.
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Nominative (n) ¢, Accusative (a) < saw Genitive (g) 5=
A A

Case o Lt o3 Dl

Mood Jail L9 Dl

v y v

Indicative (n) g3 Subjunctive (a) 3! Imperative/Jussive (j)

Figure 6.13 The morphological feature of Case or Mood, with letter at position 11
6.2.12 The Morphological Feature of Case and Mood Marks

The case or mood is an important morphological feature of the word. The case or
mood of a word changes in context, and it is affected by the preceding words. The change
of case or mood of the word affects the end of the word, by either change or omission of

the word’s last letter or the short vowel which appears on it. There are three kinds of case
or mood marks; short vowel, letter or omission. The short vowels are damma" =25 ( 1),

fathd" s~z (-) /a/ and kasra" 5.5 () /i/. The letters are “alif (1) /3/, niin (5) I/, waw (5)
/wl and ya’ (s) /y/. Finally, omission is of three kinds; the deletion of the short vowel

which is called sukiin o (), the deletion of the vowel letter ('alif, waw, ya’) and the
deletion of the letter niin (Al-Ghalayyni 2005).

The nominative case or indicative mood has four marks, dammah “o, waw (), alif
(1) and nin (o). The default mark for nominative case or indicative mood is dammah o,
The accusative case or subjunctive mood has five marks; fathah s, Calif (1), ya’ (o),
kasrd" s, and the deletion of letter nin. The default mark is fathah iz, The genitive case
has three marks; kasra” 3,5, “alif (1) and ya’ (). The default mark is kasra" s Finally,
the imperative or jussive mood has three marks; sukiin o, the deletion of the vowel
letter ("alif, waw, ya’) and the deletion of the letter nizn . The default mark is sukiin oS

(Al-Ghalayyni 2005).
Table 6.13 shows examples of the 10 attributes of the Case and Mood Marks
category. Figure 6.14 shows the 10 attributes of the morphological feature category of

Case and Mood Marks, represented in position 12 of the tag string.
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Table 6.13 Examples of each attribute of the Case and Mood Marks category

nin o Sl

Case and Mood Mark T | Example
Case Nominative | damma" iz d | &stah &2 yuhabbu as-sadiqu ‘The honest (man)
(Noun) | ¢4 marfii‘ is loved’.

waw (s) W | Osesll 200 aflaha al-mu’miniina ‘“The believers
won’.

“alif (1) a | ol ol 4SS yukramu  al-tilmidani  al-
mujtahidani ‘Both of the hardworking
students are rewarded’.

Accusative | fathd" irss f | s 20 - ganib a§-Sarra fa-taslam ‘If you

el and avoid e evil, then you will be fine’

mansiib alif (1) a | i 305 kel 'a'ti da al-haqqi hagqahu “give the
rightful man his right”

ya’ (s) Y | ol & &2 yuhibbu allahu al-muttagina “God
likes righteous people”

kasra" s,.5 K | gt cwil 5T akrim  al-fatayati  al-
mujtahidg‘reward the hardworking girls’

Genitive y3 | kasrd” 5,5 k Jlady ei tamassak bil-fad@’ili ‘keep doing
magrir good deeds’

ya' () Y | &l o &f Cafi amra ’abika  ‘obey your
father’s order’.

fatha" £ el o datl et o laysa fa‘ilu al-hayri

i bi-’afdala mina as-sa‘t fthi  “the one who
does good deeds is not better that the one who
help in them”

Mood Indicative dammad" ise d | &) E2 yuhabu as-sadiqu ‘The honest (man)
(Verb) | &3 ar-raf is loved’
Inflectional N | Gaal osks tantiqina bis-sidgi “You speak the
niin (&) truth®
Subjunctive | fatha' f | 54 58 8 L4 yagibu 'an nagiima bi ziyara™ ‘It
! i is ne;ssary that we undertake a visit’.
an-nasb deletion of | 0 | 0,d & 1iis o~ 5 W ) lan tandli al-birra hatta
nin tunfigii mimma tuhibbiin “You will not earn
profit unless you spend what you like’
Imperative or | sukiin o S | ol i LS 1 B islahat™ lam taktamil
jussive pzdl mundu ‘d_mayni ‘renovations that haven’t been
al-gazm completed for two years’.

deletion of | v | 1.5y latansa! ‘Don’t forget!’.

vowel letter T

A O B

deletion  of | 0 | L i s qili hayr™ tagnamii ‘If you speak

well, you will get benefit’.
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Case and Mood Marks sty < sy oldls '

> kasra" (K) 8,5

Short Vowel is~ Letter &~ Deletion <.~
»  dammad" (d) o “alif (a) ya’ (y) Sukiin (s) &5 “
) (¢)
> fatha" (f) i Deletion of vowel letter (v) ||
waw (w) niin (n) (alif, waw, ya@’) i & i
(©) (©)

Deletion of niin (o) »
U Bl

Figure 6.14 The morphological feature Case and Mood Marks, with letter at position 12

6.2.13 The Morphological Feature of Definiteness
Definiteness in Arabic has two attributes (markers); definiteness % ma ‘rifah and

indefiniteness 55 nakira”. The prefix (JY) alif-lam (= Jr) is the definiteness prefix for

nouns or adjectives; while the diacritical suffix () tanwin (. « 2 < ) /7 is the

indefiniteness suffix. The tanwin is a diacritic mark which does not appear in non-
vowelized text, while the definiteness mark, the definite article, (J') alif-lam appears on

definite nouns or adjectives in non-vowelized text (Ryding 2005).

Table 6.14 shows examples of the morphological feature of Definiteness. Figure

6.15 shows the 2 attributes of the morphological feature of Definiteness, represented at

position 13 in the tag string.

Table 6.14 Examples of the morphological feature of Definiteness

Definiteness T | Example
1 | Definiteness d | <2 al-bayt ‘the home’. Is a definite noun marked with

ws o €. h

#ps ma'rifa prefix () ’alif-lam.
2 | Indefiniteness i | &% bayt™ ‘home’. Is an indefinite noun marked with the

w 4 . h

355 nakira diacritical suffix tanween ()/""/.

Definiteness 55315 i sl
|
v v
Definiteness (d) i, Indefiniteness (i) &5

Figure 6.15 The morphological feature of Definiteness, with letter at position 13
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6.2.14 Morphological Feature of Voice

Verbs in Arabic are either in the active voice psliell g5 mabni lil-ma‘lim or the
passive voice Juxll g mabni lil-maghil. The active voice standardly indicates that the
doer of the action is the subject of the verb, while in the passive voice the subject of the
verb is the direct object of the corresponding active, and the doer of the action (the active-

voice subject) is unknown or not mentioned (Ryding 2005).

Table 6.15 shows examples of the 2 Voice category attributes in sentences. Figure
6.16 shows the 2 attributes of the morphological feature of Voice, represented at position
14 in the tag string.

Table 6.15 Examples of Voice category attributes in sentences

Voice T | Example
Active a | 0 b ¥ kataba at-talibu ad-darsa ‘The student wrote
pslall oo the lesson’.
mabni lil- The verb <= kataba ‘wrote’ is an active verb. The subject
malim L at-talibu “The student” appears in the sentence.
Passive P | ;3 <5 kutiba ad-darsu ‘The lesson was written’.
Jsersll oo The verb <= kutiba ‘was written’ is a passive verb. The
mabni lil-maghil subject of the verb is the direct object -4 ad-darsu ‘The
lesson’.
Voice psiad
v | v
Active voice (a) aslaall s Passive voice (p) Jsgnill o0

Figure 6.16 The morphological feature of Voice, with letter at position 14

6.2.15 Morphological Feature of Emphasized and Non-emphasized

The morphological feature of Emphasized and Non-emphasized 1S3 ey S50 al-
mu’akkad wa gayr al-mu’akkad applies to verbs only. It has three attributes: non-
emphasized i = gayr mu’akkad which applies to past or perfect verbs, obligatorily
emphasized +sW £ yagibu at-ta’kid and optionally emphasized +sW »ys masmiih at-
ta’kid. Imperfect verbs must be emphasized in some circumstances when some conditions

have been met such as: interrogation, wish, demand, encouragement, prevention,
negation, and swearing. Emphasized verbs are marked by the suffix letter & /n/ added to

the end of the verb stem; see table 6.5. There are two types of emphatic & /n/; one is the

intensive nin & /nn/ i oy niin tagila” and the other is the non-intensive nin & /n/ i o5

niin hafifa" (Dahdah 1987; Dahdah 1993).
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Table 6.16 shows examples of Emphasized and Non-emphasized category attributes
in sentences. Figure 6.17 shows the 2 attributes of the morphological feature of

Emphasized and Non-emphasized, represented at position 15 in the tag string.

Emphasized and Non-emphasized
SSEI g SSHAM
|

v L 4
Non-emphatic verb (m) $3 & o Emphatic verb (n) &3 J=

Figure 6.17 The morphological feature of Emphasized and Non-emphasized, with letter
at position 15

Table 6.16 Examples of the morphological feature Emphasized and Non-emphasized

Emphasized or | T | Example
Non-Emphasized

Non-emphatic verb | m | w41 by <55 dahaba at-talibu ‘ila al-madrasati “The

iS5 b Jud student went to the school’.

fi‘l gayr mu’akkad The perfect verb <»> dahaba ‘went’ is not emphasized.
Emphatic verb n | ¢%sk & hal tadhabanna? ‘“Would you go?’

uSga Jab The verb s tadhabanna ‘go’ is emphasized. The suffix

fi'l mu’akkad letter & /nn/ (& o)) is added to the original verb s

tadhabu ‘go’.
1583 “idhabnna ‘Go!.’

The imperative verb &3 ’idhabnna ‘Go!” is emphasized.
The suffix letter & /nn/ (ala) 0.41) is added to the original verb
o231 "idhab ‘go’.

6.2.16 The Morphological Feature of Transitivity
Verbs in Arabic are either transitive i« muta‘addi or intransitive oY lazim.

Intransitive verbs are verbs which give full meaning in a sentence without the need for an

object. On the other hand, transitive verbs require an object to complete the meaning of
the sentence. There are three types of transitive verbs. First, singly transitive Jsis 1) isit

a1y muta‘addr ’ild maf‘ulin wahid where there is only one object in the sentence. Second,
doubly transitive verb cJais U izt muta’addr 'ila maf ilayn which requires two objects
to complete the meaning in a sentence. Third, triply transitive verb |els £ 1 clat
muta ‘addi ’ila talatati mafd‘il, which require three objects to complete the meaning of a
sentence; there are only seven of these verbs: s, 'ard ‘showed’, H“ ‘a‘lama ‘notified’,

&is  haddata ‘narrated’, 2= habbara ‘informed’, =2 ’ahbara ‘gave information’, Gf
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‘anba’a, and & nabba’a ‘advised’ ‘announced’ which share the meaning of telling or
informing (Dahdah 1987; Dahdah 1993).
Table 6.17 shows examples of the 4 Transitivity category attributes in sentences.

Figure 6.18 shows the 4 attributes of the morphological feature of Transitivity,
represented at position 16 in the tag string.

Transitivity &ue

Intransitive (i) ¥ < Doubly transitive (b) osis Ji ciazt

A

Singly transitive (0) Jsis J1 (siais

Triply transitive (t) &% J1 (i

Figure 6.18 The morphological feature of Transitivity, with letter at position 16

Table 6.17 shows examples of the Transitivity category attributes in sentences

Transitivity T | Example

Intransitive verb i | 5@ ou mata al-ga’idu ‘The commander has died’.

o) The verb &\ mata ‘has died’ is an intransitive verb.

lazim The sentence is meaningful without the need for an
object.

Singly transitive verb 0 | 8a0 b s yaflubu al-bahtu al-ma‘rifati ‘The

ey Jske I et researcher asks for knowledge’.

muta‘addr  ’ila maf“ilin The verb & yatlubu ‘asks’ is a singly transitive verb.

wahid

The sentence is not meaningful without the object %l
al-ma‘rifati ‘knowledge’.

Doubly transitive verb b | = 8 0046 ta’murina an-ndsa hair” ‘You order
clgnis JI gdass people [to do] good’.
muta’addi ’ila maf“ilayn The verb o4  ta’muruuna ‘order’ is a doubly

transitive verb. The sentence is not meaningful
without the first object d an-nasa ‘people’ and the

second object ;= hair™ ‘for good’.

Triply transitive verb t| oes Jusl Guid & b Card alldhu  al-mudnibina
Jeolis B I oiazs ‘a‘malahum hasarat™ ‘God shows sinners what they
muta‘addi  ila  talatati did as repentances’.

mafa ‘il The verb «f ’ara ‘shows’ is a triply transitive verb.

The sentence is not meaningful if any of the three
objects are missing. i\ al-mudnibina ‘sinners’, rlu.ﬁ
‘a’malahum ‘what they did’, and <\-s hasarar™
‘repentances’.
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6.2.17 The Morphological Feature of Rational

The morphological feature of rational describes the ability to be endowed with
reason and comprehension, like human beings, angels and demons. The opposite is
irrational. The morphological feature of “rational” or “rationality” differs from the
linguistic concept of animacy because the latter divides nouns/entities into two categories:
animate versus inanimate, while the former is used to denote human or human-like
entities (e.g. djinn) at the top of the person hierarchy (Zaenen et al. 2004) and endowed
with the faculty of reason as distinct from all other entities, whether animate or inanimate.

Rational is a morphological feature which is applicable to some types of nouns such as
singular proper nouns (names) sal Ja ul ism al-‘alam al-mufrad, demonstrative

- £y = Yo v — h L ’ = Y ¥ :
pronouns s i ‘asma’ al-’iSara”, conditional nouns b <« ‘asma’ as-Sart relative
. B — — h - . . s —
pronouns ¥sel N1 al-’asma’ al-mawsila”, interrogative pronouns pliy i ‘asma’ al-
ye gy — . . - h
istifham and allusive nouns %S al-kinaya”™ (Dahdah 1987; Dahdah 1993).

Table 6.18 shows the 2 attributes of the morphological feature Rational, with
rational and irrational examples for these noun types. Figure 6.18 shows the noun types

that have the Rational morphological feature, represented at position 17 in the tag string.

Table 6.18 Examples of the morphological feature category of Rational

Noun

Rational

Irrational

Singular proper name g
3,4\ WMt "ism al-‘alam al-
mufrad

e Samir ‘Samir’,
Qs gibril ‘Gabriel’,
o~ ‘iblis ‘Satan’.

Irrational compound proper
name such as;
#>J <z bayt lahm ‘Bethlehem’,

ey ba’lbak ‘Baalbak’.

syl slewl asma’ al-

‘istitham

155 man da ‘who is he’.

Demonstrative pronouns | st "uld’ika ‘hese’. el rilka ‘that’.
HUY skl asma’  al-

isard"

Interrogation pronouns i man ‘who’, L ma ‘that which’,

13w mada ‘what’.

Conditional nouns &y man ‘who’. L ma that ‘which’.
L sl asma’ as-sart g mahma ‘whatever’.
Relative pronouns skw¥ | ;% man ‘who’. L ma ‘that which’.
YsosdV  al-’asma’  al-

mawsﬁlah

Allusive nouns
WS al-kindya"

o fulan (used to refer to

rational singular
masculine proper name)
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Rational 3w &9 j3u)

I
v v

Rational (h) 5w Irrational (n) Bw) &

Rational sz‘ 1) Singular proper 2) Conditional 3) Allusive
NOUNS 3ol wlall vl nouns 1 st nouns &Sl

4) Interrogation pronouns 5) Relative pronouns 6) Demonstrative pronouns
plgday) sl Ugogalt slons¥l LY slowl

Figure 6.19 Morphological feature category of Rational, with letter at position 17
6.2.18 The Morphological Feature of Declension and Conjugation

Declension means a class of nouns or adjectives having the same type of inflectional
forms, and conjugation is the schematic arrangement of the inflectional forms of a verb3.
In Arabic, both of the terms mean subject to change too. In Arabic grammarical
terminology, declension and conjugation is put under the ‘science’ (area of enquiry) that
describes the rules of word structure. It identifies the underlying letters of the word, the
word’s consonant letters and vowels. It also identifies which of the word’s letters are

changed during derivation. In addition, the meaning includes changing the word into
different forms of different meanings, such as deriving the perfect verb oW |« al-fi‘l al-

madi, imperfect verb glall i al-fi‘l al-mudari‘, imperative verb Y s fi‘l al-’amr,
active participle |eW .\ "ism al-fa‘il, passive participle Jyid vl ’ism al-maf*ul, relative
noun <s-l ~N al-"ism al-mansiib, diminutive =3+ 'ism at-tasgir and others from the
gerund .2l al-masdar (Al-Ghalayyni 2005).

Nouns are classified into inflected nouns ez &\ ‘asma’ mutasarrifah and non-
inflected nouns . & <\ ‘asma’ gayr mutasarrifa”. The inflected noun has number, i.e.
it can be dual or plural as well as singular. It can be a relative noun < s «v! ’ism mansib
or diminutive ja o\ 'ism musaggar. The non-inflected noun .=l & N1 al-"ism gayr
al-mutasarrif, by contrast has only one form which does not change in context. Non-
inflected nouns include pronouns ;.= al-damd’ir, demonstrative pronouns slzy\ slef
‘asma’ al—’iidmh, relative pronouns #sel s\ al-"asma’ al—mawsﬁlah, conditional nouns
Le) el asma’ as-Sart, interrogative pronouns iy o\ ‘asma’ al-’istifham, allusive

nouns %S al-kindya”, adverbs <y al-zurif and numerals >3 < "asma’ al-’a‘dad.

Inflected nouns e (Y al-’asma’ mutasarrifah are classified into the derived
nouns s ! 'ism mustaqq and the primitive nouns .t~ . “ism gamid. The derived noun
is derived from its verb; for example i\= ‘lim ‘scientist’ and .z muta‘allim ‘learner’ are
derived from the verb & ‘alima ‘knew’ and ¢J~ ta‘allama ‘he learnt’ respectively.

Derived nouns includes 10 types of nouns; active participle st .| ’ism fa‘il , passive

53 Merriam Webester Dictionarry



- 161 -

participle Jssis o ism maf ul, adjective iqie i sifd" muSabbahd”, intensive active
participle JeWl o &b mubalagat “ism al- fa‘il, elative noun J=s ! 'ism tafdil, noun of
time ou; wl 'ism zaman, noun of place o . “ism makan, gerund with initial mim .2l
4 al-masdar al-mimi, instrumental noun 41 . ’ism al-’ald" and the gerund of the
unaugmented verb consisting of more than three letters s SSUi &3 Jeidll 02s masdar al-
fi‘l fawq al-tulati al-mugarrad (Al-Ghalayyni 2005).

The primitive noun i .\ al-’ism al-gamid cannot be derived from a verb.
Examples are ~~ hagar ‘stone’, i~ saqf ‘ceiling’ and s> dirham ‘Dirham (currency)’.
They also include, the gerund of unaugmented triliteral verbs s a5 JwY1 slas masadir
al-af‘al al-tulatiyyd" al—mugarradah such as Js ‘ilm ‘science’ and sl3 gira " ‘reading’
(Al-Ghalayyni 2005).

e . . . . ‘ — Ny
Verbs are classified into conjugated verbs e Jwil af‘al mutasarrifa” and non-

conjugated verbs sl Jwl afal gdmidah according to whether the verb has a tense or not.

Verb forms are changed to indicate the tense of an action; past tense, present tense and
future tense. But if a verb does not indicate any tense or an action, then there is no need to
change the verb form, because its meaning does not change when the tense or action
changes. Only a change of tense or action requires changing the form of the verb to

indicate different meanings in different tenses.
The non-conjugated verb ki (=i al-fi‘l al-gamid is similar to particles. It indicates

an abstract meaning that has no tense or action. Therefore, the non-conjugated verb has

only one form which does not change in any context. Non-conjugated verbs are either
restricted to the perfect sl o> mulazim lil-madi such as = ‘asd ‘might’ and . laysa

‘not (negation)’, or restricted to the imperfect g lzd o> mulazim lil-mudari® as in by

yahitu ‘scream’, or restricted to the imperative as in & hab ‘suppose’.

Finally, the conjugated verb .=\ =i al-fi‘l al-mutasarrif indicates an action or
tense. So, it accepts the changes of form which reflect the different meanings of different
tenses. The majority of verbs belong to the class of fully conjugated verbs <3l st J« fi‘l
tam at-tasrif where the three types of signification are found as in =" katab ‘he wrote’
(perfect), & yaktunu ‘he is writing’ (imperfect) and <1 ‘uktub ‘write (imperative)’. The
partially conjugated verb a2 23U U fi‘l ndqis at-tasrif has only two types of
signification, i.e. either perfect and imperfect but not imperative as in 3" kada 3 yakadu
‘[be] close near [to] or almost [to]’ and il "awsaka s yisiku ‘[be] about [to]’, or
imperfect and imperative but not perfect as in {% yada‘u ‘he leaves’, ¢ da‘ ‘leave’ and

5% yadaru *he leaves’ 55 dar ‘leave’ (Al-Ghalayyni 2005).

Table 6.19 shows examples of the 9 attributes of the Declension and Conjugation

morphological feature. Figure 6.20 shows the the classifications of nouns and verbs
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according to the Declension and Conjugation morphological feature, represented at

position 18 in the tag string.

Table 6.19 Examples of the Declension and Conjugation morphological feature

verb
Chypadll @Bl Jab — et
mutasarrif —fi‘l naqis at-tasrif

Declension and Conjugation T | Examples
Noun | Non-inflected n | The pronoun 3 huwa ‘he’
Srash ¢
gayr mutasarrif
Primitive / Concrete noun t | The concrete noun is perceptible by one or
. o more of the five senses and includes the
[&IIKY ('..A\ —-\.g‘:: - d}aﬂ.‘&ﬁ . e ‘s s hoo« s
generic noun :f. ‘imra’a’ ‘woman’, the
mutasarrif — gamid — ism dat proper noun ;=. misra ‘Egypt’, and some
nouns of place and instrument: & mizmar
‘pipe’
Primitive / Abstract noun a | The abstract noun is not preciptible by the
.l ol — b five senses and includes the unaugmented
T T gerund: &3: Surb™ drinking, and some
mutasarrif — gamid — "ism ma‘na gerunds with initial ‘mim’: <l matlabun
‘claim’
Inflected / Derived noun d | i« ‘alim ‘scientist’ derived from the verb L
gl — it alima ‘knew
P g and 1z muta’allim ‘learner’ derived from
mutasarrif - “ism mustaqq )
the verb % fa’allama ‘he learn’
Verb Non-conjugated / restricted to the | p | s ‘as@ ‘might’
erfect coll o —dalr 2 ) .
P e o3 laysa ‘not (negation)’
fi‘l gamid- mulazim lil-madi
Non-conjugated / restricted to the | ¢ | L yahitu ‘scream’
imperfect g,lacl ajdle ol fob
fi‘l gamid- mulazim lil-mudari’
Non-conjugated / restricted to the | i | <x hab ‘suppose’
imperative 5 sl —aslr Jad
fi‘l gamid- mulazim lil-’amr
Conjugated / fully conjugated | v | .= katab ‘he wrote’, <X yaktubu ‘he
Verb ciuqadl o Jab — Sruass writes’ and i ‘uktub ‘write’
mutasarrif — fi‘l tamm at-tasrif
Conjugated / partially conjugated | m | ss kdda < yakadu ‘[be] close near [to] or

almost [to]’

Slas ‘awSaka by yisSiku ‘[be] about [to]’,
¢% yada’u ‘he leaves’ ¢ da’ ‘leave’

5% yadaru ‘he leaves’ ;5 dar ‘leave’
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Declension and Conjugation i,z

v v
| Noun .. | | Verb ju |
[ [
v v v v
Inflected Non-inflected Conjugated 324 /e | | Non-conjugated .- I—
Dpaze (M) Sras 2
L Fully conjugated (v)

v v

o Restricted to the perfect
ars 0 (B) ol il
Primitive || Derived (d) Lt
- Partially conjugated
b o= Y 5 & ) Restricted to the
() iyt a3 .
imperfect (c) ¢ lasll a2
Concrete noun (t) <15 o!

Restricted to the

Abstract noun (a) g ¢! imperative (i) % b

Figure 6.20 The the classification of nouns and verbs according to the morphological
feature of Declension and Conjugation, with letter at position 18

6.2.19 The Morphological Feature of Unaugmented and Augmented

Arabic verbs have roots consisting of three or four letters. From these roots many
verbs can be derived by following certain patterns. There are many patterns for Arabic
verbs. The standard way of determining the pattern of a verb is to refer to an Arabic

lexicon or dictionary. Nonetheless, Arabic linguists have constructed general rules to
extract these patterns. Verbs have two basic patterns consisting of three or four letters =

fa‘ala and (s fa‘lala respectively. Any verb derived following these two patterns is
called an unaugmented verb (52 =) fi‘'l mugarrad. From % fa‘ala; the basic triliteral
pattern, 10 more patterns can be derived, and from i fa‘lala; the basic quadriliteral

pattern, 3 more patterns can be derived. These new patterns are derived by adding one,
two or three letters to the basic patterns or by duplicating the second letter ¢ ‘ayn of the

basic pattern. The group of letters that are added to the basic patterns to produce the other
13 patterns are; \ « lc o« »cdcpcocacscs (@ ', 8 L, mn,h wy) that combine with

the word il sa’altumiinihd ‘you (second person, plural) asked me it (feminine,
singular)’ (Dahdah 1987; Dahdah 1993; Al-Ghalayyni 2005).

Unagmented declineable nouns are either triliteral gwé tulati such as ~~ hagr
‘stone’, quadriliteral <\ rubd‘i such as i~ ga'far ‘male proper name’, or quinquiliteral
g«bfs humast such as |~i. safargal ‘quince [kind of fruit]’. A noun which consists of
more than five letters is an augmented noun. A noun can be augmented by one letter ;-
<« mazid bi harf such as oL=~ hisan ‘horse’ (augmented by & ') and s gindil ‘light’
(augmented by 7 ), augmented by two letters 2 43 mazid bi harfayn such as L.z

misbah ‘lamp’ (augmented by m » and a '), augmented by three letters <~1 £>x W mazid
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ti >

bi talata” "ahruf such as 3 ’intilag ‘starting’ (augmented by "1, n o and @ 1) and 4~
‘thrangam ‘crowded’ (augmented by "\, n o and @), or augmented by four letters i)l 4y
o~ mazid bi "arba‘a" "ahruf such as . ’istigfar ‘asking for forgiveness’ (augmented

by 1,5 o t < and a)).

Table 6.20 shows examples of the 5 Unaugmented and Augmented category
attributes. Figure 6.21 shows the 5 attributes of the Unaugmented and Augmented

category, represented at position 19 in the tag string.

Table 6.20 Examples of Unaugmented and Augmented category attributes

Unaugmented T | Examples
and Augmented Triliteral verbs Quadriliteral verbs Nouns
Unaugmented S | z fataha z~3 dahraga ‘rolled’. o~ hagr ‘stone’.
Sl ‘he opened’. s~ ga'far  ‘a
al-mugarrad name’.
il safargal
‘quince, [kind of
fruits]’
Augmented by | a | x4 yaftahu  ‘he is | 5% yudahrigu ‘he is | ot~ hisan ‘horse’.
one letter < Lz opening. rolling’. ks gindil ‘light’.
mazid bi harf The letter () ya is | The letter (x) ya is
added to the | added to the beginning
beginning of the verb | of the verb stem z3s
stem = fataha dahraga.
Augmented by | b | <0 Vinkasara * has | 5235 yatadahragu ‘s | e misbah
two letters 4 broken’. rolling’. ‘lamp’.
oy mazid bi The letters 1 ‘alif and | The letters (¢) ya’ and | a4~ "thrangam
harfayn o nin are added to | & ta’ are added to the | ‘crowded’
the beginning of the | verb stem z+5 dahraga
verb stem <5 kasara | <glled’.
‘broke’.
Augmented by | t | zxi istahraga has s intildq
three letters & extracted. ‘starting’
Sy B mazid bi The letters 1 ’alif, -
talata” hurif sin and & ta’ are
added to the
beginning of the verb
stem z=  haraga
‘extracted’.
Augmented by | q ke ‘istigfar
four letters & ‘asking for
S dayy mazid bi forgiveness’
‘arba‘ati "ahruf
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Unaugmented and Augmented >3t

A 4

Unaugmented (s) 33 Augmented by two letters (b) 25 45

A 4

Augmented by one letter (a) 25 x5 Augmented by three letters (t) <3 @5 45

A 4

Augmented by four letters (q) @ wagl 4

Figure 6.21 The Unaugmented and Augmented category attributes, with letter at position
19

6.2.20 The Morphological Feature of Number of Root Letters

“Root is a relatively invariable discontinuous bound morpheme, represented

by two to five phonemes, typically three consonants in same order, which

interlocks with a pattern to form a stem and which has lexical meaning”

(Ryding 2005)

Discontinuous means vowels can be interspersed between the root consonants e.g
o5 d-r-s study. These consonants must always be present in the same sequence in the
derived words first > /d/ then , /r/ then . /s/ (Ryding 2005). Verbs, as mentioned in the

previous section, have triliteral gvf tulati or quadriliteral _s; ruba‘i roots. The general

Arabic rule is that any noun with less than three letters or more than five letters then

either has letters deleted from it or added on (Dahdah 1987). According to this rule,
Arabic nouns are either triliteral @G tuldti such as ~> hagr ‘stone’, quadriliteral

~suruba‘t such as i~ ga‘far ‘a name’, or quinquiliteral .\~ humdsi such as -
safargal ‘quince’.

Table 6.21 shows examples of the 3 attributes of the Number of Root Letters
category. Figure 6.22 shows the 3 attributes of the Number of Root Letters category,

represented at position 20 in the tag string.

Number of Root Letters ,is) @3 a6

v v v
Triliteral (t) > Quadriliteral (q) s\, Quingquiliteral (f) ou>

Figure 6.22 The Number of Root Letters category, with letter at position 20
Table 6.21 Examples of Number of Root Letters category attributes

Number of root letters T | Examples
Triliteral $% fulatt oo dktb ‘wrote’

t
Quadriliteral s\ ruba‘i q |z z>dhrg rolled’
f

Quinquiliteral s> humasi Jz » @ »sfrgl quince’
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6.2.21 The Morphological Feature of Verb Root

Arabic linguists classify Arabic triliteral verbs (roots) into two main categories
according to the groups of letters which construct the verb. These categories are the
intact verb =% & al-fi'l as-sahih and the defective verb =l J«dt al-fi‘l al-mu‘tall.
Intact verbs are classified into three subcategories; sound verb iLJ i al-fi‘l as-salim,
verb containing hamza" 55 Jdi al-fi‘l al-mahmiiz, and doubled verb szl =i al-fi‘l al-

muda ‘‘af. All the underlying (original) letters of the sound verb belong to the consonant
letter group only; i.e. all letters except for the vowels and hamza". The second verb
subcategory containing hamza" has hamza" (1,1, 3, , - ) as one of its underlying
(original) letters either as first, second or third letter. The doubled subcategory has the

same letter as its second and third radicals (Al-Ghalayyni 2005).
The second category is the defective verb sl Jwi al-"f*al al-mu ‘talla" , where one
or two of the the underlying (original) letters belong to the set of vowels 1, s, ¢ (Calif,

waw, ya’). This category has four subcategories. The first contains a vowel as the first
letter of its root. This is called an initial-weak verb J&\ &\ al-fi‘l al-mithal. The second

subcategory contains a vowel as the second letter of the root. This is called a hollow verb
eV =i al-fi‘l al-agwaf. The third subcategory contains a vowel as the third letter of its
root. This is called a final-weak verb Ui J«di al-fi‘l an-nagqis. The last subcategory

contains two vowels in its root. If these vowels are adjacent, as the first and second letters

of the root, or as the second and third letters of the root, this is called an adjacent doubly-
weak verb osi il lafif magran. 1f it contains two vowels as the first and third root

letters, it is called a separated doubly-weak verb &y i lafif mafrig (Al-Ghalayyni
2005).

Figure 6.23 shows part of this classification of 30 Verb Root attributes. More
detailed subclassification of triliteral verbs can be derived by combining the subcategories
of verbs containing hamzah, doubled letters and defective letters. Table 6.22 shows the 23
Verb Root attributes with an example of each attribute. The Verb Root category is

represented at position 21 of the tag string.

Table 6.22 Verb Root category attributes and their tags at position 21

# | Category attributes Tag | Examples

1 | Sound verb = sahth a | .- hasaba ‘calculated’
2 | Doubled verb inizs muda’’ af b o> habba ‘loved’

3 | Initially-hamzated verb W Sgeee mahmiiz al-fa’ ¢ | kst akala ‘ate’

4 d

Initially-hamzated — and | iz oW\ e mahmiz  al-fa’ 5 ’anna ‘moan’

doubled verb muda” af

5 | Initially- and finally- | U jpeges sl j5ege mahmiiz al-fa’ wa | e | U ata’a ‘hit’
hamzated verb mahmiiz al-lam

6 | Medially-hamzated verb | o 5pees mahmiiz al-‘ayn f JL sa’ala ‘asked’

Finally-hamzated verb I 33040 mahmiiz al-lam g | lu bada’a ‘started’
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# | Category attributes Tag | Examples

8 | waw-initial verb sl Jee mital wawr h | ., wa‘ada ‘promised’

9 | waw-initial and doubled | Cixzs s Jus mital wawi muda’’ af i | 3, wadda ‘wished’
verb

10 | waw- initial and | ol Speee soly Je mital wawi mahmiz | j s wa'iba 'be angry'
medially-hamzated verb al-‘ayn

11 | waw-initial and finally- | -0 jeees oy S mital wawi mahmiiz | K | by wati’a ‘trampled’
hamzated verb al-lam

12 | ya'-initial verb S Je mital ya't 1 o4 yagina ‘certained’

13 | ya*initial and doubled | iz st Jee mital ya't muda’ af m | =yamma ‘to betake’
verb

14 | ya'- initial and medially- | col jyeee sS4 Je mital ya't mahmiz | n | = ya’isa ‘to despair’
hamzated verb al-‘ayn

15 | Hollow with waw Sy 2ol lagwaf wawt ¢6 gama ‘to stand up’

16 | Hollow with waw and | ;W jeege oy 2ol ‘agwaf wawi| P | <7adba ‘to return’
initially-hamzated verb mahmiiz al-fa’

17 | Hollow with waw and | U e sy Sonl agwaf  wawi | q | st nd’a ‘to fall down’
finally-hamzated verb mahmiiz al-lam

18 | Hollow with ya' St ol agwaf ya't r | stba‘a ‘tosell’

19 | Hollow with ya' and | . e b Ol agwaf ya'i| s 1 "ayisa ‘to despair’
initially-hamzated verb mahmiiz al-fa’

20 | Hollow with ya' and | S eee U Ol agwaf ya't| t | .33 ‘to want’
finally-hamzated verb mahmiiz al-lam

21 | Defective with waw verb | sy =36 nagis wawi u | .. saraw ‘to rid s.0’s

worries’

22 | Defective with waw and | oW jege sy 236 nagis wawi mahmiiz v i ’asa ‘to nurse’
initially-hamzated verb al-fa’

23 | Defective with waw and | o jeeee  oly a6 ndgis wawi | W | st ma’a ‘to extend’
medially-hamzated verb | .5z al- ‘ayn

24 | Defective with ya' verb S 36 ndqis ya't X | &= haSiya ‘to fear’

25 | Defective with ya' and | e jyeee S LaiG ndgis ya't mahmiiz |y | @3 adiya ‘to  suffer
initially-hamzated verb al-fa’ damage’

26 | Defective with ya' and | ol jseee U 36 nagis ya't mahmiiz z <, ra'a ‘saw’
medially-hamzated verb | ;. ayn

27 | Adjacent  doubly-weak | 0,4 i lafif magriin * | s gawiya ‘to become
verb strong’

28 | Adjacent  doubly-weak | s\ e Opie i lafif magrin | $ | o ‘awa ‘to seek refuge’
and  initially-hamzated | ., 107 al fa’
verb

29 | Separated doubly-weak | G4 il lafif mafriig & | 3ywaqa ‘to guard’
verb

30 | Separated doubly-weak | ol e Goie i lafif mafrig | @ | sfywa’a ‘to garantee’

and medially-hamzated
verb

mahmiiz al- ‘ayn
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Verb Root ) i

v v
Intact verb ~-z s Defective verb jzu g
I I
v v v v v v v
Sound (a) || Hamzated || Doubled (b) [ | Initial-weak | Hollow verb [ Final-weak [ Doubly-weak
AN EEN | ST UE] ikl el verb J& il | oW il || verb a3 s || verb cadl L)
Initially-hamzated (c) waw-initial Hollow with waw Defective with
slalljpaa (h) sy J& (0) )5 25> waw (u) sl 23
Medially-hamzated (f) ya -initial Hollow with ya’ Defective with
Gl M de [ @ o ya’ (x) st st
Finally-hamzated (g) ¢ *
e Adjacent doubly-weak || Separated doubly-weak

verb (%) 0gas il verb (&) Gs,ar ot

Figure 6.23 Verb Root attributes, with letter at position 21

6.2.22 The Morphological Feature of Types of Noun Finals

1.

2.

3.

Nouns are classified according to their final letters into six categories.

The sound noun »Y =o' al-‘ism sahih al-‘air is a noun which ends with a
consonant rather than a vowel or extended ’alif 5> &t ’alif mamdiida" which is
an alif followed by hamza". Case and mood marks appear at the end of sound
nouns. Examples of sound nouns are; 43 ar-ragul ‘the man’, sty al-mar’a" ‘the
woman’, < al-kitab ‘the book’, and .3 al-galam ‘the pen’ (Al-Ghalayyni

2005).

The semi-sound noun q~a) «2 ¥ al-‘ism Sibh as-sahih is a noun which ends
with a vowel preceded by a silent consonant. Examples are 55 dalw ‘bucket’, b
zaby ‘oryx’, is hady ‘guidance’ and = sa‘y ‘striving’. Case and mood marks
appear on the end of semi-sound nouns; for example the genitive case of the word
Js dalw ‘bucket’ is marked by tanwin kasr and the nominative case of the word
&b zaby ‘oryx’ is marked by tanwin damm as in the following sentence . ;b &5k
S5 yasrabu zaby"™ min dalw™ ‘an oryx is drinking from a bucket’. Similarly, the
accusative case of the word b zaby ‘oryx’ is marked by tanwin fatih in the
following Uk &35 ra’aytu zaby™ ‘I saw an oryx’ (Al-Ghalayyni 2005).

The noun with shortened ending sl .1 al-‘ism al-magsiir is a declinable noun

ending with ’alif of either ’alif or ya’ shapes. The final ’alif is the underlying
(original) letter, but it is either changed or augmented. The underlying (original)
letter of the changed ’alif is the vowel waw or the vowel ya’. The underlying

(original) vowel of the changed ’alif appears in the dual form of the noun. The
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noun final is affected by other morphological features such as number, root letters,
and case and mood marks. For example, the underlying (original) vowel of the
final ’alif of the noun L=¢ ‘asa ‘stick’ is waw, which appears in the dual form o\zae
‘asawan ‘two sticks’, and the underlying (original) vowel of the final ’alif of the
noun & fata ‘boy’ is ya’, which appears in the dual form oiz fatayan ‘two boys’.
The augmented ’alif is added to the noun to make it similar to other nouns or to
match a certain pattern such as yﬁ ‘arta ‘kind of trees’ and ;3 difra ‘bone behind
the ear’. The final ’alif is written either as ’alif or ya’. If the word consists of four
or more letters such as _i:zxi mustasfa ‘hospital’, or if it is derived from ya’,
which is its third underlying radical, as in & fata ‘boy’, it is as ya’. It is written as

an ’alif, if it is derived from the vowel letter waw which is its third underlying
radical. An example is & nada ‘dew’, where the root is s« n-d-w (Al-Ghalayyni

2005).
. The noun with extended ending syl +N1 al-‘ism al-mamdiid is a declinable noun
ending with hamza" preceded by augmented ’alif such as <& sama’ ‘sky’ and s>

- ), . . . ..
sahra’ ‘desert’. The hamza" at the end of the noun is either underlying (original)
as in ¢ qurra’ ‘readers’ or derived from ya’ or waw as in, <& sama’ ‘sky’ and i

bina’ ‘building’ where the former is derived from ya’ and the later is drived from
waw. The hamza" might be an added letter indicating feminine nouns as in cus

hasna’ ‘beautiful’, or might be added to make it similar to certain patterns as in
4> hirba’ ‘chameleon’ (Al-Ghalayyni 2005).

. The noun with curtailed ending -l w1 al-‘ism al-mangiis is a declinable noun
ending with ya’ and preceded by a letter with the short vowel kasrd" such as 2@
al-qadr ‘the judge’ and % ar-ra‘7 ‘shepherd’. The final ya’ is deleted if the noun
is an indefinite noun, where the definite article ’alif-lam () is not attached to the
beginnig of the word, and the noun is in nominative or genitive case as in _»6 &~
o e hakama qad™ ‘ala gan™ ‘A judge judged a criminal’. However, the final ya’
appears if the definite article is attached to the noun or if it is added to another
noun which defines it as in &' e »W Ss hakama al-qadr ‘ala al-gani “The
judge judged the criminal’ and =8 .26 s\ ga’ gadi al-qudat ‘A chief justice
came’ (Al-Ghalayyni 2005).

. The noun with deleted ending ~Y Syiz N al-‘ism mahdiif al-‘ahir is a noun
where its final underlying vowel is deleted. This kind of noun may consist of two
letters such as & yad ‘hand’, where the final underlying vowel ya’ is deleted -
y-d-y. Other examples are; sand" ‘year’, where the final underlying vowel waw
is deleted s s-n-w, and lugah ‘language’, where the underlying vowel waw is
deleted s [-g-w (Al-Ghalayyni 2005).
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Figure 6.24 shows this classification of Noun Finals. Table 6.23 shows examples of
the 6 attributes of the morphological feature of Noun Finals, represented at position 22 of

the tag string.

Noun Finals o7 bail les ou¥1 ol

Sound (s) #Y poee ! < Noun with extended ending (e) >sdl !

A 4

Semi-sound (i) gred! 45 ool < Noun with curtailed ending (c) o sixd! o1

A 4

Noun with shortened ending (t) jseie)l ou! Noun with deleted ending (d) #3' Ssious oVt

A
A 4

Figure 6.24 The classification of nouns according to their final letters, for the
morphological feature of Noun Finals, with letter at position 22

Table 6.23 Examples of the attributes of the morphological feature of Noun Finals

Attributes of noun final | T | Examples
letters category
Sound noun S | &9 ar-ragul ‘the man’, al-mar’a" ‘the

Al oY woman’, & al-kitab ‘the book’, and .1 al-
al-’ism sahih al-’air

galam ‘the pen’.
Semi-sound noun i |5 dalw ‘bucket’, i zaby ‘oryx’, i hady

ok ‘guide’ and &= sa’y ‘striving’.
al-"ism $ibh as-sahih
Noun with shortened ending t | L ‘asa ‘stick’, & fata ‘boy’, _i:ii mustasfa
sl ‘hospital’, i ‘arta ‘kind of trees’, < difra ‘A
al-’ism al-magqsiir

bone behind the ear’ and <& nada ‘dew’.

Noun with extended ending e | = sama’ ‘sky’, :>- sahra’ ‘desert’, &  bind’

Shaall ‘building’, sues hasna’ ‘beautiful’ and :u> hirbd’

al-’ism al-mamdid

‘chameleon’.
Noun with curtailed ending ¢ | »W al-gadi ‘the judge’ and % ar-ra‘v
Pl el ‘shepherd’, o e 26 S5 hakama qad" ‘ala ganin

al-"ism al-manqis ‘A judge judged a criminal’ and stad 36 s\ @’

qadr al-qudat ‘A chief justice came’.

Noun with deleted ending d |% yad ‘hand’, i sand" ‘year’, and = luga"
AU Sgdons oyl ‘language’.

al-’ism mahdif al-’ahir
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6.3 Chapter Summary

This chapter discussed the SALMA Tag Set morphological feature categories and
their attribute values. The SALMA Tag Set captures long-established traditional
morphological features of Arabic, in a compact yet transparent notation. For a
morphologically-rich language like Arabic, the Part-of-Speech tag set should be defined
in terms of morphological features characterizing word structure. A detailed description
of the SALMA Tag Set explains and illustrates each feature and its possible values. In our
analysis, a tag consists of 22 characters; each position represents a feature and the letter at
that location represents a value or attribute of the morphological feature; the dash “-”
represents a feature not relevant to a given word. The SALMA Tag Set is not tied to a
specific tagging algorithm or theory, and other tag sets could be mapped onto this
standard, to simplify and promote comparisons between and reuse of Arabic taggers and
tagged corpora.

The SALMA Tag Set has been applied to a sample from the Quranic Arabic Corpus
(QAC) to prove its applicability to morphologically annotate Arabic text with very fine-
grained morphological analysis of each morpheme of the corpus words. The next chapter
(chapter 7) discusses the steps in applying the SALMA Tag Set to annotate a sample of
1000 words from the Quranic Arabic Corpus.
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Chapter 7
Applying the SALMA - Tag Set

This chapter is based on the following sections of published papers:
Section 3 depends on section 5 from (Sawalha and Atwell Under review)

Sections 4 and 5 are based on sections 3 and 4 from (Sawalha and Atwell 2011c)

Chapter Summary

Morphosyntactic tag sets are evaluated by studying external and internal design
criteria. The external design criterion involves measuring the capability of making the
linguistic distinctions required by higher level NLP applications. The internal design

criterion evaluates the application of the tag set in tagging of a corpus.

The SALMA — Tag Set has been validated in two ways. First, it was validated by
proposing it as a standard to the Arabic language computing community, and it has been
adopted in several Arabic language processing systems. Second, an empirical approach
to evaluating the SALMA — Tag Set of Arabic showed that it can be applied to an Arabic
text corpus, by mapping from an existing tag set to the more detailed SALMA Tag Set.
The morphological tags of a 1000-word test text, chapter 29 of the Quranic Arabic
Corpus, were automatically mapped to SALMA tags.

The SALMA — Tag Set and the SALMA — Gold Standard tagged corpus are open-
source resources and standard to promote comparability and interoperability of Arabic

morphological analyzers and Part-of-Speech taggers.
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7.1 Introduction

The evaluation of morphosyntactic tag sets has been less studied in the literature
than the evaluation of the morphosyntactic tools (Dejean 2000). Evaluating the external
and internal design criteria of tag sets are two types of evaluation methodology. The
external criterion for evaluation checks if the tag set is capable of making the linguistic
distinctions required by higher level NLP applications such as part-of-speech taggers and
parsers. The internal criterion evaluates the applicability in accurately tagging corpus
(Elworthy 1995; Dejean 2000; Melamed and Resnik 2000; Sharoff et al. 2008; Zeman
2008). Modifying the tag set (e.g. decreasing the cardinality of the tag set by omitting
certain attributes) and comparing the tagging accuracy of the modified tag set with the
accuracy gained using the original tag set is an evaluation approach for tag sets (Dejean
2000; Dzeroski, Erjavec and Zavrel 2000; Melamed and Resnik 2000; Diab 2007).
Another evaluation methodology involves mapping from an existing coarse tag set to a
fine-grained tag set and enriching the corpus by linguistically informed knowledge, then
measuring the increment in accuracy gained by using the mapped tag set to train part-of-
speech tagging systems (Melamed and Resnik 2000; MacKinlay 2005). (Dickinson and
Jochim 2010) evaluated different tag set mappings and their distributional properties
depending on the external and internal design criteria. Theoretical comparison of tag sets
depending on certain specifications and requirements of application or tagging scheme of
a corpus is also seen as evaluation methodology for tag sets (Gopal, Mishra and Singh
2010). However, evaluating the tag set by measuring whether the tag set is useful for
certain application depends on how much information the application needs (Jurafsky and
Martin 2008).

Moreover, tag sets are always associated with a certain annotated corpus or
annotation system. For instance, the Brown tag set is used in the part-of-speech tagging of
the Brown corpus; the C5 tag set is associated with both the CLAWS part-of-speech
tagger and the BNC; the Penn Arabic Treebank tag set is used by the Buckwalter
morphological analyzer and to part-of-speech tag the Penn Arabic Treebank; and the
QAC tag set is used in the morphosyntcatic annotation layer of the Quranic Arabic
Corpus. Applying the tag set in real-life data or applications, represented by text corpora
and part-of-speech taggers, is the validation methodology of the tag sets.

Section 7.3 discusses two proposed evaluation methodologies for evaluating the
SALMA Tag Set. First, evaluating the tag set by proposing the morphosyntactic
annotation scheme to be used by wider the NLP community. Second, by tagging a test

corpus, by mapping from an existing tag set to the SALMA Tag Set.
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7.2 Why was Manual Annotation not Applied?

An essential prerequisite to implementing an automatic morphosyntactic analyzer is
to try out the tag set manually. Two benefits are gained by trying the tag set manually.
First, tag sets which are designed depending of the published grammar of the language
rather than direct reference to data, need to be applied to reflect valid distinctions of their
categories in the language, and to identify phenomena which are difficult to categorize or
intrinsically ambiguous. Second, the manually tagged text represents training data for
tagging systems that apply machine learning algorithms, and it represents a gold standard

for evaluating morphosyntactic analyzers in general (Hardie 2004).

Due to the limitations of time, funds to hire annotators, and the lack of availability
of professional annotators especially in a non-Arabic speaking country such as the UK
where the project is taking place, purely manual annotation for an Arabic corpus was not
practical. However, samples of both Classical Quranic Arabic and Modern Standard
Arabic (MSA) were morphologically annotated using the SALMA — Tag Set. Section 7.4
and Chapter 9 discuss the construction of the SALMA — Gold Standard.

Moreover, fine-grained distinctions might affect inter-annotator agreement. Hence,
measuring inter-annotator agreements and defining clear decision criteria for suitable

tags, are time-consuming and require major effort.

On balance, it was more practical to adapt an existing tagged text. The mapping
from the Quranic Arabic Corpus morphological tags to SALMA tags allowed the
construction of a gold standard and verified that the SALMA Tag Set is applicable and

can be used to enrich Arabic text corpora with fine-grained morphosyntactic information.

As a future work project, applying the SALMA Tag Set to a larger representative

Arabic corpus will be of high priority. Chapter 11 discusses this future work project.

7.3 Methodologies for Evaluating the SALMA Tag Set

Two ways to validate the SALMA Tag Set of Arabic are: first, to propose it as a
standard to the Arabic language computing community and have the standard adopted by
others. Second, another empirical evaluation is to see how readily it can be applied to a
sample of Arabic text, for example by mapping from an existing tagged corpus to the
SALMA tag set.

The SALMA Tag Set has been used in the SALMA Tagger (Sawalha Atwell Leeds
Morphological Analysis Tagger). It is used as the standard for specifying the word’s
morphemes and for encoding the morphological features of each morpheme (Sawalha and
Atwell 2009b; Sawalha and Atwell 2009a). The SALMA Tag Set has been published
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online (http://www.comp.leeds.ac.uk/sawalha/tagset.html) and has been adopted as a

standard by other Arabic language computing researchers. For instance, part of the tag set
is also used in the Arabic morphological analyzer and part-of-speech tagger Qutuf
(Altabbaa, Al-Zaraee and Shukairy 2010). Qutuf uses the main part-of-speech, the
subcategories of nouns, the subcategories of verbs named as verb aspects, the
subcategories of particles and the morphological features of gender, number, person, case
or mood, definiteness, voice, transitivity, and part of the declension and conjugation
category named as perfectness. Qutuf does not use the SALMA tag format. Rather it uses
a tag consisting of slots for each feature separated by a comma. Another re-use of the
SALMA — Tag Set has been reported as a standard for evaluating Arabic morphological
analyzers, and for building a Gold Standard for evaluating Arabic morphological

analyzers and part-of-speech taggers (Hamada 2010).

The second method for evaluating the SALMA Tag Set is to apply it to a sample of
Arabic text, by mapping from an existing broad tag set to the more fine-grained SALMA
Tag Set. Morphologically annotated sample text from the Quranic Arabic Corpus (QAC),
chapter 29, consisting of about 1000 words, was selected. Then, an automated mapping
algorithm was developed to map the QAC morphological tags to the SALMA tags. After
that, the automatically mapped morphological features tags were manually verified and
corrected, to provide a new fine-grain Gold Standard for evaluating Arabic morphological

analyzers and part-of-speech taggers.

The mapping from the QAC morphological tag set to the SALMA Tag Set was done
by the following six-step procedure.

1. Mapping classical to modern character-set: the QAC uses the classical Othmani
script of the Qur’an (77,430 words) which was mapped to Modern Standard Arabic
(MSA) script (77,797 words).

2. Splitting whole-word tags into morpheme-tags: the morphological tag in the QAC
is a whole-word tag, composed by combining the prefix with the stem and suffix

morphological tags, while the SALMA Tag Set is designed for word morpheme
tagging.

3. Mapping of feature-labels: the mnemonics of the Quranic Arabic Corpus tags were

mapped to their equivalent in the SALMA Tag Set.

4. Adjustments to morpheme tokenization: due to differences between the underlying
word tokenization model used in the QAC and the one required for the SALMA Tag
Set, the mapped tags of the prefixes and suffixes were replaced with SALMA tags by
matching them to the clitics and affixes lists used by the SALMA Tagger (Sawalha
and Atwell 2009a; Sawalha and Atwell 2010b).
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5. Extrapolation of missing fine-grain features: for the morphological features which
are not included in the QAC tag set, automatic “feature-guessing” procedures applied
linguistic knowledge extracted from traditional Arabic grammar textbooks, encoded
as a computational rule-based system, to automatically predict the values of the

missing morphological features of the word.

6. Manually proofread and corrected the mapped SALMA tags: proofreading and
correction is done by an Arabic language expert. The result is a sample Gold
Standard annotated corpus for evaluating morphological analyzers and part-of-speech

taggers for Arabic text.

Section 7.4 explains the mapping procedures followed to map the QAC
morphological tags to the SALMA tags.

7.4 Mapping the Quranic Arabic Corpus (QAC) Morphological Tags to
SALMA Tags

The reuse of existing components is an established principle in software
engineering. The Quranic Arabic Corpus (QAC) is a newly available resource enriched
with multiple layers of annotation including morphological segmentation and part-of-
speech tagging (Dukes and Habash 2010). A morphologically annotated test text sample
from the QAC, chapter 29, consisting of about 1000 words, was selected. Then, an
automated mapping methodology mapped the QAC morphological tags to SALMA

morphological features tags.

The mapping from the QAC morphological tags to the SALMA morphological
features tags is done by following a six-step procedure. The following sub-sections
describe in detail the mapping steps, highlight the challenges of mapping and show
examples of mapping the QAC morphological tags to the SALMA morphological

features tags.
7.4.1 Mapping Classical to Modern Character-Set

The QAC uses the Othmani script of the Qur’an. Most Arabic NLP applications
deal with MSA script. These programs need some modifications to deal with the Othmani
script. However, the Qur’an script is also available in MSA script. One-to-one mapping,
between the Qur’anic words written in Othmani script and the Qur’an written in MAS
script, can be applied to the QAC except for a few special cases. Such cases exist due to

the spelling variations between the Othmani script and the MSA script. For instance the
vocative particle . ya is written connected to the next word in Othmani script, and it is

written as standalone token in MSA script e.g. the word '~sc yamisa ‘O Musa

”"

“Moses”!’in Othmani script is one token but it is written as two tokens in MSA script as &
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s> ya misa ‘O Musa “Moses”!’. Therefore, The QAC has 77,430 words while the

Quran in written MSA has 77,797 tokens. Figure 7.1 gives some examples of the spelling
variations between the Othmani script and MSA script.

Othmani Standard Arabic Meaning

Sk yamiisa s ya misa O Musa (Moses)!
At ya’'ahla Wi ya 'ahla O people of

sk valaytani S va laytani I wish if T had

o wa’allaw # s wa’n law And if not

(o ya'‘isa e yva ‘isa O Issa (Jesus)!
g¥s yagawm SeyF ya gawm O people

Figure 7.1 Examples of spelling / tokenization variations between the Othmani script and
MSA script
The one-to-one mapping was done automatically. The difference of 375 tokens
between the two writing schemes was manually corrected, by grouping two tokens of

MSA that match one token of the Othmani script. This grouping is done to preserve the
morphological tag of the words. From the previous example the word s yamiisd ‘O

Musa “Moses”!” has the QAC morphological tag ya+ POS:PN LEM:muwsaY M
NOM, which is mapped to the two tokens t and s ya miisd ‘O Musa “Moses”!” and

these two tokens are given the same morphological tag as illustrated in figure 7.2.

Othmani  QAC morphological tag MSA  QAC morphological tag

G ya+
T POS:PN LEM:muwsaY™ M NOM
Figure 7.2 mapping example, preserving the part-of-speech tag

g ya+ POS:PN LEM:muwsaY" M NOM

7.4.2 Splitting Whole-Word Tags into Morpheme-Tags

Tokenizing the word into its morphemes is not an easy task for Arabic words. The
tokenization of QAC words into morphemes was done automatically using BAMA.
However, there is no resource provided by the QAC that tokenizes the words into their
morphemes and assigns the morphological tags for each morpheme. The given
morphological tags are whole word tags, combining the prefix with the stem and the
suffix morphological components separated by a + sign. So, for our mapping process, the
words and their morphological tags were automatically tokenized into morphemes and
morphemes tags. Figure 7.3 shows an example of tokenizing a word and its

morphological tag into morphemes and morpheme tags.
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Word no. Othmani MSA QAC morphological tag
word word

(16:72:16) Juw JbLﬂlj A:INTG+ f:REM+ bi+ Al+ POS:N ACT PCPL LEM:ba'Til
o o ROOT:bTI M GEN

Morpheme [1] i § AINTG

Morpheme [2] s O f:REM

Morpheme [3] o o Bi

Morpheme [4] g Ji Al

Morpheme [5] JJ‘J Jbt POS:N ACT PCPL LEM:ba'Til ROOT:bT1 M GEN

Figure 7.3 Example of tokenizing Quranic Arabic Corpus words and their morphological
tags into morphemes and their morpheme tags
The QAC has 18,994 word types (Othmani script) and 18,123 different
morphological tags. This large number of different morphological tags can be reduced to
1,067 different morpheme tags after dividing the morphological tag of the whole word
into morpheme tags and removing the ROOT: and LEM: parts of the QAC morphological
tags.

7.4.3 Mapping of Feature-Labels

The third mapping step starts by mapping the mnemonics of the QAC to their
equivalent in the SALMA - Tag Set, followed by application of the morphological
feature templates that determine the applicable and non-applicable morphological features
of the analyzed morphemes.

A mapping dictionary was constructed to map the mnemonics of the QAC that
captures the morphological features of the analyzed morphemes, to their SALMA Tag Set
equivalent attribute values and the attributes’ positions in the SALMA tag string. Figure
7.4 shows part of the dictionary data structure used to map between QAC and SALMA
tags. The dictionary consisting of 158 entries was used via a specialized program that
matches the QAC morphemes tags after tokenization, and returns the attributes’ values
and the positions for the mapped features. Then, the attributes are placed in their specified
positions in the SALMA tag string.

{"1FP" :[(7,'f'),(8,'p'),(9,'f')], # lst person / Feminine /Plural
"1FSs" c[(7,'€'),(8,'s"),(9,'£")1, # lst person / Feminine /Singular
"1MP" :[(7,'m"),(8,'p"), (9,'E")1], # 1st person / Masculine / Plural
"1p" :[(8,'P"),(9,"£")1, # lst person / Plural

"is" :[(8,'s"),(9,'£")], # 1lst person / Singular

"2D" :[(8,'d"), (9,'s")1, # 2nd person / Dual

"2FD" c[(7,"€"),(8,'d"), (9,'s")], # 2nd person / Feminine / Dual
"2Ms" :[(7,'m"),(8,'s"),(9,'s"')], # 2nd person / Masculine / Singular
"POS:ACC" :[(1,'p'),(4,'0")], # Accusative particle

"POS:ADJ" :[(1,'n'), (2,'3")], § Adjective

"POS:N" :[(1,'n")], # Noun

"POS:P" [(L,'p"), (4,'P") ], # Preposition

"POS:V" c[(1,'v")1, # Verb

Figure 7.4 Part of the dictionary data structure used to map the Quranic Arabic Corpus
tag set to the morphological features tag set
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The SALMA tag string consists of 22 features. Not all these features are applicable
for a given part-of-speech. For instance, number and gender at positions 7 and 8
respectively, are noun features, while person and voice at positions 9 and 14 respectively
are verb features. The SALMA Tag Set uses ‘-’ to show that the feature in that position is
not applicable, and it uses ‘?’ to show that the feature is applicable but its attribute value
is not known yet.

A matrix of the main and sub parts of speech and their applicable features (or
possible attributes) has been constructed and used by the mapping program and the
SALMA - Tagger (Sawalha and Atwell 2009b; Sawalha and Atwell 2009a; Sawalha and
Atwell 2010b). Chapter 8 discusses in detail the SALMA — Tagger algorithm. The matrix
is used as SALMA tag string templates. For each main or sub part-of-speech there is a
template that shows the applicable and non-applicable morphological features. The main
part of speech and some of the sub part of speech categories are already marked in the
initially mapped tag. A string, formed by grouping the attributes of the first 6 positions of
the initial SALMA tag string representing the main and the sub part of speech categories,
is used as a key to search the templates dictionary that stores the SALMA tag templates.
These templates are used to add °-’, ‘?° or any other specified attributes to the initially
mapped tag string. Figure 7.5 shows a sample of SALMA tag templates.

{‘n?—" : ‘n?-———2?2-2?222-——22?27?-?’ # Noun

‘w=2-—=" : ‘WW=Rm———— ?2?2272-2222?27?27?2°72-" # Verb

‘pm—27—-" : ‘pm—?————- 2?2 ———2————= N # Particle
‘r——-7-" : ‘r———2-2272727222?2?2?—————— ' # Residual
‘u———-=2’' ‘u ? N # Punctuation
‘ng-————" : ‘ng————2??-v??2?2-—-2d??-?’ # Gerund

‘np———-" ‘np——-—--???s-??-——?ns-——" # Pronoun

‘v-p—" : ‘v-p————-— ?s-?-?m????2?2°?-" # Past verb
‘v—g——-" : ‘v-g————-— ?2d??-?2?2?2?2?2?2?27?-" # Present verb
‘v-i——" : ‘v-i-———— ?s—-?-a????2?2??-" # Imperative verb
‘p——p—" ‘P——-p s=? n * # Preposition
‘p——a—-" ‘p-—-a s=? n N # Annular

‘p——c—" ‘p——-c s=7? n ' # Conjunction
‘r———r-" : ‘r———r-???s-?—————————-— * # Connected pronoun
‘r———-t-" : ‘r=——t-fg-g=-P=————————— N # ta' Marbouta
‘r——-d-" : ‘r d d N # Definite article
‘u———-s’ : ‘u s ' # Full stop
‘u—-——-c’ ‘u c N # Comma

‘u-——-n’ ‘u n ' # Colon

Figure 7.5 A sample of the morphological features tag templates
7.4.4 Adjustments to Morpheme Tokenization

Due to the differences between the underlying word’s morpheme tokenization
models used in the QAC and the one required for the SALMA — Tag Set, adjustment to
morpheme tokenization is required. The fine-grained SALMA — Tagger divides the word
into five parts: proclitic(s), prefix(es), stem, suffix(es) and enclitic(s). Clitics and affixes

can be multiple clitics or affixes. The underlying word’s morpheme tokenization model
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used by the QAC is inherited from BAMA. So, the SALMA-Tagger is used to tokenize
the words into morphemes and to assign the morpheme tag by matching the clitics and
affixes morphemes of the analyzed words with the clitics and affixes from the clitics and
affixes dictionaries of the SALMA-Tagger.

The clitics and affixes dictionaries contain detailed information about proclitic and
prefix combinations and suffix and enclitic combinations. This information includes
suitable SALMA tags and three information labels that help in matching the correct
combination of proclitics and prefixes from one side with the suffixes and enclitics from
the other side. The first label [proc, perf, suf, enc] indicates whether the clitic or affix is a
proclitic, prefix, suffix or enclitic respectively. The second label [n, v, x] represents the
main part-of-speech of the stem morpheme which indicates whether the clitic or affix
belongs to noun, verb or both. The final information is [y, n]. This indicates whether the
clitic or affix is part of the pattern or not. This information is useful for pattern generator
and lemmatizer programs. The construction and the properties of clitics and affixes
dictionaries are discussed in more detail in chapter 8. The SALMA — Tagger selects the
clitic and affix combinations that match this information and match the main part of
speech of the stem. Figure 7.6 shows examples from the clitics and affixes lists. Figure

7.7 shows a sample of the mapped morphological features tags after applying step 4.

Proclitics and prefixes list
| #<:0: walaya ‘lamanna “And he will surely make evident”

1 A < S proc X n ke 2~ Conjunction

2 J la p--z-----§~f--emmemem- proc Vv n 4S5y <~ Emphatic particle

3 ya G Y — pref v vy ilas 2~ Imperfect prefix
Suffixes and enclitics list

G Cakic walatbigatiha “And its applications™

1 S0ati peeel-fpemm—e—ee- suf n vy He :fj iig?ine sound plural
2 & ha  r---r-fsts-s---------- enc X n Jaz x> Suffixed pronoun

Figure 7.6 Examples of the clitics and affixes lists
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Morpheme QAC morpheme tag SALMA tags after the 4" step
it POS:INL p--? ?222?2———"?

f A:INTG+ p——i s

G POS:V PERF 3MS v-p-—-mst——2-2-222222—
JI Al+ r d

26 POS:N MP NOM n?-—-—-mp-?n??---2????-?
5 POS:SUB p--g ?

& NULL r-——a

a5 POS:V IMPF PASS 3MP MOOD:SUB)  v—c——-mptda?-p??2?2??-
I PRON:3MP r—-—--r-mptsnw—————————-—
5 POS:SUB p--g ?

& NULL r a

s POS:V IMPF 3MP MOOD:SUB] v-c-—-mptda?-?????2???-
I PRON:3MP r—-—--r-mptsnw—————————-—
AT POS:V PERF (IV) 1IMP v-p-—-mpf-—-?-2-222227?-
G PRON:1MP r—-——-r—-xpfs??—————————-
3 wa+ pP——c

A POS:PRON 3MP np-———mpt—--??-——?————-
y POS:NEG p--n ?

& NULL r-——a

N POS:V IMPF PASS 3MP v-c——-mpt—-??-p????2?2?-
bs PRON:3MP r———r-mp?snn-————————-

Figure 7.7 A sample of the mapped SALMA tags after applying mapping steps 1 to 4

After applying the four-step mapping procedure to a sample of 1000 words, chapter
29 of the Qur’an, the success rate in mapping each morphological features category was
computed by comparing with the final version after proof reading. Table 7.1 shows how
successful the mapping was for each individual target feature. Full mapping was done for
the main part-of-speech and sub part of speech categories, with a success rate of nearly
100% except for noun sub-categories of which only about 50% were mapped
successfully. The morphological categories of gender, number, person, inflectional
morphology and case or mood were mapped with a success rate of 68% to 89%. Case and
mood marks, definiteness, voice, emphasized and non-emphasized, and declension and
conjugation were poorly mapped with a success-rate of 5% to 17%. Transitivity, rational,
unaugmented and augmented, number of root letters, verb root and noun finals were not

mapped at all, because these morphological features do not exist in the QAC tag set.
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Table 7.1 The mapping success rate after applying the first four mapping steps

Category ? - Applicable  Not mapped mapped
1 Main Part-of-Speech 16 0 1935 0.83% 99.17%
2 Part-of-Speech: Noun 247 1435 500 49.40% 50.60%
3 Part-of-Speech: Verb 0 1675 260 0.00% 100.00%
4  Part-of-Speech: Particle 31 1424 511 6.07% 93.93%
5  Part-of-Speech: Other 0 1287 648 0.00% 100.00%
6  Punctuation marks 0 1935 O 0.00% 100.00%
7  Gender 125 785 1150 10.87% 89.13%
8  Number 244 847 1088 22.43% 77.57%
9  Person 103 1267 668 15.42% 84.58%
10 Inflectional morphology 85 1141 794 10.71% 89.29%
11 Case and Mood 280 1043 892 31.39% 68.61%
12 Case and Mood marks 1120 581 1354 82.72% 17.28%
13 Definiteness 402 1467 468 85.90% 14.10%
14 Voice 220 1698 237 92.83% 7.17%
15 Emphasized and non-emphasized 114 1805 130 87.69% 12.31%
16  Transitivity 260 1675 260 100.00% 0.00%
17 Rational 712 1223 712 100.00% 0.00%
18 Declension and Conjugation 482 1428 507 95.07% 4.93%
19 Unaugmented and Augmented 603 1332 603 100.00% 0.00%
20 Number of root letters 654 1281 654 100.00% 0.00%
21  Verb root 260 1675 260 100.00% 0.00%
22 Nouns finals 394 1541 394 100.00% 0.00%

7.4.5 Extrapolation of Missing Fine-Grain Features

As previously discussed, The SALMA — Tag Set is a fine-grained tag set that
captures 22 morphological features in the tag string. As shown in table 7.1 above, some of
these morphological features are poorly mapped such as case and mood marks;
definiteness; voice; emphasized and non-emphasized; and declension and conjugation;
while others are not mapped because they are not represented by the QAC morphological
tag set. The non-mapped features are: transitivity; rational; unaugmented and augmented;

number of root letters; verb root; and types of nouns according to their final letters.

The morphological features which are not included in the QAC tag set are
automatically guessed using the SALMA - Tagger. The SALMA - Tagger has
specialized procedures that apply the linguistic knowledge extracted from traditional
Arabic grammar books as a computational rule-based system to automatically guess the
value of the remaining morphological features of the word’s morphemes. Chapter 8

discusses in detail these procedures.
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A rule-based approach was used for morphological analysis of the 22 morphological
features. Rules were extracted from traditional Arabic grammar books. Then, these rules
were programmed and integrated to the SALMA — Tagger to predict the morphological
feature values of each morpheme of the analyzed word. The rules depend on the structure
of the analyzed words and their morphemes to predict the value of a given category. For
instance, if the analyzed word has a prefix ¢ ya@ and suffixed pronoun & éna then the
appropriate tag of the person category is ‘¢’ representing third person and the subject’s
number and gender guessed values are ‘p’ and ‘m’ representing plural and masculine
respectively. The rules also depend on linguistic lists for the features that are hard to
predict depending on the structure of the analyzed words. The SALMA — Tagger has
linguistic lists such as a broken plural list to predict the number feature of nouns; list of
doubly transitive verbs and list of triply transitive verbs to predict the values of the
transitivity feature; lists of restricted to perfect, restricted to imperfect, restricted to
imperative, and partially conjugated verbs which are used to guess the values of the

declension and conjugation morphological feature.

Table 7.1 showed that the mapping percentage after applying the first four mapping
steps for these morphological features is less than 20% and most of them have 0%
mapping. These procedures are also used to verify the already mapped morphological
features such as number, gender, person and case or mood. After applying these rule-
based procedures the mapping success rate increased and reached 83% to 100% for most
of the morphological features. Table 7.2 shows the mapping success-rate after applying

the fifth mapping step of applying the rule-based system to morphological analysis.
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Table 7.2 The mapping success rate after applying the fifth mapping step

Category ? - Applicable Not Mapped  Mapped %
1 Main Part-of-Speech 0 0 1935 0.00% 100.00%
2 Part-of-Speech: Noun 247 478 1457 16.95% 83.05%
3 Part-of-Speech: Verb 0 716 1219 0.00% 100.00%
4 Part-of-Speech: Particle 26 758 1177 2.21% 97.79%
5 Part-of-Speech: Other 0 976 959 0.00% 100.00%
6 Punctuation marks 0 976 959 0.00% 100.00%
7 Gender 123 219 1716 7.17% 92.83%
8 Number 305 218 1717 17.76% 82.24%
9 Person 0 673 1262 0.00% 100.00%
10  Inflectional morphology 0 0 1935 0.00% 100.00%
11  Case and Mood 250 241 1694 14.76% 85.24%
12 Case and Mood marks 262 0 1935 13.54% 86.46%
13 Definiteness 0 478 1457 0.00% 100.00%
14  Voice 0 716 1219 0.00% 100.00%
15 Emphasized and non-emphasized 0 716 1219 0.00% 100.00%
16  Transitivity 0 716 1219 0.00% 100.00%
17  Rational 0 218 1717 0.00% 100.00%
18  Declension and Conjugation 0 218 1717 0.00% 100.00%
19  Unaugmented and Augmented 0 346 1589 0.00% 100.00%
20  Number of root letters 0 336 1599 0.00% 100.00%
21  Verb root 0 721 1214 0.00% 100.00%
22 Nouns finals 121 478 1457 8.30% 91.70%

7.4.6 Manual proofreading and correction of the mapped SALMA tags

I manually proofread and corrected the mapped morphological features tags. The
result of correcting the automatically mapped morphological features tags is a sample
gold standard for evaluating morphological analyzers and part-of-speech taggers for
Arabic text. Constructing the gold standard for evaluating morphological analyzers is one
of the objectives of evaluating the SALMA — Tag Set. The gold standard is stored in
different formats and published online>* to allow the wider Arabic NLP community to use
it in evaluating morphosyntactic systems for Arabic. Chapter 9 discusses in detail the
construction and the specifications of the SALMA — Gold Standard. Figure 7.8 shows an
example of mapping from the QAC into SALMA tags, the results after applying steps 1 to

4, the results after applying step 5 and the results after manually correcting the tags.

54 The SALMA Gold Standard http://www.comp.leeds.ac.uk/sawalha/goldstandard.html
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QAC morpheme SALMA tags after SALMA tags after Corrected SALMA
tag mapping steps 1-4  mapping step 5 tags
o POS:INL p--2-m---2222eee e e 1N T S———
i AINTG+ L s L s L B s
e POS:V PERF 3MS v-p---mst--?-?-22?2??- v-p---msts-f-ambhvsta- v-p---msts-f-amohvsta-
J Al+ B | E——— | E————
6 POS:N MP NOM n?----mp-?n??---22??-?  n?----mp-vndd---ndst-s n#f----mj-vndd---hdst-s
of POS:SUB p--g------- R (L S — (L ——
& NULL Fem-Qnmmmmmmmm e Fom-Qenmmmmmmm e | T——
- POS:V IMPF PASS  v-c---mptda?-
3 —C-- - - —C-- - -
5 3MP MOOD:SUBJ  p?2?2222- v-c---mptdao-pmbhvtta v-c---mptdao-pmohvtta
0} PRON:3MP r-=-F-MPtSNW==-n===n== F-=-F-MPtSNW==-n===n-= N 1) Y S—
& POS:SUB p--g------- Pemmmnaann P--grmmm-§-Smmmmmnnnn S —
& NULL B | | S R —
‘j}; E/[C())SO\]; HSV{JPPI:“ J3MP X;c?-;;r‘r:‘[: ;(-la?- v-c---mptdao-amohvtto- v-c---mptdao-amohvtto-
0} PRON:3MP S NV IT ) |\ — S L)) |\ — F-=-F-IPtS-§-nnmmnnnn=
oAl Il)l?/[i:v PERF (IV) v-p---mpf--2-2-22222?-  v-p---mpfs-s-amohvttc- v-p---mpfs-s-amohvttc-
G PRON:1MP r-=-r-Xpf$??-mnnmmmnnn r-=-r-Xpf$??-nnnmmmnnn r---r-Xpfs-§---mmn----
3 wa+ P--Crmmmmmmmmmmmnmnan P--C-mmmmmmmmmmmnmean p--c-----§-f--mnammeen
o POS:PRON 3MP np----mpt--?2---2----- np----mpts-si---hn---? np----mpts-si---hn----
¥ POS:NEG P--N--nmmen P L NS S——
& NULL Fem-Qnnmmmmmmmmmmeee- Fem-Qemmmmmmmm e | T————
UJ gﬁ%v IMPE PASS v-c---mpt-??-p????2??-  v-c---mptdnn-pmohvtta- v-c---mptdnn-pmohvtta-
Ry PRON:3MP S ) YE) 1) | C— S ) 1E) 1) | E— r-=-r-mpts-f-----m-n--

Figure 7.8 A Sample of the QAC tags and their mapped SALMA tags after applying the

7.5 Evaluation of the Mapping Process

mapping procedure’s steps 1-4, step 5 and manually correcting the tags.

The correction process of the automatically mapped tags involves correcting the

individual morphological feature categories tags of each morpheme. This process

specifies whether a morphological feature category is applicable or not. If it is applicable,

the automatically mapped attribute is checked and corrected. Otherwise, if it is not

applicable and the mapped tag is not

(X2

, the correction will replace any attribute by

(1324

During the correction process, the following types of correction were observed.

Changing the automatic tag from

feature attribute.

[

, to the correct tag of a certain morphological

Changing the automatic tag from “?”, to the correct tag of a certain morphological

feature attribute.
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(132

¢ (Changing an automatic tag which is not or “?”, to the correct tag of a certain

morphological feature attribute.

[T3R2]

¢ Changing the automatic tag from “?”, to “-” where a given morphological feature is

not applicable to a given morpheme.

[T [T

e (Changing an automatic tag which is not or “?’, to where a given

morphological feature is not applicable to a given morpheme.

Depending on the above observed correction types and the standard definitions of
accuracy metricsd, the rules for measuring the accuracy of the mapping process were
inferred. The following classifications of the different cases of the corrected SALMA tags

are used as bases to measure the accuracy of the mapping process.
e TN: True and not applicable; case was not applicable and predicted not applicable.
e TP: True and applicable; case was applicable and predicted correctly.
e FN: False and not applicable; case was not applicable and predicted applicable.

e FP: False and applicable; case was applicable and predicted not applicable.

The accuracy metrics of the automatically mapped tags are based on the above
observations to calculate the recall, precision and accuracy. Accuracy is the percent of

predictions where were correct. Formula [2] illustrates the computation of accuracy.

Accuracy = L (2)

Total number of morphemes

Recall is defined as the percentage of applicable cases that are correctly mapped

from the mapped cases. Formula [3] illustrates the computation of recall.

TP

Recall = TR Tt 3)

Precision is defined as the percentage of the applicable cases which are correctly
predicted from the total number of the applicable cases. Formula [4] illustrates the

computation of precision.

TP

Precision = ———FF—— ............ 4
number of applicable cases ( )

Table 7.3 shows accuracy, recall and precision after applying the first four mapping
steps and after applying the fifth mapping step. Figures 7.9, 7.10 and 7.11 show the
increase in accuracy, recall and precision after using the procedures of linguistic rules, for
mapping the QAC morphological tags to the SALMA tags.

55 Standard definition of Recall and Precision http://en.wikipedia.org/wiki/Recall and precision
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Table 7.3 Accuracy, recall and precision of the mapping procedure after steps 4 and 5

Mapping steps 1-4 Mapping steps 1-5
Category Accuracy | Recall Precision | Accuracy | Recall Precision
Main part-of-speech 72.30% 100.00% | 72.30% 97.99% 99.43% 97.99%
Part-of-speech: Noun 58.96% 99.16% 46.81% 86.15% 99.16% 46.81%
Part-of-speech: Verb 87.18% 99.62% 99.62% 99.95% 99.62% 99.62%
Part-of-speech: Particle 83.73% 100.00% | 88.37% 96.24% 98.03% 86.63%
Part-of-speech: Other 72.45% 30.84% 19.31% 94.90% 95.50% 86.43%
Punctuation marks 100.00% | - - 100.00% | - -
Gender 71.11% 100.00% | 79.11% 89.03% 97.66% 88.72%
Number 63.13% 100.00% | 64.82% 79.09% 97.09% 70.91%
Person 79.40% 100.00% | 96.23% 94.28% 96.11% 89.02%
Inflection 15.65% 100.00% | 22.04% 88.47% 95.30% 86.73%
Case and Mood 18.54% 100.00% | 75.31% 79.711% 99.56% 94.98%
Case and Mood marks 0.41% 100.00% | 0.58% 74.25% 94.20% 66.11%
Definiteness 16.68% 100.00% | 12.96% 96.40% 100% 88.46%
Voice 67.97% 100.00% | 5.38% 98.61% 100% 89.62%
Emphasis 68.07% 100.00% | 6.15% 99.95% 100% 99.62%
Transitivity 67.25% 0.00% 0.00% 99.69% 100% 98.45%
Rationality 6.59% 0.00% 0.00% 94.34% 100% 86.68%
Declension and conjugation 34.65% 95.65% 2.89% 90.11% 99.83% 75.03%
Unaugmented and augmented | 33.37% 0.00% 0.00% 95.21% 98.56% 86.19%
Number of root letters 33.42% 0.00% 0.00% 99.74% 100% 100%
Verb root 73.84% 0.00% 0.00% 100.00% | 100% 100%
Noun finals 46.96% 0.00% 0.00% 93.31% 100% 97.64%
Accuracy
100.00%
90.00%
80.00%
70.00% = =
60.00% I— I
50.00% I l
40.00% I l
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22

B mapped tags steps 1-4 H mapped tags step 5

Figure 7.9 Accuracy of mapping after steps 4 and step 5 of mapping QAC to SALMA
tags
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Figure 7.10 Recall of mapping after steps 4 and step 5 of mapping QAC to SALMA tags
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Figure 7.11 Precision of mapping after steps 4 and step 5 of mapping QAC to SALMA
tags.

7.6 Discussion of Evaluation of the SALMA Tag Set

Arabic has a complex morphology and fine-grain tag assignment is significantly
challenging. Arabic words should be decomposed into five parts: proclitics, prefixes, stem
or root, suffixes and enclitics. The morphological analyzer should add appropriate
linguistic information to each of these parts of the word. Instead of a tag for the whole
word, sub-tags are required for each part. More detailed morphological feature

information that describes each part of the word is generally more useful and appreciated.
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The software engineering principle of reuse was applied to build a morphologically
tagged corpus enriched with detailed analysis of each word’s morphemes, by recycling an
existing morphologically tagged corpus, the Quranic Arabic Corpus (QAC). This chapter
demonstrated that this resource can be reused and enriched with detailed analysis by
mapping the existing morphological analysis of a sample chapter of the QAC to the
detailed morphological analysis using the SALMA — Tag Set and the SALMA — Tagger.
This empirical study was achieved by following a 6-step procedure which involves direct
mapping of the existing features and building a rule-based system which depends on the

linguistic knowledge extracted from traditional Arabic grammar books.

A measure of accuracy is “exact match”. The exact match of the prediction of all 22
features for a morpheme whole tags for the test sample is 53.5%, but some of the errors
were very minor such as replacing one ‘?” by ‘-’. The error-rate of individual features
scored 2.01% for main part of speech, between 3% and 15% for morphological features
coded in the QAC tags, and between 2% and 24% for features which do not exist in the
QAC tags but can be automatically guessed. Due to the use of 22 morphological features
categories for each morpheme, which increase the potential for making annotation
mistakes, this result demonstrates that the reuse and enriching of existing resource with
more detailed morphological features information is applicable and can provide tagged

Arabic corpora with fine grain analysis.

7.7 Conclusions and Summary

A range of Arabic Part-of-Speech taggers exist, each with a different tag set. The
existing tag sets for Arabic were illustrated and compared, and this suggests the need for a
common standard to simplify and promote comparisons and sharing of resources. Generic
design criteria for corpus tag sets were reviewed in chapter 5. Some of these principles
have been applied in existing tag sets; but there is still room for improvement, in the
design of a theory-neutral standard tag set for Arabic Part-of-Speech taggers and tagged
corpora. The SALMA — Tag Set captures long-established traditional morphological
features of Arabic, in a compact yet transparent notation. A tag consists of 22 characters;
each position represents a feature and the letter at that location represents a value or
attribute of the morphological feature; the dash ‘-’ represents a feature not relevant to a
given word. The SALMA — Tag Set is not tied to a specific tagging algorithm or theory,
and other tag sets could be mapped onto this standard, to simplify and promote
comparisons between and reuse of Arabic taggers and tagged corpora. The SALMA —

Tag Set design decisions were made through chapter 6.

The SALMA — Tag Set has been validated in two ways. First, it was validated by

proposing it as a standard to the Arabic language computing community, and has been
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adopted in Arabic language processing systems. The SALMA — Tag Set has been used in
the SALMA — Tagger to encode the morphological features of each morpheme (Sawalha
and Atwell 2009a; Sawalha and Atwell 2010b). Parts of The SALMA — Tag Set were also
used in the Arabic morphological analyzer and part-of-speech tagger Qutuf (Altabbaa et
al. 2010). Moreover, the SALMA — Tag Set has been reported as a standard for evaluating
morphological analyzers for Arabic text and for building a gold standard for evaluating

morphological analyzers and part of speech taggers for Arabic text (Hamada 2010).

Second, an empirical approach to evaluating the SALMA — Tag Set of Arabic
showed that it can be applied to an Arabic text corpus, by mapping from an existing tag
set to the more detailed SALMA — Tag Set. The morphological tags of a 1000-word test
text, chapter 29 of the Quranic Arabic Corpus, were automatically mapped to SALMA
tags. Then, the mapped tags were proofread and corrected. The result of mapping and
correction of the SALMA tagging of this corpus is a new Gold Standard for evaluating
Arabic morphological analyzers and part-of-speech taggers with a detailed fine-grain
description of the morphological features of each morpheme, encoded using SALMA

tags.

We invite other Arabic language computing researchers to take up the SALMA —
Tag Set and the SALMA — Gold Standard tagged corpus, to promote comparability and

interoperability of Arabic morphological analyzers and Part-of-Speech taggers.
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Part IV: Tools and Applications for Arabic Morphological
Analysis
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Chapter 8
The SALMA Tagger for Arabic Text

This chapter is based on the following sections of published papers:

Section 3 is expanded from section 2 in (Sawalha and Atwell 2009b) and
section 3.2 in (Sawalha and Atwell 2009a)

Section 5 is based on section 3 in (Sawalha and Atwell 2010b)

Chapter summary

Morphological analyzers and part-of-speech taggers are key technologies for most text
analysis applications. The main aim of this thesis is to develop a morphosyntactic tagger
for annotating a wide range of Arabic text formats, domains and genres including both
vowelized and non-vowelized text. Enriching the text with linguistic analysis will
maximize the potential for corpus re-use in a wide range of applications. We foresee the
advantage of enriching the text with part-of-speech tags of very fine-grained grammatical
distinctions, which reflect expert interest in syntax and morphology, but not specific needs

of end-users, because end-user applications are not known in advance.

This chapter describes the fine-grained Arabic morphological analyzer algorithm,
the SALMA — Tagger. The SALMA — Tagger is adherent to an agreed standard of the
ALECSO/KACST initiative for designing and evaluating morphological analyzers for
Arabic text. The SALMA Tagger is enriched with dictionaries: SALMA — ABCLexicon,
pre-stored lists of clitics and affixes, roots, patterns dictionary, function words list, and

other linguistic lists such as broken plural list and proper noun list.

The SALMA — Tagger combines sophisticated modules that break down complex
morphological analysis problem into achievable tasks which each address a particular
problem and also constitute stand-alone units. These modules are: the SALMA —
Tokenizer, the SALMA — Lemmatizer and Stemmer, the SALMA — Pattern Generator, the
SALMA — Vowelizer and the SALMA — Tagger module. These modules are useful as

stand-alone tools which users can select and/or customise to their own applications.
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8.1 Introduction

A morphological analyzer is a program which analyzes words. It extracts the root
from the derived word and/or generates all possible words from a certain root. It analyzes
the word into morphemes by dividing the word into proclitics, prefixes, stem or root,
suffixes and enclitics. Moreover, it identifies the word’s part of speech and generates the

correct derivation pattern of the analyzed word.

Morphological analysis is defined as the process of analysing a word in its
orthographic form, and generates all possible analyses of the analysed word. The
morphological analyser, a program that does the morphological analysis of the word,
must generate all possible analyses and identify the morphological features for each
morpheme of the analysed word. The morphological features should be encoded using a
specified scheme- morphological features tags, which can be used by higher level text
analytics applications such as part-of-speech tagging and parsing. Moreover,
morphological analysis involves extracting the root and matching the pattern of the word.
Morphological analysers can be used to add the correct vowelization (diacritics) for each

letter of the analysed word.

Section 2.3 in chapter 2 has more background on morphological analysis for Arabic

text.

8.2 Specifications and Standards of Arabic Morphological Analyses

A robust and well-designed morphological analyser for Arabic text has to meet
agreed design standards for Arabic morphological analyses. Many researchers have
investigated the morphology of Arabic, and they built their morphological analysers
according to specific application requirements. For instance, stemming involves
morphological analyses for Arabic words where the outputs of the stemmers are the roots
of the analysed words (Al-Sughaiyer and Al-Kharashi 2004). However, the complex
morphology of Arabic requires more detailed analyses. Therefore, the morphological
analyser for Arabic text should meet the following requirements (Al-Bawaab 2009;
Hamada 2009b; Hamada 2010).

1. It can correctly divide the analysed word into morphemes such as proclitics, prefixes,

stem or root, suffixes and enclitics.

2. It can generate the correct pattern of the word and specify whether the generated

pattern is a noun pattern, verb pattern or both.
3. It can correctly specify the morphological features for each morpheme.

4. It can extract the correct root of the word whether it is triliteral or quadriliteral.
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5. It can deal with unambiguous words (inert or stop words), irregular words, rare

words and borrowed words.

6. If an orthographic form is ambiguous, it should generate a set of plausible/possible
analyses to be disambiguated at a subsequent processing stage taking context into

account.
7. It allows the rules of transitive and intransitive verbs to be specified.

8. It allows the derivation rules of perfect verbs, imperfect verbs and imperative verbs

to be specified.

9. It can deal with the orthographic features of words such as vowelizing, incorporation,

substitution and the writing of hamza". This helps in correcting spelling mistakes.

The most widely-agreed and recent specification and standard is the ALECSO/KACST
initiative on morphological analysers for Arabic text; see section 2.3.4.7. The
organization and the institution invited specialized researchers on morphological
analysers for Arabic text to present their morphological analysers, to agree on the
design and development specifications and standards, and to agree on an evaluation
methodology for the different morphological analysers. This section will discuss the
ALECSO/KACST initiative. The ALECSO/KACST design specifications and
standards will be followed in the design of the SALMA - Tagger.

8.2.1 ALECSO/KACST Initiative on Morphological Analyzers for Arabic
Text

This section discusses our experience in developing and evaluating morphological
analysers for Arabic text. The section analyses an exemplar of how the community should
work together to advance the field. The exemplar is The Arab League Educational,
Cultural and Scientific Organization (ALECSO) and the King Abdul-Aziz City of
Science and Technology (KACST) initiative on morphological analysers of Arabic text3¢
which aims to encourage research on developing open-source morphological analysers for
Arabic text, which are of high accuracy, easy to use and can be integrated into higher

levels of applications for processing Arabic text.

The ALECSO/KACST initiative contains recommendations and standards for
designing morphological analysers. These recommendations are written as papers
appearing in the workshop proceedings (Al-Bawaab 2009; Hamada 2009b; Zaied 2009).
It also includes agreed specifications for developing morphological analysers represented
by the participants’ papers and presentations. Moreover, the initiative includes an

evaluation methodology and criteria for evaluating the outputs of the morphological

56 ALECSO/KACT initiative on morphological analyzers for Arabic text
http://www.alecso.org.tn/index.php?option=com_content&task=view&id=1234&Itemid=1002&lang=ar
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analysers. ALECSO/KACST organized a competition between the participants’
analyzers. AlKhalil morphological analyzer (Boudlal et al. 2010) was announced as the
winner of the competition. However, these design specifications and standards, evaluation
methodology and the results of the competition have not been widely publicized. Hamada
(2010) reported the evaluation methodology in Arabic only. Another aim of this section
is to publicize these important specifications, standards, methodology and the competition

to the English-speaking Arabic NLP community.

8.2.2 ALECSO/KACST Prerequisites for a Good Morphological Analyser for
Arabic Text

The ALECSO/KACST design specifications and standards stated some essential
prerequisites of robust morphological analysers for Arabic text. These prerequisites
involve dealing with clitics, affixes, roots, patterns, non-inflected words, non-conjugated
verbs and primitive nouns (Hamada 2009a). This requires the morphological analyser to
have comprehensive lists that cover the information. Having these morphological lists
previously stored within the morphological analyser will meet the first five general
requirements of the Arabic morphological analyser. These prerequisites as described by
(Hamada 2009a) are:

¢ A list of all prefixes, such as definite article, subject prefix, etc.

A list of all suffixes, such as feminine nizn, masculine sound plural letters, etc.

A list of all patterns, such as = fa ‘ala, Js fa ‘il, s mafa‘il, etc.

A list of all triliteral and quadriliteral roots.

A list of non-inflected words, non-conjugated verbs and primitive nouns.

Moreover, the lists of prefixes and suffixes need to be classified into noun affixes, verb

affixes and affixes which are common between nouns and verbs.

8.2.3 ALECSO/KACST: Design Recommendations
The ALECSO/KACST initiative for morphological analysis for Arabic text has

specified the general design specifications and standards as recommendations for the
developers of morphological analyzers for Arabic text. These recommendations include
recommendations for the inputs of the morphological analyzer, the analysis process, and
the outputs of the morphological analyzer. The following subsections discuss these design
recommendations as described by Al-Bawaab (2009).
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8.2.3.1 ALECSO/KACST: Design Recommendations of Inputs

A well-designed morphological analyzer for Arabic text can accept a single word, a
sentence, or a text as inputs. The morphological analyser should provide analyses for each

word of an input sentence or text.

Moreover, the morphological analyser should accept the input word(s) to be fully
vowelized, partially vowelized or non-vowelized. In order to deal with the different word
vowelization variations, the morphological analyzer should contain special functions that
can generate the non-vowelized form of the input word(s), preserve the vowelization, and

deal with the specific orthographic challenges of the Arabic word such as Sadda".
8.2.3.2 ALECSO/KACST: Design Recommendations of Analysis

An Arabic word form may be assigned several analyses due to the absence of
vowelization and the treatment of the word out of its context. Then the number of
analyses differs from word to word. Because the morphological analyser analyzes the

words out of their context, it should produce all possible analyses of each word form.

Arabic words are classified into nouns, verbs and particles. Due to the absence of
vowelization words can share noun or verb properties. Thus s, wrd can be 33 ward"

“roses” representing a noun or 3 warada “to come” representing a verb. The word can be
a noun or particle. An example is <, rb where &; rubb™" “God” is a noun, while &; rubba
“many” is a particle. The word can be a verb and particle as in .= ‘d@; 13 ‘ada “ran” is a
verb, while 3= ‘ada “except” is a particle. The word can also be a noun, verb and particle
as in ; bl; ik ball™ “moistering” is a noun; ¥ balla “to moisten, wet, make wet” is a verb;

J bal “nay, -rather ..., (and) even, but, however, yet” is a particle.

Therefore, the analyser assumes that the analyzed word is noun, verb and particle
then follows certain procedures to analyze verbs, nouns and particles, to extract

morphological features specified below.
A- Analyzing verbs

The morphological analyzer must extract the following information assuming the

analyzed word is a verb.

1- Verb prefixes: a one-letter or two-letter prefix can be attached to the beginning of
the verb. Thus in <5 wakataba “and he wrote” <x'+3 wa+kataba has a one letter

prefix 5 wa “and” representing a conjunction particle; and in &5 wasayakubu
“and he will write” L&+ .5 wasa+yaktubu has a two letter prefix consisting of 3 wa

“and” representing a conjunction particle and _» sa “will” representing a particle of

futurity. The equivalent feature-numbers in the SALMA — Tag Set are 4 and 5.
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Verb suffixes: These are the subject-suffix pronouns and the object-suffix

pronouns. The verb suffix can be one of the suffixed pronouns or a combination of
both types of pronouns. For example, the verb &i3 gara’tu “I have read” has & tu as

a subject-suffix pronoun. The verb wle ‘allamahd “he taught her” has s hd “her” as
an object-suffix pronoun, and the word WSts3 zawwagnakaha “we have let you
marry her” has ¢ na “we” as a subject-suffix pronoun, 4 ka “you” as a first object-

suffix pronoun, and & h@ “her” as a second object-suffix pronoun. The equivalent

feature-number in the SALMA — Tag Set is 5.

Verb subcategory: the morphological analyser should specify the subcategory of
the analyzed verb. The analyzed verb can be a perfect verb, imperfect verb or

imperative verb. The analyzed verb can share properties of two or three verb
subcategories as in .57 ’akrm. Here 371 ’akrama “treated reverentially with

hospitably” is a perfect verb; 45 i ukrimu “I treat reverentially with hospitably” is an

imperfect verb; and 351 'akrim “You! Treat reverentially with hospitably” is an

imperative verb. The equivalent feature-number in the SALMA — Tag Set is 3.

The pattern of the verb: the morphological analyser extracts the correct pattern of
the verb. For example the verb iz “istagama “straighten” is an augmented triliteral

verb which has the pattern =i ’istaf‘ala. Some verbs can have more than one
pattern. Thus J& yugal has the pattern sz yaf‘ulu then it means “said”, and the

pattern :l~z yuf ‘il when it means “been sacked”.

The root of the verb: the morphological analyzer specifies the correct root for the
analyzed verb. For example, & yaritu “he inherits” has the root & , 5 w-r-f, the

imperative verb :& gqul “You! Say” has the root J 5 & g-w-I, and the imperative verb

& gi “You! Protect” has the root ¢ & 5 w-g-y.

Verb augmentation: the morphological analyser specifies whether the verb is
unaugmented, augmented by one letter, augmented by two letters or augmented by

three letters. It also specifies whether the verb has a triliteral root or quadriliteral
root. For instance, the verb - ‘allama “he taught” is a triliteral verb augmented by

one letter. The verb Sl ’ifma’anna “he reassured” is quadriliteral verb augmented

by two letters. The equivalent feature-number in the SALMA — Tag Set for verb

augmentation is 20, and for number of root letters 21.

Person morphological feature: the morphological analyser determines whether the
analyzed verb is first person, second person or third person depending on the

subject-suffix pronouns and whether the short vowels appear on the analyzed verb.
The verb -isV IGhaztu “1 have noticed” is a first person verb. The verb chsy

lahazta “You have noticed” is a second person verb. And the verb &LsY [Ghazat
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“She has noticed” is a third person verb. The equivalent feature-number in the
SALMA — Tag Set is 10.

Voice morphological feature: the morphological analyser determines whether the
analyzed verb is active voice or passive voice. For example, the verb iz yusaru
“has become” is an imperfect passive verb. The equivalent feature-number in the
SALMA — Tag Set is 15.

The mood marks: the morphological analyser determines the mood marks of the
analyzed verb. The mood marks of the verb can be a short vowel (i.e. fatha",
dammah, sukiin), a letter (i.e. niin), or omission (i.e. omission of vowel letter). The

equivalent feature-number in the SALMA — Tag Set is 13.

10- Full vowelization: the morphological analyser adds the correct full vowelization to

the analyzed verb whatever the original vowelization of the input verb.

B) Analyzing nouns

The morphological analyser should extract the following morphosyntactic

information assuming the analyzed word is a noun.

1-

Noun prefixes: the noun prefix consists of one to five letters. The prefix letters can

be homographic with the noun original letters (i.e. the root radicals of the noun).
E.g. <Gl bitagat; can be analyzed —Ul+o bi+tagat “with the abilities” where the

first letter the preposition  bi “with” is a prefix, or =Gl bitdgat “cards” without

any prefix. The equivalent feature-number in the SALMA — Tag Set is 4.

Noun suffixes: genitive suffixed pronouns are the most common suffixes of nouns.

The suffix letters can be a suffix on the noun or on underlying letter of the noun.
E.g. the word «G fkh can be analyzed 4+25 fakkuhu “his jaw” where & hu is a suffix,

or as :$ fakih™ “humorous” which has the root » 8 & f-k-h and lacks any suffix. The

equivalent feature-number in the SALMA — Tag Set is 5.

The pattern of the noun: the morphological analyser specifies the pattern of the
analyzed noun. E.g. the pattern of the noun :\ binag’ “building” is Jw fi‘al, the

pattern of the noun .= sayyid “master” is :«3 fay ‘il, and the pattern of the word ST
akuff"" “hands” is 40 "af ‘ul".

The root of the noun: the morphological analyzer extracts the root of the analyzed
noun. E.g. .\ ’ism “name” has the root 5 » - s-m-w, o= haywan “animal” has the

= <

100t ¢ ¢ ¢ h-y-y, and :L2 mina’ “port” has the root ¢ ¢ s w-n-y.

Noun sub-category: Arabic language scholars classified Arabic words into three
main categories, namely noun, verb and particle. This classification is coarse-

grained. More details are needed to distinguish the sub-categories of nouns, verbs
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and particles. The sub-categories of nouns include: common nouns, proper nouns,
relative pronouns, demonstrative pronouns, nouns of time and place, adjectives,
adverbs, etc. There is no agreement between part-of-speech tag sets of Arabic text
on the sub-categories of nouns. The CATiB tag set groups nominals such as nouns,
pronouns, adjectives and adverbs into one tag NOM, and gives proper nouns a
specific tag PROP. The PATB Full tag set distinguishes between NOUN (common
noun), ADJ (adjective), ADV (adverb) and NOUN_PROP (proper noun). The QAC
tag set has four categories to tag nouns. These are nouns (N noun, PN proper noun,
IMPN imperative verbal noun), pronouns (PRON personal pronoun, DEM
demonstrative pronoun, REL relative pronoun), nominals (ADJ adjective, NUM
number) and adverbs (T time adverb, LOC location adverb). (See section 5.3 for
more details about part-of-speech tag sets of Arabic text). The SALMA Tag Set
classifies nouns into 34 sub categories at position 2 which include more
descriptions of inflected and non-inflected noun categories. See section 6.2.2 for the
details of the part-of-speech subcategories of noun. ALECSO/KACST design

recommendations for morphological analysis for Arabic text distinguish between 18

noun subcategories. Table 8.1 shows the subcategories of nouns with examples.

Table 8.1 The 18 subcategories of nouns with examples

Noun subcategory

Example

o 0 NN R W

et
W N =

14
15

16
17
18

Primitive noun Ll 2l ism gamid <& kitab “book”

Active participle Qe ot ism al-fa’il <\ darib ‘hitter’

Passive participle Jsaill oot Cism al-maf’il —yas madrib ‘Struck’
Noun of place o8l ot ism al-makan s maktab “office’

Noun of time 0L el iST ZAMAN les matla“ start time
Adjective il as-sifd" al-muSabbaha" Jusb fawil “tall’
Instrumental noun AN et ismoal- ‘ald" Sl minsar ‘saw’

Gerund / Verbal noun LAl al-masdar al-aslt <> darb ‘hitting’

Gerund of profession Lol ,ual  al-masdar al-sina‘t b furiisiyya" ‘horsemanship’
Gerund of instance £l e  masdar al-marra" 5 nazra" ‘one look’
Gerund of state il s masdar al-hay’d" sl gilsa" “sitting position’
Proper noun ol ot ism al-‘alam L fatima" ‘Fatima’
Gerund/ verbal noun o sl al-masdar al-mimi 1 maw ‘id ‘date’

with initial mim

Elative noun Jeais ol ism tafdil L= afdal ‘better’
Intensive Active oW\ _wlle  mubalaga' 'ism al-fa’il - garrah ‘surgeon’
participle

Generic noun k) ot ism al-gins Ole> hisan ‘horse’

Plural generic noun o i o) lsm gins gam’T ¢ tuffah ‘apple’

Collective noun

&

‘ism gam’

s gawm ‘folk’
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6- The Morphological Features of Inflectional Morphology: Most Arabic nouns are

declined nouns. However, some nouns are non-declined because they are generated
from certain patterns, or they satisfy certain conditions. For example, the noun .,

madaris “schools” is non-declined because it has the pattern s mafa‘il. And the

noun .\ ‘ibrahim “Abraham” is non-declined because it is not an Arabic proper

name. The equivalent feature-number in the SALMA — Tag Set is 11.

7- The Morphological Feature of Gender: the morphological analyser specifies the
gender of the analyzed noun; for example < gamar “moon” is masculine; & Sams

“sun” is feminine; and &) tarig “road” is of common gender. The equivalent

feature-number in the SALMA — Tag Set is 7.

8- The Morphological Feature of Number: the morphological analyser recognizes

the number of the analyzed noun whether it is singular, dual or plural. For example,
the noun oiz2= ‘asawan “two sticks” is dual and its singular is L== ‘asa “one stick™;

the noun 0.5 ’ardiin “earths” is the plural form of the noun _» 'ard “earth”; and

the noun whis sahrawat “deserts” is the plural of the noun :i>- sahra’ “desert”.

The equivalent feature-number in the SALMA — Tag Set is 8.

9- The Relative and Diminutive Nouns: the morphological analyser specifies the

noun sub-categories of relative and diminutive nouns. For example, the noun ;=
halawyy “cellular” is a relative noun of == halyya" “cell”; and the noun wu:
(usayyah 13

number in the SALMA — Tag Set is 2.

small stick” is a diminutive of L=z ‘asa “stick”. The equivalent feature-

10- The Case Mark: the morphological analyzer specifies the case of the analyzed

noun and the correct case mark. The case mark can be a short vowel (i.e. fathah,
dammah, kasra", sukiin) or a letter (i.e. ’alif, waw, ya’). For example, & ’aba

“father” is an accusative noun which has ’alif as case mark; 533 fallahiina

“peasants” is a nominative noun which has waw as case mark because it is a
masculine sound plural; )i= hadari “beware” is an invariable verb-like noun

marked by kasra”. The equivalent feature-number in the SALMA — Tag Set is 13.

11- Vowelization of nouns: the morphological analyser adds the full vowelization to

the analyzed noun regardless of the original vowelization of the input noun. For
example, some of the vowelized variations of the non-vowelized noun ., al-mdrs'

are; i.;idl al-madrasa’ “the school”; a4l al-mudarrisa’ “the female-teacher’; a5

al-mudarrasa’ “the female-student”, etc.
C) Analyzing Particles

The morphological analyser assumes that the analyzed word is a particle and

extracts the following information:
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1- The Prefix of the Particle: the particle’s prefix consists of one letter such as 13}
wa’ida “and if” where ; wa is a prefixed conjunction, or two letters such as G

falarubbamda “and perhaps” where the two letters  fala at the beginning of the

particle represent the prefix.

2- The suffix of the particle: the suffixes are the genitive suffixed pronouns such as
ue ‘ankumd “about both of you”.

3- The Inflectional Morphology Mark: particles are always invariable. The result of

analyzing particles shows the inflectional morphology mark of particles. For
example, &= haytu “where (adv.)” has the mark damma'"; &k bal “nay, -rather ...,

(and) even, but, however, yet” has the mark sukiin; and 23 sawfa “will” has the

mark fatha”.
8.2.3.3 ALECSO/KACST: Design Recommendations of Outputs

The output should include all possible analyses of the analyzed word, assuming the
analyzed word is verb, noun and particle. The recommended morphosyntactic
information, discussed above, represents the core information that is displayed in the
outputs of the morphological analyzer. As described by the ALCSO/KACST initiative,
figure 8.1 shows examples of the output verb analyses; figure 8.2 shows examples of the

output noun analyses; and figure 8.3 shows examples of the output particle analyses.

w‘dt = wa‘adtu = wa‘ad+tu I promissed” St Ly = ke = Oy
Perfect verb with active voice poles (ol e
Unaugmented, has the pattern fa ‘ala yaf‘ul and has the root (w- ‘-d) (28 9 AK o ks 23y 059 e 0,2
Invariable verb has sukiin as inflectional morphology mark Ol e o
Third person verb which has a singular subject of common gender 2,4l (,L<,L\ A e
The suffix is subject suffixed pronoun ta’ () @ gosay Juaze
w'dt = wa‘adta = wa‘ad+ta “You (masc.) promissed” S+ By = SAEs = sy
w'dt = wa‘adti = wa‘ad+ti “You (fem.) promissed” O+ ey = olEs = s
w'dt = wa‘adat = wa‘ada+t “She promissed” S+ Ak = BAEg = wusy
w'dt = wu ‘idtu = wu ‘id+tu “I have been promissed” St ded =Bl = wusy
w'dt = wa ‘udtu = wa+ ‘ud+tu “And I have returned back” S+ By = ks = cus
w'dt = wa ‘addat = wa+ ‘adda+t “she counted” Er ity = Bheg = oy

Figure 8.1 Examples of the output verb analyses
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wmfslk = wamafsiluka = wa+mafsilu+ka “And your joint”

8+ oads + 5= Ellaisy = llaing

Prefix ; wa “And”

mafsilu, is a masculine noun has the pattern (maf‘il) and the root o

(f-s-D)
Is in nominative case and has the dammah case mark

Is connected to the genitive suffixed pronoun kaf

(5) 2l

) ) e (Jnday Ojy e STe el (raia

¢
G2l and, 3.«3’\&; tyf'
(&) A oz Joae

wmfslk = wamafsiluki = wa+mafsilu+ki “And your (fem.) joint”

3t ki + 5= lladiy = Sllaiey

wmfslk = wamifsiluka = wa+mifsilu+ka “And your (masc.) tongue” St faads + 5= Mok = Sllaiey

wmfslk =
separator”

wamufsiluka = wa+mufsilu+ka “And your (masc.) 34 3*“;’ +5=0 ’/;yj = ellaing

wmfslk = wamufssiluka = wa+mufssilu+ka “And your interpreter” Epn Nadd + 5= M} = ellaisg

Figure 8.2 Examples of the output noun analyses

Jmnkm = faminkum = fa+min+kum “and among you”

P et D = (S =S

The prefix is < fa “and” (<) il

& min “among” is a preposition, Invariable particle, and sukiin is ) .
J)Q,J’J;LS..A‘}:-JF(J@)

) A gomizy Joio

its inflectional morphology mark
It is connected to the genitive suffix pronoun ¢ kum “you”

Figure 8.3 Examples of the output particle analyses
8.2.4 Discussion of ALECSO/KACST Recommendations

The ALECSO/KACST recommendations for designing an Arabic morphological
analyzer are morphological descriptions of the analyzed words. These linguistic
descriptions involve variant analyses of the analyzed word, such as assuming the word is
a noun, verb and particle, then analyzing the word according to that assumption. The
descriptions clarify the tokenization of the analyzed word into morphemes, where the
prefix letters or suffix letters can be homographic with the original letters of the analyzed
word. Therefore, different analyses can be produced by tokenizing the word into different
morphemes. The recommendations provide information about the morphological features
of the analyzed words. They provide 11 morphological features for nouns and 10
morphological features for verbs. They also provide information about the root, pattern,

prefixes, suffixes and vowelization of the analyzed words.

On the other hand, the ALECSO/KACST recommendations lack the description of
how to encode the morphological features of the analyzed words in a machine-readable
way. The recommendations are not specific to a morphosyntactic tag set, and they do not
provide intermediate coding to enable mapping of different morphosyntactic tagging
schemes. The classification by linguists of morphological features of nouns, verbs and
other information such as root, pattern and affixes does not prioritise these features, so
that order of presentation can be exploited as procedural steps in the development of the

morphological analyzer.
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8.3 The SALMA - Tagger Algorithm

The SALMA — Tagger algorithm involves several processing steps for Arabic text.
These steps, described below, are executed sequentially where each step depends on the
previous one. Intermediate results can be obtained from each processing step. Figure 8.4

shows the steps and module components of the SALMA — Tagger.

The SALMA - Tagger was developed according to the long-established Arabic
grammar knowledge extracted from traditional Arabic grammar books. It also has the
SALMA - ABCLexicon as a main component for extracting the root of the word, and for
finding the different vowelization variations of the analyzed words. The SALMA -
Tagger depends on the SALMA — Tag Set as a design standard. The SALMA design
standard for morphological analysis of Arabic includes the ALCESO/KACST design

recommendations and standards.

However, the SALMA standards for designing fine-grained morphological analysis
for Arabic text are more detailed, and adherent to standards of global computational
linguistic knowledge and traditional Arabic grammar. The SALMA standards are not tied
to a specific application, as user needs are not known yet. The standards are designed to
be general purpose, can be integrated into different levels of applications, and different
tag sets can be mapped to this standard to allow reusability and comparability between

these different morphosyntactic annotation schemes.

Following the ALECSO/KACST recommendations convention, inputs, analysis
process and outputs are described in this section. The morphological analyzer accepts a
single Arabic word, a sentence or an Arabic text document, whether they are vowelized,

partially vowelized, or non-vowelized, as inputs to the system.

The SALMA — Tagger is a morphological analyser that consists of five components.
Each component can be a standalone text analytics application that performs a specific
task, and they work together to process the input text and provide all morphological
information of each analysis of the analyzed words. Sections 8.3.1 to 8.3.5 will discuss

the component modules of the SALMA — Tagger.

The outputs of morphological analyser are the full analyses of the words from the
analyzed text. Full analysis means all possible analyses of the word such as all possible
roots, clitics, affixes, stems, lemmas, patterns, different forms of vowelization, and the
morphological features of each analysis represented by a morphological tag using the
SALMA - Tag Set. The subsections of section 8.3 will discuss the outputs of each
tagger’s components. Section 8.6 discusses the output formats of the SALMA Tagger.
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Input
Single word or document.

1. SALMA Tokenizer

Tokenization

\ 4
Spelling errors detecting and correcting
\ 4
Clitics, Affixes and Stems

- >

2. SALMA Lemmatizer & Stemmer

.

> Pattern matching Algorithm 2 l

4. SALMA Vowelizer

Root extraction

v
Lemmatizing
{)
3. SALMA Pattern Generator
= Pattern matching Algorithm 1

Vowelization

- =

5. SALMA Tagger

Morphological features tag assignment
\ 4

Colour coding words’ morphemes

-_=

output)

Figure 8.4 The SALMA Tagger algorithm
8.3.1 Module 1: SALMA - Tokenizer
The first module of the SALMA — Tagger is the SALMA — Tokenizer. The main

task of this module is to split the input running text into tokens. Then, the tokens are
decomposed into morphemes (Attia 2007; Attia 2008). The SALMA — Tokenizer has
three main parts. Each part is important for analyzing Arabic text. The Tokenization part

deals with the input text files, determines what is considered an Arabic word, and stores
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the Arabic word in a unified format that enables the other components to deal with the
word whether the word is fully vowelized, partially vowelized or non-vowelized. The
Spelling Errors Detection and Correction part checks the spelling of the tokenized words
and corrects the spelling of the words if the word letters do not match certain patterns.
The Word Segmentation part is responsible for generating all possible variant morpheme
tokenizations of the analyzed word. This part mainly depends on matching the affixes and
clitics of the analyzed word and comprehensive lists of affixes and clitics. The following

sections discuss these parts in detail.
8.3.1.1 Step 1, Tokenization

In this section; Buckwalter’s transliteration scheme is used in the example as it
illustrates 1-to-1 mapping between Arabic letters and diacratics and their equivelant in
Roman letters. The tokenizer program uses the NLTK regular expression tokenizer to
tokenize the input text into Arabic words, punctuation marks, currency tokens, numbers,
words written in Latin letters, and HTML/XML tags. The regular expression tokenizer

uses regular expression patterns that suit the Arabic text. Then the tokenizer processes the
extracted Arabic words, by resolving the doubled letters a2l &y 41 al-hurif al-muda ‘afah

and the extensions \ al-madd. The doubled letter marked by Sadda" 3% is replaced by

two letters similar to the original letter; the first is silent marked by sukiin, and the second

is vowelized by the same short vowel as appears on the original letter. For example the
word -3 wassa waS~aY has the doubled letter - s S and after processing it will be in the

form 223 wassa waSoSaY “He enjoined”. The extension i\ al-madd (1) is replaced by
(hamzah) and ’alif, as in the word \s&+7 *a@manii ImanuwA “They believed” which will be in

the form \ss\s *@manii ’AmanuwA.

Only one short vowel can be associated with any letter of the word. Based on this
fact, a unified data structure to store Arabic words was designed. This data structure
consists of a list of tuples of size two, where each tuple stores the letter in the first
position and the short vowel (if it is present) at the second position. And so on for all
letters and short vowels of the word. The data structure is represented as [(C,V),
(CV),...,(C,V)], where C represents a consonant and V represents a short vowel. Figure
8.5 shows the data structure storing the words 23 waSoSaY and \s5: "amanii ‘AmanuwA.

This data structure is also used to match the word and the patterns.

Position 0 1 2 3 4 5
w22y |3 o |elo el e |-
waSoSaY |w|a |[S o |S |a |Y |-
\}ife\; s | = | - le | ) ) 9 | = ! -
‘AmanuwA | ¢ |- |A |- 'm|a (n (u |w|- |A |-

Figure 8.5 The word data structure
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Figure 8.6 shows a tokenized sentence of chapter 29 of Qur’an. It shows the original
fully vowelized word. Then the tokenizer module produces three variations of the
analyzed word; the non-vowelized word, the processed word extracted from the unified

word’s data structure, and the processed non-vowelized word.

Word Non-vowelized Processed vowelized  Processed non-
word vowelized word
;«/T ‘am Or o1 >m (.\ >amo ol >m
s hasiba Think > Hsb C> Hasiba > Hsb
J_,j‘ al-ldina those who ol Al*yn J'*-U‘ Alola*iyna Al All*yn
Oslaxy  ya ‘maliina do Osker; yEmlwn Oslaxs yaEomaluwna Oskex; yEmlwn
olgz)  as-sayyi'at  evil deeds oled) AlsyJAt <zl Alsayoyi}aAti ol AlsyyJAt
of ‘an that of >n of >an of >n
Usat yasbiguna  they can Usims ySDqQWNA Usa2s yasobiquwnaA Usdms ySbqwnA
outrun us
e Sa’a Evil is o SA” L saA? e SA’
G ma what L mA G maA L mA
5p8&  yahkuman  they judge ;.. <4 yHkmwn 55484 yaHkumuwna 0354 yHkmwn

Figure 8.6 A sample output of the tokenization module component after processing the
Qur’an, chapter 29

8.3.1.2 Step 2, Spelling Errors Detection and Correction

A large number of potential spelling errors are to be expected because of a variety
of word processing tools with different spelling conventions that are used to generate
Arabic text. Most word processing tools that support Arabic are not aware of what letter
and diacritic combinations can appear on a letter in a given position of the word.
Therefore, it is the responsibility of the editor (person) who should check the word’s

spelling while writing a document or a authoring a web page.

The absence of such a special module in the word processing tools that support
Arabic increases the potential for mis-spelling Arabic words. Such spelling errors include
adding more than one short vowel to the same letter; starting the word with tatwil, a
special character that is used to extend the Arabic word; adding a diacritic to tatwil (also
considered a spelling error). Another type of constraint that the word processing tools
should deal with is whether a certain diacritic can appear on a letter in a given position in
the word. This constraint has many rules such as; a word cannot start with a ‘silent’ letter,
(i.e. sukiin cannot appear on the first letter of the word). A Similar rule is tanwin, which

appears only on the last letter of the word.

The algorithm divides the Arabic word into three parts; the front part consisting of

the first letter and any diacritics appearing on it; the middle part consisting of the letters
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starting from the second letter till the letter before the last and their diacritics; and the rear
part which consists of the last letter and its diacritics. Each part has its own valid letter-
diacritics combinations. The front part is checked if it matches the following 3 valid
letter-diacritic combinations [(letter + Saddd" + a short vowel%?), (letter + a short vowel),
(letter)]. Each letter-diacritic combination from the middle part is checked if it matches
the following 5 valid letter-diacritic combinations; [(letter + Saddd" + a short vowel ),
(letter + a short vowel), (letter + sukiin), (letter), (tatwil)]. The rear part is checked if it
matches one of the following letter-diacritic valid combinations [(letter + Saddd" + a
short vowel), (letter + Sadda" + tanwin ), (letter + a short vowel), (letter + sukiin), (letter
+ tanwin), (letter)]. Figure 8.7 shows an example of applying the letter-vowelization

templates to the analyzed word. The matching templates are highlighted in bold.

Word Rear Middle part Front
N 5 | - & >
sayyara
“Car” 1) Letter | 1) 2) 4) 5a) Letter | 1) Letter + Short
+ tanwin | Letter | Letter | tatwil +  Saddd" | vowel
Letter + ©) +
vowelization Short short
templates vowel vowel
2) Letter 3) 5b) letter | 2) Letter
+ sukiin Letter + + Saddd"|3) Letter +
3) Letter sukiin (ph)  + | Saddd" (ph) +
4) Letter short short vowel
+ Saddd" vowel
+ tanwin
5) Letter
+ Saddd"
+ a short
vowel

Figure 8.7 Example of applying letter-vowelization templates to a word. The matching
templates are highlighted in bold.

8.3.1.3 Step 3, Word Segmentation (Clitics, Affixes and Stems)

For each tokenized Arabic word, a special module divides the word into three parts:
proclitics and prefixes, stem/root, and suffixes and enclitics. The first part is matched
against a list of proclitics and prefixes consisting of 220 entries, and the third part is
matched with a list of suffixes and enclitics consisting of 474 entries. Only the analyses

that match both of the lists of clitics and affixes are taken as candidate analyses.
8.3.1.4 Which Segmentation to Use?

Several morphological systems exist for Arabic text. These systems apply

tokenization to the input text because tokenization is an essential prerequisite. However,

57 Short vowels are fathah, dammah and kasra" [(2) (&), ()]
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these systems do not describe the tokenization decisions. Only Attia (2007); also Attia
(2008) described the tokenization of Arabic as a challenge which needs more

investigation.

The SALMA Standard decomposes the tokens (word) into five parts: proclitics;
prefixes; stem; suffixes; and enclitics. Each part can be a single part or multiple of more
than one clitic or affix, except there is only one stem in a word. This fine-grain
decomposition is required by the SALMA — Tag Set. Then, a SALMA — Tag is assigned
to each morpheme.

The distinction between affixes and clitics can be confusing. Clitics and affixes are
defined as follows:

“...affixes carry morpho-syntactic features (such as tense, person, gender or
number), while clitics serve syntactic functions (such as negation, definition,
conjunction or preposition) that would otherwise be served by an independent
lexical item.” (Attia, 2008 p. 59)

This definition distinguishes between the morphosyntactic features of affixes and
the syntactic functions of the clitics. The SALMA standard bases the definition of the
clitics and affixes on the patterns of the words where the morphosyntactic features of
affixes and the syntactic functions of the clitics are preserved as defined by Attia (2008).
Affixes are the morphemes shared between the word and its pattern, and clitics are the
word’s morphemes that do not match morphemes of the pattern. Therefore, suffixed
pronouns can be classified as suffixes if they are subject pronouns. On the other hand,
they are classified as enclitics if they are object-suffix pronouns or genitive-suffix
pronouns. This classification is based on patterns, where subject-suffix pronouns are part
of the pattern. Subject-suffix pronouns carry morphosyntactic features (i.e. gender,
number and person) of the verb, while object-suffix pronouns and genitive-suffix
pronouns serve syntactic functions (e.g. object of the verb) that can be expressed by an

independent lexical item. Figure 8.8 shows an example of tokenization of some words.

o farmata “he formatted” . ) wahm ‘“delusive imagination”
= o faram+ti “you (2SF) chopped” whm | o*s | wa+hum “and they
frmt
o+ + | fa+ ram+t “you (2SF) throwed ol ol ‘ams “yesterday

> hsb . hasaba “he computed” ‘'ms | _-+1 | ‘a+ massa “did he touched?”
L tsTbl b+ o | tatsarbala “he dressed” s s yasir “ease, prosperity”
),y wirata' s+ &), | wirdta + ' “inheretance” ysr s+ ¢ | ya+sirru “he telld a secret”
LSloy; zWENakha b+ 40+ gy zawwag+na+ka+ha “we allowed you to marry her”

Figure 8.8 Example of tokenization of some words
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8.3.1.5 Constructing the Clitics and Affixes Dictionaries

Using traditional Arabic language grammar books (Dahdah 1987; Dahdah 1993;
Wright 1996; Al-Ghalayyni 2005; Ryding 2005), lists of proclitics (e.g. conjunctions,
prepositions, vocative particles, interrogative particles, particle of futurity, definite
article’®), prefixes (e.g. imperfect prefix, imperative prefix), suffixes (e.g. relative ya’,
emphatic niin, nin of protection, dual letters, masculine sound plural letters, feminine
sound plural letters), and enclitics (e.g. suffixed pronouns, ta’ marbitd", ta of
feminization, fanwin) were constructed. These lists were provided to a generating
program which generates all the possible combinations of proclitics and prefixes together,
and suffixes with enclitics. The generated lists of these combinations were extremely
large because the generation process produced all possible combinations of proclitics and
prefixes; and suffixes and enclitics. These generated lists were checked by analyzing
words in four corpora; the Qur’an text corpus, the Corpus of Contemporary Arabic, the
Penn Arabic Treebank, and the Corpus of Traditional Arabic Dictionaries. Then, two lists
were constructed; first, a list of proclitics and prefixes containing 220 entries, and second,
a list of suffixes and enclitics containing 474 entries.

Khoja’s stemmer contains 11 prefixes and 28 suffixes (Khoja 2003). BAMA has a
prefixes file containing 299 prefixes and a suffixes file containing 618 suffixes. BAMA
provides a morphological compatibility table containing 598 prefix-suffix combinations
(Maamouri and Bies 2004; Maamouri et al. 2004). The Alkhalil morphological analyzer
has 65 prefixes and 65 suffixes. The prefixes and suffixes are stored in separate XML
files (Boudlal et al. 2010).

The clitics and affixes dictionaries add more morphosyntactic features to each entry.
The entry is compound (i.e. consists of one or multiple clitics or affixes representing
distinct morphemes). Instead of one tag for the clitic and affix entry, multiple tags were
added. Each part (morpheme) is assigned a SALMA — Tag where the morphological
features of that part are encoded. The nature of that part whether it is a proclitic (proc), a
prefix (pref), a suffix (suf) or an enclitic (enc) is distinguished. Whether that part is part
of a pattern or not is also determined. This information is useful for tokenization and
pattern matching. The prefix-stem-suffix agreement is illustrated by adding the main part-
of-speech information for each part. n indicates that part of clitic and affix entry can be
used on a noun stem and other noun clitics and affixes parts. v indicates verb part. And x
indicates the part is either noun or verb.

58 The definite article al- is classified as proclitic because it does not appear in the patterns and it is not part
of the underlying letters of the word. The definite article al- is also different than other proclitics such as
prepositions and conjunctions because al- cannot appear as a stand-alone morpheme.
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Figures 8.9 and 8.10 show samples of these lists with the morphosyntactic

information added to each entry in the list.

= 2| @
H (=] [ =}
S | & ~
7 & ke 3|5 B8 -
e =i = SALMA -Tag |5 = = B = Description
> = g ® o S5 e
= SIgF=
2 B| @
o )i o IS JJT &l
[-m--mmmmmmmmmmmmmeee pref | n |y _
mn mnqlibp mn Prefix
el ol @ 3 aloe U3
> e L — proc | X | n . "
onjunction
fAst fAstbqwA . ] S0 0 o
r--- e v
Ast P P y prefix
p--l--------- - proc | n | n
k Simile particle
S| el [T o
Ry el
s B proc | n | n — .
kAl KAImtEjb | Al Definite article
) ¢ LIS ol 3 8aly
F-=mP--m-mmmmmmmmneee ref | n
mt P P y Prefix
f ] pladzal >
p--i-----§-mmmmmme- proc | X | n : :
> Interrogative particle
o Cile O
i i e roc | X | n
sl St f P P Conjunction
>fbAl | >fbAIbATI | < 2
P--p-----mmmmmmmne - proc | n | n -
b Preposition
Ji RN
s B proc | n | n — .
Al Definite article

Figure 8.9 Sample of the proclitics and prefixes with their morphological tags, attributes
and descriptions
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g
. > s iHE
£ & 2 g3 (5|5 .
§ g s SALMA Tag 25 g g Description
& 2 2 |2|F
=
- 2 3 (L e STy e e
1ty f
. . r---r-mpts-s---------- enc |X|n (CaEIE )
hm ktAbhm hm Suffixed pronoun (MP3)
0 ERENENIY
) L enc (v|n
) N n Niin of protection
ny Eallamany J2 3 (5K ¢ siny bate g
< .
r---r-xsfs-g---------- enc (X |n —
y Suffixed pronoun (XS2)
U & J2 B i) e s
P-=-r-XdS§-§---------- suf |v|y
tmA Suffixed pronoun (XD1)
it ¢ ENCRIEORE R
ISHF; BGLELke F=--r-X?fs-§----=---- suf |[v|y :
thnAhA >ETythnAhA IlA Sufflxed Pronoun (XPl)
n G (S ke Sy Jame s
r---r-fsts-s---------- enc (X |n ~ &
hA Suffixed pronoun (MS3)
Silus] Ol LIS =T & sl
B suf |n|y :
>nsAnytk An Suffix
¢ ) sl
O enc |n|n
Relati 7y
Sl y elative ya
) (osie sU oo iy el o
Anytk r---f-fs-s-s-----——- | suf |n|y
t ta' of femininization
4 J# & (B ) e e
P---F-X$§§----------- enc [x|n ol
k Suffixed pronoun (XS2)
[ [ i s
> SR suf |n|y
F *hbAF F tanwin

Figure 8.10 Sample of the suffixes and enclitics with their morphological tags, attributes
and descriptions

8.3.1.6 Matching the Affixes and Clitics with the Word’s Segments

The analyser divides the word into three parts of different sizes. Then it searches the
proclitics and prefixes list for the first part, and the suffixes and enclitics list for the third
part. If the first or the third parts are found in the lists, the morphosyntactic information

associated to the prefix or suffix is assigned to these parts. Then the analyzer selects the
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analyses of the word where the first part matches one of the proclitics and prefixes from
the list, and the third part matches one of the suffixes and clitics from the list. Table 8.2
shows the process of matching prefixes and suffixes and the process of selecting the

candidate analyses.

The selection of the candidate analyses maintains the prefix-stem-suffix agreement.
At this stage, the main part of speech of the stem is still unavailable. However, agreement

is maintained between the part of speech information of the proclitics, prefixes, suffixes
and enclitics. For example, the analysis ¢ y + J. Eml + o, wn is accepted because the

first part s y is found in the proclitics and prefixes list, and the third part s wn is found in
the suffixes and enclitics list. However, the analysis ~ YE + » m + o4 Iwn is not accepted

because the first part ~ yE and the third part ¢J lwn are not found in the clitics and affixes

lists. The main part of speech of the stem can be predicted at this stage.

Table 8.2 Example of the process of selecting the matched clitics and affixes

Word First Part Second Part Third Part Possible analyses
K} 510-» yaEomaluwna O | yEmlwn Candidate analysis
K} 510-» yaEomaluwna Shony yEmlw o n Candidate analysis
3 )io-u yaEomaluwna Jor yEml Oy wn Candidate analysis
oslass | yaEomaluwna o yEl gl lwn Not accepted
5 Ji.uu yaEomaluwna & yE Oghs mlwn Not accepted
oslass | yaEomaluwna ¢ y Uskes | Emlwn | Not accepted
3 )io-u yaEomaluwna y Osks | Emilwn Candidate analysis
3 510-» yaEomaluwna < y s Emliw o n Candidate analysis
K} 310-» yaEomaluwna | ¢ y Jos Eml ) wn Candidate analysis
5 Ji.uu yaEomaluwna < y =~ Em Oy Iwn Not accepted
) )i.uu yaEomaluwna < y ¢ E Oghe miwn Not accepted
5 j-i-‘-"-’ yaEomaluwna & yE Oghe miwn Not accepted
5 Ji.uu yaEomaluwna | = yE ske mlw 0 n Not accepted
5 )i.w yaEomaluwna | = yE S ml 09 wn Not accepted
5 Ji.uu yaEomaluwna | = vE ¢ m Ol lwn Not accepted
5 )i.uu yaEomaluwna | e yEm O lwn Not accepted
5 j-i-‘-"-’ yaEomaluwna | = yEm B w o n Not accepted
) )i-uu yaEomaluwna | e yEm J l 09 wn Not accepted
o )i.w yaEomaluwna | Jex yEml O wn Not accepted

Figure 8.11 shows an example of prefix-stem-suffix agreement between parts of the
analyzed word. The suffix o, wn has two entries in the suffixes and enclitics dictionary.
The first entry represents subject a suffixed pronoun which is a verb suffix. The second is

the masculine plural suffix, which is a noun suffix. The prefix-stem-suffix agreement is
valid between the the imperative prefix ¢ y and the subject suffixed pronoun where both
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are verb affixes. On the other hand, agreement is not satisfied between the imperative

prefix and the masculine plural suffix. The prefix-stem-suffix agreement can distinguish
the main part-of-speech of the stem .« Eml as a verb.

Analyzed word K }LMU, yaEomaluwna ya ‘maliina “They work”
Prefix Stem | Suffix
Possible < Jos R
tokenization )
y Eml wn
Affixes information Feofleoe pref | v | y | Match | r---r-mp?s-f---------- suf |v |y
No r---m-mp-s-f: enc n
match p n

Figure 8.11 Example of prefix-stem-suffix agreement between a word’s morphemes
8.3.2 Module 2: SALMA- Lemmatizer and Stemmer

Stemming and lemmatizing have been widely used in several fields of natural
language processing. Stemming is the process of assigning morphological variants of
words to equivalence classes, such that each class corresponds to a single stem. It is also
defined as reducing inflected words to their stem, base, or root form. Lemmatizing is the
process of grouping a set of words into the canonical form, dictionary form, or citation
form which is also called the lemma. E.g., in English, run, runs, ran and running are

forms of the same lexeme, with run as the lemma>°.

Chapter 3 discusses the comparative evaluation of three existing stemming
algorithms and morphological analyzers: Khoja’s stemmer (Khoja 2003); Buckwalter’s
morphological Analyzer (BAMA) (Buckwalter 2002); and Al-Shalabi et. al’s, triliteral
root extraction algorithm (Al-Shalabi et al. 2003). The comparative evaluation shows that
all stemming algorithms involved in the experiments agreed and generate correct analysis
for simple roots that do not require detailed analysis. But they make mistakes in analysis
of complex cases. So, more detailed analysis and enhancements are recommended. Most
stemming algorithms are designed for information retrieval systems where accuracy of
the stemmers is not an important issue. On the other hand, accuracy is vital for natural
language processing. The accuracy rates show that the best algorithm failed to achieve an

accuracy rate of more than 75%. This proves that more research is required.

A breakdown of the percentage of triliteral roots, words and word types’ distribution
on 22 categories of triliteral roots was depicted. The study clearly showed that about 35%
of any Arabic text words have roots which belonging to the defective or defective and
hamzated root categories. Words which belong to these two root categories are hard to

analyze and the root extraction process of such words always has higher error rates than

59 Definition of Lemma from Wikipedia http://en.wikipedia.org/wiki/LLemma_(linguistics)
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words which belong to the intact root category. Section 3.7 discusses the details of the

analytical study of Arabic triliteral roots.

A lemma in Arabic is different from the root. The root represents the 3 to 5 letter
underlying form of the word, while the lemma is the canonical form that can be used as a
head word in a dictionary. Lemmatizing an Arabic word produces the singular form of
nouns and the third person masculine perfect form of verbs. This requires removing the
clitics attached to the beginning and the end of the word; recognizing the number of
nouns and dealing with both sound and broken plural; and feminine sound plural nouns
require replacing the feminine sound plural letters <1 at with s t@’ marbiita" to extract the

lemma. Figure 8.12 shows a set of words sharing the same root and lemma.

Root: (s ¢ ) g-m-°

o .4 tagma you are collecting

® .U gami‘ Mosque

o 22 mugmma“" A complex

e dialgam ‘u addition

— Lemma: .. gami‘yy"

o & gama‘” collected

® s gami ‘YY" University degree holder (masc.)

o .33 at-tagmi‘ collection

o Sgnls gami‘yyiin University degree holders

e Lz 'gtima‘ " meeting

® .5 gami‘yyah University degree holder (fem.)

o i3 ’igma‘ " agreement ® Clsls gami‘yyat University degree holders

o L éama‘iyyah association

o (.2 mugmu™” A summation

o L éama‘iyyah association

Figure 8.12 Example set of words grouped to root and lemma
8.3.2.1 The Use of the SALMA ABCLexicon

The SALMA — ABCLexicon, as discussed in chapter 4, is a broad-coverage lexical
resource which provides prior knowledge to support the development and to improve the
accuracy of morphological analysis. The SALMA - ABCLexicon is constructed by
extracting information from disparate formats and merging 23 traditional Arabic lexicons
by following agreed criteria for constructing morphological lexical resources from raw
text. The SALMA - ABCLexicon contains 2,774,866 word-root pairs representing

509,506 different vowelized words and 261,125 different non-vowelized words.
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The SALMA — ABCLexicon is stored in three alternative formats: XML files, a
relational database; and tab-separated column files. The lexicon is provided with a search
facility that enables searching for a certain lexical entry in the lexicon, to return an object
LexiconEntry representing an encapsulation of the word and its root. A specialized
interface is provided to enable the morphological analyzer to communicate with the

lexicon file. The dictionary data structure of the lexicon is in this format:

Lexicon = [nv_word: [LexiconEntry,...],...]

The Lexicon class interface represents the actual lexicon data and the
communication facility between the lexicon and the morphological analyzer. It has
procedures that check whether the passed non-vowelized Arabic word is found in the
lexicon and returns a list of LexiconEntry objects for the found non-vowelized words.
Section 4.4.5 discussed the lexicon data structure and how the lexicon is searched to

retrieve the lexicon objects.
8.3.2.2 Step 1, Root extraction

The system mainly depends on the SALMA — ABCLexicon to extract the root of the
analyzed word. The SALMA — ABCLexicon contains 12 different biliteral roots, 8,585
different triliteral roots, 4,038 different quadriliteral roots, 63 different quinquiliteral
roots, and 31 different sextiliteral roots. After selecting the candidate analyses that match
the first part of the word with the proclitics and prefixes list, and the third part of the word
with the suffixes and enclitics list, the analyzer searches the second part in the SALMA —
ABCLexicon and retrieves all the LexiconEntry objects representing word-root pairs.

For each candidate analysis from the word segmentation step in the previous
module the SALMA - Tokenizer, the second part of the segmented word, stem/root, is
searched in the SALMA — ABCLexicon. If the non-vowelized stem/root is found in the
lexicon then all vowelized word-root combinations are retrieved and attached to that
analysis, which is accepted as a candidate analysis. The common (i.e. highly frequent)
root for each analysis is specified. Also, the common root of the word’s analyses is
specified. Figure 8.13 shows examples of extracting the root of the different segmentation
candidate analyses. The common root of the word and the common root of each analysis

are shown in the figure.

Word Oghang Common Root Jos E-m-1

Word First part Second part Third Part Root Long stem
o }l-vu yaEomaluwna Oskexs  yEmlwn Jos E-m-1 K} 510-«-'
Oglans yaEomaluwna Jors yEml O3 wn  Jes E-m-l R) )i.o.u
Oskans yaEomaluwna < y Oskes Emlwn Root is not found

bsixi  yaEomaluwna & y Jos Eml 09 wn  Jos E-m-l Oskers

Figure 8.13 Example of root extraction module
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8.3.2.3 Step 2, Function Words

Function words are words with little semantic content. They serve as important
clues to the structure of sentences. They define the grammatical relationships with other
words within a sentence. They also signal the structural relationships that words have to
one another®. Function words include pronouns, prepositions, determiners, conjunctions,
auxilliary and modal verbs (Baker et al. 2006). A function word has a special
morphological analysis wherever it appears in the text. The percentage of function words
in any typical Arabic text is around 40%.

The system contains a list of 523 function words collected from a traditional Arabic
grammar book (Diwan 2004). The morphological analyzer searches for the word in the
function words list, and if it is founded, the analyzer adds the morphological analysis
associated with it to the set of analyses generated by the morphological analyzer. Then

the analyzer processes the next word. Figure 8.14 shows a sample of function words.

o >nA me | g Al*y  who Je  Hwl about o En about
o nHn we o EIY on AL in ~a bDE  few
& hy she ~s End next to w bmA  Although | o bIY yes
N h&IAT they | ey *lk that o byn between ~ mE with

Figure 8.14 Sample of the function words list
8.3.2.4 Step 3, Lemmatizing

In this step, the second part of each analysis, which represents the stem or root, is
searched for in three other linguistic lists: a list of function words; a named entities list
(Benajiba et al. 2008); and a list of broken plurals®’. If the stem/root of any analysis
matches one of these lists, then a new analysis entry along with its morphological analysis

is added to the candidate analyses of the word.

The function word list, as discussed in the previous section, consists of 523 function
words. The named entity list is the ANERGazet (Benajiba et al. 2008), which consists of
three gazetteers: Locations gazetteer containing names of continents, countries, cities,
etc; People gazetteer containing names of people collected manually from different
Arabic websites; and Organizations gazetteer containing names of organizations like
companies, football teams, etc. The Locations gazetteer contains 1,543 names; the People
gazetteer contains 2,099 names; and the Organizations gazetteer contains 316 names.

Figure 8.15 shows examples of the three gazetteers.

60 Wikipedia: Function words http://en.wikipedia.org/wiki/Function words

61 Khaled Elghamry (2007) Broken Plural List http://sites.google.com/site/elghamryk/arabiclanguageresources
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Locations gazetteer
3! "ityitbiya Ethiopia NP ‘abii hammdad ~ Abu Hammad

3, Al-gahird" Cairo 35S ‘uksfurd Oxford
i el g1 1 iy e gomhiiryyat al-kongii ad-dimogratiyyah ~ Democratic Republic of the Congo

People gazetteer

o) ‘ibrahim Abraham 5, zahrd" Zahra

das ‘abdulld Abdullah ool 2 graham Graham
Organizations gazetteer

= L ‘ahbar al-halig  Gulf News ., 0, riyal madrid  Real Madrid F.C

0 s sy wikald' anba’ al-batra’ Petra News Agency

Figure 8.15 Examples of the three named entities gazetteers

The third list used is the broken plural list. The list is compiled using the broken

plural lists of Elghamry (2007). These lists were automatically extracted from three
Arabic Dictionaries: -zl al-mutgan “The professional”, L.y al-wasit “The median”, and

@ al-gani “The rich”. As a singular form is hard to guess from the broken plural form of

the word, the lemmatizer is provided with a list of broken plural words of Arabic
consisting of 11,367 broken plurals. Each broken plural entry in the list is provided with
the root and the singular form of the broken plural which represents the lemma. Figure

8.16 shows examples from the broken plural list.

Broken plural Singular
Bl ‘abwag  Horns 3y bilg Horn

ki hafazah Ones who know | i~  hafaz One who knows Qur’an by heart
Qur’an by heart
<> hayara  Confused people | o~ hayran To become confused

el hayasim  Noses; gills esi=  haySum  Nose

god  NUSGH Copies s nusha"  Copy

Figure 8.16 Examples of broken plurals

The SALMA — Lemmatizer and Stemmer has been applied to lemmatize a large and
varied Arabic Internet Corpus consisting of 176 million words of documents collected
from the web (Sawalha and Atwell 2010b). Chapter 10 discusses the application of the
SALMA — Lemmatizer and Stemmer used to lemmatize the Arabic Internet Corpus. See
section 2.3.4.2 for the definition of lemma, lemmatizing and stem. For further distinctions

between concatenative morphology and templatic morphology see Habash (2010).
8.3.3 Module 3: SALMA - Pattern Generator

The templatic morphology of Arabic words is based on three elements: root, pattern
and vowelization (vocalisim). Roots are the three, four or five underlying letters of words.

Roots are classified according to the number of their radicals into: triliteral, quadriliteral
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or quinquitiliteral (Habash 2010). The previous section 8.3.2 defines roots and explains

the methodology followed to extract the roots of the analyzed words.

Patterns are the templates of combinations of consonants and vowels. The
consonants represent slots for the root radicals to be inserted and the vowels represent the
vocalism. The pattern is represented by sequences of Cs representing the consonants and

Vs representing the vocalism. For instance, the pattern mVCI1C2VC3 where the
vocalisim V=a. Using this pattern and the root =" (k-t-b) “to write”, the word maktab

G “office” is derived. The CV approach for representing patterns is widely used a cross

languages (McCarthy and Prince 1990b; McCarthy and Prince 1990a; Smrz 2007; Attia
2008; Habash 2010).

Hundreds of years ago, patterns were defined by Arabic grammarians as 3,2 OlY

al-mizan as-sarfi “the morphological scale”. The root letters of the patterns are
represented by three letters & fa’ f, ¢ ‘ain E and J [am 1 representing the first, second and
third radicals of the word respectively. The purpose of using the patterns is to standardize
the morphological description including the root letters and the vocalism of the derived
words. The patterns group derivations of different roots into a template that describes the
derivation process, the vocalism and the changes that might happen to the word during
derivation (Ali 1987; al-Saydawi 2006).

The patterns are templates that enable root letters to be slotted in. Therefore, there
are patterns that have three slots to suit triliteral roots (e.g. the word 4 lahab “flame” has

the pattern J= fa‘al faEal, the word .~ gism “body” has the pattern J= fi‘l fiEl, and the
word =8 kusif “eclips” has the pattern Jsx fu ‘il fuEuwl). If the root is quadrilateral -
having four radicals - then the fourth radical is represented by (J lam 1), which is a
repetition of the third radical. For example, the word #,i- su‘lik “robber” has the
quadriliteral root $-J-¢ - » (s-‘-I-k) and the pattern J 1 fulal fuEluwl). Second, if one of
the triliteral root letters is doubled, then the symbol that represents that letter in the
pattern is also doubled. For example the word »\%; rassam “painter” which is derived from

the triliteral root »- .-, r-s-m “to paint”, has the pattern J& fa‘‘al faEEaAl). In general, if

a letter is added or doubled in the word, then the same letter is added or the corresponding
letter is doubled in the pattern (Ali 1987; al-Saydawi 2006).

The pattern not only has slots for root letters and vocalism to be inserted, it also
captures morphosyntactic and semantic characteristics of the derived words. These
characteristics are the basis for grouping Arabic words into families of formally and
semantically related forms (Ali 1987). These morphosyntactic features are inherited by
the derived word of that pattern. The next section 8.3.3.1 describes the construction of the
pattern dictionary. The pattern dictionary depends on the SALMA morphosyntactic

standards to describe the morphosyntactic attributes of the patterns which are propagated
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to the derived words. Therefore, knowing the analyzed word’s pattern results in knowing
most of the morphological feature values. Two pattern matching algorithms are used to
extract the correct pattern of the analyzed word. These algorithms depend on the pattern
dictionary to match the word with its possible patterns. Sections 8.3.3.2 and 8.3.3.3

discuss the pattern matching algorithms.

Pattern matching has been investigated by many researchers and several pattern
matching algorithms have been proposed to match the word with possible patterns. The
Xerox Arabic morphological analyzer depends only on finite-state operations (Beesley
1996; Beesley 1998). Alkhalil depends on large morphophonemic patterns (Mazroui et al.
2009; Boudlal et al. 2010). ElixirFM uses the morphophonemic patterns pertaining to the

morphological stem and reflects its phonological qualities (Smrz 2007).

The choice of using morphosyntactic patterns or morphophonemic patterns depends
on the ability of the pattern matching algorithm to deal with the three types of changes
that might happen to the word during the derivation. Matching the morphophonemic
pattern with the word can be easier than matching with morphosyntactic patterns.
However, the number of patterns in the patterns dictionary will be very large, and it is
hard to collect, encode and describe the features of each pattern. On the other hand,
morphosyntactic patterns are easier to collect, encode and describe the features of each
pattern entry. However, the pattern matching algorithm must deal with the three types of
changes: incorporation or assimilation, substitution and deletion of vowel letters. Thus, a

more sophisticated pattern matching algorithm needs developing.

Incorporation is a common phonological process by which the sound of one letter
blends with the sound of the following letter. For example, the word i1 ‘amanna “we
believe” has two incorporations: madda” which represents incorporation of the letter

hamza" and the following alif, and the doubled © niin, which involves incorporation of
the niin (i.e. the last letter of :+7 ’‘aman) and the following letter niin (i.e. the first letter of

the subject suffixed pronoun ¢ n@). The word &7 ’amanna |Aman~aA will match the

pattern Wz £ ‘alna fAEInaA. After resolving the two incorporations, the word will be Wi

‘amannd >AmanonaA. Incorporation appears in the written script of the word and it is
marked by Saddd”.

Substitution is the process of changing one of the root radicals into another letter
during the derivation process. Substitution happens to weak root letters; s waw and ¢ ya’
are changed into ’alif or hamza". The ’alif in the word o sald™" “a prayer” is
underlyingly s waw in its root s-J-_- s-I-w. Substitution happens to other letters of the
pattern such as « ta’ in the pattern (=) ’ifta‘ala >ifotaEala. Where the first radical is ;
zay or - sad the = ta’ is changed into > dal or - tah respectively. This kind of substitution

happens because it is hard to pronounce the /t/ sound after /z/ or /s/. The word 5}
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‘izdihar >izodihaAr “prosperity” has the root (,-»-;) z-h-r and the pattern Jas| ’ifti‘al
>ifotiEaAl. Here the third letter of the word > dal has changed from the letter « 4’ in the
pattern. k| ‘istadama >iSoTdama “clashed” has the root (;-s-_-) s-d-m and the pattern
=3 ’ifta‘ala >ifotaEala. Here the third letter of the word L fah has changed from the

letter = @’ in the pattern.

Deletion of vowel letters or nin is a mood mark; section 6.2.12 discussed the case

and mood marks including deletion. A vowel letter at the end of an indicative verb is
deleted if the verb is in the imperative or jussive mood. For example, !5 Y [ad tansa!

‘Don’t forget!’, The verb .5 tansa ‘forget’ is in the jussive mood marked by deleting the
vowel letter ¢ ’alif from the end of the original verb ..5 fansa. The niin at the end of
indicative verbs which follow one of the five common verb patterns wadi JW al-"afal
al—bamsah, is deleted in subjunctive or jussive mood. For example, 154 T, \Js galia hayr™
tagnamii ‘If you speak well, you will get benefits’, the verb \sws tagnamii “you will get

benefits” is in the jussive mood. Therefore, the final letter niin is deleted from the verb to
indicate the jussive mood. The same verb in the indicative mood is 05555 tagnamiina.

8.3.3.1 Constructing the Patterns Dictionary

The construction of the pattern dictionary started by collecting the morphosyntactic
patterns from traditional Arabic grammar books (Ya‘qub 1996) which provided the
vowelized patterns and the morphosyntactic description in Arabic for each pattern. The
morphosyntactic attributes of each pattern were determined and encoded using the
SALMA - Tag Set standards. Also, the full vowelization (vocalism) of each pattern was
added. The dictionary of morphosyntactic patterns contains 2,730 verb patterns and 985

noun patterns. Figure 8.17 shows sample entries of the patterns dictionary.

We chose to construct a pattern dictionary that contains morphosyntactic patterns,
rather than morphophonemic patterns or CV patterns and vocalisms, because the
morphosyntactic patterns are easier to collect, encode and describe the features of each
pattern entry. The two words =% tadahrag tadaHraj “rolled” and =% tadahrug
tadaHruja “rolling” have the same CV pattern CVCVCCVC. It ia thus impossible by
this means to distinguish between the third person singular perfect verb =% tadahrag
tadaHraj “rolled” and the gerund z>% tadahrug tadaHruja “rolling”. However, the two
words have the morphosyntactic patterns i tafa ‘lal tafaElal and [ tafa‘lul tafaElul

respectively. The two patterns match the previous words and distinguish between the

morphosyntactic features of each word. Unaugmented triliteral perfect verbs have the
morphosyntactic pattern = fa‘ala faEala which also indicates a third person masculine

singular subject as in: the verbs Jé gala qaAla “he said”, and <= kataba kataba “he

wrote”. However, they have two morphophonemic patterns Jé fala faAla and = fa‘ala

faEala respectively.
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A pattern matching algorithm matches the analyzed words with their
morphosyntactic patterns in the pattern dictionary. The morphosyntactic attributes are
represented as a SALMA — Tag and the vowelization of the matched patterns are
propagated to the analyzed words. Two pattern matching algorithms were developed.
Both of them mainly depend on the pattern dictionary. The next sub-sections discuss the

pattern matching algorithms.

A syllabified version of the pattern was stored alongside the pattern to be used in a
future Arabic prosody project, (see chapter 11 for future work). Dashes were used to

separate the syllables of the patterns.

Verb Patterns Syllabification SALMA Tag
las faEalotu S v-p—-—--nsfs-s-an??dst?-
e faEalonaA C-gfe-C v-p-——-npfs-s—-an??dst?-
clss faEalota S v-p—-—-msss—-s—an??dst?-
e faEaloti om0 v-p—-——fsss—s—-an??dst?-
Lazles faEalotumaA L-d—cfe-C v-p—-—-xdss-s—-an??dst?-
Noun Patterns Syllabification SALMA Tag
so&l >ufoEulAwaY -4 -3 n?————22-v???---2dqt-?
sl AifoEiylAl Y- 33 ng----??-v???-——2dtt-?
Nl fAEuwlA’ N- el n?—-———2?7?2-v???-——2dqgt-?
RHE fuEuloEulAn i n?-—--2?-v???-—-2dqt-?
Db fuE~ayolA’ N- b n?———-2?2-v???-—-2dqt-?

Figure 8.17 Sample of the patterns dictionary

8.3.3.2 Pattern Matching Algorithm 1

The first pattern matching algorithm depends on the word itself and its root as
inputs. The algorithm replaces the root letters in the word with the pattern letters < fa’f,

¢ ‘ain E, and J [am 1. Then it searches in the patterns dictionary for the generated pattern
and returns the morphosyntactic attributes and the vowelization of the analyzed word.

However, the process of replacing the root letters with the letters & fa’ f, ¢ ‘ain E,

and J lam 1 is not easy, as some root letters might be changed. The changes include

incorporation, turnover, defection and replacement. The algorithm must deal with these
changes and extract the correct pattern of the word. The algorithm follows these steps to

match the pattern which deals with the changes that happen to the word during derivation:
1. Determine the root letters in the word:

a) Find the index or indices of each root letter in the word. If the root

letter is ’alif, waw, ya’ or hamza" then add -1 to the indices list of that
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root letter. The -1 value indicates that the root radical has changed.

See figure 8.18 step la.

b) Construct the candidate root indices lists by generating all possible
permutations of the indices of the root radicals (step 1a), by selecting
an index from each indices list of the root radicals into one combined

list. See figure 8.18 step 1b.

c) Select the candidate root indices lists that satisfy the linguistic rule of
derivation where root letters must appear in the same order in the
derived words. This means that the index of the first root radical must
be less than the index of the second root radical, and they must be less
than the index of the third root radical. The -1 value in the list does not

violate the rule. See figure 8.18 step lc.

2. Replace the root letters in the words with the pattern letters < fa’ f,

‘ain E, and J lam 1. The indices of the the root letters in the words are

determined from the previous step (1c). See figure 8.18 step 2.

3. Search for the candidate pattern in the patterns dictionary. If the pattern is
found in the list, the SALMA — Tag associated with the pattern in the list

is assigned to the analyzed word.

4. If the word is fully vowelized or partially vowelized, then match the
vowelization of the word with the vowelization of the pattern. Select only
the vowelization of the patterns which best match the vowelization of the

word.

The algorithm is repeated for each analysis of the candidate analyses produced by
the previous analyzer module. The patterns and the morphosyntactic attributes are added

to each analysis.
8.3.3.3 Pattern Matching Algorithm 2

The second method of extracting the pattern of the word is based on the Pattern
Matching Algorithm (PMA) (Alqgrainy, 2008). This algorithm matches partially
vowelized word, with the last diacritic mark only, with a pattern lexicon without doing

any analyses for the clitics and affixes of the word.

Pattern matching algorithm 2 searches the patterns list for patterns of similar size as
the analyzed word after removing the clitics of the word. For example, a form =" kzb has

a size of 3 according to the data structure we used, whether the word is fully-vowelized,
partially-vowelized or non-vowelized. It matches the following patterns ( | FaEol, |

fiEal, y fiEul, s AE 1 fuFol, 1 fuFal, 4 fuEul, s fiFi, g fiEol). Tn the
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second step, the algorithm replaces the letters of the word corresponding to the letters —

fa’ £, ¢ ‘ain E, and J lam 1 of the pattern. Then these generated patterns are searched in

the pattern list. If the pattern is found in the pattern list, then it is a candidate pattern of
the word, and the morphological tag associated with the pattern in the list is assigned to
the analyzed word. Figure 8.19 shows example of extracting the pattern of the word using
this method. Figure 8.20 shows examples of matches pattern and their SALMA Tags. The

pattern matching algorithm 2 steps are the following:

1. Get the patterns, from the patterns list, which have a similar size to the

analyzed word after removing the clitics of the word.

2. Choose the patterns that share the maximum number of letters with the

analyzed words. This will reduce the number of patterns to be processed.

3. Replace the letters of the word corresponding to the letters < fa’ f, ¢ ‘ain E,
and J lam 1 of the pattern.

4. Search the candidate generated patterns in the pattern list. If the pattern is
found in the pattern list, then the SALMA — Tag associated with the pattern in

the list is assigned to the analyzed word.

5. If the word is fully vowelized or partially vowelized, then match the
vowelization of the word with the vowelization of the pattern. Select only the

vowelization of the patterns that best match the vowelization of the word.

Both pattern matching algorithms are used by the SALMA — Pattern generator
to match the analyzed with its pattern from the patterns dictionary. The pattern
matching algorithm 1 requires the root information to be available, while the
pattern matching algorithm 2 depends only on the patterns dictionary. The pattern
matching algorithm 1 was developed mainly to solve the problems of the
incorporation, deletion, and substitution of the root radicals during the derivation
process. The pattern matching algorithm is an improved version of the PMA of
Algrainy (2008). The original PMA matches the word with the patterns of provided
with a dictionary containing 8,718 patterns most of them verb patterns. The PMA
does not deal with clitics and affixes. This requires providing the algorithm with a
large pattern dictionary of all possible combinations of clitics and affixes attached
to the pattern types. The SALMA — Pattern generator uses only the matching steps
of the PMA to match the word with patterns stored in our patterns dictionary after
removing the clitics and affixes that are marked as they are not part of the pattern;
see section 8.3.1.5 for the details of the clitics and affixes dictionaries. The removal

of the unwanted clitics and affixes generalize the pattern matching algorithm to a
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finite set of patterns represented by the patterns dictionary that we have

constructed.

Step 1 Determine the root letters in the word

Word ;-1 ’ahsana >aHosana “better”

Root o~z h-s-n H-s-n

Step la Find the index or indices of each root letter in the word

Word [(T>)o, (C H), (- S)2, (0 n)3] (short vowels are not shown)
Indices of 1" Root radical (z H) (1]

Indices of 2™ Root radical (_» S) (2]

Indices of 3™ Root radical (> n) (3]

Step 1b Construct the candidate root indices

Candidate indices list [1,2, 3]

Step Ic Select the candidate root indices lists that satisfy the linguistic rule
Indices list [1, 2, 3]

Step 2 Replace the root letters in the words by the with the pattern letters
Word [(T>)o, (z H)1, (+ )2, (0 M)3]

Pattern [(1>)o, (¢ D)1, ¢ E)o, (JL)s] =t >FEl fl

Step 3 Search for the candidate pattern in the patterns dictionary

Matched patterns

Jadi  >afoEal  n@----m?-v???-—-?dat-? J,j, >ufoFila  v-c——-xsfdaf-an??dat?-
J‘éi >afoEal nj-——-m?-v???---?dat-? 2l >ufoEilo v-c—-——xsfdjs-an??dat?-
:};ji >afoEuly ~ v—c——-xsfdnd-an??dst?- st\ >ufoEilo v-i-—-msss—s—an??dat?-
4abi  >afoEulo  v-c-—-xsfdjs-an??dst?- 3";‘ >ufoEalu  v-c———-xsfdnd-pn??dtt?-
4ebi  >afoEilu  v-c--—xsfdnd-an??dst?- J;J’\ >ufoEula v-c——-xsfdaf-pn??dtt?-

J-"ﬁ‘ >afoEila  v-c-——-xsfdaf-an??dst?- i >ufoEula v-c——-xsfdjs-pn??dtt?-

J"" >afoEilo v-c——-xsfdjs-an??dst?- dﬂ\ v—-c———xsfdnd-pn??dat?-
:}M‘ >afoEalu ~ v-c———-xsfdnd-an??dst?- Jﬂ’\ v-c———xsfdaf-pn??dat?-
J&J‘ >afoEala v—-c———xsfdaf-an??dst?- J-'J}‘ v—c———xsfdjs-pn??dat?-

J’J\ >afoEalo v—-c———xsfdjs—-an??dst?-

Step 4 Match the vowelization of the word with the vowelization of the pattern
J-"ﬁ‘ n@-—--—-m?-v???-—-?dat-? J-'-‘*‘ v-c——-xsfdaf-an??dst?-
J.;éi nj———--m?-v???-—-?dat-?

Figure 8.18 Example of extracting the pattern of the words using the first method (the
word and its root)
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Step 1 Get the patterns, from the patterns list, which have similar size as the
analyzed word

Word Oskass ya ‘maliina yaEomaluwna “They work” word length = 6

Patterns  0Jii yaf ‘aliina yafoEaluwna, oSk yaf‘alani yafoEalaAni, < taf alin
tafoEaliyna, i tafo‘alani  tafoEalaAni, Sk yafulan
yafoEulaAn,.. . etc.

Step 2 Choose the patterns that share the maximum number of letters with
the analyzed words

Patterns  0ik =4, oS5k =3, 00k =3, e = 2, oMeii =2

Step3 Replace the letters of the word corresponding to the letters (< fa’f, ¢
‘ain E, and J lam 1) of the pattern.

Word Sslaxg sYo ¢Ei rmp ;W4 ons yaEmlwn

Pattern bslads syo < K sws omns  yfElwn

Generated pattern Oghady

syo <f K JIs  sws ons  YfElwn

Step 4 Search the candidate generated patterns in the pattern list

ujiia.l yafoEuluwna v-c——-mptdnn-an??dst?-

ujiug yafoEiluwna v—-c———mptdnn-an??dst?-

ujiug yafoEaluwna v—-c———mptdnn-an??dst?-

U}iﬂé yufoEiluwna v-c——-mptdnn-an??dat?-

U}iﬂé yufoEaluwna v-c———mptdnn-pn??dtt?-
Step 5§ Match the vowelization of the word with the vowelization of the pattern
Pattern Oglady yafoEaluwna ~V-c——-mpt-—ian?-st?

Figure 8.19 Example on Pattern Matching Algorithm 2 processing steps

Word Pattern SALMA Tag
ury ktb Jad faEala v-p-—-msts-a-an??dst?-
-~ ktb Jad faEila v-p---msts—-f-an??dst?-
S ktb Jad faEula v-p———msts—f-an??dst?-
ury ktb Ja fuEila v-p-—-msts-f-pn??dtt?-
ey kb Jad faEol nj-—---m?-v???---2dst-?
Ny ktb Jad FaEal ng-——-m?-v???-——2dst—"?
s ktb Jab faEul n?----2??2-v??2?-—-2dst-?
ey kb Jab faEil nx----??-v???-—-2dst-?
oy ktb Jad fuEol ng----2?2-v???-—-2dst-?
ey ktb Jad fuEal n?-———2?-v???-—-2dst-?
S ktb Jad fuEul n?--—-2?-v???---2dst-?
=y ktb Jab fuEil n?--—-2?-v???2-—-2dst-?

Figure 8.20 Example of using

the Pattern Matching Algorithm 2
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8.3.4 Module 4: SALMA - Vowelizer

Vowelization is an important characteristic of the Arabic word. Vowelization helps
in determining some morphological features of the words. The presence of the short
vowel on the last letter helps in determining the case or mood of the word. The presence
of the vowels on the first letter determines whether the verb is active or passive. The
presence of other diacritics such as Saddd" and maddd" (extension) solve some

ambiguities of words.

After matching the patterns and the analyzed word, in the previous step, taking into
account that the patterns are fully vowelized, the analyzer adds the short vowels which
appear on the patterns to the analyzed word, whether it is partially-vowelized or non-
vowelized. The result is a correctly fully vowelized list of words with the possible

analyses. Figure 8.21 shows the process of adding vowels to the non-vowelized words.

Patterns Vowelization

Jad faEol o katob

Jad FaEal g katab

Analyzed word e faEul Ny katub
aad C—D o | bl D o= | kanib
kib M| fuEol < | kutob
g | fuEal <& | kutab

Jab SuEul o kutub

Jo | fuEil £ | kutib

Jo fiEol g kitob

J= fiEil oy kitib

Figure 8.21 Vowelization process example

8.3.5 Module 5: SALMA - Tagger

The SALMA - Tagger is built on top of the previous modules: the SALMA-
Tokenizer, the SALMA — Lemmatizer and Stemmer, the SALMA — Pattern Generator
and the SALMA — Vowelizer. Each module processes input words and produces direct
results such as: root, lemma and pattern, and intermediate results which are passed to the
next module. The previous intermediate results are necessary to perform the specified
tasks of that module. For instance, the SALMA — Pattern Generator accepts the root from
the SALMA — Stemmer and the input word’s tokenization resulting from the SALMA —

Tokenizer, as inputs and uses the patterns dictionary to provide the necessary
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morphosyntactic information to find the pattern of the word. Figure 8.4 shows the

complete SALMA — Tagger algorithm and the relations of its component modules.

The SALMA - Tagger module is the last module which is responsible for adding
the SALMA Tags to the analyzed word morphemes. Each morpheme is assigned a single
SALMA Tag. The initially-assigned SALMA - Tags were given to the word’s
morphemes by matching the morpheme with its equivalent from the morphosyntactic
dictionaries included in the system. The initial morphological features tag assignment is
discussed in the next sub-section 8.3.5.1. A rule-based system was developed and
integrated to the SALMA — Tagger to predict the value of the morphological features
which are not assigned in the initial tag assignment process. Sub-section 8.3.5.2 discusses
the different kinds of rules that were used to predict the morphological features of the
analyzed word. It gives examples of the rules used to predict the morphological features.
Section 8.4 gives two examples of the complete set of linguistic rules used to predict the
morphological features of person and rationality. Section 8.3.5.3 shows the colour-coded

tags for the word’s morphemes.
8.3.5.1 Initially-assigned SALMA Tags

Most Arabic words are complex words consisting of multiple morphemes. Each
morpheme carries morphological features and belongs to a specific part of speech
category. The SALMA-Tagger assigns a tag for each morpheme of the word; given that
the linguistic lists used by the morphological analyzer all have the morphological feature
tags assigned to each entry in these lists. The previous SALMA — Tokenizer and SALMA
— Pattern Generator modules assign an initial SALMA — Tag for each morpheme of the

analyzed words.

As discussed before, words should be decomposed into five parts: proclitics,
prefixes, stem or root, suffixes and postclitics. The morphological analyser should then
add the appropriate linguistic information to each of these parts of the word; in effect,
instead of a tag for a word, we need a subtag for each part (and possibly multiple subtags
if there are multiple proclitics, prefixes, suffixes and enclitics) (Sawalha and Atwell
2009a).

The SALMA - Tokenizer implements the above definition and segments the
analyzed word into five parts. It assigns a SALMA — Tag for each clitic or affix by
searching in the clitics and affixes dictionaries. Once the clitic or affix is found in the
clitics and affixes dictionaries, the SALMA Tag associated with that dictionary entry is
assigned to the clitic or affix of the word. See section 8.3.1.6 for more details about
matching the word segments with the clitics and affixes dictionary entries. The SALMA
Tags assigned to the clitics and affixes of the analyzed words represent the initial tag

assignment.
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The SALMA - Pattern Generator extracts the pattern of the word by applying two
pattern matching algorithms that depend on a pattern dictionary. The pattern dictionary
associates a SALMA - Tag with each pattern entry. This tag will be assigned to the
analyzed word as an initial tag, which will represent the tag of the stem of the word. The
initially-assigned SALMA — Tags specify whether a morphological feature category is

[T

applicable to the morpheme or not applicable represented by in the tag string. If the
feature is applicable, then the value of that feature is either determined and represented by
a single letter, or cannot be initially-predicted and represented by “?”. Figure 8.22 shows
an example of assigning the initial tags to a word. The example shows that morphological

features of Transitivity, Rational and Verb Root cannot be predicted at this stage of

analysis.
s . walananagziyannahum
p ..a: > 5 walanajoziyan~ahum
SALMA - Tokenizer /| And we will surely reward
v v v v v v
o 8 % o0 < 7 _ | Root: ¢
O C...; 3. d Long Stem:
hum nna nagziva na la wa g
lp——=z s-f \ | p——c |
[r———r-mpts-s—————————- \ p—-z s—-f \

e Suffixes & enclitics dictionaryC [r——-a |

C Proclitics & prefixes dictionary C
SALMA — Pattern Generator

nagziyanna
& - N o 7 < oL
R Pattern: ‘lx& naf‘alanna nafoEalan~a
- v—c———xpfs-f-an??vst?-
" A 4 -
Initial tag [v—c——-xpfs—f-an??vst?- | C Patterns dictionary C

Figure 8.22 Example of assigning initial SALMA Tags to all word’s morphemes

8.3.5.2 Rule-Based System to Predict the Morphological Feature Values of the
Word’s Morphemes

A rule-based system was developed to predict the values of the morphological
features of the analyzed word. A set of rules was extracted from traditional Arabic
grammar books that predict the value of each morphological feature category. The
SALMA - Tagger validates the initially-predicted values of the morphological features
and predicts the value of the morphological features which were not assigned in the
previous step. Figure 8.23 shows examples of the linguistic rules applied to validate and

predict the values of the morphological features which were assigned for these particular
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words in context. The example shows how other morphological feature values help in

distinguishing a given morphological feature. Different rules will apply to different words

in context.

Section 8.4 gives examples of two sets of rules used to predict the morphological

features of Person, Rational and Noun Finals.

Analyzed word JJ nagziyanna najoziyan~a “‘surely reward”
Initial SALMA Tag v-c—-——xpfs-f-an??vst?-
Categorey Tag Linguistic Rule Applied

Inflectional Morphology s
Case or Mood -

Case and Mood Marks f

If the imperfect verb (1, “v”), (3, “c”) is emphasized
(15, “n”), has the suffix & n or & nna the emphasis

nin as one of the word’s morphemes

If the verb (1, “v”) has an object suffixed-pronoun in

ransitivity ° its suffixes then it is transitive to one object.
Rational h Rational is set as default value for verbs (1, “v”).
Verb Roots X The root is s> g-z-y has the template C1-C2-Y

The analyzed word *; j/ is assigned the following SALMA Tag:

v—c———xpfs—f-anohvstx-

Analyzed word 222 nasr™ “victory”
Initial SALMA Tag ng-—-——-2??-v???---?dst-"?
Categorey Tag Linguistic Rule Applied

Masculine is a default value, if the word does not

Gender m include femeinine suffixes s 1@’ marbitd", < ’alif
magqsirad or < madd extension.
If the word is declined noun (1, “n”), (10, “v or p”)
Number S and the word does not have any of dual or plural
suffixes and it is not found in the broken plural list.
Inflectional Morphology v If .the word ends with fanwin, then the word is a
Triptote.
Case and Mood n
Case and Mood Marks d If the word ends with ranwin al-damm
Definitness i
. Irrational is the default value for Gerund (1, “n”),
Rational n 2, “g”)
. If the last letter of the word is a consonant and it is
Noun Finals S

not a hamzah, then the word is sound noun.

The analyzed word = is assigned the following SALMA Tag:

ng--—--ms-vndi---ndst-s

Figure 8.23 Examples of the linguistic rules applied to validate and predict the values of

the morphological features
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8.3.5.3 Colour Coding the Analyzed Words

To visualize the analysis, the word morphemes can be colour-coded. The colour-
coding scheme depends on the morphological information of the analyzed word. The
SALMA - Tokenizer and the SALMA — Tagger modules specify each of the word’s
morphemes, its class (i.e. proclitic, prefix, stem, suffix and enclictic) and the part-of-
speech category for each morpheme. The part of speech category of the stem was used to
colour the stem. If the part-of-speech of the stem is a verb, noun, particle, other (residual)
or punctuation mark, then it is coloured in green, purple, blue, dark grey or black
respectively. Morpheme class is used to colour-code the word’s morphemes of type
proclitic, prefix, suffix and enclitic. Each part was coded in a different colour (and
possibly multiple colours if there are multiple proclitics, prefixes, suffixes and enclitics).
Four colours are used to colour prefixes and suffixes: SlateBlue, LightCoral, Violet and
Gold. And four colours are used to colour proclitics and enclitics: MediumTurquoise,
SteelBlue, PowderBlue and MediumAquaMarine. Figure 8.24 shows the different colours
used to colour-code the word’s morphemes. Figure 8.25 shows an example of a colour-
coded word from the Qur’an Gold Standard. Figure 8.29 shows colour-coded
visualization of a full text - Qur’an Chapter 29 and a MSA sample from CCA, showing
just the morphemes, without full SALMA — Tags; this illustrates morpheme boundaries.

Proclitics Prefixes Stem Suffixes Enclitics
A~ W — | [\ NS} | = w B
o £ o o
I BHE 2 EHE B
BN = =N o = =y o e a B
(=} Q =} @) x @) e Q =}
é o a g Particle - Blue = E] W i
) = (=] = =N =1 = )
c G = 2 G g
= 5 5 =
2. 2,

g 3 . & g
(ED Punctuation - Black (ED

Figure 8.24 Colour codes used to colour code the morphemes of the analyzed words
@. - l o /L
Root Stem Long stem Pattern Word-by-word translation
o e Galx Hla and-allah-will-surely-make-
P dhe B | &
p-—c lciks B> | S
Particle IConjunction |
J p--z s—-f lcﬂ,/ il e w\jf%" - . ;
Particle [Emphatic particle | Invariable (v, n) lfatha" |
- laslan | gl
r---a

Other (Residual) [Imperfect prefix |

e R e R e e RE I e R SN NS
o lgomea | U Gt 3508 | sl 5 Joi —
(/"L" v-c——-msts—f-anohvtta- .y, mperfect verb IMasculine ISingular IThird Person | Invariable (v, n) lfatha"
|Active voice IEmphatic verb ISingly transitive |Rational IConjugated / fully conjugated
verb [Augmented by three letters [Triliteral lIntact verb |

3 £ lesdh [ il g | 550 05| s
r——— s- i
z Other (Residual) [Emphatic nin | Invariable (v, n) lfatha" |

Figure 8.25 Colour-coded example of a word from the Qur’an gold standard
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8.4 Rules for Predicting the Morphological features of Arabic Word
Morphemes

A rule-based system was designed to predict the morphological features of the
analyzed word’s morphemes. It depends on linguistic knowledge extracted from
traditional Arabic grammar books (Dahdah 1987; Wright 1996; Al-Ghalayyni 2005;
Ryding 2005). For each morphological feature category of the SALMA — Tag Set, a set of
rules were extracted and encoded in the SALMA - Tagger. The SALMA — Tagger
executes these rules to predict and validate the values of the morphological features of the
initial tags assigned to the word’s morphemes. Sophisticated linguistic knowledge was
encoded as a rule-based system within the SALMA — Tagger. The encoded rules
represent a variety of linguistic knowledge types. In the following, SALMA - Tagger

features are cross-referenced to subsections defining them.

First come, rules that depend on data lists or dictionaries. These rules search the
analyzed word in the data dictionaries to predict the value of a given feature. The rule-
based system includes several data lists: the broken plural list contains 9,513 entries used
in predicting the morphological feature of Number (section 6.2.8); the named entities list
includes personal names list which contains 2,099 entries, the location names list which
contains 1,715 entries, and the organization names list which contains 384 entries. This is
used to predict the morphological feature attribute of proper name and the morphological
feature of Rational (section 6.2.17). The transitive verbs lists (i.e. the doubly transitive
verb list contains 2,889 verbs and the triply transitive verbs list contains 1,065 verbs) are
used to predict the values of the morphological feature of Transitivity (section 6.2.16).
The five nouns list contains 21 entries including all the variations of the five nouns that
can be found in a text. The list is used to predict the morphological feature attribute of the
five nouns and some attributes of the morphological features of Case or Mood (section
6.2.11) and Case and Mood Marks (section 6.2.12). The non-conjugated and partially-
conjugated verbs lists are used to predict some values of the morphological features
category of Declension and Conjugated (section 6.2.18). These lists include: a partially-
conjugated verb list which contains 13 entries; a non-conjugated/restricted to the perfect
verb list containing 42 verbs, a non-conjugated/restricted to the imperfect verb list
containing 4 verbs, and a non-conjugated/restricted to the imperative verb list containing
13 verbs.

Second come, rules that depend on the affixes and clitics of the words. Rules for
predicting the morphological features of Gender (section 6.2.7), Number (section 6.2.8)
and Person (section 6.2.9) of verbs check the combinations of prefixes and suffixes in the
analyzed word. The number of nouns is predicted depending on both the suffixes of the

analyzed word and on searching the analyzed word in the broken plural list. The
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morphological feature of emphasized and non-emphasized (section 6.2.15) depends on
the presence and absence of the emphatic nin suffix in the analyzed word. An
emphasized verb which has emphatic nin as a suffix, is an invariable verb, the
morphological feature of Case or Mood (section 6.2.11) is not applicable and the Case
and Mood Mark (section 6.2.12) is always fathah. A definite noun has a definite article as
a proclitic.

Third come, rules which depend on the pattern of the analyzed word. Some rules of
predicting intransitive verbs (section 6.2.16) depend on patterns such as =z ’ifta‘ala

AfotaEala, =& tafd‘ala tafaAEala and & tafa‘‘ala tafaEEala. Determining whether

the verb has one of the five-verb patterns i J&N al-"afal al—bamsah is essential to

predict the values of the morphological features of Gender (section 6.2.7), Number
(section 6.2.8), Person (section 6.2.9), Inflectional Morphology (section 6.2.10), Case or
Mood (section 6.2.11) and Case and Mood Mark (section 6.2.12). The SALMA — Pattern
Generator is used to extract the pattern of the analyzed word.

Fourth come, rules depend on the root and stem of the analyzed word. The SALMA
— Stemmer and Lemmatizer is used to extract the root of the analyzed word. The root is
essential to predict the values of the morphological features of Number of Root Letters
(section 6.2.20) and Verb Roots (section 6.2.21). The SALMA — Tokenizer defines the
analyzed word’s morphemes including the stem and the long stem of the word. The stem
is the middle part of the analyzed words after removing both the clitics and affixes
morphemes, while the long stem is the middle part of the analyzed word after removing
the clitics only. Long stem is used to predict the value of the morphological feature of
Noun Finals (section 6.2.22). It is also used with the root to predict the morphological
feature of Unaugmented and Augmented (section 6.2.19).

Finally come, rules which depend on the vowelization of the word. The main Case
and Mood Marks (section 6.2.12) attributes are specified by the final short vowel
appearing on the final letter of the word. A noun that has fanwin on its final letter is an

indefinite noun. A passive voice verb has damma” on its first letter.

A default value was selected for each morphological feature category. The default
value is used when the rules of predicting the attribute value of a certain morphological
feature are not applicable. The selection of the default value was determined by the
linguistic knowledge of the attribute values of the morphological features, rather than
statistical analysis of the most frequent attribute values in a tagged corpus. A corpus
analysis approach is not applicable because of the absence of a tagged Arabic corpus
using the full SALMA — Tag Set. Examples of default values are: the default value of the
verb mood (section 6.2.11) is set to be indicative; the default value for the Rational

(section 6.2.17) is rational for verbs and irrational for nous; and the default value of the
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Number of Root Letters (section 6.2.20) is triliteral as most roots of Arabic words are

triliteral.

In this section, three examples are represented to show the complexity of designing
and implementing the rule-based system to predict the values of the morphological
features of the word’s morphemes. Section 8.4.1 shows the rules for predicting the values
of the morphological feature of Person (section 6.2.9). It also shows other morphological
features where their value can be predicted using these rules: the Gender (section 6.2.7)
and Number (section 6.2.8) of verbs. Section 8.4.2 shows an example of hard-to-predict
morphological features, Rational (section 6.2.17). This example focuses on the need to
construct comprehensive dictionaries and linguistic lists. It also gives a good example of
selecting the default value for Rational. Section 8.4.3 discusses the rules of the
morphological feature of Noun Finals (section 6.2.22). These rules depend on the long

stem of the analyzed word.

8.4.1 Rules for Predicting the Morphological Feature of Person

An Arabic verb has three main person attribute values; first person J al-

mutakallim, second person bl al-muhdtab and third person <sw al-ga’ib. First person

refers to the person or people speaking. Second person refers the person or people who
are present and sharing the talk or speech. Third person refers to the person or people who

are absent and do not participate in the talk or speech (Ryding 2005).

The rules for predicting the morphological feature of person mainly depend on the
combinations of prefixes and suffixed pronouns attached to the end of the verbs. Subject
suffixed-pronouns and genitive suffixed pronouns describe the reference person of the

verb and agree with the number and gender of the doer of the verb.

The subject suffix-pronouns are part of the circumfix (long stem), as the subject
suffix-pronouns are part of the verb pattern, while the genitive suffix-pronouns are treated
as enclitics. The values of the morphological features of Gender, Number and Person of
the subject suffix-pronouns agree with their equivalent of the doer of the verb (the
subject), while genitive suffixed-pronouns agree with the object of the sentence (i.e. the
person or thing who received the action done by the subject of the verb) in the values of
the morphological features of Gender, Number and Person. Subject suffix-pronouns and

genitive suffix-pronouns can appear together in the same verb, and the agreement is
maintained with the subject and the object of the sentence. For instance, the word &35

yagra’inaha ‘they read it’ has the prefix (¢) ya’ and the subject suffixed-pronoun (o) iéin.

The combination of prefix and suffix pronouns indicates third person, masculine gender
and plural number of the verb, while the genitive suffix-pronoun . hd indicates third

person, feminine and singular object (if).
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Tables 8.3-8.5 list the rules for predicting the values of the morphological feature of
Person, and the values of the other related morphological features: Gender and Number of

perfect, imperfect and imperative verbs respectively.

Table 8.3 Rules for predicting the values of the morphological features of Person,
Number and Gender for perfect verbs

Position 9 Person ..\ al-’isnad
Person Subject Genitive Person Number Gender
Category suffixed-pronoun suffixed-pronoun 9) (8) (7)
First Person &ty ani f S X
s - - .
al-mutakallim b na b na p X
Second Person -, ¢4 S ka S S m
bl ” - p - d
Perfect al-muhdtab & tuma WS kuma s X
verb ¢ tum oS kum s p m
ot 4 ki s s f
(L, “y) = 1 4 ki
% tunna 5 kunna s p f
[{3%% 1)
(3,“P™) " ["Third Person - 2 hu t S m
S P
. 7] L huma t d X
al-ga’ib
g 1 & hum t p m
- W ha t S f
dna A hunna t P f
Table 8.4 Rules for predicting the values of the morphological features of Person,
Number and Gender for imperfect verbs
Person Prefix Subject Person Number Gender
Category Aoristic letter suffixed-pronoun ) 8 7)
First Person i a - f S X
a
o na - f p X
al-mutakallim
Second Person & ta - S S m
b - — d
Imperfect | al-muhatab =1 o ant > X
verb & ta 3y ina S p m
(1, “v?) o ta & na S S f
&ta 3 na S p f
3, “c”) Third Person s ya - t S m
NtH] - —
al-3@'ib cya ol ani t d m
sya 3y ina t p m
o ta & Ina t S f
& ta ol ani t d f
sya S na t P f
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Table 8.5 Rules for predicting the values of the morphological features of Person,
Number and Gender for imperative verbs

Person Prefix Subject Person Number Gender
. Category Imperative letter suffixed-pronoun ) 8 ()
Imperative g . 0.4 i ) S S m

verb Person
1, v”) al- )’ Iy U S P m
muhatab > —

(3, “i”) | QS 1 S S f
e o na S p f

8.4.2 Rules for Predicting the Morphological Feature of Rational

The Morphological feature of Rational (see section 6.2.17) is important in deriving

the sound plural from rational or irrational nouns (i.e. an adjective describing an irrational
masculine word, may forme its feminine sound plural by adding <! ar to the end of the

adjective, as in 3s ‘L= gabal" $ahig"" “high mountain” has the plural of &tsls Jus gibal"

Sahigar"" high mountains).

Rules for predicting the morphological feature of Rational depend on the main and
sub part-of-speech categories of the analyzed word. Table 8.6 lists the set of rules used to

predict the value of the morphological feature of Rational.

The morphological feature of Rational is hard to predict automatically depending on
the rules of the main and sub part-of-speech of the word. Classifying words into rational
or irrational depends on the semantics of the word itself and its context. For example, an

adjective should agree in terms of rationality with the person or thing being described. If
the adjective describes a person as in ;b 45 ragul” tawil™ “a tall man”, then the
adjective b tawil"™ “tall” is rational. But if the adjective describes a thing such as 5
sk tariqun tawil™ “a long road”, then the adjective :sb fawil™ “long” is irrational.
Therefore, a comprehensive dictionary which includes Rational information for each
dictionary entry is needed to determine the correct attribute value of rational for the
described nouns. An agreement algorithm is also needed to match Rational attributes of
the adjective and the described nouns. Other types of agreement such as verb-subject

agreement are also applicable to predict the value of Rational.

The set of rules designed to predict the value of the morphological feature of
Rational depends on assigning a default value of rational or irrational to words depending
on their sub part of speech, especially for words that need dictionary lookup to find their
morphological features. Some words which belong to sub part-of-speech category such as
demonstrative pronouns can be gathered and classified into rational and irrational. Table

8.6 shows some of these rules. If these rules are not applied then a default value is
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assigned depending on the sub part of speech of the analyzed word. Table 8.7 shows the

types of nouns that accept rational as a default value, and the types of nouns that accept

irrational as a default value. The default value of Qur’an verbs is rational.

Table 8.6 Rules for predicting the values of the morphological features of Rational

Position 17

Rational 8w .25 8 al-‘dqil wa gayir al-‘aqil

Category Rule
Rational  Singular proper nouns (personal names) n Personal nouns list
Jse Some demonstrative pronouns d o ula’ika “Those”
‘aqil Some conditional nouns o man “who?”
(h) Some relative pronouns r,c¢ ., man “who”
Some interrogative pronouns b .. man, man da
“who?, who 1s?”
Allusive nouns a
Irrational  Singular proper nouns (organization and n  Organizations list and
S 2 location names) Locations list
. Sl 1 [13 2
gayr ‘aqil Some demonstrative pronouns d o tilka “that
(n) Some conditional nouns h v  we ma mahma
“what, whatever”
Some relative pronouns r,¢ L ma “what”
Some interrogative pronoun b L. madama “what”

Allusive nouns

Table 8.7 Default value of Rational and Irrational for sub part-of-speech categories of
nouns, with a tag symbol at position 2

Category Noun types
Rational ¢ Pronoun (p) ¢ Five nouns (f)
e Active participle (u) e Relative noun (*)
¢ Intensive Active participle (W) ¢ Diminutive (y)
® Passive participle (k)
Irrational e Gerund / Verbal noun (g) ¢ Instrumental noun (z)
e Gerund with initial mim (m) ¢ Generic noun (q)
e Gerund of instance (0) e Numeral (+)
e Gerund of state (s) e Verb-like noun (&)
¢ Gerund of emphasis (e) ¢ Form of exaggeration (x)
¢ Gerund of profession (i) e Collective noun ($)
® Allusive noun (a) ¢ Plural generic noun (#)
e Adverb (v) e Elative noun (@)
* Adjective (j) e Blend noun (%)
e Noun of place (1) e Ideophonic interjection (!)
e Noun of time (t)
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8.4.3 Rules for Predicting the Morphological Feature of Noun Finals

Nouns are classified into six categories according to their final letters. Nouns that
end with a consonant letter are called sound nouns. Semi-sound nouns end with a vowel
letter proceeded by a silent letter. A noun with a shortened ending ends with ’alif or ’alif
magsira, if the last letter of the root is waw or ya’. If the noun ends with an added’alif
and hamza" then it is called a noun with extended ending. A Noun with a curtailed
ending ends with y@’ proceeded by a letter that has the short vowel of kasrd". Finally, a
noun with a deleted ending has fewer letters than its root. See section 6.2.22. Table 8.8
shows the rules for predicting the morphological feature of Noun Finals and the related
features.

The rules for predicting the value of the morphological feature of Noun Finals
mainly depends on the long stem and the root of the analyzed word. The rules check the
final letters of the long stem against a set of conditions that classify nouns into 6
categories. Knowing the value of the Noun Finals feature helps in specifying other
features such as morphological features of Inflectional Morphology and Case and Mood
Marks. Case marks cannot appear on the last letter of the nouns with shortened ending,
and only fathd", the mark of the accusative case appears on the last letter of nouns with
curtailed ending.
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Table 8.8 Rules for predicting the values of the morphological features of Noun Finals

Category Rule Tag Other features
Sound noun The last letter of the long stem S ¢ Inflectional Morphology: noun
AV e ) is a hconsonants and not is triptote / fully declined (10,
al-’ism sahih al-‘Gir hamza’. V.
e Case marks appear on the last
letter of the long stem.
Semi-sound noun The last letter of the stem is a i ¢ Inflectional Morphology: noun
el ek el vowel and the previous letter is triptote / fully declined (10,
al-’ism sibh as-sahih is silent (i.e. has sukiin as short V).
T vowel). ¢ Case marks appear on the last
letter of the long stem.
Noun with shortened The last letter of the stem is t e Inflectional Morphology: noun
ending either ’alif or ’alif magsira, is triptote / fully declined (10,
el ! and the last letter of the root is v).
al-’ism al-magqsir waw or ya'. e Case markers do not appear on
the last letter of the stem.
Noun with extended The last letter of the stem is e ¢ Inflectional Morphology: noun
ending either added ’alif, or the last is triptote / fully declined (10,
Sgdaall gl two letters of the stem are ‘v’). Except, if the root is
al-’ism al-mamdiid added ’alif followed by quadriliteral or quinquiliteral,
hamza" or added alif followed then the noun is non-declinable
by waw, and the last letter of (10, ‘p").
the root is not waw or ya’. e Case markers appear on the last
letter of the stem.
Noun with curtailed The last letter of the stem is c e Inflectional Morphology: noun
ending ya’ proceeded by a letter that is triptote / fully declined (10,
P sl el has the short vowel kasrd", ‘v’). Except, if the word is a
al-‘ism al-mangiis and the last letter of the root is broken plural (8, ‘b’), then the
) ya’'. noun is non-declinable (10, ‘p’).
® Only accusative case marker
appears on the last letter of the
stem. Nominative and genitive
case markers do not appear.
Noun with deleted The stem consists of two d ¢ Inflectional Morphology: noun
ending letters, or the stem consists of is triptote / fully declined (10,

A Bglos e
al-‘ism mahdif
al-‘ahir

three letter where the third
letter is t@’ marbiitd", and the
word has a triliteral root where
the last root letter is a vowel.

‘v).
e Case marks appear on the last
letter of the long stem.

8.5 Output Format

The final outputs of the SALMA — Tagger include the input word and all possible
analyses. Each analysis includes information about the root, the lemma, the pattern, the
full vowelized form, the tokenization of the word into morphemes, and the detailed
description of the morphosyntactic information of each morpheme using SALMA - Tag.
The output of the SALMA — Tagger covers all types of information recommended by the
ALCCSO/KACST standards. Moreover, the SALMA — Tagger assigns a SALMA — Tag
to each morpheme which captures the detailed and fine-grained morphosyntactic
information of that morpheme whether it is a proclitic, prefix, stem, suffix or enclitic. The
ALECSO/KACST standards recommend the description of the morphosyntactic
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information of the whole word or main stem only. Intermediate results can also be
obtained from the different modules of the SALMA — Tagger such as root, lemma, pattern

and possible vowelized forms of the word.

Several formats are available to format the analyses resulted by SALMA — Tagger.
The results are output as a tab-separated file, as XML file and/or HTML page. The
alternative formats and file types are provided to ensure wider re-use of the results of the
SALMA - Tagger in different text analytics applications for Arabic. We want to tag an
Arabic Corpora with fine-grained morphosyntactic information. Therefore, these formats
were selected to be compatible with accepted standards for storing text corpora. These
standard formats also allow the results to be easily integrated with corpus analysis
software where simple tokenization, concordancing and corpus query language can be

used to investigate the results of the SALMA — Tagger.

A widely-used format to store text corpora is the tab-separated column text-file.
This format has been used since the first version of Brown and LOB corpus. The SALMA
— Tagger formats its outputs in a tab-separated column file which represents a compatible
result format with the widely-used corpus format. The SALMA — Tagger follows the
same format as the MorphoChallenge 2009 Qur’an gold standard, see chapter 9. This
format stores a word and its analyses per line. The first column contains the input word,
and then the analysis is broken down into three columns: the root, the pattern, and the
morphemes. A SALMA — Tag is assigned to each morpheme separated by a single space.
The morphemes are comma separated. Figure 8.26 shows sample of the SALMA —

Tagger results formatted in a tab separated column file.

gy 29 S S S — s (523 V-p---mpfs-s-amohvtt&-, U r---r-xpfs-s----------
I RO [ S [ S N —— , 0| nq----ms-pafd---hdbt-s
415, Ay b o ppe - , U5 nq----ms-pafd---hdbt-s, s r---r-xdts-g---------- ,

» r---r-msts-k----------

(S e x5 GiA ng----ms-vafi---ndst-s, | r---k-----— oo

Figure 8.26 SALMA — Tagger output formatted in a tab separated column file

The second format uses XML files to store the results of the SALMA — Tagger.
XML technology has become a widely-used and accepted standard to store text corpora
when adding structures to the stored corpus. XML tags are used to provide the
appropriate structure to the data stored in XML files. The format has a hierarchical
structure where the word is at the top of the XML document object model. Several
analyses are provided by the SALMA - Tagger to each word of the input text. Each
analysis contains the root, the lemma, the long stem, the pattern and the morphemes of the

word. For each morpheme the morphosyntactic information is stored. This is: the
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morpheme string, the SALMA - Tag, and the Arabic and English descriptions of the
morphological features encoded in the tag. If the morpheme is a clitic or affix, then
information such as morpheme kind, part of pattern and type are stored with the

morpheme structure. Figure 8.27 shows the format of a word’s analysis stored using
XML file.

<word 1d="51086">
<analysis id="1">

<word_str>Ulby y</word_str>

<root>_wy</root>

<lemma>_3</lemma>

<long_stem> ULby</long_stem>

<pattern>UJxl</pattern>

<morpheme id="1">
<morph_str>3</morph_str>
<tag>p-—C-—————————— </tag>
<kind>PROC</kind>
<type>x</type>
<part_of_pattern>n</part_of_pattern>
<ar_desc>d > |dy> dhe |</ar_desc>
<eng_desc>Particle |Conjunction |</eng_desc>

</morpheme>

<morpheme id="2">
<morph_str>;by</morph_str>
<seg_kind>STEM</seg_kind>
<tag>v-p---mpfs-s-amohvtt&amp;-</tag>
<ar_desc> o] plSGiall |l aox| sSiel plo Jed| Jei
JBle | asly Jerin I dxdal W85e yhe Jed| pelaadd 0| oeSwdl |
Goomio dinid] U] Gl AU adiel el alS ded - Bhaisl
</ar_desc>
<eng_desc> Verb |Perfect verb |Masculine |Sound plural |First
Person | Invariable (v, n) |sukin (Silence) |Active voice
|[Non—-emphatic verb |Singly transitive |Rational |Conjugated /
fully conjugated verb |Augmented by three letters |Triliteral
| Separated doubly-weak verb |[</eng_desc>

</morpheme>

<morpheme id="3">
<morph_str>L5</morph_str>
<seg_kind>SUFF</seg_kind>

<tag>r-—--r-xpfs-——————————- </tag>
<kind>SUF</kind>
<type>v</type>
<part_of_pattern>y</part_of_pattern>
<ar_desc> Pi&ile | adlw gax| &3 ol 3Sde] Juaie yaas| g
OsSwdl | Suw| </ar_desc>
<eng_desc> Other (Residual) |Suffixed pronoun |Common gender
| Sound plural |First Person | Invariable (v, n) |suklin
(Silence) |</eng_desc>
</morpheme>
</analysis>

</word>

Figure 8.27 SALMA — Tagger outputs format stored in XML file

The third format uses HTML files to store and display the results of the SALMA —
Tagger. HTML technology is used to display the results in a visualized way that shows
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the analyses of the words directly to the end user. This type of formatting is needed when
an online interface is used to run the SALMA — Tagger by end users. However, the end-
user has still got the choice to store the results in a tab-separated column file or XML file,
to be downloaded directly after the user finishes the execution of the analyzer. The
HTML format also allows the hyper-linking of the results with other online applications.
For instance, the root of the analyzed word is linked with the web interface of the
SALMA-ABCLexicon.The HTML output file contains the morphosyntactic information
of the analyzed words such as: the root, the lemma, the long stem, the pattern, the word
type and the word’s morphemes. The morpheme type, the SALMA Tag and the Arabic
and English descriptions are shown for each morpheme. Figure 8.28 shows a sample

HTML page displaying some results of the SALMA — Tagger.

Word Root Lemma Long Pattern Word type
stem
35 3 23 s WS
# Morpheme Type SALMA Tag
1 3 PROC p—-—c-——————————————————

Arabic description

lcalae |

English description

Particle IConjunction |

2 (23 (E)

STEM v-p-—--mpfs—-s—amohvtté&-—

Arabic description

At | 0S5 52 e | psball g | 0S| g | S| fl e | S| ol e g
| Goe iodl | O] ST 850 sia | ol o o — 5t | Jile | ity i

English description

Verb [Perfect verb IMasculine ISound plural |First Person | Invariable
(v, n) lsukiin (Silence) |Active voice INon-emphatic verb ISingly
transitive [Rational IConjugated / fully conjugated verb |[Augmented by
three letters [Triliteral ISeparated doubly-weak verb |

3 G

SUF  r-—--r-xpfs-s————————-

Arabic description

OS] g | (S ] Ll e | g o ST e e |

English description

Other (Residual) ISuffixed pronoun [Common gender
[First Person | Invariable (v, n) lsukin (Silence) |

[Sound plural

Word Root Lemma Long Pattern Word type
stem
Sy ot bled) Sed ol
# Morpheme Type SALMA Tag
1 Ji PROC r---d—-—————————-——oo—

Arabic description

| ey E\ﬁl d/"-;

English description

Other (Residual) IDefinite article |

2 Sed ok

STEM nqg----ms-pafd---hdbt-s

Arabic description

e s | i | g | Sl gt — o] | | bt ]

LS o | P it | 5 o = st

English description

Noun IGeneric noun [Masculine ISingular [Non-declinable |IAccusative
(n), Subjunctive (v) Ifathah [Definiteness IRational [Inflected / Derived
noun |Augmented by two letters ITriliteral ISound noun |
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Word Root Lemma Long Pattern Word type
stem
ally s Al Gy Jeb
# Morpheme Type SALMA Tag
1 o PROC p-—-p——————————————————
Arabic description | x| &
English description Particle |Preposition |

2 i (sd3y STEM  nu----md-vgki---ndbt-s

. . el = | B | 5| eS| | G - o] | S| Jeldl |
Arabic description < W st ] tohs
AV e V| O] 32 ] G
Noun |Active participle IMasculine [Dual [Triptote / fully declined
English description IGenitive (n) lkasra” lIndefiniteness [Irrational [Inflected / Derived noun
|Augmented by two letters [Triliteral ISound noun |

3 & SUF  r——-r-xdts-s—-————————-
Arabic description oS g | S| 2o | oo of S| Jomme oo | 21
Enslish description Other (Residual) [Suffixed pronoun ICommon gender |Dual IThird
glish descriptio Person | Invariable (v, n) Isukiin (Silence) |
4 » ENC r-—-r-msts-k-———--————-
Arabic description eS| gon | SR spin | ST| Jome gz | s
. e . Other (Residual) [Suffixed pronoun IMasculine ISingular IThird Person
English description . h
| Invariable (v, n) lkasra" |
Word Root Lemma Long Pattern Word type
stem
# Morpheme Type  SALMA Tag
1 . (Lt STEM ng----ms-vafi---ndst-s

, N — St | 5 5| 35] gl ) | e | e — | | S| aall] o
Arabic description -
oY e eI DU 52| 3224 el

Noun IGerund [Masculine ISingular [Varied (n) |Accusative (n),

English description Subjunctive (v) | fatha” lIndefinite INon-human [Derivable — Derived
noun (n) [Unaugmented [Tri-literal ISound noun |
2 i SUF r——=k—————— f-———--—-
Arabic description | s [ i | g |

Other (Residual) lranwin |fathd" |

English description

Figure 8.28 SALMA — Tagger outputs formatted in HTML file

Finally, the colour-coding module is used to visualize the morphosyntactic
information such as the word’s morphemes and its part of speech coded in colours. This
colour-coding output format visualizes the complexity of the Arabic words, and the
number and types of morphemes that forms a single word. Each morpheme is coloured
depending on its type and part of speech. The details of the colouring scheme were
discussed in section 8.3.5.3. The coloured outputs are displayed to the end-user through a
web interface as coloured-coded text. The hyper-linking properties of web applications
allow us to show the detailed analyses of each word of the displayed text by following the
link assigned to each word. Figure 8.25 in section 8.3.5.3 shows an example of detailed
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analysis of the colour-coded word. Figure 8.29 shows two samples of colour-coded text,
the top text is a Qur’an text — chapter 29, and the second sample is a MSA text taken from
the CCA.

falacdd 2 ols ¢ e Cpddl 25 A il ¥ phs T \,5}4., O 15553 O Joldl sl o
554856 s 3L Gshg OF 2l Oglaas spdll G o 23&01 20005 15830 il A

Ot Al W 80 (85 i) el 385 ot ]l T B0 allh 58 35 O 2
u..u.‘;-i ”.&:J:J’;,;/j/ 6.@./5:.;: Y ,ag.. >la ‘}\-o&/ \3...»\ U""U‘/ g -d\a ‘J,& ‘54. d.lj\
uy\.wu \53\5 ‘:g./,d\

‘_ng (R

:;9 J.pbwjdu.a. \.u;g “””':1\ i OJ....A.\...M
;@/w 855 el b Bas Bega ﬂ“u‘-’“““ A6 jas
G U e o 5 S R O B A B e wa
S0l B seady B badl by B Bl sk (ST ledy
S o e g aglial) gl osleralis SISl ity Egp »m

«
z
Z
=

Figure 8.29 Colour coded output of the analyzed text samples of the Qur’an and MSA.

8.6 Chapter Summary

Morphological analyses and part of speech (PoS) tagging are very important and
basic applications of Natural Language Processing. In this chapter we highlighted the
importance of morphosyntactic analyses in a wide range of NLP applications. Arabic has
many morphological and grammatical features, including sub-categories, person, number,
gender, case, mood, etc. More fine-grained tag sets are often considered more
appropriate. The additional information may also help to disambiguate the (base) part of

speech.

The SALMA — Tagger is a morphological analyzer for Arabic text which depends
on pre-stored lists of prefixes, suffixes, roots, patterns, function words, etc. These lists
were extracted by referring to traditional grammar books. The affixes lists were verified
by analyzing the Qur’an, the Corpus of Contemporary Arabic, the Penn Arabic Tree bank
and the text of the 23 traditional Arabic lexicons as a fourth corpus. The prefixes list
contains 220 prefixes. The suffixes list contains 474 suffixes and the patterns list contains

2,730 verb patterns and 985 nouns patterns.



- 244 -

The morphological analyzer was developed to analyze the word and specify its
morphological features. The SALMA — Tag Set is used as standard for the development
of the morphological analyzers. The morphological analyzer uses the tokenization scheme
of Arabic words that distinguishes between five parts of word’s morphemes (i.e.
proclitics, prefixes, stem, suffixes and enclitics). Each part is given a fine-grained
SALMA Tag that encodes 22 morphosyntactic categories of the morpheme (or possibly
multiple tags if the part has multiple clitic or affix).

The morphological analyzer uses linguistic lists of functional words, named entities
and broken plural lists. It also used the broad-coverage lexical resource constructed by
analyzing 23 traditional Arabic lexicons. The coverage of the constructed broad-coverage
lexical resource showed that about 85% of the words processed using the lemmatizer
referenced the broad-coverage lexicon and retrieved correct analyses for the analyzed

words.

The SALMA — Tagger algorithm involves a pipeline of processing stages, as shown
in figure 8.4: Tokenization, Spelling error detecting and correcting, Clitics and affixes
matching, Root extraction, lemmatizing, Pattern matching, Vowelization, Morphological
features tag assignment and Colour-coding word’s morphemes. These processing stages

are useful on their own, such that users can choose the tool that suits their applications.

The SALMA - Tagger is an open-source fine-grain morphological analyzer for
Arabic text. It only depends on open-source materials: lexicons, word lists and linguistic
knowledge. The SALMA - Tagger consists of several modules which can be used
independently to perform a specific task such as root extraction, lemmatizing and pattern

extraction. Or, they can be used together to produce full detailed analyses of the words.
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Chapter 9
Evaluation for the SALMA - Tagger
This chapter is based on the following sections of published papers:

Section 4 is based on section 5 in Sawalha and Atwell (2009a) and
section 5 in Sawalha and Atwell (2009)

Section 5.1 is based on section 3 in Sawalha and Atwell (2011) and
section 5 in Sawalha and Atwell (Under review)

Chapter Summary

The evaluation for the SALMA - Tagger depends on developing proposed standards
for evaluating morphological analyzers for Arabic text, based on our experiences and
participation in two evaluation contests: the ALECSO/KACST initiative for developing
and evaluating morphological analyzers; and the MorphoChallenge 2009 competition. A
reusable general purpose gold standard (the SALMA — Gold Standard) was constructed
for evaluating the SALMA — Tagger. It can be reused to evaluate other morphological
analyzers for Arabic text and to allow comparisons between the different analyzers. The
SALMA - Gold Standard is adherent to standards, enriched with fine-grained
morphosyntactic information of each morpheme of the gold standard text samples,
contains two text samples of about 1000-word each representing two different text
domains and genres of both vowelized and non-vowelized text taken from the Qur’an —
chapter 29 and the CCA, and it is stored in several standard formats to allow wider

reusability.

The SALMA - Gold Standard was used to evaluate the SALMA-Tagger. The
evaluation focused on measuring the prediction accuracy of the 22 morphological
features encoded in the SALMA — Tags for each of the gold standard’s text sample
morphemes. The results show that 53.50% of the Qur’an text sample morphemes and
71.21% of the CCA text sample morphemes were correctly tagged using “exact match”
with the gold standard’s morpheme tags. The evaluation reported the accuracy, recall,
precision, fl-score and the confusion matrix for each morphological feature category to
report for users who will use/reuse the SALMA — Tagger or parts of it, the prediction
accuracy of the attributes of each morphological feature category. The prediction
accuracy scored highly for 15 morphological feature categories at 98.53% -100% for the
CCA test sample and 90.11% - 100% for the Qur’an test sample, while slightly lower
accuracy was scored by the other 7 morphological feature categories at 81.35% - 97.51%
for the CCA test sample and 74.25% - 89.03% for the Qur’an test sample.
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9.1 Introduction

Several morphological analyzers for different languages and especially for English
are available online, such as: EMERGE, SProUT, FLEMM, FreeLing, POSTAG,
ROSANA, TWOL, and XeLDA, see section 2.3. The high accuracy results achieved by the
morphological analyzers is due to: the availability of standard tag sets used to encode the
morphosyntactic features of the analyzed words; the availability of morphosyntactically
annotated corpora for free use by the research community; and the availability of the
evaluation methodologies and standards for evaluating the results of the morphological

analyzers and allowing comparative evaluations between them (Hamada 2010).

However, there are no evaluation prerequisites (i.e. standards and resources)
available for Arabic whether automatic or manual. Therefore, the evaluation of
morphological analyzers for Arabic text is not an easy task, and needs more investigation
of the specific morphosyntactic features of Arabic, development of a morphosyntactically
tagged representative corpus and the proposal of agreed standards to encode the results of

the morphosyntactic features of the output analyses.

Two community-based experiences for evaluating morphological analyzers for
Arabic text and proposed guidelines for evaluation are the ALECSO/KACST initiative$?
(Hamada 2010) and the MorphoChallenge®? competition (Kurimo et al. 2009). The
ALECSO/KACST initiative aimed to encourage the development of open-source
morphological analyzers for Arabic text which are high-accuracy, and easy to develop,
can be integrated into higher-level text analytics applications, and adhere to agreed
standard guidelines. The MorphoChallenge competition aims to develop unsupervised
morphological analyzers to be used for different languages including English, French,
German, Finish, Turkish and Arabic. The competition evaluates the participant systems
against previously prepared gold standards for each language. The unsupervised
morphological analyzer that achieves the highest accuracy results in its outputs applied to
the 6 languages wins the competitions. The two experiences are discussed in sections 9.2

and 9.3 respectively.

This chapter focuses on evaluation techniques for morphological analyzers for
Arabic text. The chapter reflects our experiences on evaluating morphological analyzers
as participants in the ALECSO/KACST initiative and the MorphoChallenge 2009
competition. The chapter develops and proposes applicable standard guidelines for

evaluating morphological analyzers for Arabic text. These guidelines were applied to

62 The workshop of morphological analyzers experts for Arabic language ( 2.2l & suldt o021 o glas!
i) 26 -28 April 2009, Damascus, Syria

http://www.alecso.org.tn/index.php?option=com_content&task=view&id=1234&Itemid=1002&lang=ar
63 MorphoChallenge 2009 http://research.ics.tkk.fi/events/morphochallenge2009/
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evaluate the SALMA — Tagger. The evaluation procedure and results are discussed in the

chapter.

9.2 ALECSO/KACST Initiative Guidelines for Evaluating
Morphological Analyzers for Arabic Text

The ALECSO/KACST initiative aimed to encourage the development of open-
source morphological analyzers for Arabic text which are high-accuracy, and easy to
develop, can be integrated into higher-level text analytics applications, and adhere to
agreed standard guidelines. The organizers invited world-wide Arabic morphological
analyzer experts from universities, research institutions, software companies, a private
legal institution and a non-governmental research funding organization along with Arabic
language scholars to a workshop held in the Arabic Language Academy of Damascus,
Syria in April 2009.

The participants presented the specifications of their morphological analyzers, the
development methodologies, the initial results of evaluation, and demos of the developed
systems. The ALECSO/KACST initiative evaluation committee presented the
specifications of the required morphological analyzer for Arabic text (Al-Bawaab 2009;
Hamada 2009a); see section 8.2. The evaluation committee also presented the evaluation
methodology. Then the participants discussed the proposed evaluation methodology and
agreed on the evaluation guidelines and procedures that would be followed to fairly
evaluate and compare the different morphological analyzers. The discussions were based
on the proposed evaluation methodologies presented by the participants (Dichy 2009;
Hamada 2009b; Sawalha and Atwell 2009b).

The ALECSO/KACST initiative agreed to organize a competition between the
participants’ analyzers. The evaluation committee provided the output format of the
morphological analyzer and a test dataset consisting of selected words to represent most
morphological and inflectional cases of Arabic words. A period of two months was given
to the researchers to format the output of their analyzers to match the recommended
format. On the day of the competition, the evaluation committee provided the participants
with the test dataset containing 15 words. The participants ran their morphological
analyzers on this test list and they returned the results of their systems one day after
receiving the test list. Then the evaluation committee evaluated the results received and
announced the winner of the competition. However, the procedure they followed to
evaluate the morphological analyzer was not reported, and the comparative evaluation
results from participants’ analyzers in respect to the agreed evaluation guidelines were not
revealed. This section describes in detail the ALECSO/KACST initiative standards and
guidelines for evaluating morphological analyzers for Arabic text.
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The evaluation process involves analyzing the outputs of the analyzers given a test
dataset consisting of selected words which represent most morphological and inflectional
cases of Arabic words. The outputs of the morphological analyzers are evaluated
according to two criteria: linguistic analyses and technical specifications (i.e. the
approach to implementation, the extent to which it is user-friendly, the database
management, the copyright and licensing issues and the accuracy metrics of recall and
precision) (Hamada 2009b).

9.2.1 Evaluation of the Linguistic Specifications

The evaluation according to linguistic specifications checks the ability of the
morphological analyzer to specify the morphosyntactic features of the analyzed words.
The evaluation criteria are mainly based on the recommended morphosyntactic
requirements for developing robust morphological analyzers for Arabic text (Al-Bawaad
2009; Hamada 2009b, Zaied 2009) and the development standards agreed by the

participants, see section 8.2. The evaluation criteria include (Hamada 2009b):

e The ability to analyze all forms of words (i.e. fully vowelized, partially vowelized
and non-vowelized).

¢ The ability to tokenize the analyzed word and to specify the word’s morphemes (i.e.
proclitics, prefixes, stem, suffixes and enclitics).

¢ The ability to extract all correct roots and patterns of the analyzed word.

¢ The ability to specify the main part of speech of the analyzed word.

e The ability to add the correct vowelization to the analyzed word.

e The ability to identify the morphological features of verbs such as: transitivity,
augmented or unaugmented, number of root letters, person, voice and mood.

e The ability to identify the morphological features of nouns such as: gender, number,

relative noun or noun of diminution, and variability and conjugation.
9.2.2 Evaluation of the Technical Specifications

The guidelines for evaluating the technical specifications contain five evaluation
criteria. These criteria are: the approach to implementation, user friendliness, database

management, copyright and licensing, and the accuracy metrics of recall and precision:
9.2.2.1 The Approach to Implementation

e The clarity and simplicity of the morphological analyzer algorithm and
development approach.

e The novelty of the algorithm.

e The ability to integrate the morphological analyzer or parts of it into other Arabic

text analytics applications.
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e The availability of complete documentation that describes the morphological

analyzer development approach and usage.
9.2.2.2 User Friendliness

e The user interface of morphological analyzer.
® The speed performance when analyzing words (word/second).

® The programming language used to develop the morphological analyzer.
9.2.2.3 Database Management

¢ The independence of the database (dictionaries) from the actual programs of the
morphological analyzer.
e The ability to update the database (insert/delete/update) by the user, without

running the morphological analyzer, or during the execution.
9.2.2.4 Copyright and licensing

This criterion checks whether the morphological analyzer depends on open-source

resources or closed-source resources developed by others.
9.2.2.5 Evaluation Metrics of Recall and Precision

Recall and precision can be used to compute the accuracy of the results for each
morphological analyzer. Then, the accuracy results can be ranked for comparative
evaluation of morphological analyzers. Recall and precision are defined in the following
formulas 9.1 and 9.2.

Number of correct analyses

Recall =

Number of input words (test words)

Number of correct analyses

Precision =
Number of analyzed words

9.3 MorphoChallenge Guidelines for Evaluating Morphological
Analyzers for Arabic Text

The Morpho Challenge task is to develop an unsupervised learning algorithm which
can return the morpheme analyses of each word given lists of words of in a number of
target languages. In 2009, these were Arabic, English, Finish, German and Turkish. The
algorithm should be as language-independent as possible. All words in the training corpus
occur in sentences, so the algorithm might utilize information about word context
(Kurimo et al. 2009).

The training corpora were 3 million sentences for English, Finnish and German, and
I million sentences for Turkish in plain unannotated text files. The training corpus for

Arabic was the Qur’an, which is a small corpus consisting of only 78K words. The text of
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the Qur’an corpus is available in both vowelized and non-vowelized formats. For Arabic,
the participants could test their algorithms using the vowelized words or the unvowelized,
or both. The algorithms were separately evaluated against the vowelized and the non-
vowelized gold standard analyses. For all Arabic data, the Arabic writing scripts were
provided as well as the Roman script (Buckwalter transliteration®¥). However, only

morpheme analyses submitted in Roman script were evaluated (Kurimo et al. 2009).

MorphoChallenge 2009 established three competitions for evaluating the morpheme
analyses. Competition 1 evaluated the proposed morpheme analyses against a linguistic
gold standard. It included all five test languages. The winners were selected separately for
each language according to the highest F-measure of accuracy. Competition 2 evaluated
the proposed morpheme analyses against information retrieval (IR) experiments, where
the search was based on morphemes instead of words. The words in the documents and
queries were replaced by their proposed morpheme representations. This competition
included three of the test languages (Finish, German and English). Competition 3
evaluated the proposed morpheme analyses using a machine translation (MT) model
where the translation was based on morphemes instead of words. The words in the source
language document were replaced by their morpheme representation. This competition
included two of the test languages (Finish and German). Translation was done from the
test language to English. The performance was measured with BLEU scores (Kurimo et
al. 2009).

9.3.1 MorphoChallenge 2009 Competition 1: Evaluation using Gold Standard

In Competition 1 the proposed unsupervised morpheme analyses were compared to
the correct grammatical morpheme analyses of the linguistic gold standard. The gold
standard morpheme analyses were prepared in the same format as the result file the
participants were asked to submit, alternative analyses being separated by commas. The
Qur’an gold standard included each word in a separate line. Each line contains the word,
the root, the pattern and then the morphological and part-of-speech analysis (Kurimo et
al. 2009).

64 Buckwalter transliteration http://www.qamus.org/transliteration.htm
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Unsupervised learning algorithms for analyzing Arabic text were only evaluated in

competition 1.

“... The basis of the evaluation is, thus, to compare whether any two
word forms that contain the same morpheme according to the participants’
algorithm also has a morpheme in common according to the gold standard
and vice versa. In practice, the evaluation is performed by randomly sampling
a large number of morpheme sharing word pairs from the compared analyses.
Then the precision is calculated as the proportion of morpheme sharing word
pairs in the participant’s sample that really has a morpheme in common
according to the gold standard. Correspondingly, the recall is calculated as
the proportion of morpheme sharing word pairs in the gold standard sample

that also exist in the participant’s submission ...”

(Kurimo et al. 2009)

The F-measure, which is the harmonic mean of precision and recall, was selected as

the final evaluation measure:

F —measure = % ....................................... 9.3)

Precision Recall

9.3.2 MorphoChallenge 2009 Qur’an Gold Standard

We developed the gold standard of the Qur’an to be used to evaluate
morphological analyzers in Morphochallenge 2009 competition 195, which aimed to
develop an unsupervised morphological analyzer to be used for different languages
including Arabic. The gold standard size is 78,004 words. The Qur’an gold standard
contains the full morphological analysis for each word, according to the morphological
analysis of the Qur’an in the Tagged database of the Qur’an developed at the University
of Haifa (Dror et al. 2004). Figure 9.1 shows a sample of the Qur’an gold standard.

65 Qur’an dataset http://www.cis.hut.fi/morphochallenge2009/datasets.shtml
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Vowelized Arabic script

o — None <+Prep, «—+Noun+Triptotic+Sg+Masc+Gen ,
4y None None U+Noun+ProperName+Gen+Def
eyl = os - o~+Noun+Triptotic+Adjective+Sg+Masc+Gen+Def |

) o> J=  ~>+Noun+Triptotic+Adjective+Sg+Masc+Gen+Def ,

Non-Vowelized Arabic script

e o None <+Prep, —+Noun+Triptotic+Sg+Masc+Gen ,
4 None None U+Noun+ProperName+Gen+Def ,
o > o= ol~+Noun+Triptotic+Adjective+Sg+Masc+Gen+Def

J e +Noun+Triptotic+Adjective+Sg+Masc+Gen+Def

Vowelized Romanized script using Buckwalter transliteration scheme

bisomi sm None b+Prep , sm+Noun+Triptotic+Sg+Masc+Gen ,

All~hi None None llaah+Noun+ProperName+Gen+Def ,

Alr~aHomani rHm  faElaAn raHmaan+Noun+Triptotic+Adjective+Sg+Masc+Gen+Def ,
Alr~aHiymi rHm  faFiyl raHiim+Noun+Triptotic+Adjective+Sg+Masc+Gen+Def ,

Von-vowelized Romanized script using Buckwalter transliteration scheme

bsm sm None b+Prep , sm+Noun+Triptotic+Sg+Masc+Gen ,

Allh None None IIAh+Noun+ProperName+Gen+Def ,

AlrHmn rHm  fElAn rHmAn+Noun+Triptotic+Adjective+Sg+Masc+Gen+Def

AlrHym rHm  fEyl rHym+Noun+Triptotic+Adjective+Sg+Masc+Gen+Def ,

Figure 9.1 A sample of the MorphoChallenge2009 Qur’an gold standard, in 4 alternate
formats

9.4 Gold Standard for Evaluation

As with other NLP tasks, it is customary to use gold standards for evaluating
morphological analyzers. This is discussed in section 2.3.2 of this thesis, along with
construction of gold standard data sets for the Qur’an and MSA in section 3.4. This
section proposes guidelines for constructing and using a gold standard for evaluation of a

fine-grained morphological analyzer for Arabic text.

Gold standards are used to evaluate and measure the accuracy of automatic systems.
The evaluation can be used to compare between different systems or algorithms on the
same problem domain. It shows the successes and failings of an algorithm. Gold
standards can be used to compute similarity between systems by highlighting the cases of

agreed analyses and the cases when a tie resulted.

Moreover, a gold standard can be used to determine the specifications of the
morphological analyzers by specifying which morphological features it can or cannot
handle. This is another way to evaluate morphological analyzers, by describing their
specifications.
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To construct a gold standard for evaluation, we need to determine the problem
domain of the algorithms to be evaluated, the corpus to be used as gold standard, the
format of the gold standard, its size, the script used and transliteration scheme, and the

phases of constructing the gold standard.
9.4.1 Problem domain

The gold standard will be used to evaluate morphological analyzers and part-of-
speech taggers for Arabic text. The gold standard should have morphological information

and part-of-speech tags for each word of the selected corpus.
9.4.2 The Corpora

Corpora are used to build gold standards. Many Arabic language corpora have been
developed. But to build a widely used general purpose gold standard, corpora of different
text domains, formats and genres of both vowelized and non-vowelized Arabic text are
needed. Two open-source corpora are recommended to be used. First, the Qur’an corpus
can be used in the construction of the gold standard. The Qur’an text is Classical Arabic,
representing a genre-specific corpus which is morphologically different from Modern
Standard Arabic. It represents a challenge to morphological analyzers for Arabic text
because of its complex morphosyntactic features. The Qur’an sample is fully vowelized
text. Second, the Corpus of Contemporary Arabic (CCA) is an open-source Arabic corpus
representing Modern Standard Arabic (Al-Sulaiti and Atwell 2004; Al-Sulaiti and Atwell
2005; Al-Sulaiti and Atwell 2006).This corpus contains 1 million words taken from
different genres collected from newspapers and magazines. It contains the following
domains; Autobiography, Short Stories, Children's Stories, Economics, Education, Health
and Medicine, Interviews, Politics, Recipes, Religion, Sociology, Science, Sports, Tourist

and Travel and Science. The text in the CCA is non-vowelized.
9.4.3 Gold Standard Format

The gold standard will include detailed morphosyntactic information for each word
of the gold standard. The analysis divides the words into their morphemes: proclitics,
prefixes, stem, suffixes and enclitics. For each morpheme fine-grain morphological
features information will be provided. The SALMA — Tag Set is recommended to be used
to encode the morphological features of the word’s morphemes (Hamada 2010).
Moreover, the gold standard will contain the basic morphological information such as: the
root, the lemma and the pattern of the words. The gold standard will be stored using
different file formats to meet the wider-user specifications. Both tab-separated column
files and XML files are recommended. A visual representation of the gold standard such
as HTML tables is recommended. The visual representation allows the end-user to view

the morphosyntactic information of the gold standard. Unicode utf-8 encoding is
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recommended to be used in all files (Bird et al. 2009 p.93) to enable a unified
representation for Arabic letters on different platforms.

9.4.4 Gold Standard Size

The gold standard should be large enough to cover most cases that morphological
analyzers have to handle. The gold standard size is measured by the number of words it

contains.

9.5 Building the SALMA - Gold Standard

This section discusses the process of building the SALMA - Gold Standard for
evaluating morphological analyzers for Arabic text. The proposed standards are based on
the agreed standards and guidelines and our experiences and contributions to the
ALECSO/KACST initiative and MorphoChallenge 2009 competition for developing and

evaluating morphological analyzers for Arabic text.

The SALMA - Gold Standard is aimed at the wider research community for
evaluating morphological analyzers for Arabic text, and comparisons between their
outputs. Therefore, it includes detailed morphosyntactic information that can be produced
by morphological analyzers such as: the input word, its root, lemma, pattern, word type
and the word’s morphemes. For each of the word’s morphemes, the standard shows the
morpheme type classified into proclitic, prefix, stem, suffix and enclitic, and a fine-
grained SALMA — Tag which encodes 22 morphological feature categories of each

morpheme. These morphological features are described in Arabic and English.

The format of the gold standard is an important issue. The proposed gold standard is
formatted in different formats to meet a range of user needs. XML technology allows
storage of the gold standard in a machine-readable structured format that increases its
reusability. Tab separated column files are widely used by researchers. They are used
following the Morphochallenge 2009 recommendations for constructing gold standards.
Other formats are used to display the information of the gold standard for the end users.
These formats include HTML files and the visual display of the gold standard in colour-
coded format. The SALMA - Gold Standard for evaluating Arabic morphological

analyzers is an open-source resource that is available to download.

Two text samples were selected to construct the SALMA — Gold Standard. The first
text sample is Chapter 29 of the Qur’an representing classical Arabic. Section 9.5.1
discusses the construction of the Qur’an gold standard. The second text sample is taken
from the CCA representing Modern Standard Arabic. Section 9.5.2 discusses the
construction of the CCA gold standard. Both samples were selected to represent a wider
range of text types, formats and genres.
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9.5.1 The Qur’an Gold Standard

The SALMA Gold Standard Qur’an text sample was constructed by mapping from
an existing specific format and broad tag set to the standardized format and fine-grained
SALMA — Tag Set see section 7.2.

The Quranic Arabic Corpus sample text chosen was chapter 29, consisting of about
1000 words. An automated mapping algorithm was developed to map the Quranic Arabic
Corpus script, morpheme tokenization and morphological tags to meet our proposed
standards and guidelines. After that, the automatically mapped results including the
morphological feature tags were manually verified and corrected, to provide a new fine-
grain Gold Standard for evaluating Arabic morphological analyzers and part-of-speech

taggers.

The mapping from the Quranic Arabic Corpus format and morphological tag set to
the proposed standards and guidelines for constructing gold standards and the SALMA —

Tag Set was done by the following six-step procedure:

1. Mapping classical to modern character-set: the Quranic Arabic Corpus uses the
classical Othmani script of the Qur’an (77,430 words) which was mapped to
Modern Standard Arabic (MSA) script (77,797 words). This was achieved by

applying one-to-one mapping except for some cases where one word in Othmani
script is mapped to two words in MSA such as the word s yamiisd ‘O Musa

“Moses”!” - in Othmani script this is one word but it is written as two words in
MSA script: s+ & ya miisa.

2. Splitting whole-word tags into morpheme tags: the morphological tag in the
Quranic Arabic Corpus is a whole-word tag, composed by combining the prefix
with the stem and suffix morphological tags, separated by (+) signs. The words and
their morphological tags were automatically divided into morphemes and
morpheme tags.

3. Mapping of feature-labels: the mnemonics of the Quranic Arabic Corpus tags
were mapped to their equivalent in the SALMA Tag Set. Then, SALMA Tag Set
templates were applied to specify the applicable and non-applicable morphological
features of the analyzed morpheme.

4. Adjustments to morpheme tokenization: due the differences between the
underlying word tokenization model used in the Quranic Arabic Corpus and the one
required for the SALMA Tag Set, we replaced the mapped tags of the prefixes and
suffixes with SALMA tags by matching them to the clitics and affixes lists used by
the SALMA Tagger.

5. Extrapolation of missing fine-grain features: for morphological features which

are not included in the Quranic Arabic Corpus tag set, automatic “feature-
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prediction” procedures applied linguistic knowledge extracted from traditional
Arabic grammar textbooks, encoded as a computational rule-based system, to
automatically predict the values of the missing morphological features of the word.
6. Proofreading and correction: the mapped SALMA tags were manually proofread
and corrected by an Arabic language expert. The result is a sample Gold Standard
annotated corpus for evaluating morphological analyzers and part-of-speech taggers

for Arabic text. Sections 7.3 and 7.4 discuss the mapping process in detail.

The exact match of the prediction of all 22 features for a morpheme whole tags for
the test sample is 53.5%, but some of the errors were very minor such as replacing one ‘?’
by ‘-’. The error-rate of individual features scored 2.01% for main part of speech,
between 3% and 15% for morphological features coded in the QAC tags, and between 2%
and 24% for features which do not exist in the QAC tags but can be automatically

predicted.

9.5.1.1 Specifications of the Qur’an part of the SALMA Gold Standard

The construction of the SALMA — Gold Standard applied the proposed guidelines
and standards for constructing gold standards for evaluating morphological analyzers of
Arabic text. This section shows their application on the Qur’an sample of the SALMA —
Gold Standard.

1- Problem domain

The Qur’an part of the SALMA — Gold Standard was constructed to evaluate
morphological analyzers and part-of-speech taggers on Classical Arabic. This
information includes the input word, root, lemma, pattern, and the appropriate
segmentation of the word into its morphemes. The morphological features for each of
the word’s morphemes were encoded using SALMA — Tags. The detailed and fine-
grain morphosyntactic information was provided to enable the wider research
community to evaluate their morphological systems using a unified standard that

enables comparisons between the various evaluated systems.

2- The Corpus
This is text sample of the Qur’an, chapter 29 <, Sl 3,5 sitra’ al-‘ankabiit. The Qur’an

text represents a genre specific corpus which is morphologically different from
Modern Standard Arabic. It represents a challenge to morphological analyzers for
Arabic text because of its complex morphosyntactic features. The Qur’an sample is
fully vowelized text. A non-vowelized copy is provided to evaluate morphological

analyzers which do not accept vowelization for their input text. Morphological
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analyzers of Arabic text are expected to perform better on Modern Standard Arabic

text than the Qur’an text.
Gold Standard Format
The SALMA — Gold Standard is stored using a variety of file formats. Firstly, XML

files were used for storage. Suitable xml-tags were added to describe the detailed
information of the analyses for words and their morphemes. Figure 9.3 shows an
example of the SALMA - Gold Standard, Qur’an part, stored using XML files.

Secondly, widely used tab separated column files were used to store the gold
standard following the Morphochallenge 2009 recommendations for constructing
gold standards. Each word and its analysis were stored in a line where the word
occupied the first column, followed by the root, the pattern and the morphemes on
separate columns. The last column contains each morpheme which is followed by its
SALMA Tag separated by a comma. Figure 9.2 shows an example of the SALMA —

Gold Standard, Qur’an part, stored using a tab separated column file.

Other formats are used to display the information of the gold standard for end
users. These formats include HTML files and the visual display of the gold standard
in colour-coded format. The SALMA - Gold Standard for evaluating Arabic
morphological analyzers is an open-source resource that is available to download.
See section 8.5 output format of the SALMA — Tagger.

4- Gold Standard Size
The size of the gold standard is measured by the number of words it contains. The
SALMA - Gold Standard, Qur’an part contains 976 words, of 603 word types. These
words were generated from 243 different roots, 367 different lemmas and 175

different patterns. The number of morphemes in this part is 1,942 having 471

different SALMA — Tags.

g s s UNE P i p--i----- §--mmmmmmmo , &> V-p---msts-f-amohvsta-

23

o

. s \% 0% _— s G n# 1- —_— _
T s Jss Jr-—--d , &6 n#----mj-vndd---htst-s

T S 0 —
45 &5 bj”j {8 T==@-=m=mmmmmmmmmmoe- , &% v-c---mptdao-pmohvtta-, \s T---r-mpts-§----------
G S S —
Jg Je \jj;_a_, g B , J v-c---mptdao-amohvtto-, |y r---r-mpts-§----------
ol A e 341 v-p---mpfs-s-amohvttc-, G r---r-Xpfs-g----------
3 p--C-----8-f----mmmm-- , #+ np----mpts-si---hn----
Y p--N-----§-§----------

b b f);; R S B , % v-c---mptdnn-pmohvtta-, & r---r-mpts-f----------

Figure 9.2 A sample of the SALMA — Gold Standard, Qur’an part, stored using text file
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<word id="51021">
<w0rd_str>;~,ﬁ</w0rd_str>

<100t>cw-</root>
<lemma>c..s</lemma>
<long_stem>c..></long_stem>

<pattern>_lss</pattern>
<morpheme id="1">
<morph_str>l</morph_str>
<seg_kind> PROC </seg_kind>
<tag>p--i-----§------------ </tag>
<type>x</type>
<part_of_pattern>n</part_of_pattern>
<ar_desc> g | izl G | S I</ar_desc>
<eng_desc>Particle [Interrogative particle [Structured (v, n) I</eng_desc>

</morpheme>
<morpheme id="2">

<morph_str>c..></morph_str>

<seg_kind>STEM</seg_kind>
<tag>v-p---msts-f-amohvsta-</tag>
<ar_dese> it | e |ty Joaan 4 deik| 550 55 ] plaall | il [ il | | W] | ] o | s
| L§>¢u| 32| el pU e —I</ar_desc>
<eng_desc>Verb [Past verb [Masculine ISingular IThird Person IStructured (v, n) Ifathah |Active voice [Non-
emphatic verb [Transitive to one object [Human [Derivable- complete derived verb [Unaugmented ITri-literal
ISound I</eng_desc>
</morpheme>
</word>
<word id="51022">
<word_str>i</word_str>

<root>_p#</root>
<lemma>’si</lemma>
<long_stem>/si</long_stem>

<pattern> =3</pattern>

<morpheme id="1">
<morph_str>Ji</morph_str>
<seg_kind> PROC </seg_kind>
<tag>r---d----------------- </tag>

<type>n</type>
<part_of_pattern>n</part_of_pattern>

<ar_desc> i il | o I</ar_desc>
<eng_desc>Residual IDefinite article I</eng_desc>

</morpheme>

<morpheme id="2">
<morph_str>’+i</morph_str>
<seg_kind>STEM</seg_kind>
<tag>n#----mj-vndd---htst-s</tag>
<ar_desc> 32| ol ol —dals — et

Ble| ] o [ 2] ] paie = o] 5 g | S| et e
AV e N | 57\:| I</ar_desc>

<eng_desc>Noun of genus in plural form [Masculine IMajor plural [Varied (n) INominative (n), Indicative (v)
|dammabh [Definite [Human IInert/ Concrete noun (n) [Unaugmented [Tri-literal ISound noun I</eng_desc>

</morpheme>
</word>

Figure 9.3 A sample of the SALMA — Gold Standard, Qur’an part, stored using XML file
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9.5.2 The Corpus of Contemporary Arabic Gold Standard
The SALMA - Gold Standard CCA text sample was constructed by using the

SALMA - Tagger, then manually selecting and correcting the analysis of each word
according to its context. This semi-automatic approach was followed because of
limitations of time, funds and availability of professional annotators. Therefore, manual
annotation was not practical. On balance, it was more practical to run the SALMA —
Tagger which produced the initial analyses necessary to construct the gold standard.
Mapping from non-open-source part-of-speech tagged corpora such as the PATB was
avoided because it contradicted the aim of constructing the SALMA — Gold Standard as

an open-source resource available for the wider research community.

A 1000-word text sample was selected from the CCA. This MSA text sample was
selected from three genres of the CCA: politics, sport and economics, the main three
genres of newspaper articles. The selected text sample is non-vowelized. The construction
of the SALMA - Gold Standard from the CCA text sample was done by selecting and
correcting the outputs of the SALMA — Tagger run on this text sample. The SALMA —
Tagger provided the detailed morphosyntactic information required by the gold standard
such as: root, lemma, long stem, pattern, vowelized word and the word’s morphemes. A
SALMA Tag was provided for each morpheme as well.

The manual selection and correction was done because the SALMA — Tagger
generates all possible analyses for each word. Therefore, one analysis suitable for the
context was selected as a candidate analysis. Then, manual correction was carried out.
The correction process involves verifying and correcting the detailed information about
root, lemma, pattern, fully vowelized form of the word and the word’s morphemes. The
SALMA - Tag for each morpheme was then proofread and corrected.

The exact match of the prediction of all 22 features for a morpheme whole tags for
the test sample is 71.12%, but some of the errors were very minor such as replacing one
6?, by 6_"
9.5.2.1 Specifications of the CCA part of the SALMA Gold Standard

A similar methodology was followed to construct the SALMA - Gold Standard
CCA part that applied the proposed guidelines and standards for constructing gold

standards for evaluating morphological analyzers of Arabic text. This section shows their
application on the CCA sample of the SALMA — Gold Standard.

1- Problem domain

The CCA part of the SALMA - Gold Standard was constructed to evaluate
morphological analyzers and part-of-speech taggers on MSA text. The SALMA —
Gold Standard contains detailed analysis of each word of the gold standard. This
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information includes the input word, root, lemma, pattern, fully vowelized form of
the word, and the appropriate segmentation of the word into its morphemes. The
morphological features for each of the word’s morphemes were encoded using
SALMA - Tags. The detailed and fine-grain morphosyntactic information was
provided to satisfy a wider research community to evaluate their morphological
systems using a unified proposed standard that enables comparisons between the

various evaluated systems.
The Corpora

A text sample of the CCA consisting of about 1,000 words was selected. The CCA is
a 1-million word open-source MSA corpus collected from newspapers and magazines
which contains 14 genres. The selected sample was selected from politics, sport and
economics, the main three genres of newspaper articles. The words of the CCA are
morphologically simpler that the Qur’an text. However, this still represents a
challenge to morphological analyzers for Arabic text. Possible challenges of the CCA
text to morphological analyzers are borrowed word, named entities, new vocabulary,
transliterated words and relative nouns. The CCA sample is non-vowelized text.
Fully-vowelized forms of the words are provided in the gold standard. The
morphological analyzers for Arabic text are required to produce the fully-vowelized

form of the analyzed words.
Gold Standard Format

The SALMA — Gold Standard, CCA part used the unified file format which is
used to store the Qur’an part of the gold standard. Both XML files provided with the
appropriate xml-tags that describe the information stored in the gold standard, and
tab separated column files where each column contains a piece of information stored
in the gold standard, were used to format the detailed information of the gold
standard. Figure 9.4 shows example of the SALMA - Gold Standard, CCA part,
stored using XML files. Figure 9.5 shows example of the SALMA — Gold Standard,

CCA part, stored using a tab separated column file.

Other formats are used to display the information of the gold standard for the
end users. These formats include HTML files and the visual display of the gold

standard in colour-coded format.

Gold Standard Size

The size of the gold standard is measured by the number of words it contains. The
SALMA - Gold Standard, CCA part contains 1,122 tokens distributed into 1,015
Arabic words, 99 punctuation marks and 8 numbers. The sample contains 775 token

types distributed into 756 Arabic word types, 13 punctuation marks and 6 numbers.
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The Arabic words in the sample were generated from 421 different roots, 594
different lemmas and 215 different patterns. The number of morphemes in this part is
2,172 having 452 different SALMA — Tags.

<word id="11">
<word_str>lia</word_str>

<v_word>liz</v_word>
<root>lis</root>
<lemma>iis

</lemma>
<long_stem>\is</long_stem>
<word_type>Arabic Word</word_type>
<word_kind>Stop Word</word_kind>
<morpheme id="1">
<morph_str>iis</morph_str>
<seg_kind>STEM</seg_kind>
<tag>nd----ms-s-si---nns---</tag>
<ar_desc>s2 | et | Bl it | 55| 0| g 2| STe| slaY) el | ool I</ar_desc>
<eng_desc>Noun IDemonstrative pronoun [Masculine ISingular | Invariable (v, n) Isukiin (Silence)
[Indefiniteness |Irrational [Non-Inflected (n, v) [Unaugmented I</eng_desc>
</morpheme>
</word>
<word id="12">
<word_str>Juli</word_str>

<v_word>Jul</v_word>
<root>Js</root>
<lemma>Jus

</lemma>
<long_stem>Juis</long_stem>
<pattern> J=i</pattern>
<word_type>Arabic Word</word_type>
<morpheme id="1">
<morph_str>Ji</morph_str>
<seg_kind>PRE</seg_kind>
<tag>r---d----------------- </tag>
<kind>proc</kind>
<type>n</type>
<part_of_pattern>n</part_of_pattern>
<ar_desc>oa,w st | 21 I</ar_desc>
<eng_desc>Other (Residual) IDefinite article I</eng_desc>
</morpheme>
<morpheme id="2">
<morph_str>Ji</morph_str>
<seg_kind>STEM</seg_kind>
<tag>nq----fb-v??7d---ntat-s</tag>
<ar_desc> S| Gz wi| ob el —lls — Sraii | B6 | B0 ] G — | a5 g | Epe] i) ]| o
AV e V| I</ar_desc>
<eng_desc>Noun |Generic noun [Feminine [Broken plural ITriptote / fully declined [Definiteness
[Irrational [Primitive / Concrete noun |Augmented by one letter [Triliteral ISound noun I</eng_desc>
</morpheme>
</word>

Figure 9.4 A sample of the SALMA — Gold Standard, CCA part, stored using XML file




- 262 -

3 T ER) Word 3 p--c-mmmooomomooee- , & p--p-----8-2-----n----

s 1is KSR Word  1is nd----ms-s-si---nns---

Jul o Jul Jg Jws s Word  Jireedeeeeeeeee e , J& nq----fb-v??d---ntat-s

14, i, sy AdS, ol Word Ui, ns----fs-vafi---ndat-s, § r---t-fg------------—-

L gk Wbt s Word 6 ne-——-ms-vgki-—-ndbt-s

Bee  AEeE ges  aile s Word  ge nj----fs-v??i---hdbt-s, § r---t-f----oomnooeo-

3 ] CR] Word 2 p--p-----5-7-----n---

sam ek am o am g Word sl n----ms-vgki---nnst-s

oa 5 b sda oda Word  .is nd----mb-s-si---nns---

A Al Jl Jg At Word  Jireedeeee - , 1 ng----mb-vgkd---ntbt-s, 3 r---t-f§--------mm----

Punct. . u----§----------eme-

Figure 9.5 A sample of the SALMA — Gold Standard, CCA part, stored using text file

9.6 Deciding on Accuracy Measurements

The ALECSO/KACST initiative evaluated morphological analyzers for Arabic text
according to both linguistic and technical specifications of the morphological analyzer
and its outputs. However, no gold standard for evaluation was provided. They relied on
linguists to assess the linguistic information produced by the morphological analyzers for
examples of challenging words. The technical specifications were assessed by a
computational linguist. Even though no evaluation results were reported by the
ALECSO/KACST initiative for evaluation of morphological analyzers, they
recommended to use recall and precision metrics to compute the accuracy of the
morphological analyzers according to formulas 9.1 and 9.2. Section 9.2 discusses the

ALECSO/KACST initiative for evaluating morphological analyzers.

The MorphoChallenge 2009 competition 1 evaluates the proposed morpheme
analysis against a linguistic gold standard. The results of the participants’ algorithms were
compared with the gold standard by checking whether any two words have a morpheme
in common. The best morphological analyzer was selected according to the highest F-
measure of accuracy calculated using formula 9.3. The F-measure score is the harmonic
mean of recall and precision. Precision was defined as the proportion of word pairs that
share the same morpheme and that have a morpheme in common in the gold standard.
Recall was defined as the proportion of morphemes sharing word pairs in the gold

standard also found in the participants’ results.

In general, morphological analyzers of Arabic text are required to produce all
possible analyses of the word form out of context. The SALMA — Tagger produces all
possible analyses of the analyzed word form. The absence of a gold standard for
evaluating morphological analyzers that contains all possible and correct analyses and

their morphosyntactic information (i.e. root, lemma, pattern, vowelization, word’s




- 263 -

morphemes and their morphological feature descriptions) makes such an evaluation of an

Arabic morphological analyzer impractical.

On the other hand, the SALMA — Gold Standard contains one correct analysis for
each word suitable to its context. The evaluation of a morphological analyzer using the
SALMA - Gold Standard, will check whether the correct analysis of the gold standard is
among the possible analyses of the morphological analyzer. One analysis produced by the
morphological analyzer that matches the correct word segmentation into morphemes and
possibly the SALMA — Tags of each morpheme is selected. Then the tags for each
morpheme of the selected analysis are compared with their equivalents in the gold
standard. The percentage of the correct whole morpheme tags is computed and reported.
In the following evaluation, scores are for the “best” analysis, chosen by hand from the

set of possible analyses output by the SALMA — Tagger.

Accuracy, precision, recall and F-measure are applicable to measure the accuracy of
the individual morphological categories of the morpheme tags. The computed accuracy
metrics measure the capacity of a morphological analyzer to predict the detailed
morphological features information encapsulated within the analyzed word. They also
show the interdependency and the interrelationships between the different morphological
categories of the morphemes. The next section discusses the evaluation of the SALMA —
Tagger using the gold standard concentrating on the application of evaluation metrics to
measure the accuracy of the individual morphological feature categories. Chapter 10
discusses the evaluation of the SALMA — Lemmatizer and Stemmer on the Qur’an and

the Arabic Internet Corpus.

9.7 Evaluating the SALMA - Tagger Using Gold Standards

The focus in evaluating the outputs of the SALMA — Tagger is to evaluate the
prediction accuracy of the 22 morphological feature categories of each morpheme using
the SALMA — Gold Standard. Other intermediate outputs can be evaluated separately e.g.

the evaluation of the SALMA — Lemmatizer and Stemmer; see section 10.2.

Therefore, for each word of the test samples (i.e. the Qur’an text sample and the
CCA text sample) the analysis that best matches its equivalent in the SALMA — Gold
Standard was chosen as a candidate analysis for evaluation. Then the evaluation metrics
of accuracy, recall, precision and F-measure were computed. Two aspects for measuring

the accuracy of the SALMA — Tagger were investigated:

e Applicability: equates to whether or not a value is entered at the expected position

in the tag string.
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e Correctness: equates to the correct value for a feature, mapped to the correct

position in the tag string.

These aspects were used to define the elements of the confusion matrix. One
advantage of a confusion matrix is counting and visualizing when the system is confusing
two classes (i.e. commonly giving one tag as another). Another advantage of a confusion
matrix is to compute the values of accuracy, recall, precision and f-measure of the
SALMA - Tagger outputs. The confusion matrix elements are TP (True Positive), TN
(True Negative), FP (False Positive) and FN (False Negative), see figure 9.6. These

elements were defined according to the observations of the outputs as follows:

e TP (True Positive): True and applicable; the case was applicable and predicted
correctly. Two conditions of applicability and correctness are needed to classify the
prediction as TP. First, the morphological feature is applicable. Second, the

prediction of the attribute value of that morphological feature is correctly predicted.

¢ TN (True Negative): True and not applicable cases; the case was not applicable and

predicted as not applicable.

e FN (False Negative): False prediction of applicable cases; the case was applicable

but predicted as not applicable.

e FP (False Positive): False prediction of not applicable cases; the case was not

applicable but predicted as applicable by giving a tag in the expected position.

Applicable | Not Applicable

Predicted

Matrix positive

Confusion

Positive cases TP

Figure 9.6 The confusion matrix aspects and elements

The definition of the confusion matrix elements depends on two conditions:
applicability and correctness. These conditions overlap in some cases where the positive

(I3

cases are given a wrong tag other than “-”. Using a confusion matrix, the analyses are
classified into four categories but the observations made from analysing the output data

distinguish between 5 categories:

1- Applicable case and predicted correctly, which represents the TP category. E.g.
predicting the gender of a noun as singular ‘s’ which matches the gender feature

of the same noun in the gold standard, which is tagged as singular ‘s’.
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2- Not applicable case and predicted not applicable, which represents the TN
category. E.g. the morphological feature category of person is not a feature for
proper nouns. Hence, proper nouns have “-” in the ninth position of their tags. A
case is classified as TN, if the morphological analyzer predicts the value of the
person feature as non-applicable and gives a “-” tag.

(132

3- Applicable case and predicted not applicable tagged by “-”, which can fit into
the FN category. This case happens if the morphological analyzer gives a “-” tag
for the morphological feature of number which is an applicable feature for
proper nouns. The gold standard has a valid tag for the number feature of proper
nouns either ‘s’ (singular), ‘d’ (dual), ‘p’ (sound plural), ‘b’ (broken plural).

[13R2)

4- Not applicable cases tagged in the gold standard by and predicted as
applicable, which can fit into the FP category. Theoretically, this case should not
occur. However, some morphological features such as Inflectional Morphology,
Case or Mood, and Case and Mood Marks depend on each other. Predicting the
value of inflectional morphology for a perfect verb as ‘d’ (conjugated) will
affect the prediction of Case or Mood by giving a tag for a non-applicable
morphological feature.

5- Applicable cases and predicted wrongly by tagging with a tag other than “-”.
E.g. predicting the number of a proper noun as singular by giving the tag ‘s’
while that proper noun is broken plural which is tagged by ‘b’ in the gold

standard.

The last observation (Os) can fit into the FP category because it is part of the
positive predictions made by the analyzer, and the FN category because it is summed with
the number of positive cases in the gold standard. According to the definition of
precision and recall, see formula 9.5 and 9.6, the fifth observation will affect both the

recall and the precision of the system.

However, the confusion matrix will only allow data to be classified into one of its
four categories. An extended version of the confusion matrix where the data of the five
observations fit only into one category was developed. The development of the extended
confusion matrix required normalizing the tags of the gold standard and the outputs of the
analyzer were normalized to three symbols (‘C’ (character), ‘W’ (wrong), ‘-° (not
applicable)). According to the above observations new tags for the gold standard and the
outputs of the analyzer were generated by mapping the original tag into the three tags
used for evaluation. These three evaluation tags are not shown in the outputs of the
analyzer. They are only used to extend the confusion matrix that can fit 5 categories
instead of the ordinary four categories. Figure 9.7 illustrates the mapping rules of the
original tags into the three tags for evaluation depending on the above five observations.

Figure 9.8 gives an example of the mapping process and the normalized evaluation tags
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for the word o&ss438" kuzmabilitan ‘cosmopolitan’ a borrowed word which represent a

challenging example for the morphological analyzer to predict its morphological features.
However, it is good example because it contains all the five observations and
demonstrates the mapping process.

Original tags Normalized
Observations tags
Gold Predicted | Gold | Predicted
Applicable case and predicted correctly | O, a a C C
Not applicable case and predicted not applicable | O, - - - -
Applicable case and predicted not applicable | O; b - C -
Not applicable cases and predicted as applicable | Oy - c - C
Applicable cases and predicted wrongly | Os d e C W

Figure 9.7 Normalizing the gold standard and predicted tags into (-, C, W) evaluation

tags
~ Gold Standard  oiizi8 nj——x-xb————i-——hns—-s
O cosmopolitan WWW% NI
8 Predicted tags  oulgais ng-——-ms-v??i-——-nts—-s
Normalized Gold Standard — oi5g.2,¢ cc--C-CC-—---C---CCC--C
tags “predicted tags  olliis CW————WW-CCCC———-WWC——C

Figure 9.8 Example of normalizing the gold standard and predicted tags into (-, C, W)

evaluation tags

The new extended confusion matrix will contain three rows and three columns
marked by (-, C, W). Then the confusion matrix is filled by the values by comparing the
normalized tags. The 5 observations will fit directly in the confusion matrix. Figure 9.9
shows the skeleton of the confusion matrix and where the five observation values fit in
the matrix. The five observations are marked by O;-Os where the numbers 1-5 represent
the observation number as listed above. The other entries in the confusion matrix are
always zero marked by ‘.” because the output tags of the analyzer cannot be classified into
these entries. The figure shows the entries of the confusion matrix that are used to
compute the values of the accuracy, precision and recall. Figures 9.10 and 9.11 show the

confusion matrices generated for each morphological feature category of the morphemes
SALMA - Tags.
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Confusion Matrix Entries used to compute ‘Accuracy’
- (o4 W - (o4 w
- <0,> O4 . - <0,> O4 .
C O3 <0;> Os C O3 <01> Os
w . . <.> w . . <.>
(row = reference; col = test) (row = reference; col = test)
Entries used to compute ‘Precision’ Entries used to compute ‘Recall’
- C W - C W
- <0,> Oy . - <0,> Oy .
C O3 <0 > Os C O3 <0:> Os
W <. > W <.>
(row = reference; col = test) (row = reference; col = test)

Figure 9.9 The confusion matrix and the entries used to compute the evaluation metrics

Using the extended confusion matrix, the values of the accuracy metrics were
computed and reported. The first accuracy metric computed is Accuracy. The accuracy is
defined as the percentage of correct predictions made for a certain morphological feature

category. Formula 9.4 is used for the computation of accuracy.

Accuarcy = TP+ TN = Ot 0 e, 9.4)

Total Number of morphemes Total Number of morphemes

Recall is defined as the percentage of applicable cases that are correctly predicted
from the total number of actual positive cases in the gold standard. Formula 9.5 illustrates
the computation of recall.

Number of applicable cases correctly predicted TP 0
Recall = bp YD = = 1 ....(9.5)

Number of actual positive cases in the gold standard TP+FN 0,+(03+ 05)

Precision is defined as the percentage of applicable cases which are correctly
predicted from the total number of positive predictions. Formula 9.6 illustrates the
computation of precision.

Number of applicable cases correctly predicted __ TP 01

= — ... (9.6)

Total number of positive predictions ~ TP+FP 01+(04+ 05)

Precision =

F-measure (F, score) is the harmonic mean that combines precision and recall. It is
interpreted as a weighted average of the precision and recall. F; score reaches its best
value at 1 (100%) and worst score at 0 (0%). Formula 9.7 illustrates the computation of F;

Score.

Precision .Recall
F1 score =2, —8M8——
Precision+Recall

Results reported err on the side of caution by adding the number of cases of Os to

both recall and precision equations.
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(1) Main Part-of-Speech

(2) Part-of-Speech: Noun

(3) Part-of-Speech: Verb

\ - Cc W | | - c W | | - c W |
e + e + e +
- | <. > . \ - |<1454> 1 | - |<2057> |
C | <2170> 1 | C | <708> 8 | C | <1l12> 2
W | <.>| W | <. > W | <. >
e + e + e +
(4) Part-of-Speech: Particle (5) Part-of-Speech: Other (6) Punctuation marks

\ - c W | | - c W | | - c W |
—_—t— + —_—t———————————— + —_—t———————————— +
- 1<1798> . - |<1301> . . - |<2072> o
C | 1 <372> o C | 1 <861> 8 | C | . <93> 6 |
W | <. > W | < > W | < >
—_—t— + —_—t———————————— + —_—t———————————— +
(7) Gender (8) Number (9) Person

\ - Cc W | | - c W | | - c W |
e + e + e +
- | <970> 10 o - | <970> 10 o - |<1940> 8 o
C | .<1137> 54 | C | .<1122> 69 | Cc | 4 <177> 42 |
W | <.>| W | <. > W | <. >
e + e + e +
(10) Inflectional Morphology (11) Case or Mood (12) Case and Mood Marks

\ - c W | | - C W | | - c W |
—t—— + —_—t———————————— + —_—t———————————— +
- | <942> 9 \ - |<1457> 12 . - |<987> 9 o
Cc | 1<1205> 14 | C | 8 <602> 92 | C | 1 <779> 395 |
W | <.> W | <. > W | < >
—t—— + —_—t———————————— + —_—t———————————— +
(13) Definiteness (14) Voice as) Emphasized and Non-

emphasized

\ - Cc W | | - c W | | - c W
e + e + e +
- |<1425> 18 . - [<2049> 8 o - [<2049> 8 o
C | <725> 3 C | <105> 9 | C | <114> |
W | <.>| W | <. > W | <. >
e + e + e +
(16) Transitivity (17) Rational (18) Declension and Conjugation

\ - c W | | - Cc W | | - c W |
—t—— + —_—t———————————— + e +
- |<2049> 8 \ - |<1340> 5 | - 1<1085> 1 o
Cc | <114> o C | <695> 131 | C | 1<1080> 4 |
W | <. > W | <. > W | <. >
—t—— + —_—t—————————— + e +
(19) Unaugmented and Augmented | (20) Number of Root Letters (21) Verb Root

\ - C W | | - C W | | - C W |
e + e + e +
- |<1344> 8 . - [<1398> 3 o - [<2058> . |
C | 3 <795> 21 | C | 4 <765> 1 | C | <112> 1 |
W | <.>| W | <. > W | <. >
e + e + e +
(22) Noun Finals

\ - Cc W |
—_—te— +
- |<1500> 6 . For all confusion matrices in this figure
C | <656> 9 | (row = reference; col = test)

W | <.>
e +

Figure 9.10 Confusion matrices for the CCA test sample
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(1) Main Part-of-Speech

(2) Part-of-Speech: Noun

(3) Part-of-Speech: Verb

\ - Cc W | | - c W | | - c W |
—_—te— + —t + —t +
- | < > . o - |<1438> 2 o - |<1681> . o
C | 11<1903> 28 | C | 2 <235> 265 | C | 1 <260> o
W | <. > W | . . <. > W | <. >
e + —— + —— +
(4) Part-of-Speech: Particle (5) Part-of-Speech: Other (6) Punctuation marks

\ - c W | | - c W | | - c W |
——te— + —t + —t +
- |<1422> 4 . - |<1270> 9 o - |<1942> |
C | 9 <447> 60 | C | 27 <573> 63 | C | <.> o
W <> W <> W <>
—_—te— + —t + —t +
(7) Gender (8) Number (9) Person

\ - c W | | - c W | | - c W |
e + —— + —— +
- |<769> 91 o - |<768> 91 . - |<1312> 47 o
C | 23 <960> 99 | C | 23<768>292 | C | 21 <519> 43 |
W | <.>| W | . . <. > W | <. >
—_—te— + —t—— + —t +
(10) Inflectional Morphology (11) Case or Mood (12) Case and Mood Marks

\ - Cc W | | - c W | | - c W |
e + —— + —— +
- | <522> 41 o - [<1094> 370 o - |<533> 34 o
C | 59<1196> 124 | C | 2 <454> 22 | C | 56 <909> 410 |
W | <.>| W | <. > W | <. >
e + —— + —— +
(13) Definiteness (14) Voice (15) Emphasized and Non-

emphasized

\ - Cc W | | - c W | | - c W |
—_—te— + —t + —t +
- |<1435> 13 \ - |<1682> . | - |<1682> . |
C | <437> 57 | C | <233> 27 | C | <259> 1
W <> W <> W <>
e + —— + —— +
(16) Transitivity (17) Rational (18) Declension and Conjugation

\ - c W | | - c W | | - c W |
—_—te— + —t + —t +
- |<1682> 2 \ - |<1175> 9 o - |<1179> 2 o
C | <254> 4 | C | <657> 101 | C | 1 <571> 189 |
W <> W <> W <>
—_—te— + —t + —t +
(19) Unaugmented and | (20) Number of Root Letters (21) Verb Root
Augmented

\ - c W | | - c W | | - c W |
e + —— + —— +
- |<1300> 5 o - 1<1298> 5 | - |<1687> o
C | 8 <549> 80 | C | <639> o C | <255> . |
W | <.>| W | <. > W | <. >
—_—te— + —t + —t +
(22) Noun Finals

\ - Cc W |
e +
- |<1440> 121 \ For all confusion matrices in this figure
C | <372> 9 | (row = reference; col = test)

W | <. >
e +

Figure 9.11 Confusion matrices for the Qur’an — chapter 29 test sample
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The SALMA — Tagger was evaluated using two samples of text documents: chapter
29 of the Qur’an and a sample from the CCA. The outputs of analysing the two samples
were evaluated using the SALMA - Gold Standard. The confusion matrix of each
morphological feature category was generated. Then the four accuracy metrics were
computed. The confusion matrices of the morphological feature categories of the two test
texts are shown in figures 9.10 and 9.11. The accuracy metrics are shown in tables 9.1
and 9.2. The figures of the evaluation metrics are shown in figures 9.12 and 9.13. The

results are discussed in the next section 9.8.

Found P represents the positive predictions made by the SALMA — Tagger where it
gave a tag other than ‘- at the expected position. Actual P represents the positive cases in
the gold standard. Found N represents the non-applicable predictions made by the
SALMA - Tagger where it gave the tag ‘-’. Actual N represents the non-applicable cases
in the gold standard tagged by *-’.

Table 9.1 Accuracy metrics for evaluating the CCA test sample

# Category Found Actual Found Actual Accuracy Recall Precision  F1-score
®) ® ™ ™)
1 g 2170 2171 0 0 9995%  99.95%  99.95% 99.95%
2 Noun 708 717 1454 1455 99.59%  98.88%  98.74% 98.81%
3 Ve 112 114 2057 2057 9991%  9825% 98.25% 98.25%
4 Paricle 372 372 1798 1798 99.95%  99.73% 100.00% 99.87%
5 Other 861 869 1301 1301 99.59%  98.97%  99.08% 99.02%
6  Punctuations 93 99 2072 2072 99.72%  93.94%  93.94% 93.94%
7 Gender 1137 1201 970 980 97.05%  95.47%  94.67% 95.07%
8  Number 1122 1201 970 980 9636%  9421%  93.42% 93.81%
9 Person 177 227 1940 1948 9751%  79.37%  77.97% 78.67%
10 oo 1205 1228 942 951 98.89%  98.77%  98.13% 98.45%
11 Cascor Mood 602 706 1457 1469 94.84%  85.76%  85.27% 85.51%
12 e andMood 779 1183 987 996 8135%  6630%  65.85% 66.07%
13 Definiteness 725 746 1425 1443 99.03%  99.59%  97.19% 98.37%
14 Voice 105 122 2049 2057 99.22%  92.11%  86.07% 88.98%
15  Emphasis 114 122 2049 2057 99.63% 100.00% 93.44% 96.61%
16 Transitivity 114 122 2049 2057 99.63% 100.00%  93.44% 96.61%
17 Rational 695 831 1340 1345 93.74%  84.14%  83.63% 83.89%
18 oo 1080 1085 1085 1086 99.72%  99.54%  99.54% 99.54%
19 g;;mg;gf;;gfed 795 824 1344 1352 9853%  97.07%  96.48% 96.77%
20 pumberof Root 765 769 1398 1401  99.63%  99.35%  99.48%  99.42%
21 Verb Root 112 113 2058 2058 99.95%  99.12%  99.12% 99.12%

Noun Finals 656 671 1500 1506  99.31% 98.65%  97.76% 98.20%

N
%)
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Table 9.2 Accuracy metrics for evaluating the Qur’an — Chapter 29 test sample

# Category Found Actual Found Actual Accuracy Recall Precision F1-score
®» _ ® ™ ™~
1 Main Partof-Speech 1903 1931 0 0 97.99%  97.99%  98.55%  98.27%
2 Noun 235 502 1438 1440  86.15%  46.81%  4681% 46.81%
3 Ve 260 260 1681 1681  99.95%  99.62% 100.00%  99.81%
4 Particle 447 511 1422 1426 96.24%  86.63%  87.48%  87.05%
5 Other 573 645 1270 1279 94.90% = 86.43%  88.84%  87.61%
6 Punctuations 0 0 1942 1942 100.00%  0.00%  0.00%  0.00%
7 Gender 960 1150 769 860  89.03%  88.72%  83.48%  86.02%
8 Number 768 1151 768 859  79.09%  7091% = 66.72%  68.76%
9 Person 519 609 1312 1359  94.28%  89.02%  85.22%  87.08%
10 oflectional 1196 1361 522 563  88.47%  86.73%  87.88%  87.30%
rphology
I Case or Mood 454 846 1094 1464  79.71%  9498%  53.66%  68.58%
12 Caseand Mood Marks 909 1353 533 567  74.25%  66.11%  67.18%  66.64%
13 Definiteness 437 507 1435 1448  96.40%  88.46%  86.19%  87.31%
14 yoice 233 260 1682 1682  98.61%  89.62%  89.62%  89.62%
15 Emphasis 259 260 1682 1682  99.95%  99.62% = 99.62%  99.62%
16 Transitivity 254 260 1682 1684  99.69%  98.45%  97.69%  98.07%
17 Rational 657 767 1175 1184  94.34%  86.68%  85.66%  86.16%
18 Declension and 571 762 1179 1181  90.11%  75.03%  74.93%  74.98%
jugation

19 ng‘r‘f;‘;f:fd and 549 634 1300 1305  9521%  86.19%  86.59%  86.39%
20 Rumber of Root 639 644 1298 1303 99.74% 100.00%  99.22%  99.61%
21 Verb Root 255 255 1687 1687 100.00% 100.00% 100.00% 100.00%
22 Noun Finals 372 502 1440 1561  9331%  97.64%  74.10%  84.26%
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Main Part-of-Speech

Noun

Punctuations
Gender

Number

Inflectional Morphology

Case or Mood

6.30%
5.85%

Case and Mood Marks
6.07%

Definiteness

Voice

--------J

Emphasis

Transitivity

Rational

Declension and Conjugation
Unaugmented and Augmented
Number of Root Letters
Verb Root

Noun Finals

0% 10% 20% 30% 40% 50% 60% 70% 80%

6.07%
88.98%

90%

99.95%
99.95%
99.95%
99.95%

99.59%
98.88%
98.74%
98.81%

99.91%

97.51%

98.89%
98.77%

H Accuracy
m Recall
m Precision

u F1-score

99.63%
100.00%

99.12%

99.31%

100%

Figure 9.12 Accuracy metrics for evaluating the CCA test sample
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97.99%
Main Part-of-Speech o0
98.27%
Noun
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6.24%
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Emphasis 0563,
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31%
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Figure 9.13 Accuracy metrics for evaluating the Qur’an — Chapter 29 test sample
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9.8 Discussion of Results

The results of evaluating the SALMA — Tagger for two different text genres: the
MSA text from the CCA and the Classical Arabic text from the Qur’an, showed the
applicability of the SALMA — Tagger to process different types of text types, domains
and genres of both vowelized and non-vowelized Arabic text. The SALMA — Tagger can
be used to POS-tag Arabic text corpora and to provide detailed fine-grained analysis for
each morpheme of the corpus words. The SALMA — Tagger divides the analyzed word
into 5 parts (i.e. proclitics, prefixes, stem, suffixes and enclitics) and gives each part a
detailed morphological feature tag (SALMA - Tag) or possibly multiple tags if the parts
have multiple clitics or affixes. Each SALMA — Tag consists of 22 morphological feature
categories that encode fine-grain morphological information about each morpheme of the

analyzed words.

The evaluation of the SALMA - Tagger using MSA text showed better overall
results than the evaluation using the Qur’an text. The measure of accuracy is “exact
match”. The exact match of the prediction of all 22 features for a morpheme whole tags
for the CCA test sample is 71.21% and for the Qur’an — chapter 29 test sample is at
53.5%, but some of the errors were very minor such as replacing one ‘?” by ‘-’. This
shows that the Qur’an text has a more complex morphological structure than the MSA
text. These complex morphological structures need more future work that investigates the

differences between the two genres.

As long as, there is no disambiguation facility of the SALMA — Tagger, and the best
match analyses were selected manually for the purpose of evaluation. The achieved
accuracy results of evaluation represent the highest accuracy scores that can be achieve
by the SALMA — Tagger to predict the values of the morphological feature categories
attributes. The accuracy scores for part of speech tagging system as surveyed in section
2.4.1 and reported by their developers, range from 91% for the AMT tagger by Algrainy
(2008) to 97% for the HMM part-of-speech tagger for Arabic developed by Al-Shamsi
and Guessoum (2006). Errors of a disambiguation tool, that will be added to the SALMA

— Tagger as future work, will decrease the overall accuracy results between 3% and 9%.

The focus of this evaluation is to show the applicability of the SALMA — Tagger in
distinguishing the fine-grain morphological features of the Arabic text corpus words. The

evaluation shows which morphological feature the SALMA — Tagger can distinguish. It
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also shows the accuracy rate for each morphological feature category. The purpose of this
evaluation is to report for users who will use the SALMA — Tagger or parts of it on the
SALMA - Tagger capability in distinguishing the fine-grain morphological features of
the words. For instance, anaphora resolution applications can benefit from the
morphological features of main part of speech, gender, number, person and rational
outputs of the SALMA — Tagger to maintain agreement of these features between verbs
and pronouns in sentences. Limitations, examples of hard cases and methods for
improvements are discussed for each morphological feature category.
9.8.1 Results of Predicting the Value of Main Part of Speech

The results show high accuracy in predicting the main part of speech of the
analyzed morphemes. 99.05% of the Qur’an sample morphemes and 97.99% of the CCA
sample were correctly predicted. The prediction of the main part of speech of the
morphemes depends on both: (i) maintaining agreement between the word’s affixes and
clitics where the clitics and affixes dictionaries contain the part-of-speech information
that matches them, see section 8.3.1.5; and (ii) the patterns dictionaries where the main
part of speech information is encoded within the SALMA — Tag given to each pattern; see
section 8.3.3.1. The clitics and affixes dictionaries are used in the prediction of the main
part of speech for all morphemes of the analyzed word, while the patterns dictionary is

mainly used to predict the main part of speech of the stem morpheme.

9.8.2 Results of Predicting the Value of the Part-of-Speech Subcategory of
Noun

The prediction of the part-of-speech subcategory of Noun scored an accuracy of
99.59% for the CCA text, while it scored a lower accuracy of 86.15% for the Qur’an test
sample. The prediction of the part-of-speech subcategory of noun was not easy for the
Qur’an text sample due to the nature of Quranic Arabic. The Qur’an text sample involves

repeated use of old personal names such as &35 fir‘awn ‘firaun’ and places such as s,

tamiid ‘thamud’, while the list of the proper nouns used by the SALMA — Tagger was
constructed from MSA newswire corpus; see section 8.3.2.4. The MSA text sample

contains many relative nouns such as 3G at-faqafi ‘cultural’ and gerunds of profession
such as %3 al-wataniyya" ‘nationality’, which are repeated frequently in the CCA text

sample. These two types of repeated nouns are frequently used in MSA text. They are

formed by adding the relative ya’ and ra’ marbiita" as suffixes. Therefore, the rule for



- 276 -

predicting these attributes is simple. The Qur’an sample does not contain any examples of

these two noun types.

9.8.3 Results of Predicting the Value of the Part-of-Speech Subcategories of
Verb and Particle

High accuracy for predicting the part-of-speech sub category of verbs was scored
about 99.95% accuracy for both the Qur’an and the CCA text samples. The prediction of
verbs depends on the analysis of the prefixes and suffixes and the matching of the stem
morpheme with a patterns dictionary entry. High accuracy was scored for the part-of-
speech subcategory of particle as well. An accuracy of 99.95% was scored for the CCA
text sample and 96.24% for the Qur’an text sample. Most particles are stored in the
function words list; see section 8.3.2.3. However, some particles in the Qur’an text

sample are complex particles which consist of more than one morpheme such as i "a-wa-

lam ‘and not’ which consists of three morphemes. Such complex particles need to be

included in the function words list to improve the accuracy of the predicting particles.

9.8.4 Results of Predicting the Value of the Part-of-Speech Subcategory of
Others (Residuals)

The accuracy of predicting the part-of-speech subcategory of others (residuals)
scored 99.59% for the CCA test sample and 94.24% for the Qur’an test sample. The
residuals are part of the clitics and affixes. The prediction of these affixes depends on
matching the morphemes of the analyzed word with the entries of the clitics and affixes

dictionaries. The errors made in the Qur’an sample are due to the use of ambiguous

enclitics which can be classified into different categories such & nna and & n which can be

feminine suffixed pronoun or emphatic niin. The CCA text sample contains numbers,
currency and Arabized words which belong to the ‘others’ category but the SALMA —
Tag Set does not include them yet. Section 9.10 (below) discusses the extension of the

SALMA - Tag Set to include these attributes.

9.8.5 Results of Predicting the Value of Punctuations

The Qur’an test sample has no punctuation; therefore predicting that the punctuation
category is not applicable for the analyzed words morphemes scored 100% accuracy. The
CCA test sample contains punctuation. The accuracy of prediction was 99.72%. The
prediction of punctuation is done in the tokenization step; see section 8.3.1. Special

characters are used in the MSA text which cannot be classified as a word or a morpheme
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and not part of the standard punctuation described in section 6.2.6. These special
characters such as ‘/’ slash are given a new tag ‘0’ which represents other punctuation

marks.

9.8.6 Results of Predicting the Value of the Morphological Features of
Gender, Number and Person

The prediction of the morphological features of gender, number and person scored
97.05%, 96.36% and 97.51% for the CCA test sample respectively, and 89.03%, 79.09%,
94.28% for the Qur’an test sample, respectively. The three morphological features are
related to each other and share the same prediction methodology. Nouns have the
morphological features of gender and number but not person, except for pronouns. Verbs
have all three features. The prediction of the morphological features of gender and
number for nouns depends on suffix analysis. Feminine and singular words have the

suffix 7a’ marbutd". Dual words are marked by o an or .: ayn. Masculine sound plural
words have the suffix vs wn or . ayn, while feminine sound plural words have the suffix
<! at. Broken plural words are searched in the broken plural list and the investigation of

the gender feature is done on the retrieved singular form of the matched words. For

example, the gender for :&f "anhd’ “directions; regions” which is a broken plural of the
singular -G nahiya’ “directions; regions”, is feminine because the singular feminine

suffix ta’ marbuta" appears on the singular form of the analyzed word. However, if the
word is a broken and not found in the broken plural list, then the assigned tags ‘ms-’

(masculine, singular and not applicable) are wrong.

The prediction of the three morphological features for verbs depends on the
combinations of prefixes and suffixed pronouns attached to the end of the verbs. Subject
suffix-pronouns and genitive suffix-pronouns describe the reference person of the verb
and agree with the number and gender of the doer of the verb; see section 8.4.1. False
predictions of the morphological features of gender, number and person of verbs occur

because some verbs are ambiguous. These verbs such as L tarbitu “you are tying / she is

tying” can be masculine, singular and second person, or feminine, singular and third
person. The SALMA - Tagger predicts/assigns the tags ‘xs?’ (of common gender,
singular, applicable feature) to these kind of verbs. The difference comes by comparing

against the gold standard where these features match the context of the words. These
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wrong predictions can be solved by applying contextual rules that define the agreement
between the verb and its doer (the subject of the sentence). Contextual rules are also
needed to disambiguate the number of verbs where singular verb forms have following

plural subjects such as the phrase :¥is £33 wa yurawwigu ha’ula’i “and those who are
spreading”, the verb 3 yurawwigu “spreading” is in singular form while the subject s¥is

hd’ula’l “those” is a plural demonstrative pronoun.

9.8.7 Results of Predicting the Value of the Morphological Features of
Inflectional Morphology, Case or Mood, and Case and Mood Marks

The prediction accuracy of the morphological features of inflectional morphology,
case or mood, and case and mood marks scored 98.89%, 94.84% and 81.35% for the
CCA test sample and 88.47%, 74.71% and 74.25% for the Qur’an test sample
respectively. The prediction of morphological feature of inflectional morphology for
verbs depends on the part-of-speech subcategory of verbs and analysis of suffixes for
imperfect verbs to determine whether the verb is conjugated or invariable. The
disambiguation of nouns into declined or invariable depends on applying many rules that
deal with the part-of-speech subcategory of nouns, noun finals and patterns. These rules
classify the declined nouns into fully declined or non-declined. The prediction of the
morphological feature of case and mood depends on the result of the prediction of the
morphological feature of inflectional morphology, where a declined noun has case (i.e.
nominative, accusative or genitive) and a conjugated verb has mood (i.e. indicative,
subjunctive, or imperative/jussive), while case and mood are not applicable to invariable
nouns and verbs. The prediction of a noun’s case investigates the proclitics attached to the
beginning of the noun which might affect the case and its syntactic mark such as
prepositions and jurative particles. Prediction rules also investigate the dual and plural

suffixes which change according to the case of the noun. For example, s wn is a
masculine plural suffix of nominative case, while .. ayn is a masculine plural or dual
suffix of accusative or genitive case. The five nouns & "ab™" ‘father’, 1 ’ah™" ‘brother’, :=
ham™ ‘father-in-law’, s fii (. fam) ‘mouth’, and ,> dii ‘possessor; owner’ change their

suffix according to the context, the suffix s waw indicates nominative case, | ’alif
indicates accusative case and ¢ ya’ indicates genitive case. Rules for predicting the case

or mood, and case and mood marks for singular and broken plural nouns depend on the
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short vowel (i.e. the syntactic mark) that appears on the end of the word. The absence of
short vowels and the contextual rules that deal with the nouns according to their context
(i.e. subject or object) increases the potential of wrong prediction especially for singular
and broken plural nouns. Moreover, determining the morpheme that carries the syntactic

mark of the word is not an easy task. For example the word «={ bi-’agnihati" ‘by its
wings’ has four morphemes: preposition — bi, stem morpheme G" ‘agniha, feminine
suffix < ti, and the suffixed pronoun » hi. The case mark, which is always considered by

traditional Arabic grammar to be at the end of the word, is carried by the third morpheme

the feminine suffix < # in this example, rather than the final morpheme the suffixed

pronoun » hi.

The prediction of the morphological features of case or mood, and case and mood
marks for verbs depends on the previous prediction made for the morphological feature of
inflectional morphology that classifies verbs into conjugated or invariable. Only a
conjugated verb has mood. The prediction rules for mood depend on the part-of-speech
subcategory of verb where mood is applicable to imperfect verbs and not applicable to
perfect and imperative verbs. The rules also analyze the suffixes of the imperfect verb to
determine the applicability of mood. Imperfect verbs that contain the third person
feminine suffix pronoun O niin are invariable verbs which are marked by sukiin such as

555 yaktubna ‘they (fem.) write’. Those containing the emphatic nin suffix are invariable
verbs which are marked by fatha" such as 5505 falaya‘lamanna ‘and alld" will surely

make evident’. The final rule of prediction depends on the short vowel which appears on
the morpheme that carries the mood mark, where dammah indicates indicative mood,
fathd" indicates subjunctive mood, and sukiin indicates imperative or jussive mood. The
absence of short vowels and the contextual rules that deal with nouns according to their
context (i.e. subject or object) increases the potential for wrong prediction especially for
subjunctive, and imperative or jussive verbs which are always preceded by subjunctive-

governing particles and jussive-governing particles respectively.

The results show the interdependency of these three morphological feature
categories. The morphological feature category of case and mood marks depends on both
case or mood, and inflectional morphology. Case or mood depends on inflectional

morphology. The prediction errors for inflectional morphology are propagated to the case



- 280 -

or mood category, and then to case and mood markers. Therefore, accuracy rates were

decreased in the direction of error propagation.

9.8.8 Results of Predicting the Value of the Morphological Feature of
Definiteness

The accuracy of predicting the morphological feature of definiteness was high at
99.03% and 96.40% for the CCA test sample and the Qur’an test sample respectively.
The prediction of the morphological feature of definiteness depends on the availability of

the definite article J' as a proclitic for the analyzed noun. If the noun contains the definite

article in its proclitics then the noun is definite; otherwise it is an indefinite noun. The
morphological feature of definiteness is not applicable to verbs. Errors in classifying the
word into noun or verb will be propagated to this category especially for indefinite

prediction.

9.8.9 Results of Predicting the Value of the Morphological Feature of Voice
The prediction of the morphological feature of voice achieved a high accuracy score
of 99.22% and 98.61% for the CCA test sample and the Qur’an test sample respectively.
The morphological feature of voice is only applicable to verbs. The prediction rules
classify verbs into active verbs or passive verbs depending on the short vowel appearing
on the first letter of the verb after removing proclitics. If a fathd" appears on the verb’s
first letter, then it is classified as an active voice verb. If damma" appears on the verb’s
first letter, then it is classified as a passive voice verb. Errors can happen in some cases

where damma” appears on the first letter of active voice verbs such as 05k yuridiina ‘they
want’ which matches the pattern o= yuf‘iliin. The passive verb form of this example is
0s31% yurddiina ‘they are wanted to be’ which matches the pattern o.<i yufaliin. The

difference between the two patterns is the short vowel that appears on the second root
radical. The short vowel on the second root radical is kasra” for active voice and fathah
for all verbs generated from these patterns. The patterns dictionary used by the SALMA —
Tagger distinguishes between active voice and passive voice patterns. Applying
prediction rules for the morphological feature of voice that depend on patterns rather than

the short vowel of the first letter of the verb will increase the prediction accuracy.
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9.8.10 Results of Predicting the Value of the Morphological Feature of
Emphasized and Non-Emphasized

The prediction accuracy of the morphological feature of emphasized and non-
emphasized was high at 99.63% and 99.95% for the CCA test sample and the Qur’an test
sample respectively. The morphological feature of emphasized and non-emphasized is
applicable only to verbs. Prediction rules for classifying verbs into emphasized or non-
emphasized depends on the part-of-speech subcategory of the verb. Perfect verbs are
always non-emphasized while imperfect and imperative verbs can be emphasized. The
prediction rules also investigate the suffixes of the verb. Emphasized verbs contain the

emphatic nin as a suffix.

9.8.11 Results of Predicting the Value of the Morphological Feature of

Transitivity

The prediction accuracy of the morphological feature of transitivity was high at
99.63% and 99.69% for the CCA test sample and the Qur’an test sample respectively.
The morphological feature of transitivity is applicable only to verbs. The prediction rules
of the morphological feature of transitivity classify verbs into: intransitive verbs which
complete their meaning without the need for an object; singly transitive verbs which need
one object to complete their meaning; doubly transitive verbs, which need two objects to
complete their meaning; or triply transitive verbs, which need three objects to complete
their meaning. The prediction rules of the morphological feature of transitivity depend on
matching the analyzed verb with one verb stored in the lists of doubly transitive and triply
transitive verbs. The singly transitive verb attribute is the default value of the
morphological feature of transitivity. The absence of contextual rules for predicting the
attributes of the morphological feature of transitivity increases the potential for making
prediction mistakes. On the other hand, suffix pronouns analysis can capture some

attributes of this morphological feature.

9.8.12 Results of Predicting the Value of the Morphological Feature of
Rational

The prediction of the morphological feature of rational scored an accuracy of
93.74% for the CCA test sample and an accuracy of 94.34% for the Qur’an test sample.
The morphological feature of rational is applicable to both nouns and verbs. The
rationality of the subject (or the doer) of the verb determines the rationality attribute of

the analyzed verb. The prediction rules for the morphological feature of rational assign
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default values to the analyzed words depending on their part-of-speech subcategory; see
section 8.4.2. Proper nouns are classified as rational if the proper noun is found in the
personal proper nouns list, and as irrational if they are found in the locations or
organizations proper nouns lists. Demonstrative pronouns are classified according their
use as rational or irrational. Qur’an verbs are assigned a default value of rational as most
of the Qur’an verbs represent dialogue between God and people. Classifying words into
rational or irrational depends on the semantics of the word itself and its context, such that
agreement is maintained between sentence parts such as verb-subject agreement and
adjective-descriptive noun agreement. A comprehensive dictionary which includes
Rational information for each dictionary entry is needed to determine the correct attribute

value of rational for nouns.

9.8.13 Results of Predicting the Value of the Morphological Feature of
Declension and Conjugation

The prediction of the morphological feature of declension and conjugation was
highly accurate at 99.72% for the CCA test sample and slightly less accurate at 90.11%
for the Qur’an test sample. The morphological feature of declension and conjugation is
applicable to nouns, verbs and particles. The prediction rules of the values of declension
and conjugation of nouns depend on the part-of-speech subcategories. The rules for
predicting the values of declension and conjugation of verbs depend on searching four
lists of verbs: the non-conjugated/restricted-to-the-perfect verb list; the non-
conjugated/restricted-to-the-imperfect verb list; the non-conjugated/restricted-to-the-
imperative verb list; and the partially conjugated verb list. The default value of the
morphological feature of declension and conjugation for verbs is fully conjugated verb.
Including the declension and conjugation information in the Arabic dictionary will

increase the correct prediction of attributes for this morphological feature.

9.8.14 Results of Predicting the Value of the Morphological Features of
Unaugmented and Augmented, Number of Root Letters, and Verb Roots

The prediction accuracy of the morphological features of unaugmented and
augmented, number of root letters, and verb roots was 98.53%, 99.63% and 99.95% for
the CCA test sample and 95.21%, 99.74% and 100% for the Qur’an test sample
respectively. The morphological features of unaugmented and augmented, and number of
root letters are applicable to both nouns and verbs, while the morphological feature of

verb roots only applies to verbs. The rules for predicting the three morphological features
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mainly depend on the root of the analyzed word. The prediction rule of unaugmented and
augmented attributes subtracts the length of the root from the length of the analyzed
word. The prediction rule of the attributes of the number of root letters depends on the
length of the root. The prediction rules of the morphological feature of verb roots depend
on the nature of the root letters - whether they are consonants, containing hamzah, or
containing one or two vowels. The prediction errors are higher for the morphological
feature of unaugmented and augmented due to the ambiguous word boundaries. In some
cases of non-vowelized text tanwin fatih 0 appears as ’alif which will be counted as an
augmented letter. In other cases, vowels might be deleted from the word. Therefore, the
rules for counting the added letters to the word need to know whether a vowel is deleted

or not. For example, the verb iz yagidu ‘he finds’ has the root >—z-5 w-g-d and is
augmented by one letter ¢ ya’ representing the imperfect prefix. The first root letter

waw 1s a vowel and is deleted from the word.

9.8.15 Results of Predicting the Value of the Morphological Feature of Noun
Finals

The prediction of the morphological feature of noun finals was a highly accurate at
99.31% for the CCA test sample and slightly lower at 93.31% for the Qur’an test sample.
The rules for predicting the value of the morphological feature of Noun Finals mainly
depend on the long stem and the root of the analyzed word. The rules check the final
letters of the long stem against a set of conditions that classify nouns into 6 categories;
see section 8.4.3. Knowing the value of the Noun Finals feature helps in specifying other
features such as the morphological features of Inflectional Morphology and Case and
Mood Marks. Case marks cannot appear on the last letter of nouns with shortened ending,
and only fatha", the mark of accusative case, appears on the last letter of nouns with

curtailed ending.

9.8.16 More Conclusions

In conclusion, the SALMA - Tagger was evaluated on two text samples from
different genres: chapter 29 of the Qur’an representing classical Arabic, and a sample
from the CCA represents Modern Standard Arabic. The focus of this evaluation was to
report on the applicability of the SALMA — Tagger in distinguishing the fine-grained
morphological features of the Arabic text corpus, by measuring the accuracy of each of

the 22 morphological feature categories represented by the SALMA - Tag for each



- 284 -

morpheme in the two samples. The evaluation used the SALMA — Gold Standard. One
advantage of carrying out this type of evaluation is to report for users who will use/reuse
the SALMA — Tagger or parts of it the accuracy of predicting the attributes of the fine-
grained morphological features. Users can depend on this evaluation to decide which
parts of the SALMA — Tagger can be used directly. Another advantage directly addresses
our interest in developing an Arabic morphological analyzer that is able to analyze Arabic
text corpora by providing fine-grain analysis for each word. Fine-grain analysis of the
Arabic word involves dividing the word into five parts and giving each part a detailed
morphological features tag or possibly multiple tags if the part has multiple clitics or

affixes.

The prediction accuracy was high for 15 morphological features: the morphological
features of main part-of-speech; part-of-speech subcategory of verb; part-of-speech
subcategory of particle; part-of-speech subcategory of other (residual); part-of-speech
subcategory of punctuation; morphological feature of definiteness; morphological feature
of voice; morphological feature of emphasized and non-emphasized; morphological
feature of transitivity; morphological feature of declension and conjugation;
morphological feature of unaugmented and augmented; morphological feature of number
of root letters; morphological feature of verb roots; and morphological feature of noun
finals. The accuracy for predicting the attributes of these 15 morphological features was
between 98.53% and 100% for the CCA test sample and 90.11% and 100%for the
Qur’an test sample. The morphological features of part-of-speech subcategory of noun,
gender, number, person, inflectional morphology, case or mood, case and mood marks,
and rational, scored slightly lower accuracy of prediction at 81.35% - 97.51%for the CCA
test sample and 74.25% - 89.03%for the Qur’an test sample.

The next section (9.9) discusses the limitations, and the factors that affected the
prediction accuracy of the morphological features, and suggests solutions that might

improve this accuracy.

9.9 Limitations and improvements

The SALMA - Tagger achieved high prediction accuracy for 15 morphological
features, and lower accuracy for 7 morphological features. The high prediction accuracy
was due to the factors of the detailed analysis of words into morpheme and classifying

these morphemes into distinctive classes that helped in predicting the attributes of these
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morphological feature categories. The reuse of the predicted attributes of some categories
helped in predicting the correct attribute value of other categories. Providing the SALMA
— Tagger with lists of (function words, broken plurals, named entities, doubly transitive
verbs and triply transitive verbs, and conjugated and non-conjugated verbs) was the basis
for predicting the attributes of many morphological feature categories. The SALMA —
ABClLexicon is mainly used to extract the correct root of the analyzed words. The root
information represents the basis for predicting the correct attribute of some morphological
features. Finally, the patterns dictionary and the pattern matching algorithms were used in

the prediction rules of most of the morphological feature categories.

The lower accuracy achieved with the other 7 morphological feature categories was
due to an absence of contextual rules in the SALMA — Tagger, such that it treats words
out of their context. The absence of short vowels on text especially for MSA text makes
the prediction of the attributes of some morphological features difficult. Moreover, the
interdependency between some morphological features such as the morphological
features of inflectional morphology, case or mood, and case or mood marks decreases the
accuracy of the dependent features by propagating errors from one feature to another.
Finally, prediction errors increase, if the number of attributes of a certain morphological

feature increases.

To improve the accuracy of predicting the attributes of the morphological feature
categories, contextual rules can be implemented as a second pass. The contextual rules
will also help in reducing the number of candidate analyses of the analyzed words by
excluding those analyses that do not satisfy certain contextual rules. Some morphological
feature categories such as rational depend on the semantic nature of the analyzed word
itself. Providing rationality information for Arabic dictionary entries and reusing this
information in morphological analyzers will increase the accuracy of prediction.
Moreover, updating the dictionaries which are used by the SALMA - Tagger by

increasing their coverage will increase the prediction accuracy.

9.10 Extension of the SALMA - Tag Set

The SALMA - Tag Set is a general-purpose fine-grain tag set. The aim of
developing this tag set is that it should be used as the standard for part-of-speech tagging
software to annotate corpora with more detailed morphological information for each

word. The SALMA - Tag Set was evaluated by applying it to two text samples of
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different genres: chapter 29 of the Qur’an representing classical Arabic, and a sample of
the CCA representing modern standard Arabic. Both samples and their annotations were
used in the SALMA — Gold Standard.

The application of the SALMA — Tag Set to the Qur’an text sample did not
introduce any reason for extending the tag set. However, the CCA text sample introduced
some examples of tokens that appear in MSA text. These examples include numbers
(digits), currency, non-Arabic words, borrowed (foreign) words, dates and special

characters.

Extensions of the SALMA — Tag Set were made to two morphological feature
categories: others (residual) and punctuation. The morphological feature of others
(residuals) was extended to include new attributes for numbers (digits), currency, non-
Arabic words, borrowed (foreign) words and dates. Table 9.3 shows the new attributes
added to the part-of-speech subcategory of others (residuals). The part-of-speech
subcategory of punctuation marks was extended by adding an attribute for special
characters that are used as punctuation marks. These special characters appear on the
MSA text due to the use of word-editing software that enables typing of special characters
within text easily, and because of the lack of knowledge about using standard punctuation
in Arabic text. Table 9.4 shows the attribute added to the part-of-speech subcategory of

punctuation marks.

Borrowed (foreign) words are words borrowed from other languages which have
become part of the language because they have become used widely by Arabic speakers.
They also appear in text in transliteration format using Arabic letters. These words are
used within the sentence like normal Arabic words. They accept inflectional affixes and
change their form according to the context. Therefore, the SALMA — Tag Set treats them
as Arabic words by classifying them within the main part-of-speech category attributes
and assigning the morphological feature attributes that are applicable to them. They are
given the tag ‘x’ in the fifth position of the tag string to distinguish them as borrowed

(foreign) words. Figure 9.14 shows an example of tagging a borrowed (foreign) word.
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Table 9.3 Extended attributes of the Part-of-speech subcategories of Other (Residuals)
and their tags at position 5

Position Feature Name Tag
5 Part-of-Speech: Other (1) &4 S oSl "agsam al-kalam al-far’iyya' ("uhra)
Number (digits) % | ragam (+325461) (-897,653) (0.986) | g
(13x107) (-1.2E2) (1.2e-2)
Currency et | ‘umld (1.51,500) (,2,927) ($250) c
(£430)
Date &b | arih (27/09/2011) (2011  Juf 27) | e

(27.09.11) (11 pez 27)
Non-Arabic word L LS kalima' gayr | windows,  photoshop,  games, | w

‘arabiyyd” download
Borrowed G kS | kalimd' OElgshS kuzmiibiilitan | X
(foreign) word mu‘arraba”

‘cosmopolitan’ st stad ‘stadium’

Table 9.4 Extended attributes of the Part-of-speech subcategories of Punctuation Marks
and their tags at position 6

Position Feature Name Tag
6 Punctuation Marks (o341 ©udls) &s,d 23S0 ol31 "agsam al-kalam al-far’iyya' (‘alamat
at-tarqim)
Other punctuations ‘_;5;-% R ‘ ‘alamat "uhra | / 0
Word SALMA - Tag
0Elss45s8” kuzmibilitan ‘cosmopolitan’ nj--x-xb----i---hns--s

Figure 9.14 Example of tagging a borrowed (foreign) word

9.11 Chapter Summary

This chapter discussed the evaluation of the SALMA — Tagger. The evaluation
methodologies for morphological analyzers are not standardized yet. The first part of the
chapter discussed the development of agreed standards for evaluating morphological
analyzers for Arabic text, based on our experiences and participation in two community-
based evaluation contests: the ALECSO/KACST initiative for developing and evaluating
morphological analyzers, and the MorphoChallenge 2009 competition. The guideline
recommendations, evaluation specifications and procedures, and evaluation metrics were
reused to generate a global standard for evaluating morphological analyzers for Arabic

text. The developed standards were applied for evaluating the SALMA — Tagger.

The developed evaluation standards depend on using gold standards for evaluating
morphological analyzers for Arabic text. A reusable general purpose gold standard (the
SALMA - Gold Standard) was constructed to evaluate various morphological analyzers
for Arabic text and to allow comparisons between the different analyzers. The SALMA —
Gold Standard is adherent to standards, and enriched with fine-grained morphological

information for each morpheme of the gold standard text samples. The detailed
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information is: the input word, its root, lemma, pattern, word type and the word’s
morphemes. For each of the word’s morphemes, the morpheme type is classified into
proclitic, prefix, stem, suffix and enclitic, and a fine-grain SALMA — Tag which encodes

22 morphological feature categories of each morpheme, was included.

The SALMA — Gold Standard contains two text samples of about 1000-words each
representing two different text domains and genres of both vowelized and non-vowelized
text taken from the Qur’an — chapter 29 representing Classical Arabic, and from the CCA
representing Modern Standard Arabic. The SALMA - Gold Standard is stored using
different standard formats to allow wider reusability. XML technology allows storage of
the gold standard in a machine-readable structured format. Tab-separated column files are
widely used by researchers. They are used to store the gold standard following the
Morphochallenge 2009 recommendations for constructing gold standards. Other formats
are used to display the information of the gold standard for end users. These formats

include HTML files and the visual display of the gold standard in colour-coded format.

The SALMA - Gold Standard was used to evaluate the SALMA — Tagger. The
evaluation focused on measuring the prediction accuracy of the 22 morphological features
encoded in the SALMA — Tags for each of the gold standard’s text sample morphemes.
The results show that 53.50% of the Qur’an text sample morphemes and 71.21% of the
CCA text sample were correctly tagged using “exact match” of the gold standard’s

morpheme tags, but some of the errors were very minor such as replacing ‘?’ by ‘-’.

The evaluation reported accuracy, recall, precision, fl-score and the confusion
matrix for each morphological feature category. The individual category accuracy results
are useful for users who will use/reuse the SALMA — Tagger or parts of it, to know in
advance the prediction accuracy of the attributes of each morphological feature category.
Accuracy scores are high for 15 morphological feature categories at about 98.53%-100%
for the CCA test sample and 90.11% -100% for the Qur’an test sample. These categories
are: the morphological feature of main part-of-speech; part-of-speech subcategory of
verb; part-of-speech subcategory of particle; part-of-speech subcategory of other
(residual); part-of-speech subcategory of punctuation; definiteness; voice; emphasized
and non-emphasized; transitivity; declension and conjugation; unaugmented and

augmented; number of root letters; verb roots; and noun finals.

The other 7 morphological feature categories: part-of-speech subcategory of noun;
gender; number; person; inflectional morphology; case or mood; case and mood marks;
and rational, were less accurately predicted: 81.35% - 97.51% for the CCA test sample
and 74.25%-89.03% for the Qur’an test sample.
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The absence of contextual rules, the absence of short vowels, the interdependency
between some morphological features, and the number of attributes of a certain
morphological category increase the potential for prediction errors of some morphological
feature categories. To improve the accuracy of predicting the attributes of the
morphological feature categories, contextual rules can be implemented as a second pass.
Some morphological feature categories such as rational depend on the semantic nature of
the analyzed word itself. Providing rationality information for Arabic dictionary entries
and reusing this information in morphological analyzers will increase the accuracy of
prediction. Moreover, updating the dictionaries which are used by the SALMA — Tagger

by increasing their coverage will increase the prediction accuracy.

The SALMA - Gold Standard for evaluating Arabic morphological analyzers is an
open-source resource that is available to download, for reuse in evaluation of other Arabic

morphological analyzers.
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Chapter 10
Practical Applications of the SALMA - Tagger

This chapter is based on the following sections of published papers:

Section 2 is based on section 4 in (Sawalha and Atwell 2010b) and
section 1 in (Sawalha and Atwell 2011a)

Section 3 is based on section 1 in (Sawalha and Atwell 2011b)

Chapter Summary

The SALMA Tagger has been used in two important applications of Arabic text
analytics: first, lemmatizing the 176-million words Arabic Internet Corpus, and second,
as corpus linguistic resources and tools for Arabic lexicography. This chapter will
illustrate how the tools- the SALMA — Tagger and SALMA — Lemmatizer and Stemmer,
the resources - the SALMA — ABCLexicon and the Corpus of Traditional Arabic Lexicons,
and the proposed standards - the SALMA — Tag Set - have been useful tools, resources

and standards to advance Arabic computational linguistic technologies.
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10.1 Introduction

In this research, resources (the SALMA — ABCLexicon, Chapter 4), Standards (the
SALMA - Tag Set, Chapters 5, 6 and 7), and tools (the SALMA — Tagger, Chapters 8
and 9) were developed and evaluated. The main purpose in developing the resources,
standards and tools is for morphosyntactic annotation of Arabic text with fine-grain
morphosyntactic information. This chapter will investigate two applications of these
resources, standards and tools: lemmatizing the 176-million word Arabic Internet
Corpus®® (AIC) (Sawalha and Atwell 2011a), and as language engineering resources to
construct the Arabic dictionary (Sawalha and Atwell 2011b).

The resources, standards and tools were evaluated on samples of Arabic text to
measure their accuracy and applicability to text analytics tasks. However, the
performance aspects of the SALMA — Tagger such as speed, memory and ability to
perform the desired analysis tasks were not evaluated previously. Applying the SALMA —
Lemmatizer and Stemmer to lemmatize the 176-million word Arabic Internet Corpus is a
practical application through which to evaluate performance and investigate the

challenges of applying the resources, standards and tools on real, large-scale data.

The second application is a proposal about how these resources, standards and tools
can be used as a language engineering toolkit for Arabic lexicography. This study reviews
the resources and tools which are used in modern lexicography, and shows that the
developed resources, and standards constitute a toolkit for constructing Arabic bi-lingual

and monolingual dictionaries.

Section 10.2 discusses the application of lemmatizing the 176-million word AIC.

Section 10.3 discusses the resources and tools for Arabic lexicography.

10.2 Lemmatizing the 176-million words Arabic Internet Corpus

The Arabic Internet Corpus is one of several large corpora collected for Translation

Studies research at http://corpus.leeds.ac.uk/internet.html alongside Internet corpora for

English, Chinese, French, German, Greek, Italian, Japanese, Polish, Portuguese, Russian
and Spanish (Sharoff 2006). The Arabic Internet Corpus consists of about 176 million
words®?. Initially it consisted of raw text, with no further processing such as
lemmatization or part-of-speech tagging. This section shows how the lemma and root
were added for each word of the AIC.

66 Querying Arabic Corpora http://smlc09.leeds.ac.uk/query-ar.html
67 The frequency list of the Arabic Internet Corpus http://corpus.leeds.ac.uk/frqc/i-ar-forms.num
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Arabic is a morphologically rich and highly inflectional language. Hundreds of
words can be derived from the same root; and a lemma can appear in the text in many
different forms due to the glutination of clitics at the front and end of the word. Therefore,
lemmatization and root extraction is necessary for search applications, to enable inflected
forms of a word to be grouped together. We used the lemmatizing part of the SALMA —
Tagger (see section 8.3.2) to annotate the Arabic Internet Corpus words at two levels; the
lemma and the root, as shown in Figure 10.1. The SALMA — Lemmatizer and Stemmer is
relatively slow. In initial tests it processed 7 words per second, because it deals with
orthographic issues, spell checking of the word’s letters, short vowels and diacritics and
the large dictionaries provided to perform its task. The estimated execution time for
lemmatizing the full Arabic Internet Corpus was roughly 300 days using an ordinary uni-

processor machine.

To reduce the processing time of the whole task, we used the power of HPC (High
Performance Computing). NGS® (National Grid Services) aims to enable coherent
electronic access for UK researchers to all computational and data-based resources and
facilities required to carry out their research, independent of resource or researcher
location. The huge computational power of NGS was used to lemmatize the Arabic

internet corpus. As a result, a massive reduction in execution time was gained.

The Arabic Internet Corpus was divided the into half-million-word files. Then a
specialized program distributed copies of the SALMA — Lemmatizer and Stemmer to
multiple CPUs and assigned different input files to run the lemmatizer for the partitioned
corpus files in parallel. The output files were combined in one lemmatized Arabic Internet
Corpus, comprising 176 million word-tokens, 2,412,983 word-types, 322,464 lemma-
types, and 87,068 root-types.

By using the NGS, a massive reduction was gained in execution time for processing
the 176-million words corpus to only 5 days. It might have been a few hours, if enough
CPUs had been allocated to process all files strictly in parallel; NGS provides virtual
parallel processing on a reduced set of CPUs. Therefore, the half-million-word files were
divided into three groups containing 100, 150 and 80 files respectively depending on the
number of CPUs they were allocated. The average CPU time used to lemmatize a file of
average 584,599 words was 91,102 seconds (25 hours, 18 minutes and 22 seconds) at an
average of 6.4 words per second. The total CPU time used to lemmatize all the corpus
files was 30,245,965 seconds (8401 hours, 39 minutes and 25 second — approximately one
year). However, five days were enough to lemmatize the 176-million word Arabic

Internet Corpus via parallel processing.

68 NGS (National Grid Services) http://www.ngs.ac.uk
NGS case study: Accelerating the Processing of Large Corpora, http://www.ngs.ac.uk/accelerating-the-
processing-of-large-corpora-using-grid-computing-technologies-for-lemmatizing-176
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After lemmatizing the three groups of corpus files, the lemmatized output files were
combined into one lemmatized Arabic Internet Corpus. The lemmatized corpus was
stored in one large tab-separated column file where the words occupy the first column,
the lemmas occupy the second column, the roots occupy the third column, and special
tags were added in the fourth column. These tags are: STOP_WORD to mark function
words; N_BP to mark broken plural nouns;
NE_PERS to mark personal named entities; NE_LOC to mark locational named entities

and NE_ORG to mark organizational named entities.

Figure 10.1 shows a one-sentence example of the lemmatized Arabic Internet

Corpus. The sentence is:
Cdy Sl Slysb el Lall iy bl Bkally A1 AW e oty LuslST 055 OF ald)
’\;j‘b JJJ SJJJEL‘ ;\Jé«dj‘ C:JL,A\; cﬁjlaﬂ tE\SLA Qﬁ'rh

la‘alla™

an yakiina kabis™ wa yastafiqu minhu ‘ald al-’asya’i al-"alifa"
wa al—,tayyiba’i wa al—habz’bati. wa imtadda as-sari‘u al-dayyiqu tawil™..
tawil™ wa galasat al-buyitu sakinat™, mutrigat™, wa al-masabthu as-

safra’u al-magriira™ tanzifu daw’"
‘Perhaps it is a nightmare and he will wake up to the usual, good and

beloved things. The narrow road is extend long. long. The homes sat silent,

listening, speechless, and the yellow bubbled lamps bled light.’

s Je Jis Sasb Jusb Jsb
of of of STOP_WORD
IS o % STOP_WORD . . .
Lpls ol o~ Ssb Jusb dsb
Geftmy Gl s ‘ ‘ ‘
e w o STOP_WORD ol ol
e o & STOP_WORD e e o N_BP
AN sLal Ls sl Sl oS
W Nl ale ‘ ‘ ¢
EWA b b Blas Gk &b
hdly e ‘ ‘ ‘
cebally gl e
Aelg Al S s)al - v
ol Pl e 33 Al 9 B
G2l G2 G2 55 <5 a3
leso 252 fs

Figure 10.1 Sample of lemmatized sentence from the Arabic Internet Corpus
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The main challenge of lemmatizing the 176-million words Arabic Internet Corpus
was the long execution time that might take several months. This challenge was solved by
using the high performance computational power provided by the NGS. The

lemmatization of the AIC was significantly reduced to 5 days.

The other challenge that appeared during lemmatizing the AIC was the many cases
of spelling errors. The AIC was collected automatically from web pages (Sharoff 2006).
These web pages were constructed using different web authoring tools which have
integrated word processing modules. Most of these word processing tools that support
Arabic are not aware of what letter and diacritic combinations can appear on a letter in a
given position in the word. The absence of such a module in word processing tools that
support Arabic increases the potential for mis-spelling Arabic words. Many spelling-
errors are found in the AIC. Such errors are: adding more than one short vowel to the
same letter; starting or ending the word with tatwil; adding a diacritic to tatwil; starting
the Arabic word with a silent letter by adding sukiin to the first letter; and adding fanwin

to any of the word’s letters other than the last letter.

The SALMA - Tokenizer has a specialized procedure that checks whether the letter
and diacritic combinations are correct or not; see section 8.3.1. The first step in
lemmatization is the tokenization of the corpus words that classifies words into Arabic
words or other words (i.e. number, currency, non-Arabic word and date). The Arabic
words are passed to the spell-checking procedure that discovers the spelling errors and

corrects them. The mis-spelled words are replaced by the correct words.
10.2.1 Evaluation of the Lemmatizer Accuracy

There was not a gold standard for evaluating the accuracy of the AIC lemmas and
roots accuracy. Therefore, small random samples were selected and the accuracy was
computed for each sample. To evaluate the accuracy of the lemmatizer, in terms of lemma
and root accuracies, 10 samples of 100-words each from the lemmatized AIC were
randomly selected. For each word in the sample the lemma and root accuracies were
computed by counting the percentage of correct lemma and root analyses in the samples.
Tables 10.1 and 10.2 show the accuracy results for each sample. Accumulative averages
of both the lemma and root accuracies were computed to track the accuracy changes from
one sample to another. The accumulative average accuracy showed steady accuracy rates
among the selected samples. So, the evaluation stopped adding more samples. The
accumulative accuracy averages were reported as the lemma and root accuracies of the
AIC. Figure 10.2 shows the lemma accuracy and root accuracy for each sample, the
accumulative average of the lemma accuracy, and the accumulative average of the root

accuracy.
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The results show that the accumulative average root accuracy is 81.20% and the

average lemma accuracy is 80.80%.

Table 10.1 Lemma accuracy

Sample Sample name  Start line Tokens Correct Accuracy % Average %
lemmas

1 newdp_out.txt 111,435 100 81 81.00% 81.00%

2 newfo_out.txt 384,384 100 76 76.00% 78.50%

3 newih_out.txt 113691 100 78 78.00% 78.33%

4 newca_out.txt 13,076 100 80 80.00% 78.75%

5 newfc_out.txt 59,313 100 78 78.00% 78.60%

6 newlg_out.txt 234,254 100 85 85.00% 79.67%

7 newdr_out.txt 570,807 100 77 77.00% 79.29%

8 newmi_out.txt 507,492 100 80 80.00% 79.38%

9 newir_out.txt 355,144 100 82 82.00% 79.67%

10 neweu_out.txt 149,057 100 91 91.00% 80.80%

1000 808 80.80 % 80.80 %

Table 10.2 Root accuracy

Sample Sample name Start line Tokens Correct Accuracy % Average %
roots

1 newdp_out.txt 111,435 100 85 85.00% 85.00%

2 newfo_out.txt 384,384 100 72 72.00% 78.50%

3 newih_out.txt 113691 100 80 80.00% 79.00%

4 newca_out.txt 13,076 100 82 82.00% 79.75%

5 newfc_out.txt 59,313 100 79 79.00% 79.60%

6 newlg_out.txt 234,254 100 85 85.00% 80.50%

7 newdr_out.txt 570,807 100 71 71.00% 79.14%

8 newmi_out.txt 507,492 100 85 85.00% 79.88%

9 newir_out.txt 355,144 100 84 84.00% 80.33%

10 neweu_out.txt 149,057 100 89 89.00% 81.20%

1000 812 81.20% 81.20%
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Lemmatizer Accuracy
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Figure 10.2 Lemma and root accuracy of the lemmatized Arabic internet corpus

10.3 Corpus Linguistics Resources and Tools for Arabic Lexicography

Corpora have been used to construct dictionaries since the release of the Collins-
Birmingham University International Database COBUILD. Computer technology was
used in the four stages of constructing COBUILD: data-collection, entry-selection, entry

construction and entry-arrangement (Ooi 1998).

A Large and representative corpus which is made up of texts of many different
domains, formats and genres provides detailed information about all aspects of written
language that can be studied. Corpus and corpus analysis tools e.g. Sketch Engine®, have
brought about a revolution in dictionary building. Corpus analysis tools are used to build
a detailed statistical profile of every word in the corpus, which enables lexicographers to
understand the words, their collocations, their behaviors, usages and the connotations they
may carry. Ways of producing new words and expressions and the popularity of coinages
can be identified with the help of the corpus. Oxford dictionaries’ represent an exemplar

of the use of corpus in constructing dictionaries.

The second and traditional source of information which is used to construct
dictionaries is citations. Citations represent the objective evidence of language in use.
They are a prerequisite for a reliable dictionary but they have their limitations (Atkins and
Rundell 2008).

69 Corpus analysis tools such as Sketch Engine (www.sketchengine.co.uk)
70 Oxford dictionaries http://www.oxforddictionaries.com
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Arabic corpora have not been used to construct Arabic dictionaries’!. Advances in
corpora construction technologies, corpora analysis tools and the availability of large
quantities of Arabic text of different domains, formats and genres on the web can allow us
to build a large and representative lexicographic corpus of Arabic to be used in
constructing new Arabic dictionaries. A lemmatizing tool is needed to group words that

share the same lemma. It also helps in finding the collocations of the word. Figures 10.3
and 10.4 show examples of the word .= gami‘a’ “University” and its collocations.

Back to the query window

See 100 examples of '[word="42s1"] cut 100' in I-AR-LEMMA

C o> Ahin Lol 01585 Y.y« Lo 5 Ly 00k Lol 1 gl n o 0 L o (B0, & quot; 16 0 o end
ro>> Loy oo« La o sn Alon 5 e Lebie 4313 0S5 o K5l o Anala & quot; S U 3 1S3 LE & quot; AT Jus i«

> S A Gl s At 055 0 o Rty Ashin g 2 Al Ahon 9 35 30 Ll

> Ay o 4dion s of o AT ey 105 5%0 00 o Amaly L S 433 )OS g8« 4 i S of Lt D

r > gy a G, of A 3 19 Anaty | inln 06 55« L a6 ol Ui G5

>> ilan 5 o 5Ty 153 agil ¢ sany B sta g 131S Al ¢ L Zallaall dyilan Gl Lt son 15318 Lad) aile Zaals
- , . £y o - . A R o " .
2> Slujae ¥ Olease Yo ool Ot Gateay o V5 ) 050 Amala ¢ 3y (05/STOP WORDJ.IL, ¢iLaeasll syl T
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>> b Jasd) 5o semiy 30l (g0 pmaall ST A 3 A Amaly Loy Aals Dl ULl Jid o J8 ikl g 53 - gl A
>> Alony b Bl A, oS ol Gl 26Ol any ey Analy KT 4Ty 4313 (o Joadll 5 alallsia o ¢ ALz

>> el e &)‘—J‘w‘ adll) 44 50 Sy Analay o3 AV a5 ey G0 Lathed (g« A s Al

2> Uda 350l & apos; Jsid) 2eae 754l & apos; Al pidae s Arala (s Ao Gade sanes ¢ 2l e 2ol cun eSle 5, a5
>> Sswtans O s Al 4K 4 i Las oo g0l Araly DoY) UNDEF_ w8l a0 aglall 8 Las el 200
>> elial Galaa ur nal Losa ol s il 5 ¢ o) Zoalay Anala 1691 il 5 2915 ¢ i) 3l #3515« a1

>> Al 2l 2l oS I a5 ¢ N s - Amaly inlia s ¢ 15 Al sl o 230 e 5 2 5Y)
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Figure 10.3 Example of the concordance line of the word wt- gami‘a’ “University” from
the Arabic Internet Corpus

71 The last Arabic dictionary L3 gl mujam al-wasit “Al-Waseet Lexicon” appeared in 1960’s by the
Arabic language academy in Cairo.
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Query: [word="Clxlall"]
Colloc: left=0, right=1; Filter:

LL score

LL score

Collocation

Joint Freql Freq2
29458
5 9982
5 152191
5 140791
22059
15693
31312
57162
55 111227
5 24380
1501
30729
45
5 102740
21642
2254
3827
38686
47107
38441

LL score Concordance

1747.99
473.49
286.37
276.40
267.59
188.70
180.57
176.73
158.22
156.75
143.41
119.21
105.88
103.58

99.58
95.90
94.14
84.03
72.89
59.21
58.82
52.01
48.15
4511
4270
41.75

Examples
Examples
Examples
Examples
Examples
Examples
Examples
Examples
Examples
Examples
Examples
Examples
Examples
Examples
Examples
Examples
Examples
Examples
Examples
Examples
Examples
Examples
Examples
Examples
Examples
Examples

Corpus: I-AR-LEMMA; Tokens: 193842936

Back to the query window

See 94 examples of 'MU(meet [lemma="g+'] [lemma='1 0- ['&lx) cut 100' in I-AR

LEMMA

¥
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Figure 10.4 Example of the collocations of the word .~ gami‘a’ “University” from the

Arabic Internet Corpus

The second important resource of information needed to construct new Arabic
dictionaries is the long established traditional Arabic lexicons. Over the past 1200 years,
many different kinds of Arabic lexicons were constructed; these lexicons are different in
ordering, size and goal of construction. The traditional Arabic lexicons followed four
main methodologies for ordering their lexical entries. These methodologies use the root
as lexical entry. The main disadvantage of these methodologies is that the words derived
from the root are not arranged methodically within the lexical entry. Ordering of

dictionary entries is the main challenge in constructing Arabic dictionaries.

Traditional Arabic lexicons represent a citation bank to be used in the construction
of modern Arabic dictionaries. They include citations for each lexical entry from the
Qur’an and authentic poetry that represents the proper use of keywords. They provide
information about the origin of words. They also include phrases, collocations, idioms,

and well-known personal names and places derived from that root (lexical entry).

The corpus of traditional Arabic lexicons is a collection of 23 lexicons. It represents
a different domain than existing Arabic corpora. It covers a period of more than 1200
years. It consists of a large number of words, about 14,369,570 and about 2,184,315 word
types. The corpus of traditional Arabic lexicons has both types of Arabic text; vowelized
and non-vowelized. Figure 10.5 shows the most frequent words of the Corpus of

Traditional Arabic Lexicons, see section 4.6.
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Partially-vowelized

Non-vowelized

Word Frequency | Word Frequency
3 ff “in” 292,396 & min “from” 322,239
o+ min “from” 269,200 S f “n” 301,895
J6 gal “he said” 172,631 JE gal “he said” 190,918
PR 120,060 <1 ay “which” 132,635
S “ald “over” 108,252 3 wa “and” 130,809
L mad “what” 89,195 & ‘ala “over” 119,639

JBs wa gal “and he said” 88,233 Bl ipg i 115,842
o ‘an “about” 82,027 B g gal “and he said” 99,601
S iha “if” 81,479 & ibn “son of” 94,980
' "ay “which” 78,622 “ ma “what” 94,530
5 wa huwa “and he” 75,149 & bin “son of” 92,213
Y 1 “no” 69,737 & ‘an “about” 87,064
= ibn “son of” 58,334 % ywa huwa “and he” 80,375
4 bihi “in it” 53,343 ¥ la*no” 73,066
3y wa fi “and in” 53,197 »! abit “father” 72,231
Gy wa gad “and perhaps” 50,648 of "an “that” 65,419
o abi “father” 47915 S aw Cor” 62,298
. 46,880 & allg" =Allah” 59,511
<l ’ay “which” 46,788 4 bihi “in it” 58,941
s huwa “he” 45,916 J% yugal “itis said” 58,062
J& yugal “it is said” 45,794 ¢ wa fi“and in” 55,077
«Js ‘alayhi “about him” 44,786 %y wa qad “and perhaps” 53 992
Yy wa Ia “and not” 42,190 “ke “alayhi “about him™ 50,906
A alld “Allah” 39,961 » huwa “he” 49,785
S aw “or” 39,210 d ila o™ 48,363

Figure 10.5 The Corpus of Traditional Arabic Lexicons frequency lists
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Figure 10.6 shows a proposed web interface for an Arabic dictionary that illustrates
the adaptation of the resources, standards and tools developed in this research as

language-engineering tools to construct Arabic dictionaries.

sty (1) | 4245 (noun)(3) Pronunciation: /gami‘a’l ) 5,21 daslr
Position in eyl o 2 asetd Bl Rl Slodst U Rnnge 3y98uS) daalor
dictionary (2) Institution which provides a high level of it Jal dmaler
Aa Flass| education for somebody who has left school e
Fa) Lemma <ink>  Root <iink>  Pattern als”
i ils (5) & (6) et (7) oo
ol Plural form :L’u\:- RIEPS
gy
ixals p ¢ S By (X Slalandly olal) oty oz Lilall S o
Saals loeally OVl dtibly ol ez e Slag ¢ ddli Sleghasg 15,
a Link to the Corpus of Traditional Arabic Lexicons ‘*’:,’,‘f:,';“
cre reee,
C;; 3 p—-c Conjunction _iks &~ i
"c:;'. j\ r-—-d Definite Article iy 315l
"@.is'- /25  np-——-fp-vndd---ncat-s  Generic noun ;- .
JC;“;“ Sl fenﬂfli'ne plur.al suffix
FL il Dy

Figure 10.6 A proposed web interface for Arabic dictionary

The number label on the figure is mapped to one of the resources, standards and
tools:

e Label number 1: This allows users to search for any word. The SALMA -
Lemmatizer and Stemmer can be used to extract the lemma (lexical entry) related to
the input word and retrieve the definitions stored in the dictionary.

e Label number 2: The SALMA — ABCLexicon can be used to retrieve a list of
alphabetically ordered lexical entries that share the same root.

¢ Label number 3: The SALMA - Tagger can provide the main part-of-speech of the

lexical entry.
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e Label number 4: The lemmatized AIC can be used to retrieve related words by
measuring the Loglikelihood, T-score and Mutual Information to extract the
collocation of the searched word

e Labels number 5 and 6: The SALMA-Lemmatizer can be used to extract the lemma
and the root of the entered word.

e Label number 7: The pattern information can be produced using the SALMA -
Pattern Generator.

¢ Label number 8: Examples are selected from the lemmatized AIC concordance lines
of the input word and its lemma.

e Label number 9: The origin of this word and the time line of the semantic
development of the lexical entries can be investigated via a link to the Corpus of
Traditional Arabic Lexicons.

¢ Label number 10: The morphological analysis of the input word, its morphemes and
the morphological features of each morpheme are described using both the SALMA
— Tag Set and the SALMA — Tagger.

10.4 Chapter Summary

Resources, standards and tools developed in this research have many potential
applications as they work as fundamental prerequisites for most Arabic text analytics
applications. The main purpose in developing the resources, standards and tools is to
annotate an Arabic text corpus with fine-grain morphosyntactic information. This chapter
investigated two applications of these resources, standards and tools: lemmatizing the
176-million word Arabic Internet Corpus (AIC), and as language engineering resources to

construct an Arabic dictionary.

The developed resources, standards and tools were evaluated on a sample of Arabic
text to measure their accuracy and applicability for use to perform text analytics tasks.
However, the performance aspects of the SALMA — Tagger such as speed, memory and
ability to perform the desired analysis tasks were not evaluated previously. Applying the
SALMA — Lemmatizer and Stemmer to lemmatize the 176-million word Arabic Internet
Corpus is a practical application that evaluated its performance and investigated the
challenges of applying the resources, standards and tools on real and large-scale data.
Two main challenges arose during the lemmatizing of the AIC: the speed and the spelling
errors. NGS was used to lemmatize the divided parts of the AIC in parallel. A massive
reduction in execution time was gained. The SALMA — Tokenizer was used to detect and
correct the spelling errors that appear in the AIC due to poor word processing tools used

in authoring web pages.
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The second application is a proposal about how these resources, standards and tools
can be used as a language engineering toolkit for Arabic lexicography. This study reviews
the resources and tools which are used in modern lexicography, and shows that the
developed resources, and standards constitute a toolkit for constructing Arabic

monolingual and bi-lingual dictionaries.
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Part V: Conclusions and Future Work
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Chapter 11
Conclusions and Future Work

11.1 Overview

Arabic morphological analyzers and stemming algorithms have become a popular
area of research. This chapter reviews the main contributions of this thesis to this area. It
discusses the conclusions drawn from experimental work, and connects these findings
with related future work. Finally, the chapter summarises PhD impact, originality and
contributions to Arabic NLP.

Several computational linguists have designed and developed algorithms to address
problems in automatic morphosyntactic annotation of Arabic text. This thesis has
surveyed current Arabic morphological analyzers, and conducted experiments to discover
the theoretical and practical challenges of morphological analysis for Arabic. Practical
work includes the development of resources to enhance the accuracy of such systems,
where these resources can also be reused in diverse Arabic text analytics applications. It
also includes the proposal of linguistically informed standards for Arabic morphological
analysis which draw on the long-established traditions of Arabic grammar. Finally,
resources and proposed standards are brought together in the development of the SALMA
— Tagger: a fine-grained morphological analyzer for Arabic text of different domains,
formats and genres.

Resources, proposed standards and tools are intended to be open-source. The
development of the SALMA - Tagger used the open source programming language
Python because it is intended for integration into the Natural Language Toolkit (NLTK72),
a set of open source Python modules, linguistic data and documentation for research and

development in natural language processing and text analytics.

11.2 Thesis Achievements and Conclusions

This section summarises the main achievements of this thesis and the conclusions
drawn from experimental work. It starts by discussing the practical challenges of Arabic
morphological analysis. The second section discusses the motivations and benefits of

creating the SALMA - ABCLexicon as a lexical resource for improving Arabic

72 Natural Language Toolkit (NLTK) http://www.nltk.org
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morphological analyzers. Section 11.2.3 discusses standardization of morphosyntactic
annotation for Arabic corpora. Section 11.2.4 covers the application of proposed
standards and resources developed in the SALMA - Tagger, a tool for fine-grain
morphological analysis of Arabic text. Finally, section 11.2.5 discusses the evaluation of
the SALMA — Tagger, focusing on the fine-grained morphological feature categories, and
draws conclusions from this evaluation that suggest opportunities for future work to
enhance the performance and accuracy of the SALMA - Tagger as a language-
engineering toolkit for morphosyntactic analysis for Arabic text.

11.2.1 The Practical Challenge of Morphological Analysis for Arabic Text

Several stemming algorithms for Arabic already exist, but each researcher proposes
an evaluation methodology based on different text corpora. Therefore, direct comparisons
between these evaluations cannot be made. At the time of the experiment, only three
stemming algorithms and morphological analyzers for Arabic text were readily accessible
to assess their implementation and/or performance results. The three selected algorithms
are Khoja’s stemmer (Khoja 2003), Buckwalter’s morphological Analyzer (BAMA)
(Buckwalter 2002) and the triliteral root extraction algorithm (Al-Shalabi et al. 2003).

A range of four fair and precise evaluation experiments was conducted using a gold
standard for evaluation consisting of two 1000-word text documents from the Holy
Qur’an and the Corpus of Contemporary Arabic. The four experiments on both text
samples show the same accuracy rank for the stemming algorithms: Khoja’s stemmer
achieved the highest accuracy, then the triliteral root extraction algorithm, and finally
BAMA. The results show that:

e The stemming algorithms used in the experiments work better on MSA text (i.e.
newspaper text) than Classical Arabic (i.e. Qur’an text), not unexpectedly as they
were originally designed for stemming MSA text (i.e. newspaper text). The
SALMA - Tagger is designed for wide coverage and so can deal with both genres.

e All stemming algorithms involved in the experiments agree and generate correct
analysis for simple roots that do not require detailed analysis. So, more detailed
analysis and enhancements are recommended as future work.

® Most stemming algorithms are designed for information retrieval systems where
accuracy of the stemmers is not such an important issue. On the other hand,
accuracy is vital for natural language processing, and this what the SALMA -

Tagger is designed for.



- 306 -

e Accuracy rates surveyed show that even the best algorithm failed to achieve an
accuracy rate of more than 75%. This proves that more research is required: part-of-
speech tagging and then parsing cannot rely on such stemming algorithms because

errors from the stemming algorithms will propagate to such systems.

To give a clear picture of the stemming problem, an analytical study was conducted
to compute the percentage of triliteral roots, words, and word type distribution on 22
categories of triliteral roots, as classified in sections 3.7 and 6.2.21. The roots, words and
word types of the Qur’an and the SALMA-ABCLexicon were analysed. The study clearly
showed that about one third of Arabic text words have roots belonging to the defective or
defective and hamzated root categories (i.e. one or two root radicals belong to vowels or
hamzd"). Words belonging to these two root categories are hard to analyze and the root
extraction process of such words always has higher error rates than for words belonging
to the intact root category. Existing stemming and morphological analyzers are subject to

mistakes when analysing words belonging to these two categories.

The evaluation methodology used in this thesis for stemming algorithms and
morphological analyzers for Arabic text based on the gold standard has since been reused
and referenced by Alotaiby, Alkharashi et al. (2009), Kurimo, Virpioja et al. (2009),
Harrag, Hamdi-Cherif et al. (2010), Yusof, Zainuddin et al. (2010), Al-Jumaily, Martinez
et al. (2011), and Hijjawi, Bandar et al. (2011)..

11.2.2 Resources for improving Arabic Morphological Analysis

The previous section raises the following question: How can we improve stemming
and morphological analysis for Arabic so the algorithm can deal successfully with the
hard cases of the 35% of words belonging to defective and defective and hamzated
triliteral root categories? Two methodologies can be adopted: either to build a
sophisticated algorithm that deals with the hard cases or simply to provide the algorithm
with a prior-knowledge broad-coverage lexical resource that contains most of the hard
case words and their triliteral roots and enables direct access to its contents. The
stemming algorithm then looks up the word to be analysed in the lexicon and gets the

correct analysis for that word.

We chose to construct a broad-coverage lexical resource, the SALMA -

ABCLexicon to improve the accuracy of Arabic morphological analysis rather than
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developing a sophisticated stemming algorithm. Our choice was influenced by our
interest in Arabic lexicon development and the advantages to be gained from developing

the SALMA — ABCLexicon such as:

e Improving Arabic morphological analysis by providing a broad-coverage lexical
resource that can be integrated to different stemming algorithms and can reduce the
series of complex analysis steps to a simpler look-up procedure.

e The broad-coverage lexical resource can be a stand-alone resource which can be
integrated in different Arabic natural language processing systems and benefits
from such integration can be gained.

e [t is easier to update the lexical resource by adding new content to it and correcting
it than updating a sophisticated algorithm which needs specialized developers.

e [t can also be used as a material resource to assist in the teaching-learning process.

The SALMA-ABCLexicon was constructed by analysing the text of 23 traditional
Arabic lexicons, all of which are freely available open-source documents, and by
following an agreed standard for constructing a morphological lexicon from raw text.
However, three factors directed the selection of traditional Arabic lexicons as our raw text
corpus: (i) the absence of an open-source, large, representative Arabic corpus; (ii) the
absence of an open-source generation program; and (iii) the generation programme
problems of over-generation and under-generation. The major advantages of using the
traditional Arabic lexicons text as a corpus are: the corpus contains a large number of
words (14,369,570) and word types (2,184,315), and the possibility of finding the

different forms of the derived words of a given root.

The SALMA-ABCLexicon is constructed by combining information extracted from
disparate lexical resource formats and merging Arabic lexicons. The coverage of the
SALMA - ABCLexicon was computed via two methods. The first was to match the
words of the test corpora to the words in the lexicon, which scored about 67%.
The second was to use a lemmatizer to compute the coverage, which scored about 82%
for the Qur’an, the CCA, and a million-word sample of the AIC.

The SALMA-ABCLexicon contains 2,781,796 vowelized word-root pairs which
represent 509,506 different non-vowelized words. The lexicon is stored in three different
formats: tab-separated column files, XML files, and a relational database. It is also

provided with access and searching facilities and a web interface that provides a facility
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for searching a certain root and retrieving the original root definitions of the analyzed

traditional Arabic lexicons.

In addition, the Corpus of Traditional Arabic Lexicons (14,369,570 words, and
2,184,315 word types) was created as a special corpus constructed from the text of 23
traditional Arabic lexicons.

11.2.3 Standards for Arabic Morphosyntactic Analysis

The initial evaluation of morphological analyzers and stemmers for Arabic text
pointed out the lack of standardization and guidelines for morphosyntactic annotation for
Arabic text. These standards and guidelines are the prerequisites for morphosyntactic
annotation of corpora. Therefore, eight existing Arabic tag sets were surveyed and
compared in terms of purpose of design, characteristics, tag-set size, and their
applications (section 5.3.7). The drawbacks of the existing tag sets for Arabic were found

to be:

e Existing Arabic tag sets vary in size from 6 tags to 2000 or more tags.

e Some of these tag sets follow standards for tag set design for English such as the
PATB tag sets, and these may not always be appropriate for Arabic.

¢ The tag sets share common morphological features such as gender, number, person,
case, mood and definiteness, but the attributes of the morphological feature
categories are not standardized.

e These tag sets lack standardization in defining a suitable scheme for tokenizing
Arabic words into their morphemes and they mix morpheme tagging with whole
word tagging.

e They also lack suitable documentation that illustrates the decision made for each
design dimension of the tag set.

e The tags assigned to words in a corpus are not consistent in either presentation of

the tag itself or the morphological features which are encoded within the tag.

Moreover, the most widely used and important morphosyntactic annotation
standards and guidelines, namely EAGLES, are designed for Indo-European languages.

These guidelines are not entirely suitable for Arabic.

The previous comparative evaluation of Arabic tag sets and the opportunity for
making an original contribution motivated the development of the SALMA — Tag Set as

proposed standard for morphological annotation for Arabic text corpora. This constitutes
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a common standard to simplify and promote comparisons and sharing of resources. For a

morphologically rich language like Arabic, the Part-of-Speech tag set should be defined

in terms of morphological features characterizing word structure. The SALMA — Tag Set

has the following characteristics:

The SALMA — Tag Set captures long-established traditional morphological features
of Arabic, in a notation format intended to be compact yet transparent.

A detailed description of the SALMA — Tag Set explains and illustrates each feature
and its possible values.

A tag consists of 22 characters; each position represents a feature and the letter at
that location represents a value or attribute of the morphological feature; the dash “-
” represents a feature not relevant to a given word.

The SALMA - Tag Set is not tied to a specific tagging algorithm or theory, and
other tag sets could be mapped onto this standard, to simplify and promote

comparisons between and reuse of Arabic taggers and tagged corpora.

The SALMA — Tag Set has been validated in two ways. First, it was validated by

proposing it as a standard for the Arabic language computing community, and it has been

adopted in Arabic language processing systems.

It has been used in the SALMA — Tagger to encode the morphological features of
each morpheme (Sawalha and Atwell 2009a; Sawalha and Atwell 2010b).

Parts of The SALMA Tag Set were also used in the Arabic morphological analyzer
and part-of-speech tagger Qutuf (Altabbaa et al. 2010).

It has been reported as a standard for evaluating morphological analyzers for Arabic
text and for building a gold standard for evaluating morphological analyzers and

part-of-speech taggers for Arabic text (Hamada 2010).

Second, an empirical approach to evaluating the SALMA Tag Set of Arabic showed

that it can be applied to an Arabic text corpus, by mapping from an existing tag set to the

more detailed SALMA Tag Set. The morphological tags of a 1000-word test text, chapter

29 of the Quranic Arabic Corpus, were automatically mapped to SALMA tags. Then, the

mapped tags were proofread and corrected. The result of mapping and correction of the

SALMA tagging of this corpus is a new Gold Standard for evaluating Arabic
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morphological analyzers and part-of-speech taggers with a detailed fine-grain description

of the morphological features of each morpheme, encoded using SALMA tags.

11.2.4 Applications and Implementations

Morphosyntactic analysis is a very important and basic application of Natural
Language Processing which can be integrated into a wide range of NLP applications.
Arabic has many morphological and grammatical features, including sub-categories,
person, number, gender, case, mood, etc. More fine-grained tag sets are often considered
more appropriate. The additional information may also help to disambiguate the (base)

part of speech.

The SALMA - Tagger is an open-source fine-grain morphological analyzer for
Arabic text which puts together the developed resources (i.e. mainly the SALMA —
ABClLexicon) and standards (the SALMA — Tag Set). It also depends on pre-stored lists
(i.e. prefixes, suffixes, roots, patterns, function words, broken plurals, named entities,
etc.) which were extracted from traditional grammar books. The morphological analyzer
was developed to analyze the word and specify its morphological features. It uses a
tokenization scheme for Arabic words that distinguishes between five parts of a word’s
morphemes as defined by the SALMA — Tag Set. Each part is given a fine-grained
SALMA Tag that encodes 22 morphosyntactic categories of the morpheme (or possibly
multiple tags if the part has multiple clitics or affixes). The SALMA — Tagger consists of
several modules which can be used independently to perform a specific task such as root
extraction, lemmatizing and pattern extraction. Or, they can be used together to produce

full detailed analyses of the words.

The SALMA - Tagger was evaluated on a sample of Arabic text to measure its
accuracy and applicability for use in text analytics tasks. It was also practically evaluated
by applying the SALMA — Lemmatizer and Stemmer to lemmatize the 176-million word
Arabic Internet Corpus (AIC) (section 10.2). This application measured the performance
aspects of the SALMA - Tagger such as speed, memory and ability to perform the desired

analysis tasks. Two main challenges arose during the lemmatizing of the AIC:

e Speed: which is solved by using the NGS to lemmatize the divided parts of the AIC
in parallel giving a massive reduction in execution time.

e Spelling errors: which are solved by using the SALMA-Tokenizer to detect and
correct the spelling errors that appear in the AIC due to poor word processing tools

used in authoring web pages.
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The second application is a proposal about how these resources, standards and tools
can be used as a language engineering toolkit for Arabic lexicography. We reviewed the
resources and tools which are used in modern lexicography, and we showed that the
resources, proposed standards, and tools developed constitute a toolkit for constructing

Arabic monolingual and bi-lingual dictionaries (section 10.3).

11.2.5 Evaluation

The evaluation for the SALMA — Tagger showed that evaluation methodologies for
morphological analyzers are not standardized yet. Therefore, we developed agreed
standards for evaluating morphological analyzers for Arabic text, based on our
experiences and participation in two community-based evaluation contests: the
ALECSO/KACST initiative for developing and evaluating morphological analyzers; and
the MorphoChallenge 2009 competition. The guideline recommendations, evaluation
specifications and procedures, and evaluation metrics were reused to generate a global
standard for evaluating morphological analyzers for Arabic text. The developed standards

were applied when evaluating the SALMA — Tagger.

The developed evaluation standards depend on using gold standards for evaluating
morphological analyzers for Arabic text. A reusable general purpose gold standard (the
SALMA - Gold Standard) was constructed to evaluate various morphological analyzers
for Arabic text and to allow comparisons between the different analyzers. The SALMA —
Gold Standard is adherent to standards, and enriched with fine-grained morphological
information for each morpheme of the gold standard text samples. The detailed
information is: the input word, its root, lemma, pattern, word type and the word’s
morphemes. For each of the word’s morphemes, the morpheme type is classified into
proclitic, prefix, stem, suffix and enclitic, and a fine-grain SALMA Tag which encodes

22 morphological feature categories of each morpheme, is also included.

The SALMA — Gold Standard contains two text samples of about 1000-words each
representing two different text domains and genres of both vowelized and non-vowelized
text taken from the Qur’an — chapter 29 representing Classical Arabic, and from the CCA
representing Modern Standard Arabic. The SALMA - Gold Standard is stored using
different standard formats (i.e. XML files, tab-separated column files, HTML and colour-

coded format) to allow wider reusability.

The evaluation using the SALMA - Gold Standard focused on measuring the
prediction accuracy of the 22 morphological features encoded in the SALMA — Tags for
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each of the gold standard’s text samples morphemes. The evaluation aimed to answer the

following questions:

¢ [s fine-grained morphological analysis for Arabic text practical?

e (an traditional Arabic grammar be leveraged to inform the knowledge-base for
predicting the attribute values of the morphological feature categories?

e How can accuracy metrics report usefully for potential users who will use/reuse the
SALMA - Tagger or parts of it?

e How are morphological feature categories related to each other (i.e. what

interdependencies exist between the morphological features categories)?

The results show that 53.50% of the Qur’an text sample morphemes and 71.21% of
the CCA text sample were correctly tagged using “exact match” of the gold standard’s
morpheme tags, but some of the errors were very minor such as replacing ‘?’ by ‘-’.
These results of applying the SALMA — Tagger answer the first question and show that
fine-grained morphological analysis for Arabic text is practical. The results show the
applicability of the SALMA — Tagger to process different types of text types, domains
and genres of both vowelized and non-vowelized Arabic text. The SALMA — Tagger can
be used to POS-tag Arabic text corpora and to provide detailed fine-grained analysis for

each morpheme of the corpus words.

Moreover, these general results and the individual accuracy rates reported for each
morphological feature show that the linguistically-informed knowledge-based system for
predicting the values of the morphological feature categories is applicable to Arabic
morphological analysis. The traditional Arabic grammar rules are leveraged to inform and
construct the knowledge-based system for predicting the attribute values of the

morphological feature categories.

The evaluation reported the accuracy, recall, precision, f1-score and the confusion
matrix for each morphological feature category. The individual category accuracy results
are useful for users who will use/reuse the SALMA — Tagger or parts of it, to know in
advance the prediction accuracy of the attributes of each morphological feature category.
Prediction accuracy was high for 15 morphological feature categories: namely, 98.53%-
100%for the CCA test sample and 90.11%-100% for the Qur’an test sample. These
categories are: main part-of-speech; subcategory of verb; subcategory of particle;
subcategory of other (residual); punctuation; definiteness; voice; emphasized and non-
emphasized; transitivity; declension and conjugation; unaugmented and augmented;

number of root letters; verb roots; and noun finals.
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The remaining 7 morphological feature categories, namely: the subcategory of
noun; gender; number; person; inflectional morphology; case or mood; case and mood
marks; and the morphological feature of rational, achieved slightly lower prediction
accuracy: 81.35%-97.51%for the CCA test sample and 74.25%-89.03% for the Qur’an

test sample.

Insights gained from this evaluation process for the morphological feature
categories of Arabic words have been investigated in terms of the main background

knowledge used for prediction and are as follows:

e The prediction of the main part-of-speech of a word's morphemes depends on both
maintaining agreement between the word’s affixes and clitics and the patterns
dictionaries. Main part-of-speech information is provided in the clitics and affixes
dictionaries and the patterns dictionary.

e The prediction of the part-of-speech subcategory of noun was not easy for the
Qur’an text sample due to the nature of Quranic Arabic. The Qur’an text sample has
repeated examples of proper nouns of historical persons and places. One

characteristic of MSA text is the frequent use of relative nouns such as dw\ at-
taqafi “cultural’ and gerunds of profession such as s al-wataniyyd" ‘nationalism’

where the rule for predicting these attributes is simple.

e The prediction of verbs depends on the analysis of the prefixes and suffixes and the
matching of the stem morpheme with a patterns dictionary entry.

e Most particles are stored in the function words list. However, some of the particles
of the Qur’an text sample are complex particles which consist of more than one

morpheme such as ?jT ‘a-wa-lam ‘and not’, which consists of three morphemes.

¢ The prediction of these affixes depends on matching the morphemes of the analyzed
word with the entries of the clitics and affixes dictionaries. Ambiguous clitics can
be classified into different categories.

e The prediction of punctuation is done in the tokenization step. Special characters
used in the MSA text which are not standard punctuation marks are given a special
tag ‘0’ at position 6 of the tag string.

e The morphological features of gender, number and person are related to each other
and share the same prediction methodology which depends on suffix analysis.

Contextual rules that define agreement between the verb and its doer (the subject of
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the sentence) are needed to support the prediction of these features when the affixes
are ambiguous and cannot provide enough prediction information.

The prediction of the morphological feature of inflectional morphology for verbs
depends on the part-of-speech subcategory of verbs and analysis of suffixes for
imperfect verbs to determine whether the verb is conjugated or invariable.

The disambiguation of nouns into declined and invariable depends on applying
many rules that deal with the part-of-speech subcategory of nouns, noun finals and
patterns. These rules classify nouns into fully-declined or non-declined.

The prediction of the morphological feature of case and mood depends on the result
of the prediction of the morphological feature of inflectional morphology, such that
a declined noun has case (i.e. nominative, accusative and genitive) and a conjugated
verb has mood (i.e. indicative, subjunctive, and imperative or jussive), while case or
mood is not applicable to invariable nouns and verbs.

The prediction of a noun’s case investigates the proclitics attached to the beginning
of the noun which might affect the case and its syntactic mark such as prepositions
and jurative particles. Prediction rules also investigate the dual and plural suffixes
which change according to the case of the noun.

Rules for predicting the case or mood, and case and mood marks for singular and
broken plural nouns depend on the short vowel (i.e. the syntactic mark) that appears
on the end of the word. The absence of short vowels and contextual rules that deal
with nouns according to their context (i.e. subject or object) increases the potential
of wrong prediction especially for singular and broken plural nouns.

Determining the morpheme that carries the syntactic mark of the word is not an
easy task and needs more investigation and standardization. Defining the
morpheme that carries the syntactic mark has an impact on the development of the
syntactic parsers for Arabic text.

Only a conjugated verb has mood. The prediction rules of mood depend on the part-
of-speech subcategory of verb, such that mood is applicable to imperfect verbs and
not applicable to perfect and imperative verbs. The rules also analyze the suffixes of
the imperfect verb to determine the applicability of mood. The final rule of
prediction depends on the short vowel.

Interdependency is clear between the three morphological feature categories:

inflectional morphology, case or mood, and case and mood marks.
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The prediction of the morphological feature of definiteness depends on the

availability of the definite article J as a proclitic for the analyzed noun.

The prediction rules classify verbs into active verbs or passive verbs depending on
the short vowel appearing on the first letter of the verb after removing proclitics. If
a damma" does not appear on the verb’s first letter, then it is classified as an active
voice verb. Errors can happen in some cases where damma” appears on the first
letter of active voice verbs. Applying prediction rules for the morphological feature
of voice that depend on the patterns rather than the short vowel of the first letter of
the verb will increase the prediction accuracy.

Prediction rules for classifying verbs into emphasized or non-emphasized depend
on the part-of-speech subcategory of the verb. Perfect verbs are always non-
emphasized while imperfect and imperative verbs can be emphasized. The
prediction rules also investigate the suffixes of the verb. Emphasized verbs contain
the emphatic niin as a suffix.

The prediction rules for the morphological feature of transitivity depend on
matching the analyzed verb with one verb stored in the lists of doubly transitive and
triply transitive verb lists. The singly transitive verb attribute is the default value for
the morphological feature of transitivity. The absence of contextual rules for
predicting the attributes of the morphological feature of transitivity increases the
potential for making prediction mistakes. On the other hand, suffix pronoun
analysis can capture some attributes of this morphological feature.

Classifying words into rational or irrational depends on the semantics of the word
itself and its context, which determines agreements between sentence parts such as
verb-subject agreement and adjective-noun agreement. A comprehensive dictionary
which includes Rational information for each dictionary entry is needed to
determine the correct attribute value of rational for nouns.

The morphological feature of declension and conjugation is applied to nouns, verbs
and particles. The prediction rules of the values of declension and conjugation of
nouns depend on the part-of-speech subcategories. Including declension and
conjugation information in the Arabic dictionary will increase the correct prediction
of attributes for this morphological feature.

The prediction rule of unaugmented and augmented attributes subtracts the length

of the root from the length of the analyzed word. The prediction rule of the
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attributes of the number of root letters depends on the length of the root. The
prediction rules of the morphological feature of verb roots depend on the nature of
the root letters: whether they are consonants, containing hamza", or whether they
contain one vowel or two.

e The rules for predicting the value of the morphological feature of Noun Finals
mainly depends on the long stem and the root of the analysed word which checks
the final letters of the long stem against a set of conditions that classify nouns into 6
subcategories. Knowing the value of the Noun Finals feature helps in specifying
other features such as the morphological features of Inflectional Morphology and

Case and Mood Marks.

To summarize, the absence of contextual rules, the absence of short vowels, the
interdependency between some morphological features, and the number of attributes of a
certain morphological feature increase the potential of prediction errors for some
morphological feature categories. To improve the accuracy of predicting the attributes of
the morphological feature categories, contextual rules can be implemented as a second
pass. Some morphological feature categories such as rational depend on the semantic
nature of the analyzed word itself. Providing rationality information for Arabic dictionary
entries and reusing this information in morphological analyzers will increase prediction
accuracy. Moreover, updating the dictionaries which are used by the SALMA — Tagger

by increasing their coverage will increase prediction accuracy.

11.3 Future work

This section explores four possible applications of the SALMA — Tagger, and the
resources developed in this thesis to future work projects: improving the SALMA —
Tagger; a syntactic parser; the international corpus of Arabic ICA; and as a tool for
annotating phrase-breaks and other prosodic features in a corpus. The Tagger can also be
integrated with similar level applications that combine two systems together to maximise

the capabilities of both systems.

11.3.1 Improving the SALMA - Tagger

The evaluation of the SALMA — Tagger showed that the prediction rules for 7
morphological feature categories (namely: the subcategories of noun, gender, number,
person, inflectional morphology, case or mood, case and mood marks, and the

morphological feature of rational) achieved a slightly lower than expected prediction
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accuracy: 81.35%-97.51% for the CCA test sample and 74.25%-89.03% for the Qur’an

test sample. The lower accuracy achieved with the 7 morphological feature categories

was due to:

The absence of contextual rules in the SALMA — Tagger, which treats words out of
their context.

The absence of short vowels in text, and especially MSA text. This makes the
prediction of the attributes of some morphological features difficult.

The interdependency between some morphological features such as the
morphological features of inflectional morphology, case and mood, and case and
mood marks. The decreases the accuracy of the dependent features by propagating
errors from one feature to another.

Prediction errors. These increase, if the number of attributes of a certain

morphological feature increases.

To improve the accuracy of predicting the attributes of the morphological feature

categories, three practical solutions can be implemented as a second phase of the

development of the SALMA - Tagger. These solutions are:

Contextual rules, which can be implemented as a second pass. The contextual rules
will also help in reducing the number of candidate analyses of the analyzed words
by excluding the analyses that do not satisfy certain contextual rules.

Enriching Arabic dictionary entries with fine-grain morphological information such
as gender, number, inflectional morphology, rationality, and transitivity and reusing
this information in morphological analyzers. This will increase the accuracy of
prediction.

Updating the dictionaries and the linguistic lists which are used by the SALMA —

Tagger by increasing their coverage. This will increase prediction accuracy.

The morphological feature categories such as rational depend on the semantic nature

of the analyzed word itself. Therefore, the development of the morphological analyzer of

Arabic text is an ongoing project that will be integrated in different levels of applications

(i.e. phonology, syntax and semantics) into these application levels on an information

sharing basis. The morphological analyzer which is integrated to these levels will provide

detailed morphological information about words and at the same time will benefit from

feedback from these levels of analysis.
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11.3.2 A Syntactic Analyzer (parser) for Arabic Text

The SALMA - Tagger generates all possible analyses for the analyzed words out of
their context. A disambiguation tool that selects a suitable analysis within a certain
context is needed. A syntactic analyzer (parser) is required as a tool for automatically
annotating the Arabic corpus with the correct syntactic information. It is also required to
build the syntactic parse trees for Arabic corpus sentences. The aim of this project is to
build a syntactic analyzer (parser) to annotate the Arabic corpus with the syntactic
information for each word in the corpus. The aim of this corpus annotation is to create a
Treebank corpus and a dependency Treebank of Arabic. These tools and standards will be
tied into a specific corpus, but they can be reused to annotate any Arabic corpus to meet
the needs of updating the contents of any Arabic corpus or building new Arabic corpora
for specific purposes.

The syntactic analyzer for Arabic text will depend on both the linguistic information
extracted from traditional Arabic grammar books and the use of machine leaning
algorithms such as HMM and decision trees, to build the disambiguation tool that selects

the appropriate morphosyntactic analysis of the word in its context.

The following resources and tools are needed to develop a syntactic analyzer
(parser) for Arabic text:

¢  Morphological analysis tool and standard: The SALMA — Tagger and the SALMA
— Tag Set are essential prerequisites for the syntactic parser, providing a detailed
morphological analysis of all morphemes of words in the Arabic corpus.

¢ Linguistic model of Arabic sentence structure and the syntactic tag set: The
methodology used to develop the fine-grain morphological features tag set, the
SALMA - Tag Set, can be reused to develop a syntactic tag set that is based on
traditional Arabic grammar. The syntactic tag set of Arabic will specify the types of
Arabic sentences and phrases (i.e. verbal sentences, nominal sentences and phrases);
the components of Arabic sentences and phrases (i.e. verb, subject, object and
complement); the linguistic attributes (i.e. syntactic features) of each sentence
component; and the forms of agreement between the sentence components.

e Representative Open Source Arabic Corpus: Very few open source Arabic
corpora are available which can be used as seeds for the new representative open
source Arabic corpus. Such available open source corpora are the Corpus of
Contemporary Arabic (Al-Sulaiti and Atwell 2006), the Corpus of Traditional Arabic
Dictionaries (Sawalha and Atwell 2010a), and the Quranic Arabic Corpus (Dukes et
al. 2010). The first two corpora do not have any morphosyntactic annotation, but the
Quranic Arabic Corpus is annotated with morphosyntactic analyses which can be

reused by mapping the annotation to our standards.
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¢ Evaluation Standards: The standard development methodology of the SALMA —
Tagger can be reused to develop standards and guidelines to evaluate the syntactic
parser. The evaluation standards will mainly depend on developing a gold standard
for evaluation. The gold standard aims to be widely used by the Arabic NLP
community and to be general purpose. It will be used as a standard for comparing
different Arabic syntactic parsers. Therefore, the construction of the gold standard
should follow specific guidelines for size, the corpora used in constructing it and its
format. The gold standard should be large enough to cover most of the
morphosyntactic phenomena that morphosyntactic analyzers have to handle. The
corpus used to construct the gold standard should be representative, including text of
different text domains, formats and genres, with both vowelized and non-vowelized
Arabic text. The format of the gold standard will specify what information it has to
include and in which format it has to be stored.

e The Project Collaborators: this project is part of a future project that meets our
interest in morphosyntactic analysis for Arabic text. Initial agreements have already
been made between the project collaborators: Majdi Sawalha and Dr. Eric Atwell
(Arabic Language Engineering team at the University of Leeds, UK); Professor
Azzeddine Mazroui (Natural Language Processing team at the University of
Mohammed I, Morocco); and Dr. AlMoutaz Bi-Allah Al-Sa’eed (Cairo University,

Egypt).
11.3.3 Open Source Morphosyntactically Annotated Arabic Corpus

The main objective in developing the SALMA — Tagger and the syntactic parser
(previous section) is to annotate the Arabic corpus with detailed morphosyntactic
analyses of each word in the corpus. There is as yet no open source Arabic Corpus with
full morphosyntactic annotation. The construction of such a corpus aims to advance
Arabic NLP studies. The survey of Arabic corpora in section 2.2 showed that there are
only two open source Arabic corpora eligible for morphosyntactic annotation. These
existing corpora are the Corpus of Contemporary Arabic (Al-Sulaiti and Atwell 2006) and
the Quranic Arabic Corpus (Dukes et al. 2010). The CCA is an MSA corpus of raw text,
while the QAC represents Classical Arabic which has morphological and syntactic
annotations. The Corpus of Traditional Arabic Dictionaries (Sawalha and Atwell 2010a)
developed in this thesis is a special corpus of raw text which represents text from a period
of 1,300 years.

A representative open-source Arabic corpus will be constructed by selecting the text
from different genres and formats including both vowelized and non-vowelized Arabic
text. The previously mentioned open-source corpora can represent a seed for our corpus.

Each document of the corpus will be described by adding information of date, author,
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country, topic/genre, vowelization information, source, etc. These descriptions can be

used to train text classifiers.

An annotation tool and annotation guidelines are needed to achieve our objective.
The design of the annotation program should take into account the choices for the
annotator to manually annotate the corpus and to correct the automatically tagged text by
selecting the appropriate morphological analysis resulting from the morphological
analyzer and the ability to correct the syntactic analysis generated automatically using the
syntactic parser. The annotation program should have capabilities for searching for
morphosyntactic patterns in the annotated text, and for visualizing the sentences and the
syntactic annotations as parse trees in a readable and representative way, with the added
capacity to access parts of the parse tree and make corrections if necessary. The
annotation program should also have an intelligent design that facilitates the annotation

process.

Some open source annotation tools already exist such as GATE (http://gate.co.uk).

Our annotation tools and analyzers can be integrated into GATE, which can help widen

usage of the tools and standards that will be produced in this project.

The Morphosyntactic Analyses Training Corpus of Arabic is useful for developing
machine learning algorithms. The latter requires a training corpus of Arabic text
annotated with the appropriate morphosyntactic analyses. Parts of the open source Arabic
corpus can be manually/semi-automatically annotated using the developed tools to train
the machine learning algorithms that will be used to build statistical models for

morphosyntactic analyses of Arabic text corpora.

The project collaborators are: Majdi Sawalha and Dr. Eric Atwell (Arabic Language
Engineering team at the University of Leeds, UK); Professor Azzeddine Mazroui (Natural
Language Processing team at the University of Mohammed I, Morocco); and Dr. Al-
Moutaz Bi-Allah Al-Sa’eed (Cairo University, Egypt).

11.3.4 Arabic Phonetics and Phonology for Text Analytics and Natural
Language Processing Applications

This research applies Text Analytics techniques honed on English for resource
creation and corpus-based exploration of Arabic speech and language for Arabic Natural
Language Processing (NLP) applications. Such techniques depend on a corpus or sample
of naturally occurring language texts capturing empirical data on the phenomena being
studied, for example prosodic-syntactic patterns in the vicinity of phrase breaks or
perceived pauses in the speech stream. Computational analysis of text also requires gold-

standard (human) annotation of target phenomena and other linguistic knowledge inherent
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in text, such as part-of-speech (POS) categories. The approach is then to mine the

annotations as well as plain text.

Collaborators on this project have research interests and expertise in Corpus
Linguistics, Artificial Intelligence, Text Analytics, and Lexicography for English and
Arabic (Brierley and Atwell 2008; Dukes et al. 2010; Sawalha and Atwell 2010b). One
area to focus on is the prosody-syntax interface: this approach builds on previous work on
English prosody and Text Analytics (Brierley and Eric 2010) and involves mining
rhythmic junctures to derive boundary templates and phrasing strategies from Arabic
texts as diverse as transcribed speech recordings (e.g. Modern Standard Arabic newsreel),
Classical Arabic poetry and Quranic Arabic. Some editions of the Quran have fine-
grained prosodic-boundary annotations, inviting comparison with conventions for British
and American English (e.g. ToBI (Beckman and Hirschberg 1994)). Collaborators will
report on an essential pre-requisite for this approach: an Arabic pronunciation lexicon and
automatic text annotation tool modelled on a similar tool for English (Brierley and Atwell
2008). The SALMA patterns dictionary enriched with syllable and primary stress
information, and the SALMA Tagger and Vowelizer are required as part of the language-

engineering toolkit for this project.

The project plans to represent significant boundary and phrasing patterns thus
derived as categorical features for machine learning and to test these in phrase break
models for Arabic Text-to-Speech Synthesis (TTS). Enhanced performance in TTS
relates to the longer-term goal of achieving more realistic speech in virtual characters for
both English and Arabic HCI (Human-Computer Interaction), with diverse applications in

education, therapy and entertainment.

The collaborators on this project are: Majdi Sawalha, Claire Brierley and Eric

Atwell (Arabic Language Engineering team at the University of Leeds, UK).

11.4 Summary: PhD impact, originality, and contributions to research
field

Our research into morphosyntactic analysis of Arabic text corpora involves original
scientific research, and focuses on the question of how to widen the scope of Arabic
morphosyntactic analyses, to develop an NLP toolkit that can process Arabic text in a
wide range of formats, domains, and genres, of both vowelized and non-vowelized Arabic
text. This final section presents a brief summary of research contributions and

achievements of this PhD.
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11.4.1 Utilizing the Linguistic Wisdom and Knowledge in Arabic NLP

The inspiration behind this research is centuries-old linguistic wisdom and
knowledge captured and readily available in traditional Arabic grammars and lexicons.
The knowledge can be utilized in an Arabic NLP toolkit which can be accessed,
standardized, reused and implemented in Arabic natural language processing. The
detailed knowledge is applicable to both Classical and Modern Standard Arabic and can
be used to restore orthographic (e.g. short vowels) and morphosyntactic features which
signify important linguistic distinctions. Fine-grained morphosyntactic analysis is
possible, achievable and advantageous in processing Arabic text. Enriching the text with
linguistic analysis will maximize the potential for corpus re-use in a wide range of
applications. We foresee the advantage of enriching the text with part-of-speech tags of
very fine-grained grammatical distinctions, which reflect expert interest in syntax and
morphology, but not specific needs of end-users, because end-user applications are not

known in advance.

The objective of the thesis has been achieved through developing a novel language-
engineering toolkit for morphosyntactic analysis of Arabic text, the SALMA — Tagger.
The SALMA - Tagger combines sophisticated modules that break down the complex
morphological analysis problem into achievable tasks which each address a particular
problem and also constitute stand-alone units. The novel language-engineering tool
depends on two novel and original resources and standards (i) the SALMA — Tag Set and
(i1) the SALMA — ABCLexicon.

11.4.2 Dimensions of Contributions to Arabic NLP

This research has contributed to Arabic NLP in three dimensions: Resources,
standards and tools (i.e. practical software). The following is a list of the contributions

classified into the three dimensions:

D. Resources

1. The SALMA - ABCLexicon: a novel broad-coverage lexical resource
constructed by extracting information from many traditional Arabic lexicons,
constructed over 1,300 years, of disparate formats.

2. The Corpus of Traditional Arabic Lexicons: a special corpus of Arabic which is
compiled from the text of 23 traditional Arabic lexicons that cover a period of
1,300 years and shows the evolution of Arabic vocabulary. It contains about 14
million word tokens and about 2 million word types.

3. The morphological lists of the SALMA — Patterns Dictionary and the SALMA
— Clitics and Affixes lists.
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4. The several linguistic lists that are used by the SALMA - Tagger such as:
function words list, named entities lists, broken plural list, conjugated and non-
conjugated verbs list, and transitive verbs lists.

5. The Lemmatized version of the Arabic Internet Corpus.

E. Proposed standards

16. The SALMA — Tag Set: a morphological features tag set for Arabic text which
captures long-established traditional morphological features of Arabic, in a
compact yet transparent notation.

17. The SALMA - Gold Standard for evaluating morphological analyzers for
Arabic text.

18. The MorphoChallenge 2009 Qur’an Gold Standard.

19. Proposed standards for developing morphological analyzers for Arabic text.

20. Proposed standards for evaluating morphological analyzers for Arabic text.

F. Tools (practical software)

1. The SALMA - Tokenizer, which tokenizes the input text files and identifies the
Arabic words, spell-checks and corrects the words, and identifies the words’
parts or morphemes.

2. The SALMA — Lemmatizer and Stemmer, which extracts the lemma and the
root of the analysed word.

3. The SALMA - Pattern Generator, which is responsible for matching the word
with its pattern.

4. The SALMA — Vowelizer, which is responsible for adding the short vowels to
the analysed words.

5. The SALMA - Tagger module, which predicts the fine-grained morphological

features for each of the analysed word’s morphemes.

Finally, a potential future application of these contributions is as a language-
engineering toolkit for Arabic lexicography to construct Arabic monolingual and bi-

lingual dictionaries (Section 10.3).
11.4.3 Impact

Journal and conference papers resulting from this thesis have addressed a range of
research communities: Computational linguistics, Arabic Natural language processing,
Language Resources and Evaluation, Linguistic studies (word structure analysis), and
Lexicography. These publications have already been cited by other researcher such as
Alotaiby, Alkharashi et al. (2009), Kurimo, Virpioja et al. (2009), Altabbaa, Al-Zaraee et
al. (2010), Hamada 2010; Harrag, Hamdi-Cherif et al. (2010), Yusof, Zainuddin et al.
(2010), Al-Jumaily, Martinez et al. (2011), and Hijjawi, Bandar et al. (2011).
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Appendix A
The SALMA Tag Set for Arabic text

The SALMA Morphological Features Tag Set (SALMA, Sawalha Atwell Leeds
Morphological Analysis tag set for Arabic) captures long-established traditional
morphological features of Arabic, in a compact yet transparent notation. First, we
introduce Part-of-Speech tagging and tag set standards for English and other European
languages, and then survey Arabic Part-of-Speech taggers and corpora, and long-
established Arabic traditions in analysis of grammar and morphology. A range of existing
Arabic Part-of-Speech tag sets are illustrated and compared; and we review generic
design criteria for corpus tag sets. For a morphologically-rich language like Arabic, the
Part-of-Speech tag set should be defined in terms of morphological features
characterizing word structure. We describe the SALMA Tag Set in detail, explaining and
illustrating each feature and possible values. In our analysis, a tag consists of 22
characters; each position represents a feature and the letter at that location represents a
value or attribute of the morphological feature; the dash “-” represents a feature not
relevant to a given word. The first character shows the main Parts of Speech, from: noun,
verb, particle, punctuation, and Other (residual); these last two are an extension to the
traditional three classes to handle modern texts. The characters 2, 3, and 4 are used to
represent subcategories; traditional Arabic grammar recognizes 34 subclasses of noun
(letter 2), 3 subclasses of verb (letter 3), 21 subclasses of particle (letter 4). Others
(residuals) and punctuations are represented in letters 5 and 6 respectively. The next
letters represent traditional morphological features: gender (7), number (8), person (9),
inflectional morphology (10) case or mood (11), case and mood marks (12), definiteness
(13), voice (14), emphasized and non-emphasized (15), transitivity (16), rational (17),
declension and conjugation (18). Finally there are four characters representing
morphological information which is useful in Arabic text analysis, although not all
linguists would count these as traditional features: unaugmented and augmented (19),
number of root letters (20), verb root (21), types of nouns according to their final letters
(22). The SALMA Tag Set is not tied to a specific tagging algorithm or theory, and other
tag sets could be mapped onto this standard, to simplify and promote comparisons

between and reuse of Arabic taggers and tagged corpora.

The SALMA tag structure consists of 22 characters. Figure 1 shows a sample of
tagged sentence from the Qur’an and it shows the morphological categories and the

attributes of a selected word in more details.
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Figure A.1 Sample of Tagged document of vowelized Qur’an Text using SALMA Tag

Word

wa waassayna
And We have
enjoined
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(on) man

bi- walidayhi
His parents
husn

Kindness

Noun Finals 23 W | Sound
Verb root 22 | -
Number of root letters 21 | ¥ | Triliteral
MMMM“MMMQQ and 20 | ,Q | Augmented by two letters
Uoo_.@:m_w: and 19 Primitive / Concrete noun
Conjugation +
Rational 18 < | Rational
Transitivity 17 | -
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Case and Mood marks 13 | Y44 | fatha"
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Inflectional morphology 11 4 | Non-declinalbe
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Number 9 0 Singular
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Part-of-Speech: Other 5 | -
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Figure A.2 SALMA tag structure
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Table A.1 SALMA Tag Set categories

Position Morphological Features Categories
1 Main Part-of-Speech G ) S oW1 | "agsam al-kalam ar-ra’isiyya'
2 Part-of-Speech: Noun (=) Lo oIS aL31 | "agsam al-kalam al-far‘iyya' (al-‘ism)
3 Part-of-Speech: Verb (Jaddty iz @ 2SI oL | "agsam al-kalam al-far‘iyya’ (al-fi’l)
4 Part-of-Speech: Particle el 2SI oL | "agsam al-kalam al-far‘iyya’ (al-harf)
(G
5 Part-of-Speech: Other s L@ S o3 | 'agsam al-kalam al-far‘iyya' ('uhra)
6 Punctuation marks e 2SI oL | "agsam al-kalam al-far‘iyya' (‘alamat at-tarqim)
(33 oWls)
7 Gender 33l ;.\,,J\ al-mudakkar wa al-mu’annat
8 Number sadi | al-‘adad
9 Person s |al-isnad
10 Inflectional Morphology @ |as-sarf
11 Case or Mood of N iyl o3 Bt | al-hala™ al-"i‘rabiyya™ lil-"ism aw al-fi‘l
Jodt
12 Case and Mood Marks skl of eyt e | ‘alamat al-"i‘rab wa al-bind’
13 Definiteness 58y Bad |al-ma'rifa" wa an-nakira"
14 Voice sl 5 pslaall goalt | al-mabni lil-ma liim wa al-mabni lil-maghil
Jséral
15 Emphasized and  Non- W55 g S0 | al-mu’akkad wa gayir al-mu’akkad
emphasized
16 Transitivity iy a1 | al-lazim wa al-muta‘addi
17 Rational B es W | al-‘agil wa gayir al-‘aqil
18 Declension and el |at-tasrif
Conjugation
19 Unaugmented and agally 35t | al-mugarrad wa al-mazid
Augmented
20 Number of Root Letters et O s8 | ‘adad "ahruf al-gadr
21 Verb Root Jed 15 | bunya™ al-fil
22 Noun Finals 05T Lol bng ol pl30 | 'agsam al-"ismi tib*“" li-lafzi *@hirhi

A.1 Position 1; Main part-of-speech

Table A.2 Main part-of-speech category attributes and tags at position 1

Position | Feature Name Tag
1 Main Part-of-Speech & 2531 e3t agsam al-kalam ar-risiyya'
Noun - "ism < kitab ‘book’ n
Verb Jad fi'l <& katab ‘wrote’ v
Particle P harf <& ‘ala ‘on’ Y
Other (Residual) | i ubra i35 katiba™ “‘writer / Fem’ r
Punctuation by Adle ‘alamat :f,.eli o :J6 gala : 'anda dahib" ‘he | u
targim said: T am leaving’
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A.2 Position 2; Part-of-Speech Subcategories of Noun

Table A.3 Part-of-Speech subcategories of Noun attributes and their tags at position 2

Position Feature Name Tag
2 Part-of-Speech: Noun (w¥') &ed o301 o3l "agsam al-kalam al-far’iyya' (al-‘ism)

Gerund / Verbal shadi | al-masdar <> darb ‘hitting’ g

noun

Gerund/ verbal noun yadi | al-masdar al- | s maw‘id “date’ m

with initial mim y | mimi

Gerund of instance 55l yuas | masdar al-marrd" 55 nazra”" ‘one look’ o

Gerund of state i) yhas | masdar al-hay d | s gilsa" “sitting position’ S

£33l s / masdar al-naw

Gerund of emphasis | wSyl juas | masdar al-tawkid | Liki s &b~ hattamtu al- | e
hizand'®  tahtim™ ‘1
completely  destroyed the
wardrobe’

Gerund of sad) | al-masdar al-sindi | ..} furisiyya" i

profession sl ‘Horsemanship’

Pronoun et | al-damir s huwa ‘He’ p

Demonstrative B ol | Tism al- sard" \is hada ‘This’ d

pronoun

Specific relative | Jyosall gt | 'ism  al-mawsil | s al-ladi “Who’ r

pronoun ! al-has

Non-specific Jsegdl gt | Vism al-mawsil | 2 man “Who’ c

relative pronoun g.e | al-mustarak

Interrogative pleisa¥l ot | 'ism al-"istfham s man ‘“Who?’ b

pronoun

Conditional noun byl ot | 'ism al-Sart Ll aynamd ‘where ever’ h

Allusive noun s | al-kinaya" 135" kada ‘as well as’ a

Adverb S b | az-zarf 02 yawm ‘day’ v

Active participle JoWt ot | Vism al-fa‘il <\ darib ‘hitter’ u

Intensive Active | ol Wls mubdlaga’  ’ism c'» garrah ‘Surgeon’ w

participle o al-fa“il

Passive participle Jsadadl ot | Cism al-mfil —yas madrib ‘Struck’ k

Adjective sl | as-sifa" al- | Lk tawil “tall’ j

il musabbaha"

Noun of place Ol ot | ism al-mkan X maktab “office’ 1

Noun of time Oy gl | IS ZAMON ks matla“ start time t

Instrumental noun WY et | s al-"ald" JLel minsar ‘Saw’ z

Proper noun Wi ot | ism al-"alam LG fatima”" ‘Fatima’ n

Generic noun o gt | ism al-gins ole> hisan ‘Horse’ q

Numeral Sall gl ’ism al-‘adad @3¢ talata" “Three’ +

Verb-like noun Jodt gt | Cism al-fi’l wles hayhat Wishing &

Five nouns sdl | al-’asma’ al- | &t ‘ab™ ‘Father’ f

hamsd"
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Position Feature Name Tag
2 Part-of-Speech: Noun (w4 e 25831 g\...éf ‘agsam al-kalam al-far’iyyad’ (al-‘ism)
Relative noun Qs ool | i mansiib ks “ilmiyy"™ Scientific *
Diminutive s gl | CisM tOSZIT Ees) svugayrah ‘Bush’ y
Form of Wl daee | Sigat al- | ,& gabbar ‘Tremendous’
exaggeration mubalagah
Collective noun or ot | ism gam* +5 gawm ‘Folk’ $
Plural generic noun | ,w> o | 'ism gins gam'i cw tuffah ‘Apple’ #
Gl
Elative noun Jeais o | ism tafdil Jail ’afdal ‘Better’ @
Blend noun g ol | IS manhiit il basmalah ‘bismallah’ %0
Ideophonic Sgo ol | IS SAWE o1 ’ah ‘Ah’ !
interjection
A.3 Position 3; Part-of-Speech Subcategories of Verb
Table A.4 Part-of-Speech subcategory of verb attributes and their tags at position 3

Position Feature Name Tag

3 Part-of-Speech: Verb (Jadl) i S0 oludi agsam al-kalam al-far’iyya’ (al-fi’l)
Perfect verb Pl s | fi'l mad" <& kataba ‘He wrote’ p
Imperfect verb @@ Jm | fi'l mudari’ &3 yaktubu ‘He is writing’ c
Imperative verb 23 e | fi'l al-’amr & "uktub ‘write’ i

A.4 Position 4; Part-of-Speech Subcategories of Particle

Table A.5 Part-of-speech subcategories of Particles attributes and their tags at position 4

Position Feature Name Tag
4 Part-of-Speech: Particle (sl s oS0 oludi agsam al-kalam al-far ‘iyya' (al-
hary)
Jussive-governing particle pir S | harf gazim 1 lam ‘No’
Subjunctive-governing s S | harf nasib & kay ‘So that’ o
particle
Partially subjunctive- SA wadl S | harf nasib | s~ hatta ‘all’ u
governing particle fart
Preposition = B | harf garr Jd1’ila ‘To’ p
Annulling particle & S8 | harf nasih L ma ‘No’ a
Conjunction ke B | harf ‘atif swa ‘And’ c
Vocative particle o B | harf nidd’ Lya ‘Oh’ v
Exceptive particle sl B | harf stitnd’ | Ny illa ‘Except’ X
Interrogative particle szl B~ | harf stifham | s hal ‘Is? i
Particle of futurity Juil B | harf ’stigbal Oy sawfa ‘will® f
Causative particle Jos B~ | harf ta'lil & kay ‘To’ S
Negative particle & S | harf naft 1 lam ‘No’ n
Jurative particle 3 S | harf qasam < bi ‘sware’ q
Yes/No response particle gl B> | harf gawab o~ na‘am ‘Yes’ w
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Position Feature Name Tag
4 Part-of-Speech: Particle (25 ie,d oS0 alu3l “agsam al-kalam al-far‘iyya' (al-
har
Jussive-governing gl bys B | harf Sart | & ’in ‘If k
conditional particle gazim
Particle of incitement Sarzrs G- | harftahdid S halla ‘would’ m
Gerund-equivalent particle Gyhas B | harfmasdart | ¥ ’an ‘To’ g
Particle of attention w5 2 | harf tanbt’ Y ald ‘careful’ t
Emphatic particle ASy B | harf tawkid ] inna | Z
‘emphasis’
Explanatory particle s B | harf tafsir st ay ‘i.e’ d
Particle of comparison i3 2 | harf tasbi" ity ka’anna | 1
‘similar’
Non-governing particles Jote o 2 | harf gayr | i gad ‘already or | b
‘amil perhaps’

A.5 Position 5; Part-of-Speech Subcategories of Other (Residuals)

Table A.6 Part-of-speech subcategories of Other (Residuals) attributes and their tags at

position 5
Position Feature Name Tag
5 Part-of-Speech: Other (<3 &e 8 S oS0 "agsam al-kalam al-far‘iyyd' ('ubra)
Sl
Prefix LIS Jgf B 831 ziyddah fi \5,,_<1v ’istaktabani  ‘he p
awal ; al- | employed me as a writer’
kalima"
Suffix AT 2oy Ziyddah ST | basl “asdiqa’ ‘Friends’ S
) ‘ahir al- | ~
FRCCI
kalimah
Suffixed pronoun Jazs oo | damir L\ kitabahu ‘his book’ r
mutasil )
ta' marbiita" iogp s | 1@ marbiitd" | s katiba™ ‘she-writer t
Relative ya' i sb | ya’ an-nisba" # ‘arabiyy ‘Arabian’ y
tanwin s | tanwin s kitab™ ‘a book’ k
tda' of femininization EWld ob | 1@ al-ta’nit &5 katabat ‘she wrote’ f
nuin of protection LB og | nin al- | L sa’alant ‘he asked me’ n
wigayd" }
Emphatic niin ASell 0g | nun i al- = yadribanna “They are |z
tawkid hitting’
Imperfect prefix isylas B | harf Js yas’alu ‘He is asking’ a
mudara‘d" )
Definite article g sl | Cada ta‘rif S al-kitab ‘The book’ d
Masculine sound | Skt e By~ | hurif  gam® | 0588 al-katiban ~ ‘The | m
plural letters S al-mudakkar | yiiters (MAS)’
as-salim
Feminine sound plural | &gl o Sy huriaf  gam‘ | owS  al-katibat  ‘The 1
letters S al-mu’nnat writers (FEM)’
as-salim
Dual letters sl By | huritf al- | o al-katiban ‘The two | u
mutannd writers’
Imperative prefix Y Do~ | hurilf al-’amr I

=51 ‘uktub “Write’
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Position Feature Name Tag
5 Part-of-Speech: Other (1) &4 S oSl "agsam al-kalam al-far‘iyya' ("uhra)
Number (digits) Ps) raqgam (+325461) (-897,653) g
(0.986)
Currency s | ‘umld (1.-1,500) (52,927) | ¢
($250)
Date &b | tarth (27/09/2011) (2011 Jskf 27) e
Non-Arabic word L b das kalima' gayr | windows, photoshop, | w
] ‘arabiyyd” games, download
Borrowed  (foreign) s kS | kalimd' REARRI R kuzmabialitan | X
word mu ‘arraba” ‘cosmopolitan’

A.6 Position 6; Part-of-Speech Subcategories of Punctuation Marks

Table A.7 Part-of-speech subcategories of Punctuation Marks attributes and their tags at

position 6
Position Feature Name Tag
6 Punctuation Marks (w841 oudls) is,d o980 ol31 "agsam al-kalam al-far ‘iyya' (‘alamat
at-tarqim)
Full stop il nugta" ®) S
Comma iLotd fasild" © c
Colon Ol nugtatan D) n
Semi colon ibgiia Aol fasild" manqiita" ) 1
Parentheses Olugd qawsan () p
Square brackets O ol Olgh qawsan hasiratan ([ b
Quotation mark ol Lsle ‘alama™ ’iqtibas " t
Dash Lo jre iy Sartd" mu‘taridd" (=) d
Question mark plgdnal ASls ‘alama™ istifham %) q
Exclamation mark o Ae ‘alama™ ta‘aggub 1) e
Ellipsis mark Dl ASle ‘alama™ hadf ) i
Continuation mark | . e ‘alama™ at-tabi‘yya" = f
Other punctuations ‘_;J*;'i R ‘alamat "uhra / 0
A.7 Position 7; Morphological Feature of Gender
Table A.8 Morphological feature of Gender attributes and their tags at position 7

Position Feature Name Tag

7 Morphological Gender &350y Sl al-mudakkar wa al-mu’annat
Masculine Sk | mudakkar Jy ragul ‘man’ m
Feminine &oge | mu’annat 81, imra’a" Woman f
Common gender &ige of She | mudakkar ‘aw | wke milh ‘Salt” sy rith ‘Soul’ X

mu’annat
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A.8 Position 8; Morphological Feature of Number

Table A.9: Morphological feature of Number attributes and their tags at position 8

‘the student wrote the lesson’; gl.;!@! iy

oW katab at-taliban ad-darsa ‘the two

students wrote the lesson’; Jod ool <&

kataba at-tulabu ad-darsa ‘the students
wrote the lesson’

Position Feature Name Tag
8 Number 49! al-‘adad

Singular s, | mufrad o8 galam ‘A pen’ % fallah ‘Farmer’ &t | S
mandra" ‘A minaret’

Dual e | mutanna (el Ol 1015y (qalam: qalaman, qalamayn) | d
‘(A pen: two pens)’ (ke Sl :8yls)
(mandrah: manaratan,  mandaratayn)(A
minaret: two minarets)

Sound plural Pl s | Gam® salim | (%8 058 23 (fallah: fallahin, fallahin) | P
(A farmer: Farmers)’ (ofjle :3,ls) (mandrah.'
mandrat) (A minaret: minarets)

Broken S5 gex | Gam’ taksir | Y818y (qalam: "aqlam) ‘(A pen: pens)’ b

Plural
Plural of W wor | gam' qillaﬁ (L21:3 ) (harf: "ahruf) (A letter: letters) m
Spauetty

Plural of 855 sz | gam’ katrd" | Gy -3y (harf: huriif) (A letter: letters) J

_multitede L

Ultimate gl e | MUNthd al- | (arls 2aoews) (masgid: masagid) (A mosque: | U

plural gumii* mosques)

Plural  of | sdiger | gam®  al- | (s «sd icw (bayt: buyit, buyitar) ‘(A | 1

plural gam’ home: homes)

Undefined G e | gayr SO W o katab at-talibu ad-darasa X

mu ‘arraf o

A.9 Position 9; Morphological Feature of Person

Table A.10 Morphological feature of Person category attributes and their tags at position

9
Position Feature Name Tag
9 Person .. al-’isnad
First Person al-mutakallim | &8 katabtu‘l wrote’ f
¢ s ‘
Second Person bl | al-mubatab WX katabtuma “You wrote’ S
Third Person < | al-ga’ib &= katabna‘They Wrote’ t
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A.10 Position 10; Morphological Feature of Inflectional Morphology

Table A.11 The morphological feature category of Inflectional Morphology attributes and
their tags at position 10

Position Feature Name Tag
10 Inflectional Morphology <,2 as-sarf
Declined (noun) o | mu‘rab L% yagibu ‘Miss’ d
Conjugated (verb)
Triptote / fully Gpais — s | Mu'rab - munsarif | v ga’ib ‘Absent’ v
declined
Non-declinable P Eyes — s | MU ‘rab -  mamni’ | du ‘utmanu ‘Othman’ p
3l mina as-sarf
Invariable (v, n) = mabni Y52 ha’ula’i “Those’ Jab S
fa‘ala ‘Did’ &d
layta “Wish’

A.11 Position 11; Morphological Feature Category of Case or Mood

Table A.12 The morphological feature of Case or Mood category attributes and their tags
at position 11

Position Feature Name Tag
11 Case or Mood jad 5i oS i o3V AoV al-hala™ al-"i‘rabiyya™ lil-"ism "aw al-fi‘l
Nominative | Indicative ¢y marfii &S yaktuby | LS al-kitabu n
‘He is | ‘The Book’
writing’
Accusative | Subjunctive | wsww | mansib | (S5 8 lan | QS al-kitaba a

yvaktuba ‘He | ‘The Book’
will not write’

Genitive | -------- sapme | MAGEAF | ==mmmnn R al-kitabi g
‘The Book’

_______ Imperative pope | magzim | X5 3 lam | =-=- j
Or jussive yaktub He did
not write’
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A.12 Position 12; The Morphological Feature of Case and Mood Marks

Table A.13 The morphological feature category of Case and Mood Marks attributes and
tags at position 12

Position Feature Name Tag
12 Case and Mood MarKks st 5i 1,31 &S\ ‘alamat al-’i ‘rab wa al-bind’
dammah all [ aaall al-dammah/ ) g8 gadima al-waziru ‘The | d
al-damm minister arrived” 4~ jya
vasiamu ahmad ‘Ahmad fasts’

fathah il [ aesdl al-fathah / 2 e 5T i ’akrama salihun al- f

al-fath wazira ‘Salih honored the
minister’ JU B lan
nasbira ‘ald ad-dulli ‘We are
not standing the humiliation’

kasra" 5,0 al-kasra" / Ny ohldt & sl= halaga | Kk

al-kasr allahu as-samawdti wa al-
‘arda ‘God created the skys
and the earth’

sukin (Silence) 0l as-sukin aal ) ,wg lam usdfir ’ila al- S
madinati ‘1 did not travel to the
city’

waw sl al-waw OBl el 131 'ida ga’aka al- | W
mundfigin ‘If the Hypocrites
come to thee’

alif BN al-"alif o dl & iltaga  al-farigan | a
‘The two teams have met’

ya’ U al-ya’ ﬁ AN &ps dahbtu ’ild ahika T |y
went to your brother’

Inflectional niin ol oss | ubitt an-niin | clssyl Oldis Ol al- | N
murasshani yataqddamani al-
’intihabat  Both candidates are
ahead of elections’

Deletion of niin ol B | hadfan-nin | B Je v 3 0sld al- | 0
muslimiun lan yasbiri “ald
ad-dulli ‘Muslims will not
stand to the humiliation’

Deletion of vowel | &~ i~ | hadf harfal- | & v o 21 lam yahSa salih v

) PPNy 4 _—

letter o) illa 'illa allaha “Salih does not

afraid except of God’

A.13 Position 13; The Morphological Feature of Definiteness

Table A.14 The morphological feature of Definiteness category attributes and their tags
at position 13

Position | Feature Name Tag
13 Definiteness 8531y &2 al-ma ‘rifa" wa an-nakira"
Definiteness u,u ma ‘rifah - al-kitab ‘The book’ d
Indefiniteness 5555 nakira" ot kitab ‘A book’ i
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A.14 Position 14; The Morphological Feature of Voice

Table A.15 The morphological feature of Voice category attributes and their tags at
position 14

Position Feature Name Tag
14 Voice Jséxill sall 5 aslasll it al-mabni lil-ma‘lim wa al-mabni lil-maghiil

Active voice pslasll o | mabni lil-ma‘lim | & kataba ‘He wrote’

Passive voice Jsenill o | mabni lil-maghil | £ kutiba ‘it was written’ p

A.15 Position 15; The Morphological Feature of Emphasized and Non-
emphasized

Table A.16 The morphological feature of Emphasized and Non-emphasized category
attributes and their tags at position 15

Position Feature Name Tag
15 Emphasized and Non-emphasized 31 3¢9 (S350 al-mu’akkad wa gayir al-mu’akkad
Emphatic verb S5 Jo | fi'l mu’akkad Y la’aktubanna ‘1 will n
write’
Non-emphatic verb | .3 2 (o | fi'l gayr mu’akkad | (&7 aktubu ‘1 am writing’ m

A.16 Position 16; The Morphological Feature of Transitivity

Table A.17 The morphological feature of Transitivity category attributes and their tags at
position 17

Position Feature Name Tag
16 Transitivity sy o1 al-lazim wa al-muta‘addi
Intransitive o | lazim AU sv nama al-waladu “The boy i
. slept’
Singly Aty Jgris J) e | muta‘add”  Cila | LU e =5 fataha ar-ragulu al- 0

ser « —7in —7 .
transitive maf‘ul”™ wahid baba ‘The man opened the
door’
Doubly Asads J A | muta’add"™  Cild | vus oesl a‘tahu dinar™ ‘He gave | b
transitive maf ilayn him a dinar’
Triply Qs 8% J1dws | muta‘add”™  Cild | e~ 220 #U0 Canb’tuhu al- |t
transitive talatati mafa'il | pabara sahih™ ‘I announced

him the correct news’

A.17 Position 17; The Morphological Feature of Rational

Table A.18 Morphological feature category of Rational attributes and their tags at
position 17

Position | Feature Name Tag
17 Rational 3w &9 W) al-‘aqil wa gayir al-‘aqil

Rational b | ‘agil i3 gara’a ‘read’

Irrational Jse 2 | gayr ‘dqil 7= nabaha ‘bark’
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A.18 Position 18; The Morphological Feature of Declension and
Conjugation

Table A.19 The morphological feature of Declension and Conjugation category attributes
and their tags at position 18

Position Feature Name Tag
18 Declention and Conjugation 23 at-tasrif
Non-Inflected (n, v) Dran b | gayr mutasarrif 3 huwa ‘him’ n
Primitive / Concrete | —wl> — Sjas | mutasarrif — | ipns Sagarah ‘A tree’ t
noun S gamid - ’ism dat
Primitive / Abstract | —wlr — Ojai | mutasarrif — | 353 daka’un a
noun gamid  —  ism | q : )
: f ntelligence
e ma‘na g
Inflected / Derived | s gt — Sjass | mutasarrif —’ism | L kitab"™ ‘a book’ | d
noun mustaqq 1S maktabad™  “a
library’
Non-conjugated /| sl -l Ju | fi'l gamid- | < na ‘ima ‘be happy’ p
restricted to  the . mulazim lil-madrt
‘”_,‘JLNU
perfect
Non-conjugated /| s —slr b | fi'l gamid- | kg yahitu ‘scream’ c
restricted to  the mulazim lil-
. (Sl o
imperfect mudari
Non-conjugated I ol —aalr b | fi'l gamid- | & hab ‘suppose’ i
restricted to  the " muldazim lil-’amr
imperative 7
Conjugated / fully pU e — Dams mutasarrif — fi‘'l | & yaktubu ‘he is v
conjugated verb i tam at-tasarif writing’
Conjugated I| a8 Jwb — Bypais | mutasarrif  —fi'l | 38 kdda ‘close; near or | m
partially conjugated i nagqis at-tasarif almost’
verb ;

A.19 Position 19; The Morphological Feature of Unaugmented and
Augmented

Table A.20 The morphological feature of Unaugmented and Augmented category
attributes and their tags at position 19

Position Feature Name Tag
19 Unaugmented and Augmented .ydly >3=i1 al-mugarrad wa al-mazid
Unaugmented s | al-mugarrad | 5 kataba ‘wrote’ S
Augmented by one letter Gy wype | mazid  bi- | C3€ kataba ‘wrote’ a
harf
Augmented by two letters o g | mazid  bi- | LS ‘iktataba | b
harfayn ‘Subscribed’
Augmented by three letters S 8 Wy | mazid bi- | s ‘istaktaba t
talata' ahruf ‘registered’
Augmented by four letters Gl anyly Wipp | mazid bi- | Jiizw "istighal q
, o i
arba‘a ‘Reception’
‘ahruf
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A.20 Position 20; The Morphological Feature of Number of Root Letters

Table A.21 The morphological feature of Number of Root Letters category attributes and

their tags at position 20

Position Feature Name Tag
20 Number of Root Letters ,ix)\ @i 3% adad "ahruf al-gadr
Triliteral @% tulatr e o dktb ‘wrote’
Quadriliteral S | uba’t | ¢ e sdhrg rolled’ q
Quinqueliteral oo | humast | sz ;o5 zbrgd ‘chrysolite’ f

A.21 Position 21; The Morphological Feature of Verb Root

Table A.22 The morphological feature of Verb Root category attributes and their tags at
position 21

Position Feature Name Tag
21 Verb Root =i i3 bunya™ al-fi‘l
Intact verb e | sahih a
Doubled verb diras | muda‘‘af b
Initially-hamzated verb W\ ysege | Mmahmiiz al-fa’ c
Initially-hamzated and inze s\l ygege | mahmiiz al-fa’ muda‘‘af d
doubled verb
Initially and  finally | a5 j5egey sl jgegs | Mmahmiiz al-fa’ wa mahmiiz al-lam e
hamzated verb
Medially-hamzated verb o ssege | Mmahmiiz al-‘ayn f
Finally-hamzated verb NI ypege | mahmiiz al-lam g
waw-initial verb &y Jea | mital wawi h
waw-initial and doubled inas gsly Jie | mital wawi muda*‘af i
verb
waw- initial and o ssege sty Je | Mital wawi mahmiiz al-‘ayn j
medially-hamzated verb
waw-initial and finally- 1 jgeds $9ly Jee | mital wawi mahmiiz al-lam k
hamzated verb
ya'-initial verb S dee | mital ya’t 1
ya'-initial and doubled cinas Sy Jts | mitdl ya’t muda‘‘af m
verb )
ya'- initial and ol 3gege JU Je | mital ya’t mahmiiz al-‘ayn n
medially-hamzated verb )
Hollow with waw $olg Lexl | agwaf wawi
Hollow with waw and sl jpege g9y el | agwaf wawi mahmiiz al-fa’ p
initially-hamzated verb
Hollow with waw and NI 390ge 9y Sexi | lagwaf wawi mahmiiz al-lam q
finally-hamzated verb
Hollow with ya' Sy sl | lagwaf ya't r
Hollow with ya' and sl ygegs Ju ozl | "agwaf ya’'t mahmiiz al-fa’ S
initially-hamzated verb
Hollow with ya' and U1 39ege 4 Bsxl | agwaf ya’t mahmiiz al-lam t
finally-hamzated verb
Defective with  waw $9ly a3 | naqis wawt u
verb
Defective with waw and Wl jg0gs 9y La3U | NAQiS wawi mahmiiz al-fa’ v
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and medially-hamzated
verb

Position Feature Name Tag
21 Verb Root Jai &5 bunya™ al-fi‘l
initially-hamzated verb
Defective with waw and o) igege Sty LU | MAgis wawi mahmiiz al-‘ayn w
medially-hamzated verb
Defective with ya' verb Sb a0 | naqis ya’t X
Defective with ya@' and sl jgege JYy LaBU | NAqis ya't mahmiz al-fa’ y
initially-hamzated verb
Defective with ya@' and o ssege U @36 | RAQIS yA'T mahmiiz al-‘ayn V/
medially-hamzated verb
Adjacent doubly-weak O34 il | lafif magriin *
verb
Adjacent doubly-weak sl jgege 09,80 id | lafif magrin mahmiiz al-fa’ $
and initially-hamzated
verb
Separated doubly-weak Gyie il | lafif mafrig &
verb
Separated doubly-weak | i jpeg0 39,0 il | lafif mafriig mahmiiz al-‘ayn @

A.22 Position 22; The Morphological Feature of Noun Finals

Table A.23 The morphological feature of Noun Finals category attributes and their tags at
position 22

Position Feature Name Tag
22 Noun Finals o7 Ll les o801 ol31 "agsam al-"ismi tib“"" li-lafzi ‘ahirhi
Sound noun AW e o | al-Yism sahih | (> gabal ‘mountain’ & nahr | S
al-"air ‘river’ o2 dirham ‘Dirham
(currency)’
Semi-sound noun el &b o1 | al-"ism - Sibh 45  dalw ‘bucket’ s¢ bahw i
as-sahih ‘hall
Noun with el 1 | al-"ism al- | ;4 busra ‘glad tidings’ t
shortened ending magqsur
Noun with S9deadl o8l | al-"ism al- | sus sama’ ‘sky’ e
extended ending mamdiid
Noun with esiiall 1 | al-"ism al- | 2@ al-qadr ‘the judge’ c
curtailed ending mangqis
Noun with | >3 By Py al-’ism % yad ‘hand’, % sand" d
deleted ending mahditf R i 750 5
= w .
al-"ahir year’, and & [uga” language
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Appendix B

Tagger Corpus used Algorithm (Methodology) Tagset & tagset | Evaluation method | Evaluation
size Metrics
1- APT: ® 59,040 words of the Saudi *° Al- | Statistical and rule-based | The tagset | Stemmer evaluated | The test of the
Arabic Part- Jazirah" newspaper, dated | techniques. developed by | using a dictionary of | stemmer shows an
of-Speech 03/03/1999. Statistical tagger uses the | Khoja contains 177 | 4,748 trilateral and | accuracy of 97%.
tagger by e 3,104 words of the Egyptian ** Al- Viterbi algorithm. tags: quadrilateral roots.
KHOJA Ahram" newspaper, date 103Nouns
25/01/2000. 57 Verbs
e 5811 words of the Qatari  Al- 9  Particles Statistical  tagger
7 Residual achieved an

Bayan" newspaper, date 25/01/2000.

e 17,204 words of Al-Mishkat, an
Egyptian published paper in social
science, April 1999.

Lexicon:

50,000 words extracted from Jazirah
newspaper were tagged, and used to
derive the lexicon, which contains 9,986
words.

1 Punctuation

accuracy of around
90%
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Tagger Corpus used Algorithm (Methodology) Tagset & tagset | Evaluation method | Evaluation
size Metrics
2- POS 1- The CallHome Egyptian Colloquial | LCD-distributed Buckwalter | They mapped both | ECA Evaluation set Accuracy was
Tagging of Arabic (ECA) corpus stemmer. sets of tags, the | Systems: 58.47%
Dialectal 2- The LDC Levantine Arabic (LCA) | Internal stem lexicon | LDC ECA | CombileData 66.61% improved
Arabic by Duh | corpus, combined with rules for | annotation and and | CombineLex using affix features
and Kirchhoff. | 3- The LDC MSA Treebank corpus, affixation. the Buckwalter | Interpolate — A and to 68.48% by
The baseline tagger was a | stemmer to  a | Interpolate — A (t;) joint training.
statistical trigram tagger in | unified, simpler | JointTrain(1:4)
the form of a hidden Markov | tagset  consisting | JointTrain(2:1)
model (HMM). only of the major | JointTrain(2:1) +
POS categories. affix
17 categories. w/ECA+LCA
w/ECA+MSA
3- Memory- Arabic Treebank version 3.0 Memory-based learning (k- | They used the same | They evaluated on | The accuracy of
based nearest neighbor | tagset in the Penn | the complete | the tagger on the
morphological | [ exicon classification) Arabic TreeBank. correctness of all | held-out  corpus
analysis and They created a lexicon that maps every | morphologically analyzes and reconstructed was 91.9%.
part-of-speech | word to all analyses. PoS tags unvoweled written analysis in terms of
tagging of Arabic and analyzes it using recall, precision and
Arabic by Tim Buckwalter’s Arabic F-score. On the 14155
Bosch, Marsi, Morphological analyser known words it
and Soudi which is rule-based. was 93.1%. on the

They employed the MBT
memory-based tagger-
generator and tagger.

http://ilk.uvt.nl/

947 unknown
words it was
73.6%
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Tagger Corpus used Algorithm (Methodology) Tagset & tagset | Evaluation method | Evaluation
size Metrics
4- Brill’s POS | Large corpus of Modern Standard | Brill’s “transformation- | 119 tagset The system was not | The system was

tagger and a

Arabic text. All input Arabic text was

based” or “rule-based” tagger.

evaluated

not evaluated

Morphology assumed to be Windows CP-1256 text
parser for using the transliteration scheme devised
Arabic by by Tim Buckwalter and Ken Beesely at
Freeman Xerox.
5- Automatic | The data was transliterated in the | Support Vector Machine | 24 collapsed tags | A standard SVM with | 95.49%
Tagging of Arabic TreeBank into Latin based | (SVM) based approach available in the | a polynomial kernel,
Arabic Text by | ASCII characters using the Buckwalter Arabic of degree 2 and
Diab, transliteration scheme. TreeBank | C=17 Standard
Hacioglu and distribution. Th%s metrics of Accuracy
Jurafsky. collapsed tag set is | (Acc), Precision
a manually reduced (Prec), Recall (Rec),
form of the .135 and the F-measure,
morpho-syntactic Fpo;, on the test set
tags created by | are ytilized
AraMorph.
6- Part-of- The data they used comes from the | SVM-based Yamcha (which | They used a | They mapped their | On their own
Speech Penn Arabic Treebank. They used the | uses Viterbi decoding) rather | reduced POS tagset | best solutions to the | reduced POS
Tagging by first two releases of the ATB, ATBI | than an exponential model. (15 tags) along | English tagset and | tagset, evaluating
Habash and and ATB2, which are drawn from with  the other | they assumed gold |on TEIl, they
Rambow different news sources. orthogonal standard tokenization. | obtained an
They used the ALMORGEANA linguistic features. | Then evaluated | accuracy score of
morphological analyzer which uses the against the gold | 98.1% on all
databases  (i.e.lexicon) from the standard POS tagging | tokens.
Buckwalter ~ Arabic ~ Morphological which is mapped
Analyzer. similarly.
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Tagger Corpus used Algorithm (Methodology) Tagset & tagset | Evaluation method | Evaluation
size Metrics
7- Arabic Part- | (42000 HTML document = 316 MB) | Rule-Based Tagset is unknown. | He did not show any | No evaluation
of-Speech mostly  from  Al-Hayat  Arabic evaluation for his | done.
Tagging by newspaper system.
Harmain. Dictionary: they used Buckwalter’s
dictionary available from the Linguistic
Data Consortium (LDC).
8- Hybrid Texts extracted from educational books | Hybrid method of based- | The tag set used is | All experiments are | 85%
Method for in first stage and some Qur’anic text | rules and a machine learning | the tag set derived | performed on texts
Tagging that was tagged using a small tag set. method from APT extracted from
Arabic Text by educational books in
Tlili-Guiassa first stage and some
Qur’anic text that
was tagged using a
small tag set and
retagged with more
detailed tag set.
9- A Hidden A training corpus of Arabic news | They used Buckwalter's | 55 tagset They wused the F-|97%.
Markov Model | articles has first been stemmed using | stemmer to stem the training | They selected the | measure to evaluate
—Based POS the stemming component and then | data. tags that were rich | POS tagger
Tagger for tagged manually with their proposed tag | They constructed trigram | enough to allow a | performance. They
Arabic by Al- | set. language models and used the | good training and a | computed the F-
Shamsi and They examined LDC's Arabic TreeBank | trigram  probabilities  in | good performance | measure as [2 x
Guessoum corpus (LDC, 2005) that consists of 734 | building the HMM model of the HMM-based | Precision x Recall] /

news articles.

They have developed a 9.15 MB corpus
of native Arabic articles, which were
manually tagged using the developed
tag set.

POS tagger. At the
same time, they
tried carefully to
make the tag set
small enough to
make the training
of the POS tagger
computationally
feasible.

[Precision + Recall]
where

Precision = Ncorrect /
Nresponse

Recall = Ncorrect /
Nkey
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