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Abstract 
 

 

The effects of flow acceleration due to thermal expansion and those due to buoyancy 

have been investigated to study the flow and heat transfer behaviour in the flow of water at 

a supercritical pressure in a channel with a tight gap. The objective of these investigations is 

to develop a better understanding of the turbulent flow behaviour and heat transfer between 

subchannels specifically relevant to Supercritical Water-cooled Reactor (SCWR). Large 

eddy simulations with an SGS WALE model are carried out in a trapezoid annulus, which 

represents a tightly packed rod bundle configuration. The studies considered are (i) forced 

convection to study the flow acceleration due to thermal expansion and (ii) mixed convection 

to study the buoyancy influences. 

In the case of forced convection, large flow structures have been observed in the narrow 

gap all heating cases considered, but such flow structures are much weaker in higher heat 

fluxes. The main reason for the weakening flow structures in the high heating cases is the 

severe variations of thermal properties. In particular, the streamwise fluctuations are reduced 

significantly downstream of the heated channel. The spanwise turbulence component 

reflecting the swinging flow structure is also found to be the highest in the narrow gap across 

the channel, but reduces as in forced convection swinging flow structure is weakened. The 

effect of variations of thermal properties has been found to be very similar to that of 

buoyancy. 

In the case of mixed convection, the behaviour of the flow and heat transfer in the low 

buoyancy influence case is very similar to that of the forced convection. In high buoyancy 

influence cases, significant heat transfer deterioration has been found to occur. It has been 
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demonstrated that the swinging flow structures in the narrow gap in high buoyancy case are 

almost non-existent downstream in the heated channel. A number of potential reasons have 

been identified that the heat transfer deterioration in high buoyancy influences. They include 

the significantly reduced streamwise turbulence, disappearing of large flow structures as well 

as low mixing, and lastly significant variations of thermal properties. 
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Introduction 

1.1 Background  

Supercritical Water-cooled Reactor (SCWR) is one of the six prominent nuclear reactor 

concepts that have been selected under Generation-IV International Forum (GIF) and is 

currently under development. SCWR has the advantage of a high thermal efficiency, which 

is between 45-50%. In comparison, the thermal efficiency of current light water reactors is 

around 33-35% [1]. The understanding of the flow and heat transfer characteristics of the 

coolant water of SCWR is essential for both design and operation. This is because even 

though the water at supercritical pressure does not undergo any boiling process through 

heating, the thermophysical properties vary dramatically as the temperature goes through the 

pseudo-critical point. This ‘anomaly’ behaviour of the thermophysical properties often leads 

to unusual characteristics with regards to heat transfer. The phenomena of heat transfer 

deterioration or enhancement have been reported by many researchers. Heat transfer 

deterioration (HTD) should be avoided to maintain the integrity of the fuel cladding [2]. It is 

acknowledged that for the supercritical fluid flow, it is hugely important to be able to predict 
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the detailed flow and temperature distributions for the development of reactor design and 

safety. 

 
Figure 1.1: Schematic diagram of SCWR pressure-vessel [3]. 

Recently, small modular reactors (SMR) have become popular. They potentially provide 

a simpler and much safer design [4–7]. SMR is a fraction of the size of a conventional nuclear 

power plant. This makes SMR ideal for providing the electricity at a location with small, 

limited, or distributed electricity grid system. It can also be useful for countries with limited 

financial resources, as the investment requirements are much less than that of a large nuclear 

power plant [4]. The supercritical reactor system has also been selected in some of the SMR 

designs [8–10]. Similar to the conventional of the proposed design of SCWR, supercritical 

type of SMR has the potential advantage of increasing the efficiency and the simplicity of 

the design as no phase change occurs at supercritical pressure.  

In nuclear reactor designs, the typical configuration of fuel assemblies is usually in the 
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form of rod bundles and this is also true for the SCWR. The coolant in a rod bundle flows 

through via subchannels that are formed in the interstices of the fuel rods. Subchannels in the 

fuel rods array are connected to each other by the gaps that formed between the fuel rods. 

These gaps are commonly characterised by the pitch-to-diameter ratios. Within these gaps, 

they may be an occurrence of instability and inter-channel mixing of the flow. Understanding 

the behaviour of this flow and its influence on the overall flow and heat transfer at 

supercritical pressure in a rod bundle could be an essential input to the SCWR core design. 

An International Atomic Energy Agency (IAEA) Coordinated Research Project (CRP) has 

identified that the study of the flow between subchannels at supercritical pressure to be an 

area where better knowledge needs to be developed [11]. This information can assist the 

further development of subchannel codes. 

1.2 Aims and Objectives 

The goal of the present research is to develop knowledge of the turbulent mixing and 

instabilities of the flow across the gaps between subchannels in supercritical water flow. The 

focus of this research is on the effect of large flow structures in the tight gap to the flow and 

heat transfer at supercritical pressure. The present work is an extension to the recent study of 

mixed convection on the behaviour of the flow and heat transfer in the trapezoid annulus by 

Duan & He [12,13].  It was reported that the behaviour of large flow structures in the flow 

channel plays a dominant role in the complicated buoyancy influence flow, which intertwines 

with other factors such as the redistribution of the mass flow rate and the variation of 

buoyancy influence to local turbulence in different regions of the channel.  

The present PhD study aims to further investigate the behaviour of the turbulent flow and 
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heat transfer in the rod-bundle-like configuration specifically relevant to SCWR. Also, the 

thesis aims to complement the numerical experiment study of the behaviour of the large flow 

structures in supercritical water by investigating the effect of the thermal expansion due to 

the thermal property variation in forced and mixed convection. 

The specific objectives covered by this thesis are: 

1. To develop a Large Eddy Simulation (LES) model within the framework of 

Code_Saturne for the study of flow and heat transfer in supercritical water. 

2. To investigate the flow instability and large unsteady flow structures in a rod-bundle-

like configuration for supercritical water under the condition of forced convection. 

3. To investigate the flow instability and large unsteady flow structures in a rod-bundle 

like configuration for supercritical water under the influence of buoyancy. 

4. To develop mixing parameters between subchannels as an input for use in subchannel 

codes. 

1.3 Thesis Outline 

The present thesis consists of six chapters. Chapter 2 presents a summary of literature 

reviews on relevant subjects on the supercritical fluid flow and the flow in rod bundles. The 

instability and mixing phenomenon between channels across the narrow gaps are reviewed. 

Next chapter (Chapter 3) introduces the background of turbulence studies, followed by the 

statistical description for turbulence characteristics.  This chapter also discusses the Large 

Eddy Simulations (LES) approach with the SGS models and present numerical schemes used 

in Code_Saturne for the present investigations. 
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The study of forced convection for supercritical water in trapezoid annulus is discussed 

in Chapter 4, whereas in Chapter 5 the investigations on the buoyancy-aided flow in the 

trapezoid annulus are presented. Finally, in Chapter 6, conclusions of the present studies and 

discussion of future work are outlined. 



 

 

 
 

Literature Review 

2.1 Fluid Characteristics at Supercritical Pressure 

At supercritical pressure, fluid properties behave differently compared to those at 

subcritical pressure. As the temperature increases at constant pressure, the fluid does not 

undergo any boiling process, that is, the phase of the fluid does not change. However, the 

fluid does change from the liquid-like to gas-like condition with a significant variation of 

thermal properties around the pseudocritical point. This anomaly could affect the turbulence 

behaviour in a heated channel and consequently change the heat transfer rate, especially 

around the pseudocritical point. Fluid in this condition may also be simply referred to as 

supercritical fluid.  

The thermophysical properties of a fluid at supercritical pressure (SCP) vary dramatically 

and this can cause a decrease in the heat transfer rate. The phenomenon could take place 

within the near-critical and pseudocritical regions. For water, the critical pressure and 

temperature are 22.064 MPa and 373.95ºC respectively. The heating process at a constant 
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supercritical pressure will change the water from a liquid-like phase to a gas-like phase with 

a dramatic and fast change of thermophysical properties near the pseudocritical temperature, 

𝑇𝑝𝑐. Some properties decrease drastically across 𝑇𝑝𝑐, such as density, thermal conductivity 

and dynamic viscosity, while the specific heat reaches its peak value at 𝑇𝑝𝑐. 

The strong variations of thermal properties may have a significant effect on the turbulent 

flow. Many researchers have worked in this area to determine the general behaviour or 

characteristics of the turbulence at this condition. The properties variations could largely 

affect the turbulence production in very complex manner, consequently affecting the 

effectiveness of the heat transfer. Therefore, the in-depth understanding of the turbulent flow 

structure at supercritical pressure is very important for the development of SCWRs. 

 
Figure 2.1: Thermal properties of water around pseudocritical temperature at 25MPa. 

(Tpc=385℃) 
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2.1.2 Supercritical Flow Studies  

The heat transfer in supercritical fluids has applications in many industrial applications, 

including, for example, supercritical steam generators in fossil-fuelled power plants, 

supercritical hydrogen fuelled chemical nuclear rockets, supercritical fluids for transforming 

geothermal energy into electricity, air-conditioning and refrigerating systems with 

supercritical CO2 refrigerant, and processes such as supercritical chromatography, 

supercritical fluid extraction and polymer processing in pharmaceutical and chemical 

industries [14]. The idea to increase the thermal efficiency of fossil-fuelled power plants by 

using the supercritical water for steam generators was found attractive in the 1950s. With the 

same technology employed in the modern supercritical fossil-fuelled power units, it is 

expected that the thermal efficiency of modern nuclear power plants could be increased from 

33-35% to 45-50%. The concept of supercritical water reactor (SCWR) has been 

recommended as one of the next generations of nuclear types in the Generation IV 

International Forum (GIF) for further development [15]. A better understanding of problems 

associated with the supercritical fluid flow and heat transfers in the fuel assemblies is much 

needed in developing SCWR. 

Most studies published on the heat transfer to the supercritical flow, usually concerned 

in a heated circular tube or channel. However, the behaviour of the flow and heat transfer in 

fuel assemblies in the reactor could be more complicated than the simple geometry of a tube 

or heated channel. The literature review will cover some conditions related to the 

supercritical flow. The general behaviour and characteristics of the supercritical flow in 

heated tubes and channels are discussed here, while the heat transfer in rod bundles or 

subchannels will be discussed later in §2.2.2, which focuses on this topic specifically. 
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The general behaviour of heat transfer  

The heat transfer of the supercritical flow can be classified into three groups, namely, 

‘normal,’ ‘deteriorated’ and ‘improved’ modes [16,17]. The normal heat transfer mode can 

be described to be similar to the heat transfer that is outside from the pseudocritical range, 

where a monotonic change of wall temperature is observed in a uniformly heated tube. Heat 

transfer deterioration is encountered in a test section whenever a sudden increase of wall 

temperature due to a sudden drop in heat transfer coefficient occurs. In contrast, an increase 

of heat transfer coefficient suggests an ‘improved’ heat transfer mode. Heat transfer 

deterioration (HTD) usually occurs at high heat flux and low mass flux. The effect of flow 

acceleration or the buoyancy force, are often the causes of HTD, where both effects may lead 

to a decrease in turbulent kinetic energy by reducing the level of Reynolds stresses near the 

wall region. Consequently, heat transfer is impeded (refer to [17]). It is also worth noting that 

a sudden increase in wall temperature may raise a safety concern as it could potentially cause 

damage to the pipe or cladding of the fuel pin. It has been an interest of many researchers to 

understand this phenomenon. Some review of the work carried out on this topic can be found 

in [16–22]. In this section, a summary of the heat transfer at supercritical pressure will discuss 

briefly.  

When strong variations of thermophysical properties occur near Tpc, the supercritical 

water flow behaves in a complicated manner and flow instability may occur along with 

pressure pulsations and oscillations of Tw, consequently making the system unstable. This 

has been observed by several researchers [23–27]. The unusual behaviour can be explained 

by the combination of single-phase and two-phase fluid dynamics theory. The former is based 

on the unstable characteristics of the thin boundary layer due to excessive changes in the 
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thermophysical properties, while the latter is based on the unusual phenomena due to the 

transition from pseudonucleate to pseudofilm boiling process. However, there is no 

consensus among researchers on the real causes of flow instability and it is still subject to the 

further investigation [28]. 

In essence, the peculiarity of heat transfer to supercritical fluids is caused by buoyancy 

and flow acceleration due to the thermal expansion, as supported by the comparison made 

experimentally for the upward flows and downwards flows under the same conditions [29–

31]. Yamagata et al. [32], among others discussed another interesting feature of the heat 

transfer of supercritical fluids, that is, the peak value of the convective heat transfer 

coefficient found near the critical or pseudocritical point. This is due to the abrupt change of 

thermophysical properties of the fluid. This phenomenon was seen to persist in both vertical 

and horizontal tube flow. The magnitude of the peak of heat transfer coefficient decreased 

with increasing heat flux and pressure. Similar results were also observed later by Yoshida 

& Mori [33].  

In an upward flow, the buoyancy effect may cause an enhancement or deterioration of 

the heat transfer, while in a downward flow only an enhancement may occur [34]. 

Meanwhile, the acceleration effect due to thermal expansion only causes a deterioration in 

both upward and downward flows. The buoyancy effect and the flow acceleration are 

respectively a result of the gradient of density in radial and axial direction [28]. A theoretical 

explanation has been provided by Hall & Jackson [29], where the main factor of the HTD 

phenomena is due to the modification of the shear-stress distribution across the pipe with 

consequential changes in turbulence production. A study by Tanaka et al. [31] investigated 

the effects of buoyancy and flow acceleration due to the thermal expansion on turbulent 
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forced convective heat transfer to supercritical fluids in vertical tubes. The authors found that 

the effects of the two factors operate similarly with a very rapid decrease of the shear stress 

near the wall and they proposed a criterion of the reverse transition from turbulent to laminar 

flow. A general criterion for the onset of the buoyancy effect applicable to both SCP and the 

subcritical pressure was later provided by Jackson & Hall [35,36]. In addition, HTD is not 

restricted to the pseudocritical region, but it occurs in all temperature ranges including 

subcritical pressures [37]. Experimental work on annuli tube has been conducted by 

Glushchenko et al. [38] and Ornatskiy et al. [39] and it has found that in the upward flows 

of water in annuli, the wall temperature variations were similar to that in tubes when both 

tubes and annuli are long [37].  

Numerous engineering correlations proposed were based on experimental data. These 

correlations will usually relate Nusselt number to the Reynolds number and Prandtl number. 

The modification of Dittus-Boelter equation is very popular among many proposed 

correlations in predicting the temperature distribution in a cylindrical tube. To improve the 

accuracy of heat transfer predictions for supercritical fluids, the effect of property variations 

such as density and specific heat at constant pressure has also been adopted in many 

correlations [40–45].  There are a few studies which introduced Grashof number and 

dimensionless heat flux, q+ into the correlation to consider the buoyancy and thermal 

acceleration effect [46,47] but the predictions are still quite poor. It is noted from the report 

by IAEA [11] that the correlations available are mostly for tubes and at specific conditions. 

Research has to be extended to several other aspects (e.g., geometries, gap sizes, spacing 

devices, axial power profile, etc.) before correlations can be implemented for safety analyses 

and fuel design supports. This also includes the use of correlation in the subchannel 
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application, where those data are still rather limited  

Numerical studies 

Following computational advancement, the work on supercritical fluid flow has also been 

extended numerically since the 1980s to further investigate the physics of turbulent 

convective heat transfer. Most work has focused on developing a reliable turbulence model 

that can provide reasonable accuracy in predicting the heat transfer of supercritical fluids 

flows at different situations. Most of the turbulence models available are able to capture the 

general behaviour of heat transfer for the forced convection of supercritical fluids in channels 

[48–50]. That is, in such conditions, the turbulent only influenced by the flow acceleration 

caused by the property variation of the fluids, while no buoyancy influence is included. It is 

a challenge for the turbulence modelling in the heat transfer of supercritical fluids flow with 

the effect of buoyancy. Under such conditions, it must be able to predict reasonably accurate 

results for heat transfer when a significant laminarisation effect due to the buoyancy force is 

present. This phenomenon can occur in both vertical and horizontal flows. 

An assessment of some low Reynolds number turbulence models for their performance 

on predicting the heat transfer and flow of supercritical CO2 in a heated tube has been carried 

out by He et al. [51–53]. All turbulent models assessed were compared with DNS data. The 

general behaviour of the buoyancy influences on heat transfer was able to be captured by the 

models tested, but the performance varied from one model to another. The performance of 

V2F model [54] was the best among all turbulence models assessed. All tested models were 

preformed varied significantly between one another, but most are able to reproduce turbulent 

kinetic energy recovery under strongly influenced buoyancy reasonably well. However, they 

were still unable to reproduce the heat transfer enhancement fully which partly due to their 
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inability to reproduce the turbulent heat flux using a constant turbulent Prandtl number [55]. 

On the other hand, SST-k-ω model has also found to be a good turbulence model by some 

authors asserting that it is as good as the V2F model [54]. Wen & Gu [56,57] found that their 

numerical simulations with the SST model had good agreement with experimental data that 

they compared with under both studies at the same flow conditions. Similarly, Jaromin & 

Anglart [58] found good agreement between the SST model and the experimental data by 

Shitsman (1963) and Ornatskij et al. (1973) where the authors discussed the significant 

influence of turbulent Prandtl number on predicting the wall temperature and consequently 

the HTD. Moreover, Liu et al. [59,60] found that the SST model performs the best in their 

mixed convection study of annular and circular tubes of water at supercritical pressure under 

a specific condition. Comparisons were made with experimental data similar to above of 

Shitsman (1963) and Ornatskij et al. (1973)  for the tube [60], while data from Glushchenko 

& Gandzyuk (1972) was used for the annular channel [59,60]. 

In addition to the above models, an RNG k-ε, model as well as Reynold stress model 

(RSM) with an enhanced wall treatment, have been tested by Kao et al. [61]. They compared 

their results with experimental data of Yamagata et al. [32]. The predictions from both 

models showed good agreement with experimental data on predicting the heat transfer 

enhancement (HTE). The RSM model has also been tested for its capability to simulate HTD. 

Comparisons were made with the data from Shitsman (1963) and the authors concluded that 

it was capable of predicting HTD. Similar to other work, the authors also discussed the 

importance of the treatment of turbulent Prandtl number on predicting the deterioration. 

For DNS, Bae et al. [33] have documented the supercritical CO2 upwards and downwards 

flow in a circular pipe. In order to obtain a fully developed isothermal turbulent inflow flow, 
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Bae et al. implemented a spatially periodic domain at the inlet which is non-heated before 

the main heating domain. From their results, they observed that the change in the streamwise 

turbulent heat flux is strongly influenced by the buoyancy condition in an upward flow. When 

the maximum deterioration of heat transfer occurred at a reduced turbulence region, a 

positive distribution of the streamwise turbulent heat flux found to be dominant in the cross-

section. From their results, they indicated that buoyancy production terms have a direct effect 

on the Reynolds stresses and turbulent heat flux, where this is true in vertical supercritical 

flows. An annular supercritical CO2 flow was also studied by Bae et al. [37] to investigate 

the flow behaviour in the near wall region in an upward direction. The authors found that 

when the wall temperature surpassed the pseudocritical temperature (Tw>Tpc>Tb), a strong 

stabilizing effect from the variations of properties and buoyancy occurred that the turbulence 

cannot be self-sustained. It is also observed that a high radial turbulent heat flux within the 

cross-section of the channel may co-exist with a nearly flat temperature distribution outside 

the viscous region due to the increase of energy of the fluid without changing the temperature. 

Some studies used large eddy simulations (LES) in their work. Kunik et al. [62] study 

the forced convection in a circular tube for supercritical CO2 by using LES. They 

implemented an inflow generator to ensure a fully developed at the inlet of their heated 

domain. SGS models that were tested in the paper are Smagorinsky, Dynamic kinetic energy 

and Kinetic energy. It was shown from their results that the best prediction when the mesh 

was coarse was that of the dynamic kinetic energy SGS model. Meanwhile the LES study by 

Niceno & Sharabi [63] tested a WALE SGS model with two SGS models as metnioned above 

(Smagorinsky and Dynamic Smagorinsky SGS model). The advantages and disadvantages 

of each model were discussed. The WALE model was found to be the best, stable and 
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performed well in the near wall region. In comparison, even though the Dynamic model is 

quite good as the SGS viscosity can be damped in the near-wall region, but it is numerically 

unstable as the produced SGS viscosity can be negative. On the other hand, the WALE model 

is able to keep the eddy viscosity positive thereby making it more stable. This advantage 

makes WALE capable of achieving a result similar to DNS simulation if the mesh is fine 

enough. LES simulation is shown to be performed well to predict the heat transfer 

deterioration and turbulent kinetic energy. The authors observed that from the total 

production of turbulence in upward flows, the buoyancy production is significant whereas its 

contribution was small to the total production in the downward flow.  

2.2 Flow Studies in Rod Bundles  

2.2.1 Studies for Fluids at Subcritical Pressure 

The standard configuration of a nuclear reactor core is normally in the form of rod 

bundles, where the main heating takes place through these rods (fuel pins). Several types of 

fuel rod bundle configurations have been considered in previous work. The rod bundle 

configurations used for research work are either in the form of a whole rod bundle, a section 

of it or some subchannels. The latter may be categorised into four different types depending 

on its location in a fuel assembly, namely, ordinary, edge, corner, or guide tube. In a 

subchannel analysis [64], the degree of subchannel heterogeneity is measured by the ratio of 

the heated perimeter to the flow area, H/A. 
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Figure 2.2: Subchannel types [64]. 

The significant difference of turbulence structures between a subchannel rod bundle and 

an axisymmetric pipe flow were first discovered by Rowe et al. [65]. The flow conditions 

inside the rod bundles have been revealed to be very different from the typical pipe flow, as 

the flow in subchannels is bounded by adjacent rods and the containing pressure tube walls. 

Flow through a subchannel is very complex and may exhibit patterns that are not present in 

pipe flows [66–68]. The formation of secondary vortices inside these configurations is a 

result of the near-wall turbulence anisotropy that causes the coolant to spiral through the rod 

bundles and also between subchannels. Hooper & Rehme [69] were the first to demonstrate 

the existence of periodic azimuthal variations of the turbulent-velocity component through 

the gaps of closely spaced rod arrays. The azimuthal turbulent-velocity component is not 

associated with the secondary-flow velocities driven by the Reynolds-stress gradients. 

Even though there are some experimental investigations on flows in rod bundles, work 

considering mixed convection is still rather limited. As mentioned earlier, in a rod bundle 

turbulent mixing and crossflow between subchannels occur, which makes the heat transfer 

in rod bundle more complicated than in simple channels such as circular or annular tubes. 

In nuclear rod bundles, spacer grids are used to maintain the position of each fuel rod. 

They also have the function of safeguarding the structural integrity of the rod bundle as the 

fuel rod expands at higher temperatures. The presence of spacer grids may hinder the coolant 

flow and cause an additional pressure drop. However, the heat transfer performance may be 
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enhanced by spacer grids due to an increase in the local heat transfer coefficient [70–73].  

Some correlations for the local Nusselt number downstream of a spacer grid has also 

developed [74,75].  

Some CFD work has been conducted in 5 × 5 rod bundle [76–78] to study the effect of 

spacer grids and mixing vanes to the flow. A recent experiment study by Liu & Gu [79]  has 

considered a 5 × 5 square arrayed rod bundle. They tested Reynolds numbers ranging from 

1×103 to 3×104 with Bo* number from 1×10-6 to 5×10-2. In rod bundles, the effect of mixed 

convection was found to be similar to that in simple channels deterioration of heat transfer 

followed by the recovery as the buoyancy is increased. They concluded that the effect of 

buoyancy on the heat transfer should not be neglected especially at low Reynolds number. 

CFD simulations tend to be a popular tool used by researchers in the study of the flow 

behaviours within a rod bundle. Specifically, the RANS/URANS approach is found to be the 

most popular adopted approach. Its flexibility and relatively cheaper resource requirement 

make it the best choice for many applications.  

With regards to the application of the rod bundle flow, RANS predictions may perform 

poorly if no any specific adjustments are considered. This has been shown by Lee & Jang 

[80], where they used a non-linear k–ɛ model without any adjustments on the closely spaced 

bare rod arrays. They found that the model strongly underestimated the strong azimuthal 

turbulence intensity shown by Hooper & Rehme [69]. Meanwhile, Xiong et al. [81] tested 

two types of Reynolds stress models, i.e., the SSG model and the baseline-RSM (BSL-RSM) 

for an experimental validation study of 3×3 rod bundle. The authors concluded that the failure 

in calculating the strongly negative 𝑢′𝑤′ in the gap region connecting subchannels caused 

large discrepancies of axial flow velocity between the numerical and experimental results. 
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These examples showed that the lateral flow pulsations could not be predicted by a steady 

RANS calculation and they are also incapable of resolving the flow unsteadiness. 

Rod bundles considered in previous work are restricted to the geometries where only 

elementary sections are simulated using the assumption of symmetry across the boundaries 

[80–83]. When unsteady structures are concerned, this is not appropriate as it oversimplifies 

the condition at the symmetry, especially around the gaps. Most numerical studies on 

subchannels do not capture the complete flow phenomena in the whole bundle, where several 

types of subchannels may be present. Taking the 37-rod bundle of the CANDU reactor as an 

example, it consists of different kind of subchannels such as triangular, square and edge 

subchannels. To capture the possible interactions between different types of subchannels 

require full bundle simulations. This approach can be computationally expensive, even 

though it could provide more information and develop a better understanding of the mixing 

network within the whole bundle. In addition, most studies in rod bundles considered an 

isothermal flow and only a few studies were concerned with mixed convection at constant 

properties. 

Three different types of subchannels, including an ordinary, edge and corner subchannels 

have been studied by Gou et al. [84,85].  Among all turbulence models chosen, the Speziale 

quadratic non-linear high Re k-ε model with two layers near-wall treatment has the capability 

to reproduce the anisotropic turbulence flow in non-circular flow channels. From the chosen 

model, secondary flows were observed in their studies. The same model has been applied by 

some other researchers for rod bundle studies in supercritical water and has been shown to 

perform well [86–88]. 

Natesan et al. [89] investigated the flow in a 19-rod bundle of a liquid metal fast breeder 
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reactor (LFMBR) with wire wrapped rods using k-ε, k-ω and a Reynolds stress model. From 

the simulations, it was found that Nusselt number and the heat transfer coefficient are 

insensitive to the pitch of the rod bundle. In terms of the fuel assembly design, the wire wraps 

in the rod bundles could enhance mixing in the coolant and hence reduces temperature 

variations among the sections of the subassembly. 

Ninokata et al. [90] studied the flow in a tight lattice triangular configuration of rod 

bundle at low Reynolds number using three different approaches, i.e., Direct Numerical 

Simulation (DNS), Large Eddy Simulation (LES) and Unsteady Reynolds-Averaged Navier-

Stokes (URANS).  They developed simple analytical methods to detect and capture coherent 

structures, the cause of instabilities and the onset conditions of local laminar-turbulent 

transitions. By comparing the three approaches used, it was concluded that LES is the most 

promising approach to conduct thermal hydraulics study in fuel subassemblies as it gives 

sufficient information but is not as expensive as DNS. Another LES study was carried out by 

Zhang & Yu [91] to investigate the flow excitation in 43-pin CANDU caused by the 

endplates at the entrance and bundle-to-bundle interface. They found that the major 

disturbance source to the flow was from the endplates. They also confirmed that bare fuel 

elements without endplates do not produce significant flow fluctuations and wakes in the 

entrance region. 

Results from LES have been demonstrated to be more superior than those from the 

RANS/URANS approach even though the implementation of this approach is still quite 

limited due to the large requirement of computational time and mesh density needed. The 

predictions of the characteristics of the flow such as the vortex street and flow pulsations in 

the rod bundles can be investigated further using LES and could provide more information 
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to the general behaviour of the flow in such configurations. 

2.2.2 Flow Studies in Rod Bundles at Supercritical Pressure 

There have been only a few experimental studies that have been done for flows at the 

supercritical condition for configurations other than tubes, e.g., an annulus and especially 

flow in a rod bundle. One of the early studies at supercritical pressure for rod bundle was 

done by Dyadyakin & Popov [92] and Silin et al. [93]. Dyadyakin & Popov [92] investigated 

the flow in a tight bundle of seven rods in which all rods had four helical fins on them and 

pressure oscillations were recorded in their study. A correlation was developed from this 

study, which has been referenced in several later studies [94–97]. Silin et al. [93] reported 

that the there is no heat transfer deterioration observed in the multi-rod bundles compared to 

the same test parameter range in tubes where the phenomenon exists. 

An experimental study by Richards et al. [97]  considered supercritical Freon R-12 in a 

7-element rod bundle. The data obtained from this study has been compared with several 

correlations. They found that all correlations predict the HTC poorly with the experimental 

data. The effect of spacers has also been observed to either deteriorate or enhance heat 

transfer depending on the parameters tested. Similar effects on heat transfer were noted for 

wire wrapped pins by Li et al. [28].  

There are also a few recent studies on a 2×2 rod bundle with rounded corners in 

supercritical water. Experimental studies from Shanghai Jiao Tong University considered the 

rod bundle with and without wire wraps [98–100], and several correlations have been 

compared with their experimental data. From those studies, they concluded that the 

correlations that produced the best prediction are those of Jackson & Fewster [44], and 
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Bishop et al. [41]. Gu et al. [98] also showed that the buoyancy parameter developed by 

Cheng et al. [101] characterises the dependence of heat transfer coefficient quite well. 

Meanwhile, similar work of 2×2 rod bundle was also investigated by Wang et al. [102] and 

among the eight correlations that were compared with their experimental results, only the 

correlations by Jackson [45] and Ornatsky [103] predicted the more accurate Nusselt number 

reasonably well. A new correlation was developed using their new dataset. 

In addition to the above experiments, an experiment of a central square subchannel in 

supercritical water was conducted by Wang et al. [104]. The configuration considered 

represented a 2×2 rod bundle. The author produced a new correlation based on the expression 

of Mokry correlation, which satisfied the prediction of the subchannel to further improve the 

accuracy. However, this experiment did not take into consideration of imbalance of the flow 

and the transverse mixing in the 2×2 bare rod bundle.   

Numerical studies 

RANS method may not be capable of accurately predicting flow and heat transfer in 

supercritical flow fully, but it is a very handy practical engineering tool and in some cases, 

the only variable method. Many approaches and assessments have been done concerning heat 

transfer in supercritical water flow within rod bundles. A selection of literature is discussed 

here. 

Research on subchannel configurations of tight square lattice and triangular lattice fuel 

rod bundles at supercritical pressure was conducted by Yang et al. [105], where some 

turbulence models implemented in Star-CD were used. Experimental data by Yamagata et 

al. [32] were compared with their results. The authors observed that the two-layer model with 

a near wall function (Hassid & Poreh) performed the best in the prediction of the heat transfer 
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coefficient. In addition, the authors claimed that the heat transfer deterioration would be 

likely to occur in the narrow gap region due to the low mass flow rate. Yang et al. concluded 

that without considering the cross flow effects, the large non-uniformity of the flow area 

causes a strong circumferential temperature gradient at the cladding. The circumferential 

temperature gradient on the cladding surface was also observed to be high in the bundle with 

a square arrangement but not in a triangular arrangement of a rod bundle. 

Cheng et al. [106] simulated flows in a circular tube as well as those in subchannels of 

square and triangular fuel assembly configurations for supercritical flow. From their 

assessment, they recommend the use of SSG-RSM model, which was found performed better 

than other turbulence models (e.g., k-ε model and RNG model) that they tested. The authors 

have established the advantage of the SSG-RSM model in predicting the heat transfer of 

supercritical fluid flow in rod bundles because the model can capture the anisotropic 

behaviour of turbulence in such a geometric configuration, including the HTD. 

Similarly, Gu et al. [107,108] have also used the SSG-RSM model in their study of 

supercritical water flow which focused on the subchannels of both square and triangular 

lattice bundles. In these studies, the effect of pitch-to-diameter ratio on the secondary flow 

and the turbulent mixing between subchannels were discussed. They found that P/D ratio 

directly influence the turbulence mixing, where this result agrees with to the finding that of 

Zhang et al. [109]. However, the effect of the gap flow instability phenomenon that can occur 

when P/D is small was not considered in these studies. 

Vertical upward and downward flows of a supercritical fluid in three types of fuel 

assembly arrangements were considered by Shang [110], i.e., a square, a hexagon and a 

cylindrical geometry. In the study, the author used the Speziale quadratic non-linear high 
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Reynolds number 𝑘– 𝜀 turbulence model with a two-layer near wall treatment (Hassid & 

Poreh). The hexagon geometry frame was able to attain the lowest wall temperature 

compared with the other two. It has been reported that heat transfer controlled by the P/D 

ratio. For example, the heat transfer at the larger P/D ratio can be worse even though at the 

wall temperature can be obtained quite low with a small difference between its maximum 

and minimum value. Thus, a suitable P/D ratio should really be considered for both the 

efficiency and safety. The work on those fuel assemblies has been extended to horizontal 

flow by Shang & Lo [86,87]. As expected, the temperature profile of the rod was affected by 

the direction of the flow with higher temperature at the top and the temperature would be 

even out by the mixing between channels in some locations.  

 
Figure 2.3: Types of geometric frames for the fuel assemblies (credit to Shang [110]). 

a) square b) hexagon c) cylinder 

Studies on a section of the whole rod bundle of the Canadian SCWR design were 

conducted by  Podila & Rao [111,112]. Both wire-wrapped and bare fuel bundles were 

considered in these studies. The presence of wire was found to help the inter-subchannel 

mixing and decrease the circumferential wall temperature compared with the bare bundles. 

Moreover, the chosen SST 𝑘–𝜔 model was capable of capturing the HTD phenomenon, but 

the RSM could not [111].  
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It can be concluded that some low Reynolds number turbulence models and RSM models 

are able to predict the heat transfer deterioration caused by the buoyancy at certain 

conditions. In spite of this, all turbulence models are unable to resolve the supercritical fluid 

flow under all conditions. To the author’s knowledge, DNS and LES have been used by very 

few researchers to study supercritical fluid flow in rod bundles. Consequently, there is lack 

of published work for this condition. 

2.3 Studies on the Gaps Instability 

When rod-to-rod and rod-to-wall gaps regions of a rod bundle are small relative to the 

dimension of the subchannel, the flow is characterized by strong transverse flow pulsations, 

which can contribute significantly to the momentum and heat transfer across the gaps. It is 

widely accepted that these instabilities in the form of flow pulsations are associated with 

large-scale vortices, which form quasi-periodically in pairs on either side of the gap. Such 

flow structures are sometimes referred to as coherent structures [113–115]. The background 

on the study of flow instabilities can be found in the review article by Meyer [116]. 

The flow instability phenomenon can be considered to originate from an experiment of 

wall-bounded 4-rod channel conducted by Hooper & Rehme [69]. The authors found strong 

periodic low-frequency oscillations in the axial and peripheral turbulent velocity 

components. The experiment was repeated with a symmetrical squared-pitch rod cluster 

channel and similar structures with smaller amplitudes of velocity components were found. 

The reason for the smaller amplitude was attributed to the larger pitch-to-diameter ratio in 

comparison with the former experimental configuration. The conclusions made from the 

experiments were, for developed single-phase turbulent flow through closely spaced rod 
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arrays, the mass, momentum and heat transfer processes are characterised by strong 

quasiperiodic azimuthal turbulent velocity directed through the gap. The azimuthal turbulent 

velocity has been found to be apparently generated by incompressible-parallel-channel flow 

instabilities and is not associated with the mean secondary flow velocities driven by Reynolds 

stress gradients. Furthermore, the length scales of the axial and azimuthal turbulent transport 

processes have been found to be significantly affected by the gap width, which indicates that 

the anisotropy of the turbulent transport processes in the rod gap is an essential feature to be 

reproduced in numerical simulations of rod bundle flows. 

Möller [117,118] extended the work of the wall-bounded of the 4-rod channel to further 

investigate the quasi-periodic behaviour of the fluctuating velocities by varying the gap width 

and Reynolds number. The author found that the large-scale fluctuations could easily be 

determined with the identification of peaks in the power spectra of the azimuthal velocity. 

As the flow velocity increased or the gap width reduced, the frequency is increased. The 

Strouhal number that is, the frequency non-dimensionalized using the rod diameter and 

friction velocity is given as follows, 

 
𝑆𝑡𝜏 =

𝑓𝐷

𝑢𝜏
 

(2.1) 

The Strouhal number was found to be independent of Reynolds number and inversely 

proportional to the gap width. Möller proposed a flow model of a street of vortices in the 

centre of the gap that rotates alternately in opposite directions (refer to Figure 2.4). They 

move in the axial direction with their axis perpendicular to the rod surface in the gap. These 

large-scale vortices were attributed to the velocity gradient, similar to that near a wall. Since 

there is no wall at the centre of the gap, the motions of eddies were not obstructed, therefore 

large eddies can be sustained and cross the gap as they are transported by the main flow.  
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Figure 2.4: Flow model of street vortices in the gap by Möller [117]. 

Krauss & Meyer conducted investigations in a 37-rod bundle with wall subchannels of 

W/D=1.06 [119] and a central channel with P/D=1.06 [114]. It was concluded that the vortex 

trains in a rod bundle are highly synchronized. From the two-point measurements results, 

they proposed a flow model shown in Figure 2.5, which is quite similar to Möller’s. Two 

vortices are driven by the higher velocity at either side of the gap and rotate in opposite 

directions. Unlike in Möller’s model, axes of the vortices are on either side of the gap instead 

of at the gap centre, with those vortices are moving axially within the gap by a convection 

speed (Uc) and are half wavelength (λ/2) apart. 

 
Figure 2.5: Flow model of street vortices in the gap by Krauss & Meyer [114]. 

The gap instabilities are not only present in rod bundles, but can be observed in other 

non-uniform geometries. Wu & Trupp [120,121] investigated the flow structures at the gap 

formed between a trapezoid channel and an enclosed rod (Figure 2.6). They have confirmed 

the existence of significant turbulence in the rod-to-wall gap region in their studies. On the 

other hand, Meyer & Rehme [122,123]  conducted experiments on square channels connected 
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by a narrow cross-section to investigate if the instability phenomenon is not restricted to the 

flow in rod bundles (Figure 2.7). The gap width and gap length connecting the square 

channels were varied. Similar vortices at the gap were found have diameters roughly 

equivalent to the gap depth and the centres of vortices were located on both sides of the 

centreline of the gap similar to the proposed model by Krauss& Meyer.  

 
Figure 2.6: Cross-section of trapezoid channel with an enclosed rod by Wu & Trupp 

[120,121]. 

 

 
Figure 2.7: Cross-section of connecting rectangular channels by Meyer & Rehme 

[122,123]. 

The experimental work to fully characterize the coherent structures has also been 

conducted at the University of Ottawa by Guellouz & Tavoularis [124]. A rectangular 

channel containing a cylindrical rod was chosen. Gaps between wall and rod were varied and 

their results were in agreement with previous work.  Guellouz & Tavoularis [125] 

investigated the onset of the flow instability by considering laminar flow. The pulsating flow 

was also observed at low Reynolds numbers. There are two types of instabilities, namely 

symmetric mode and anti-symmetric mode. The former results from the Kelvin–Helmholtz 
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instability of the wall-normal profile, while the latter results from the wake-like instability of 

the span-wise profile. Similar instabilities have also been observed by Choueiri & Tavoularis 

[126,127] in an eccentric channel. The “gap vortex street” was attributed to the instability of 

two mixing layers on both sides of the gap. 

 
 

(a) (b) 

Figure 2.8: Cross-sections of a) rectangular channel with enclosed rod by Guellouz & 

Tavoularis [124,125] b) eccentric channel by Choueiri & Tavoularis [126,127]. 

From the same configuration of Guellouz & Tavoularis [124,125], additional work by 

Chang & Tavoularis [128] considered isothermal flow numerically. They used a URANS 

approach with RSM as turbulence model and produced time-averaged and phase-averaged 

velocity measurements including turbulence characteristics. Results obtained showed 

agreement to the experimental data with matched mean velocity and turbulent stresses 

distribution. The characteristics of coherent structures in the gap region from the experiment 

were also reproduced numerically. A further study by Chang & Tavoularis [129] considered 

heating from a rod in a rectangular duct to demonstrate the importance of coherent structures 

on heat transfer in the gap. In this study, the temperature increase was low where the effect 

of temperature variation on the velocity and the fluid properties is negligible. The structures 

in the gap were observed to be capable of transporting fluid across the gap, creating 

substantial local variations of the instantaneous temperature and heat transfer coefficient. The 

authors suggested that these fluctuations may need to be taken into consideration in safety 

analyses.  
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The experiment conducted by Lee et al. [130] used the ratio of the sum of the gap width 

and the rod diameter to the rod diameter, (
𝑔+𝐷

𝐷
) to replace the pitch to diameter ratio to study 

the mixing between subchannels due to the pulsating flow structure. Furthermore, Jeong et 

al. [131] introduced a new parameter to characterise the “gapping” based on the ratio of the 

distance between two adjacent subchannel centres (𝛿𝑖𝑗) to the hydraulic diameter. They 

found that this geometrical parameter ratio 𝛿𝑖𝑗/𝐷  is a dominant factor affecting the turbulent 

mixing and correlates better with the experimental data than does the gap to diameter 

parameter. 

Ninokata et al. [90] simulated strong and large-scale pulsation flow in the narrow gap for 

a wide range of geometrical and hydraulic parameters. They have considered several 

approaches including RANS, LES and DNS in their study and preferred LES to study the 

global flow pulsation phenomena that dominate the mixing between subchannels. Merzari & 

Ninokata [132] has used LES simulation for a flow in tight-lattice rod bundle. Using proper 

orthogonal decomposition approach (POD), they suggested POD could provide more 

complex dynamical behaviour in rod bundles. The interaction of higher modes from POD 

might explain the presence of “missing period” from the structures observed experimentally. 

Yan et al. [133–136] conducted numerical studies of the large-scale flow pulsation in the 

tight lattice and rectangular channels with the URANS approach in conjunction with a 

Reynolds Stress Model. They concluded from their results that in any channel that they 

studied, the large-scale periodic vortex structures have developed from the flow disturbance 

due to the transverse vorticity gradient. The distribution of vorticity corresponds to the vortex 

structures. When the pitch to diameter ratio, P/D was close to the critical value, coherent 

structures and the mixing become more apparent. They discovered that the critical P/D of 
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tight lattice is about 1.03. For this kind of lattice, the local heat transfer, the average heat 

transfer capability and fluid mixing between subchannels are maximized.  

Duan & He [12,13] investigated the effect of buoyancy-aided flow on large flow 

structures in the trapezoid annulus channel using LES based on the Boussinesq 

approximation. The chosen configuration was the same used by Wu & Trupp [120,121]. The 

authors concluded that the buoyancy force has non-negligible effects on the behaviour of the 

large flow structures. The scales of large flow structures temporally and axially are 

influenced by buoyancy in a similar as is the turbulence. That is, the scales of large flow 

structures reduce when the flow is laminarised by the buoyancy and so do the mixing factors 

between the subchannels. The authors also concluded that several factors make the effect of 

buoyancy complicated. The factors include different non-uniform buoyancy effects on 

turbulence in different regions of the domain, the redistribution of the mass flow in the 

various subchannels as well as large flow structures in the flow channel. The effect of the 

last factor was found to be most dominant. 

Mixing factor 

Thanks to the existence of pulsating behaviour in the narrow gap, mixing of the flow 

between the subchannels is strengthened. Rehme [113] has introduced an equation to 

evaluate the mixing factor due to the large flow structures which is shown below. 

 𝑌 =
𝑢𝑒𝑓𝑓𝛿𝑖𝑗

𝜀̅
  (2.2) 

where ueff is the effective mixing velocity and 𝛿𝑖𝑗 is the distance between the subchannels, 

and 𝜀 ̅is the reference eddy viscosity. ueff is defined by Wu & Trupp [121] as follows: 
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 𝑢𝑒𝑓𝑓 = √∫ 𝐸𝑢𝑢(𝑓) 𝑑𝑓
𝑓𝑝+

𝑓𝑝
4

𝑓𝑝−
𝑓𝑝
4

 (2.3) 

where fp is the peak frequency and Euu(f) is the power spectrum density function. The  

reference eddy viscosity, 𝜀 ̅ in equation (2.2) is given by Rehme as [113]: 

 𝜀̅ =  𝜈
𝑅𝑒

20
√
𝑓∗

8
 (2.4) 

where 𝜈 is the average kinematic viscosity and the 𝑓∗ is friction factor. Following Rehme 

[113], an estimated 𝑓∗ is obtained from the turbulent isothermal flow in a smooth pipe at 

similar Reynolds number, which is given by: 

 𝑓∗ = 0.18 𝑅𝑒−0.2 (2.5) 

Rehme [113] also stated that ueff may be calculated away from the centre of the gap. The 

semi-empirical correlation to estimate ueff at the location away from the centre of the gap is 

given by Rehme [113] as: 

 𝑢𝑒𝑓𝑓 = 𝑢𝑒𝑓𝑓,𝑥=0 10
−0.78(

𝑆
𝐷
)
−0.33

(𝑥/𝛿𝑖𝑗) (2.6) 

2.4 Summary 

In the last few decades, the understanding of the heat transfer to supercritical water has 

been significantly improved. The heat transfer can be enhanced due to the increase of cp when 

the buoyancy is weak. When the buoyancy effect is not negligible, the heat transfer is 

normally enhanced in a downward flow, whereas in an upward flow the behaviour is more 

complicated. Heat transfer deterioration is likely to happen when the heat flux is high and/or 

mass flux is low. When the buoyancy is really strong, the heat transfer recovery occurs. 
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Several correlations have been developed to predict the wall temperature. Most correlations 

are strictly for tubes and at specific conditions. These correlations are not necessarily reliable 

for other geometries especially fuel assembly configurations.  

Numerous studies have focused on flow in rod bundle, either experimentally or 

numerically. However, with regards to mixed convection and data of heat transfer in rod 

bundles, there is still quite limited experimental work that has been done. Specifically, 

experimental studies for flow and heat transfer in a supercritical fluid are limited. 

Correlations that have been proposed for circular tubes are found not particularly reliable for 

the supercritical flow in rod bundles. Correlations by Jackson & Fewster [44], and Bishop et 

al. [41] were found to predict the best in 2×2 rod bundle recent studies. Consequently, more 

experiments for rod bundles, in general, are needed for more reliable correlations to be 

proposed for safety analyses and fuel design supports. As for the instability phenomena in 

the gaps, the general understanding has been developed by many researchers. The 

phenomenon in the gaps of rod bundles can also be found in other non-uniform 

configurations. However, there are not many studies on the effect of buoyancy and/or large 

variation properties on the flow instabilities in the gaps. This is true for both experimental 

and numerical investigations.  

Most numerical studies of flows in fuel bundles used RANS approach. It has been found 

that low Reynolds number turbulence models and RSM models may able to predict some 

heat transfer deterioration in buoyancy influence flow at supercritical pressure to a certain 

degree, but quantitatively none of them is able to predict the phenomena accurately for a 

range of conditions. The accuracy of the predictions of turbulence models is dependent on 

the cases studied. The RANS approach also struggles to resolve the supercritical fluid flow 
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under many conditions and are unable to provide information on the instabilities and cross 

flow between subchannels. Some authors, however, have built some confidence on the 

applicability of the URANS approach to simulate the flow in a rod–bundles or rod-bundle-

like configurations to study instabilities phenomena, even though the predictions are 

generally less reliable than DNS and LES especially, for the detailed flow field. 

It is the LES and DNS assuredly could provide more detailed flow structures and 

additional insight into the flow phenomenon. Yet the work with the use of DNS and LES is 

still limited especially for configurations other than simple circular tubes as the higher 

computational cost is involved for such flows. DNS/LES can be viewed as an alternative 

option for experiments to study the effect of supercritical fluid flow and heat transfer as well 

as the flow instabilities in the gaps. The work using LES and DNS in rod bundles for mixed 

convection cases, specifically in the supercritical flow is much needed as there is still a lack 

of published work on these conditions. Some authors suggested LES be the best option as an 

intermediate approach in providing detailed information on a reasonable cost. 

The PhD work presented here is concerned with the supercritical flow in a rod-bundle-

like configuration. The work is based on large eddy simulations. Chapters 4 and 5 describe 

studies of forced convection and mixed convection, respectively. 



 

 

 

 

Turbulence, Large Eddy Simulation 
and Numerical Methods in 

Code_Saturne 

3.1 Introduction to Turbulence Theory 

Turbulent is a distinct physical phenomenon in dynamic fluid flow and has been an 

interest to many researchers for a very long time. It could go back circa 1500 from the 

illustration work of Leonardo da Vinci, but the understanding of this phenomenon comes 

around later in the 19th century. Research in turbulence can be categorised in into three 

distinct overlapped “movements” as suggested by Chapman & Tobak [137]. The first 

movement can be called as a statistical movement, which started around late 19th century 

with the work of Osborne Reynolds and all the way to the present with recent work. This 

movement considered the nondeterministic approaches such as the use of RANS and LES 

approaches, where studies are based on the statistical average of the flow. The next 

movement is the structural movement which according to Chapman & Tobak [137] began 

with the discovery of Tollmien-Schlichting waves and their measurement by Schubauer & 
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Skramstad in 1948. This movement basically detects and analyses coherent structures in 

turbulent flows, which were not be provided by the previous movements. The last movement 

is the deterministic movement that began with the work of Lorenz in 1963, but can easily 

include the studies as far back as the work of Poincaré in 1899. The deterministic movement 

includes the deterministic approaches such as DNS and LES that undoubtedly incorporate 

some aspects of both the statistical and structural movements. Even though LES might also 

be seen as a part of the statistical movement due to the use of SGS model, it is however 

indirectly incorporate aspects of structural and deterministic movements as the large scales 

are computed directly. This chapter aims to present the fundamental turbulence theory, the 

characterisation techniques for the turbulence statistics, the description of the Large Eddy 

Simulation and finally the numerical method in Code_Saturne employed throughout this 

study. 

 
Figure 3.1: Movements in the study of turbulence [137]. 
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3.1.1 The Energy Cascade  

The concept of the energy cascade is that turbulence comprises of eddies of different 

sizes, and it was first coined by Richardson in 1922. The idea is that large eddies are unstable 

and breakup and transfer energy into smaller eddies. These smaller eddies go through a 

similar breakup and transfer the energy into even smaller eddies and this process continues 

until the eddy motion is small enough that is stable, and molecular viscosity is effective in 

dissipating the kinetic energy. Smaller scales may also be present within the large eddies of 

the flow. This is succinctly summarised by Richardson in his poem: 

“Big whorls have little whorls, 

which feed on their velocity; 

and little whorls have lesser whorls, 

and so on to viscosity 

(in the molecular sense)”. 

Eddies of the largest size range can be characterized to their lengthscale ℓ0 and 

characteristic velocity 𝑢0 ≡ 𝑢(ℓ0). The lengthscale ℓ0 is comparable to the flow scale ℒ and 

the characteristic velocity 𝑢0 is on order of the root mean square turbulence intensity and 

𝑢′ ≡ (
2

3
𝑘)

1/2

 which is comparable to 𝒰. The last sequence of the energy cascade process is 

dissipation. Its rate can be determined by the transfer of energy from the largest eddies. The 

large scale eddies have an energy of the order of 𝑢0
2 and timescale 𝜏0 = ℓ0/𝑢0, which implies 

that the rate of energy transfer is 𝑢0
2/𝜏0 = 𝑢0

3/ℓ0. The rate of dissipation, 𝜀 scaled with 𝑢0
3/ℓ0 

at high Reynolds number is independent of 𝜈. The framework of turbulence modelling is 

generally motivated by this view of energy cascade. 
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3.1.2 The Kolmogorov Hypotheses 

In understanding the concept of the size characteristics of eddies and its energy, 

Kolmogorov has formed three hypotheses that could assist in this identification process. The 

hypotheses aim to answer questions on the size of the smallest eddies that are responsible for 

dissipating energy and the behaviour of both velocity 𝑢(ℓ) and timescale 𝜏(ℓ) when the 

lengthscale ℓ decreases. The three hypotheses are as following:  

Kolmogorov’s hypothesis of local isotropy. The small-scale turbulent motions (ℓ ≪

ℓ0) are statically isotropic at a sufficiently high Reynolds number. Lengthscales can then be 

separated between the anisotropic of large eddies and the isotropic small eddies. The 

information brought down from the large scales can be argued lost as the energy is passed 

down the cascade. This results in the universal form of the statistics of the small-scale 

motions. 

 Kolmogorov’s first similarity hypothesis. At sufficiently high Reynolds number, the 

small-scale motions of every turbulent flow have a universal form that is uniquely determined 

by the mean energy dissipation rate, ε and the kinematic viscosity, 𝜈. Given these two 

parameters, the unique length, velocity and timescales can be obtained respectively in the 

form of: 

𝜂 ≡ (𝜈3/𝜀)1/4  𝑢𝜂 ≡ (𝜀𝜈)
1/4  𝜏𝜂 ≡ (𝜈/𝜀)

1/2 

Two identities can be obtained from above definitions, indicating that the Kolmogorov 

scales represent the smallest dissipative eddies. First the Reynolds number based on the 

Kolmogorov scales is unity (𝑅𝑒𝜂  = 𝜂𝑢𝜂/𝜈 = 1), and the second identity is that the 
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dissipation rate is given by 𝜀 = 𝜈(𝑢𝜂/𝜂)
2
= 𝜈/𝜏𝜂

2, where, 𝑢𝜂/𝜂 = 1/𝜏𝜂 can be equivalently 

obtained. This provides a consistent characterisation of the velocity gradients of the 

dissipative eddies. 

Moreover, from the dissipation rate scaling 𝜀 = 𝑢0
3/ℓ0, the ratios of the length scale, 

velocity scales and timescales of the large and small eddies of the flow are as following: 

𝜂/ℓ0 ∼ 𝑅𝑒
−3/4  𝑢𝜂/𝑢0 ∼ 𝑅𝑒

−1/4 𝜏𝜂/𝜏0 ∼ 𝑅𝑒
−1/2 

where 𝑅𝑒 =  
𝑢0ℓ0

𝜈
. It is therefore evident that, at high Reynolds number, the velocity scales 

and timescales of the smallest eddies (𝑢𝜂 and 𝜏𝜂) are small compared with those of the largest 

eddies (𝑢0 and 𝜏0). 

Kolmogorov’s second similarity hypothesis: At sufficiently high Reynolds number, the 

statistics of the turbulent motions of scale ℓ, which is much smaller than ℓ0 yet is still larger 

than 𝜂, i.e., ℓ0 ≫ ℓ ≫ 𝜂, have a universal form that can be uniquely determined by ε and is 

independent of ν. From the second similarity hypothesis, the energy-containing range (large) 

eddies and the dissipation range (small) eddies can be separated. Motions between this range 

are called the inertial subrange which is determined by inertial effects, with the viscous 

effects being negligible. The motions in the dissipation range experience significant viscous 

effects. The various ranges can be seen in Figure 3.2, where the demarcation lines between 

inertial subrange and the dissipation range and energy containing range are respectively 

denoted by ℓDI and ℓEI. The characteristic velocity scales and timescales are formed from 

the dissipation rate, ε and the inertial lengthscale, ℓ as: 

𝑢(ℓ) = (𝜀ℓ)1/3,  𝜏(ℓ) = (ℓ2/𝜀)1/3 
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Figure 3.2: Various lengthscales and ranges of eddy sizes 𝓵, and the process of energy 

cascade in turbulent flow [138]. 

3.1.3 An Introduction to Modelling and CFD Simulations 

There are several approaches either experimentally or numerically to study the problem 

of turbulent flows. In principle, numerical simulations are efficient and relatively cheaper 

than experimental methods, but it is required for numerical models to be validated with 

experimental results. The fundamental equations for any flow problems are the Navier-

Stokes equations including the conservation of mass, momentum and energy that describe 

the motion of a fluid. For an incompressible flow, the mass and momentum equations are 

given as: 

Continuity equation: 
𝜕𝑢𝑖
𝜕𝑥𝑖

= 0 (3.1) 

Momentum equation: 

 

𝜕𝑢𝑖
𝜕𝑡
+
𝜕(𝑢𝑖𝑢𝑗)

𝜕𝑥𝑗
= −

1

𝜌

𝜕𝑝

𝜕𝑥𝑖
+ 𝜈

𝑢𝑖
𝑥𝑖𝑥𝑗

 

 

(3.2) 

where, 𝑢𝑖 and 𝑥𝑖 are velocity components and coordinates in the 𝑖𝑡ℎ direction, 𝑡 is the time, 

𝜌 the density, 𝑝 the pressure and 𝜈 the kinematic viscosity. 

Directly solving the NS equations are impractical for most engineering problems. The 
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most used numerical approach in engineering application for its flexibility and cost efficient 

is the Reynolds-Averaged Navier-Stokes (RANS) method. RANS solves statistically 

averaged information that can be used for high Re flows as well as complex geometry 

problems. In the RANS, the Navier-Stokes equations are time-averaged by using the 

Reynolds decomposition introduced by Osborne Reynolds, where the flow variables can be 

decomposed into mean and fluctuating components. Therefore, the instantaneous velocity, 𝑢𝑖 

and instantaneous pressure, 𝑝 can be expressed as: 

 
𝑢𝑖 = 〈𝑢𝑖〉 + 𝑢𝑖

′ 

𝑝 = 〈𝑝𝑖〉 + 𝑝′ 
(3.3) 

where the angle brackets 〈… 〉 denotes the time-averaged component and the prime ( ′ ) 

denotes the fluctuating component. Consequently, the average of the fluctuating components 

become zero (〈𝜙′〉 = 0). Using (3.3), equation (3.1) & (3.2) can be rewritten as follows: 

Continuity equation: 
𝜕〈𝑢𝑖〉

𝜕𝑥𝑖
= 0 (3.4) 

Momentum equation: 
𝜕〈𝑢𝑖〉

𝜕𝑡
+ 〈𝑢𝑗〉

𝜕〈𝑢𝑖〉

𝜕𝑥𝑗
= −

1

𝜌

𝜕〈𝑝〉

𝜕𝑥𝑖
+ 𝜈

𝜕2〈𝑢𝑖〉

𝜕𝑥𝑖𝜕𝑥𝑗
−
𝜕〈𝑢𝑖

′𝑢𝑗
′〉

𝜕𝑥𝑗
 (3.5) 

From the transformation, an additional term is added at the right hand side of equation 

(3.5), which is a nonlinear term of fluctuating velocity components. This additional nonlinear 

term results in a closure problem of turbulence, where one or more extra equations are needed 

to solve it.  

Without time-averaging, the Navier-Stokes equations can be solved directly and this 

approach is called Direct Numerical Simulation (DNS). No turbulence modelling 

assumptions are required as DNS resolves all temporal and spatial scales of motions. 

However, in order to resolve all scales of motions, the number of the grid points required is 
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proportional to Re9/4, consequently there is a very high computational cost for moderate to 

high Reynolds number ranges. Consequently, the aforementioned DNS is rarely used in 

industrial applications but is more commonly used in the fundamental study of physics flow. 

There is another approach that resolves more flow physics than RANS does and requires 

a lower computational cost than DNS does. The approach is called Large Eddy Simulations 

(LES). The turbulent kinetic energy is mostly stored in the large-scale eddies, in LES method 

large scales of motions are resolved using filtered Navier-Stokes equations while modelling 

the smaller turbulent eddies. The influences of the smaller scales on the larger scales 

momentum flux is represented by the subgrid-scale (SGS) model. Since the computational 

grids in LES do not resolve the small scales, this approach is cheaper than that of DNS and 

is convenient for higher Reynolds numbers with reasonably accurate results.  In the present 

study, LES is being used to study the large flow structures and coherent structures. Further 

details on the LES approach and its SGS models are discussed in §3.3. More details on all 

mentioned numerical approaches can be found in Pope (2000) [138], Davidson (2004) [139] 

and Fergizer & Peric [140]. 

3.2 Statistical Description for Turbulence Characteristics 

The complexity of turbulent flows is that solutions of the Navier-Stokes equations are 

generally random. This is due to turbulent flow sensitivity to the initial and boundary 

conditions, especially at high Reynolds number. Therefore, to determine the evolution of the 

flow field, statistical methods are used in the description of turbulence. Averages, 

correlations and spectral analysis are presented in the following sections. 
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3.2.1 Averaging 

The statistics of turbulence flow can be computed by performing stochastic mean 

(ensemble, spatial and temporal averaging), which are denoted with 〈… 〉. The statistical 

moment of order 𝑛 for any random variable, 𝜙 is defined as the mean of 𝜙𝑛: 

 〈𝜙𝑛〉 = ∫𝜙𝑛𝑓(𝑥)𝑑𝑥 (3.6) 

where 𝑓 is the probability density function (PDF) such that: 

 𝑃{𝑎 ≤ 𝜙 ≤ 𝑏} = ∫ 𝑓(𝑥)𝑑𝑥
𝑏

𝑎

 (3.7) 

The mean of a series of discrete points regularly sampled with N realizations can be 

defined as: 

 〈𝜙〉 = lim
𝑁→∞

1

𝑁
∑𝜙𝑖

𝑁

𝑖=1

 (3.8) 

where 𝜙𝑖 is a finite sample at one realization. It is associated with the turbulent fluctuation 

𝜙′ that can be derived in the mathematical expression of: 

 𝜙𝑖
′ = 𝜙𝑖 − 〈𝜙〉 (3.9) 

By the above construction, 〈𝜙′〉 is a property equivalent to zero. However, the fluctuation 

moments of second or higher order are not necessarily zero. Thus, variance can be defined 

to be the mean-square of the fluctuations and expressed as: 

 
〈𝜙′

2〉      =    lim
𝑁→∞

1

𝑁
∑[𝜙 − 〈𝜙〉]2
𝑁

𝑖=1

, 

 =      〈𝜙2〉 − 〈𝜙〉2 

(3.10) 

The standard deviation or root mean square of variance (r.m.s) value of the random 
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variable 𝜙 by (𝜙𝑟𝑚𝑠
′ = √〈𝜙′〉2) can be used to measure the strength of the fluctuation or 

known as turbulence intensity. The second moment or covariance of the fluctuation velocity 

can be used to calculate Reynolds stresses in form of: 

 〈𝑢𝑖
′𝑢𝑗
′〉 = 〈𝑢𝑖𝑢𝑗〉 − 〈𝑢𝑖〉〈𝑢𝑗〉 (3.11) 

Additional information regarding the statistical structure of turbulence can be inspected 

using higher-order statistics. The normalised third and fourth order moments are called the 

skewness, S and flatness, F (or kurtosis) respectively, 

𝑆〈𝜙〉 =
〈𝜙′

3〉

〈𝜙′2〉3/2
 and 𝐹〈𝜙〉 =

〈𝜙′
4〉

〈𝜙′2〉2
 

The skewness is to determine the lack of symmetry between the positive and negative 

fluctuations; whereas the flatness indicates the possibility of extreme amplitudes instances.  

3.2.2 Correlations 

A correlation of fluctuating motions can be conducted between two points in space or in 

time, which can quantify the lengthscales and timescales respectively. The two-point spatial 

correlation between velocity fluctuations at spatial points 𝑥 and 𝑥 + 𝑟 can be defined as: 

 𝑅𝑖𝑗(𝑥, 𝑥 + 𝑟) = 〈𝑢𝑖
′(𝑥)𝑢𝑗

′(𝑥 + 𝑟)〉 (3.12) 

In normalized form, the correlation function can be expression as: 

 𝑅𝑖𝑗(𝑥, 𝑥 + 𝑟) =
〈𝑢𝑖
′(𝑥)𝑢𝑗

′(𝑥 + 𝑟)〉

〈𝑢𝑖
′2(𝑥) 〉

 (3.13) 

The terms autocorrelation and cross-correlation are adopted for 𝑖 = 𝑗 and 𝑖 ≠ 𝑗, 

respectively. The integral lengthscale characteristic can then be measured using the two-point 
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spatial correlation and it is defined as: 

 𝐿𝑖𝑗 = ∫ 𝑅𝑖𝑗(𝑟)𝑑𝑟
∞

0

 (3.14) 

For a statistically stationary process, the temporal correlation can be determined by a 

similar approach to the spatial correlation by measuring signal in time. For signals measured 

at a given point with a time delay of 𝜏, the two-time correlation function can be written as: 

 𝑅𝑖𝑗(𝜏) =
〈𝑢𝑖
′(𝑡)𝑢𝑗

′(𝑡 + 𝜏)〉

〈𝑢𝑖
′2(𝑡) 〉

 (3.15) 

Hence, the definition of an integral timescale of turbulence can be derived as: 

 Τ𝑖𝑗 = ∫ 𝑅𝑖𝑗(𝜏)𝑑𝜏
∞

0

 (3.16) 

which indicates the period which turbulent fluctuations remain correlated. 

3.2.3 Spectral Analysis 

To analyse the structure of different sizes of turbulence, it is convenient to re-express the 

turbulent fluctuations in terms of wavenumber spectrum. Transformation from the physical 

domain to the spectral domain can be obtained by using a Fourier transform. The three 

dimensional Fourier transform of the spatial correlation for a statistically homogenous 

turbulence is given as: 

 
Φ𝑖𝑗(𝜅) =

1

(2𝜋)3
∭𝑅𝑖𝑗(𝑟)𝑒

−𝑖𝜅∙𝑟𝑑𝑟

∞

−∞

 
(3.17) 

and its inverse transform as: 

 𝑅𝑖𝑗(𝑟) =∭Φ𝑖𝑗(𝜅)𝑒
−𝑖𝜅∙𝑟𝑑𝜅

∞

−∞

 (3.18) 
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where 𝑖 is the imaginary unit, 𝑖2 = −1, 𝜅 is the wavenumber vector, with a dimension of 

(Length)-1. The lengthscale ℓ =  𝑂(𝜅−1) is qualitatively interpreted as a representation of the 

wavenumber 𝜅 in the spatial scale. 

Alternatively, the Fourier transform and its inverse can be used on the time correlation of 

equation (3.15) to move between time and frequency domains. Therefore, equation (3.17) & 

(3.18) can be reformulated as a function of frequency, 𝑓 instead of in a function of 

wavenumber 𝜅. With the energy calculated as the square of the Fourier coefficients, the 

energy spectrum function may represent the contribution of the turbulent structures to the 

turbulent kinetic energy in terms of frequency or wavenumber.   

Fourier transform requires sample values of 𝑅𝑖𝑗 in the numerical computations hence the 

Discrete Fourier Transform (DFT) is performed. For a number of N samples, the DFT of 𝑅𝑖𝑗 

is computed as: 

 𝜙(𝑘) =
1

𝑁
∑𝑅𝑖𝑗(𝑛)𝜔𝑁

(𝑘−1)(𝑛−1)

𝑁

𝑛=1

 (3.19) 

where 𝜔𝑁 = 𝑒
(−2𝜋𝑖)/𝑁 and 𝑘 is the non-dimensional wavenumber in the range 1 ≤ 𝑘 ≤ 𝑁. 

In practice, the Fast Fourier Transform (FFT) algorithm manages to reduce the complexity 

of computing DFT which equivalently reduces the required number of computations from 

the order of 𝑁2 to 𝑁𝑙𝑜𝑔𝑁. 

3.2.4 Turbulence Structures 

3.2.4.1 Vortex Identification 

The turbulent flow can be studied by analysis of the so-called coherent structures (CS). 
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There is no consensus on the definition of CS. However, to demonstrate the general concept 

of the phenomena, some definitions from a few researchers are described here. Hussain [115] 

defined CS as a large-scale turbulent mass that is connected with a phase-correlated vorticity 

over its spatial extent. Robinson [141] referred CS as “a three-dimensional region of the flow 

over which at least one fundamental flow variable (velocity component, density, temperature, 

etc.) exhibits significant correlation with itself or with another variable over a range of space 

and/or time that is significantly larger than the smallest local scales of the flow.” Meanwhile, 

Jeong & Hussain [142] described CS as “spatially coherent, temporally evolving vortical 

structures.” Vortices appear to be widely accepted in describing coherent structures in 

turbulent flows, which, according to Hussain [115], have distinct boundaries and independent 

territories.  

The identification of CS is pretty difficult as it can be easily confused with non-coherent 

turbulence and mean vorticity. It must be based on an unambiguous quantitative criterion. 

Some of the early criteria were rather intuitive and identified as iso-vorticity surfaces or 

circular streamlines. There are two quantitative criteria proposed to identify vortex namely 

𝑄-criterion and λ2-criterion. Both characterisation techniques are briefly introduced below, 

but a detailed review of the method of vortex identification can be found in Jeong & Hussain 

[142] and Cucitore et al.[143]. 

𝑸-criterion 

The 𝑄 criterion is the second invariant of the gradient tensor, ∇𝑢 which gives: 

 𝑄 = −
1

2

𝜕𝑈𝑖
𝜕𝑥𝑗

𝜕𝑈𝑗

𝜕𝑥𝑖
=
1

2
(Ω𝑖𝑗Ω𝑖𝑗 − 𝑆𝑖𝑗𝑆𝑖𝑗) (3.20) 

where Ω𝑖𝑗 and S𝑖𝑗 are an anti-symmetric part (rotation tensor) and a symmetric part (rate of 
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strain tensor), respectively, and defined as 

 𝑆𝑖𝑗 =
1

2
( 
𝜕𝑈𝑖
𝜕𝑥𝑗

+
𝜕𝑈𝑗

𝜕𝑥𝑖
) Ω𝑖𝑗 =

1

2
( 
𝜕𝑈𝑖
𝜕𝑥𝑗

−
𝜕𝑈𝑗

𝜕𝑥𝑖
) (3.21) 

This criterion, first proposed by Hunt et al. [144], identifies a vortex core as a spatial 

region. Vorticity overcomes strain at regions of positive 𝑄, hence distinguishing vortical 

activity from high-strain activity. This method has an improvement in detecting vortical 

motions in wall-bounded flows over the previous method such as iso-vorticity surfaces.  

𝝀𝟐-criterion 

𝜆2-criterion  proposed by Jeong & Hussain [142] determines the local pressure minimum 

to identify vortex. This is a region with two negative eigenvalues of 𝑺𝟐 + 𝛀𝟐. By neglecting 

the unsteady and viscous effects, the symmetric part of the gradient of the incompressible 

Navier–Stokes equation can be expressed as  

 𝑺𝟐 + 𝛀𝟐 = −
1

𝜌
∇(∇𝑝)  (3.22) 

where 𝑆𝑖𝑗 and Ω𝑖𝑗 are the symmetric and antisymmetric components of the velocity gradient 

tensor ∇𝑢 (same as defined above) and 𝑝 is the pressure and equation above is a 

representation of the pressure Hessian ( (𝛻(𝛻𝑝))
𝑖𝑗
= 𝜕2𝑝/𝜕𝑥𝑖𝜕𝑥𝑗). To identify the region of 

local pressure minimum, Jeong & Hussain define the vortex core as a connected region with 

two positive eigenvalues of the pressure Hessian. If the eigenvalues of the symmetric tensor 

𝑺𝟐 + 𝛀𝟐 are ordered as 𝜆1 ≥ 𝜆2 ≥ 𝜆3, this definition satisfies to the requirement that 𝜆2 < 0 

at every point inside the vortex core. 

3.2.4.2 Proper Orthogonal Decomposition (POD) 

The POD is an eduction technique that was introduced by Lumley [145] to the turbulence 
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community. It is based on the two-point velocity correlation. The POD is also known as the 

Karhunen–Loève expansion. Lumley used this method to identify the motions with functions 

of the spatial variable that contain the most energy. 

A proper orthogonal decomposition of the velocity field 𝑢(𝑥, 𝑡) can be written as an 

expansion of a series of orthogonal spatial basis functions 𝜑𝑛(𝑥) and the basis-function 

coefficients 𝑎𝑛(𝑡), where n denotes the mode number: 

 𝑢(𝑥, 𝑡) = ∑𝑎𝑛(𝑡)𝜑𝑛(𝑥)

∞

𝑛=1

 (3.23) 

Mathematically, the POD projects the random velocity ( 𝑢(𝑥, 𝑡) = {𝑢1, 𝑢2, … 𝑢𝑁}) into 

an orthonormal coordinate system 𝜑𝑛(𝑥). It must be noted that the functions 𝜑𝑛(𝑥) do not 

represent directly the coherent structures, however, as a consequence of Eq. (3.23), the 

coherent structures can be identified from the instantaneous flow field by the superposition 

of some of the basis functions. Therefore, POD is a useful method to recognize the most 

important modes of turbulence, as well as an effective way to analyse the turbulence 

dynamics.  

The direct solution of the problem could be computationally expensive for a three-

dimensional turbulence. Taking an example of the POD from DNS with a mesh size of N, 

the eigenvalue problem will have a size equal to 3 × 3 × 𝑁. This can be impractical to 

engineering problems of Reynolds numbers. A simplified approach to solve this problem has 

been proposed by Sirovich [146], which is referred to as a method of snapshots.  

The method is based on collecting an adequate number M snapshots (linearly independent 

realizations of the flow field 𝑢𝑚(𝑥) = {𝑢1, 𝑢2}), to reconstruct the eigenvalue–eigenfunction 

problem.  The energy associated from each mode is given by the eigenvalue 𝜆 of the two-
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point temporal correlation tensor 𝐶𝑛𝑚 of independent snapshots [147] and can be written as:  

 𝐶𝑛𝑚𝜑 = 𝜆
𝑛𝜑 (3.24) 

where 𝐶𝑛𝑚 reads as,  

 𝐶𝑛𝑚 =
1

𝑀
〈𝑢𝑛(𝑥, 𝑡) ∙ 𝑢𝑚

∗ (𝑥, 𝑡′)〉        𝑛,𝑚 = 1…𝑀, (3.25) 

The operator 〈… 〉 denotes ensemble average and ∗  corresponds to the complex conjugate. 

The solutions are ordered according to the size of the eigenvalues as follows, 

 𝜆1 > 𝜆2 > ⋯ > 𝜆𝑛 = 0 (3.26) 

Each eigenfunction 𝜑𝑛(𝑥) can then be computed from the POD modes through the 

projection on the original fields using the following equation 

 𝜑𝑛(𝑥) ≅ ∑ 𝜑𝑚
𝑛 𝑢𝑚

𝑛 (𝑥)

𝑀

𝑚=1

 (3.27) 

where 𝜑𝑚
𝑛 is the mth element of the eigenfunction 𝜑 corresponding to the nth eigenvalue 𝜆𝑛.  

The random velocity fields, (𝑢𝑚(𝑥) = {𝑢1, 𝑢2}) from the above derivation may also be 

replaced by scalar functions such as the vorticity component ω3 or vector-valued functions. 

More comprehensive description of POD can be found in [145–147]. 

3.3 Large Eddy Simulation 

As discussed earlier, in the LES approach, larger scales are resolved while small-scale 

eddies which are supposed to be isotropic are modelled. As a simple description, Pope [138] 

has listed four conceptual steps on the LES method.  

1. By applying a filter operation, the velocity is decomposed into a filtered component 
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(or resolved) and a residual component (or subgrid-scale, SGS). The filtered 

component that is resolved represents the large eddies and it is three dimensional and 

time dependent. 

2. The governing equations for the filtered velocity field are derived from the Navier-

Stokes equations. These equations are of the standard form with an additional term 

of the residual stress tensor (which arises from residual motions) in the filtered 

momentum equation. 

3. The residual-stress tensor is modelled to achieve closure, most simply by an eddy-

viscosity model. 

4. The filtered equations are solved numerically for the filtered velocity �̅� which 

approximates the large-scale motions in one realization of the turbulent flow. 

3.3.1 Filtering 

In LES, the large-scale motions of the flow are solved by removing (filtering) the small-

scale structures from the solution to the Navier Stokes equations. This operation is performed 

by applying scale high-pass filter (i.e., low-pass frequency) filter to the exact solution. 

Mathematically, the filtered fields denoted with a bar, is represented in physical space as a 

convolution product as following:  

 𝜙 = ∫𝜙(𝑥′, 𝑡)𝐺(𝑥 − 𝑥′)𝑑𝑥′ (3.28) 

where, 𝐺 is the convolution kernel (the characteristics of the filter used) which is linked to 

the cut-off scales in space and time, ∆ and 𝜏𝑐 respectively. In Fourier space, the spatial cutoff 

length is associated with 𝑘𝑐, whilst 𝜏𝑐 associated with 𝜔𝑐.  
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The residual field or the unresolved part of 𝜙, is defined as 

 𝜙′(𝑥, 𝑡) =   𝜙(𝑥, 𝑡) − 𝜙(𝑥, 𝑡) (3.29) 

which can be applied to the velocity or pressure field, so that the velocity field and pressure 

field has the decomposition as 

 
𝑢(𝑥, 𝑡) =   𝑢(𝑥, 𝑡) +  𝑢′(𝑥, 𝑡) 

𝑝(𝑥, 𝑡) =   𝑝(𝑥, 𝑡) +  𝑝′(𝑥, 𝑡) 
(3.30) 

This equation appears to be analogous to the Reynolds decomposition. However, �̅�(𝑥, 𝑡) 

and �̅�(𝑥, 𝑡) are random fields and time dependent, and the filtered residual is not zero  

 
𝑢′(𝑥, 𝑡) ≠ 0 

𝑝′(𝑥, 𝑡) ≠ 0 
(3.31) 

There are three properties that must be satisfied for a filter to be used on the Navier-

Stokes equations [148]: 

 Conservation of constants: 

 𝑎 = 𝑎 ⇔ ∫𝐺(𝑥, 𝑡)𝑑𝑥 = 1 (3.32) 

Linearity: 

 𝜙 + 𝜓  = 𝜙 + 𝜓 (3.33) 

Commutation with derivation: 

 𝜕𝜙

𝜕𝑠
=
𝜕𝜙

𝜕𝑠
, 𝑠 = x, 𝑡 

 (3.34) 

There are three classical filtering types specified by Sagaut [148] for Large Eddy 

Simulation. All three classical filter for cut-off length ∆ in one-dimensional are as shown in 

Table 3.1. There are other filters such as Cauchy & Pao filters that are listed by Pope [138] 

that are not shown in here. Their transfer function and filter functions are similar to the 
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Gaussian filter. The filter width in LES is usually defined by the size of the control volume, 

and it is located within the inertial subrange. The inertial subrange is defined by the 

Kolmogorov’s second similarity hypothesis that states that the motions are determined by 

inertial effects and independent of the viscous effects in a sufficiently high Reynolds number. 

Thus, the eddy resolution is determined directly by the grid and the cut-off length 𝛥 does not 

explicitly appear in the equations. From the spatial discretisation, structures that are twice 

the size of the cells are the resolved scales. In Code_Saturne, the value of the filter width 

implemented for the hexahedral cells is 𝛥 =  2|𝛺𝑖|
1

3, where |𝛺𝑖| is the volume of the cell 𝑖. 

Table 3.1: Three classical filters for Large Eddy Simulation. 

Type of filter Filter function Transfer function 

Box or top-hat filter 𝑮(𝒙) = {  
𝟏

𝚫
  𝐢𝐟  |𝒙| ≤

𝚫

𝟐
𝟎   𝐨𝐭𝐡𝐞𝐫𝐰𝐢𝐬𝐞

 𝑮(𝒙) =
𝐬𝐢𝐧(𝒌𝚫/𝟐)

𝒌𝚫/𝟐
 

Gaussian filter 𝑮(𝒙) = (
𝟔

𝝅𝚫
𝟐)

𝟏/𝟐

𝐞𝐱𝐩(
−𝟔|𝒙|𝟐

𝚫
𝟐 /) 𝑮(𝒙) = 𝐞𝐱𝐩(

−𝚫
𝟐
𝒌𝟐

𝟐𝟒
) 

Spectral or sharp 

cutoff filter 

𝑮(𝒙) =
𝐬𝐢𝐧(𝒌𝒄(𝒙))

𝒌𝒄(𝒙)
 

𝐰𝐡𝐞𝐫𝐞 𝒌𝒄 =
𝝅

𝚫
 

𝑮(𝒙)

= {
𝟏  𝐢𝐟  |𝒌| ≤ 𝒌𝒄
𝟎   𝐨𝐭𝐡𝐞𝐫𝐰𝐢𝐬𝐞
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3.3.2 LES Formulation 

By applying filter to equations (3.1) & (3.2), the Navier-Stokes equation can be rewritten 

as 

 
𝜕𝑢𝑖
𝜕𝑡
+
𝜕(𝑢𝑖 𝑢𝑗)

𝜕𝑥𝑗
= −

1

𝜌

𝜕𝑝

𝜕𝑥𝑖
+ 𝜈

𝜕2𝑢𝑖
𝜕𝑥𝑗𝜕𝑥𝑗

−
𝜕𝜏𝑖𝑗

𝑅

𝜕𝑥𝑗
 (3.35) 

 𝜕𝑢𝑖
𝜕𝑥𝑖

= 0,                        
𝜕𝑢𝑖

′

𝜕𝑥𝑖
= 0 

(3.36) 

where the additional term 𝜏𝑖𝑗
𝑅  is the residual stress term, which arises because the filtered 

product 𝑢𝑖𝑢𝑗̅̅ ̅̅ ̅ is not the same as the product of the filtered single velocities 𝑢𝑖𝑢𝑗. The term 𝜏𝑖𝑗
𝑅  

is the large-scale momentum flux caused by the action of the small scales or the so-called 

subgrid-scales and it can be expressed as: 

 𝜏𝑖𝑗
𝑅 = 𝑢𝑖𝑢𝑗̅̅ ̅̅ ̅ − 𝑢𝑖𝑢𝑗  (3.37) 

This can be further decomposed into isotropic and anisotropic parts. The anisotropic 

residual stress can be formed as:  

 𝜏𝑖𝑗
𝑟 = 𝜏𝑖𝑗

𝑅 −
1

3
𝜏𝑘𝑘
𝑅 𝛿𝑖𝑗 (3.38) 

then the modified filtered pressure with the isotropic residual stress is expressed as: 

 𝑃 = 𝑝 −
1

3
𝜌𝜏𝑘𝑘

𝑅  (3.39) 

The momentum equation (3.35) can then be reformulated as: 

 
𝜕𝑢𝑖
𝜕𝑡
+
𝜕(𝑢𝑖 𝑢𝑗)

𝜕𝑥𝑗
= −

1

𝜌

𝜕�̅�

𝜕𝑥𝑖
+ 𝜈

𝜕2𝑢𝑖
𝜕𝑥𝑗𝜕𝑥𝑗

−
𝜕𝜏𝑖𝑗

𝑟

𝜕𝑥𝑗
 (3.40) 

The filtered governing equations of (3.40) or (3.36) are not closed and to close the 

equations, the SGS stress tensor 𝜏𝑖𝑗
𝑟  needs to be modelled. 
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3.3.3 Subgrid-Scale (SGS) Modelling 

As mentioned above, the subgrid-scale model is used to close the equations for the 

filtered variables and remove the energy from the resolved scales. There are three models 

discussed here, namely Smagorinsky model, Dynamic model and Wall-Adapting Local Eddy 

viscosity model. 

3.3.3.1 The Smagorinsky Model 

The first model was developed by Smagorinsky in 1963 and named after him before it 

was explored further by Deardoff in 1970 [148]. This model is quite simple yet has been 

proven to perform well. It has formed the basis for more advanced models. This model can 

be viewed as consists of two steps: first, the linear eddy-viscosity model to relate the residual 

stress to the filtered strain-rate tensor 𝑆𝑖𝑗 = (𝜕𝑢𝑖 𝜕𝑥𝑗⁄ + 𝜕𝑢𝑗 𝜕𝑥𝑖⁄ )/2  and by an analogy to 

the mixing-length hypothesis, the second part is the modelling for the eddy viscosity of 

residual motions, 𝜈𝑟. These two steps are represented as following equations.  

 𝜏𝑖𝑗
𝑟 = −2𝜈𝑟𝑆𝑖𝑗  (3.41) 

 𝜈𝑟 = ℓ𝑠
2𝑆 = (𝐶𝑠Δ)

2𝑆 (3.42) 

where 𝑆 is the characteristic filtered rate of strain and can be defined in terms of strain-rate 

tensor (2𝑆
𝑖𝑗
𝑆𝑖𝑗)

1/2. ℓ𝑠 is the Smagorinsky lengthscale which is proportional to the filter 

width, ∆ through the Smagorinsky coefficient, 𝐶𝑠. However, there is a weakness of using 

Smagorinsky model, where the ideal value of the coefficient 𝐶𝑠 could be different in different 

flow regimes.  
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3.3.3.2 Germano-Lilly Dynamic Model 

To resolve the limitation of the Smagorinsky model, 𝐶𝑠 can be made to be a variable that 

responds to the flow. This modification strategy was first proposed by Germano et al. in 1991 

[149] with further extensions of the model provided by Lilly [150] and Meneveau et al. [151], 

and is called as the Germano-Lilly model. By adapting the Smagorinsky model, the dynamic 

model provides a methodology for determining a suitable local value of the Smagorinsky 

coefficient, 𝐶𝑠 by introducing a second filter, ‘test filter’ (∆
̃
) that is generally larger than the 

grid filter. 

The dynamic procedure is based on the resolved turbulent stress tensor also called 

Germano identity that reads as 

 ℒ𝑖𝑗 = 𝑇𝑖𝑗 − 𝜏𝑖𝑗�̃� = 𝑢𝑖𝑢𝑗̃ − 𝑢�̃�𝑢�̃� (3.43) 

where 𝑇𝑖𝑗 = 𝑢𝑖𝑢𝑗̃ − 𝑢�̃�𝑢�̃� is the residual stress tensor corresponding to the test filter operation 

and 𝜏𝑖𝑗
𝑅  is the residual stress tensor for the grid filter that is defined using equation (3.37). 

The dynamic model finds the coefficient that best complies with the assumption that the two 

subgrid tensors, 𝜏𝑖𝑗
𝑅  and 𝑇𝑖𝑗, can be modelled by  the same constant 𝐶𝑆

𝑑 for both filtering 

levels. This is achieved by application of the decomposition introduced in equation (3.37). 

Therefore, the Smagorinsky model for their deviatoric parts can be rewritten as: 

 𝜏𝑖𝑗
𝑑 = 𝜏𝑖𝑗

𝑅 −
1

3
𝜏𝑘𝑘
𝑅 δij = −2𝐶𝑆

𝑑Δ
2
|𝑆|𝑆𝑖𝑗 (3.44) 

 𝑇𝑖𝑗
𝑑 = 𝑇𝑖𝑗 −

1

3
𝑇𝑘𝑘𝛿𝑖𝑗 = −2𝐶𝑆

𝑑�̃�
2

|�̃�| �̃�𝑖𝑗  (3.45) 

By applying the above formulae to the equation (3.43), the deviatoric part of the resolved 

stress, ℒ𝑖𝑗 can be obtained and defined as: 
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 ℒ𝑖𝑗
𝑑  = ℒ𝑖𝑗 −

1

3
ℒ𝑘𝑘𝛿𝑖𝑗 = 𝐶𝑆

𝑑𝛼𝑖𝑗 − 𝐶𝑆
𝑑𝛽𝑖𝑗
̃  (3.46) 

where 𝛼𝑖𝑗 = −2�̃�
2

|�̃�| �̃�𝑖𝑗 and 𝛽𝑖𝑗 = −2𝛥
2
|𝑆|𝑆𝑖𝑗 . 

Assuming that the constant, 𝐶𝑆
𝑑, is uniform over the test filter width, it can be taken out 

of the explicit filtering operator. This leads to the definition of the Smagorinsky model of 

deviatoric part of the resolved stress, ℒ𝑖𝑗, as: 

 ℒ𝑖𝑗
𝑆 = 𝑇𝑖𝑗

𝑑 − 𝜏𝑖𝑗
�̃� = 𝐶𝑆

𝑑(𝛼𝑖𝑗 − 𝛽𝑖𝑗) (3.47) 

In order to determine a single value of the constant 𝐶𝑆
𝑑, Lilly (1992) suggests that the 

mean-square error minimized by the specification of: 

 𝐶𝑆
𝑑 =

ℳ𝑖𝑗ℒ𝑖𝑗
𝑑

ℳ𝑘𝑙ℳ𝑘𝑙
=
ℳ𝑖𝑗ℒ𝑖𝑗

ℳ𝑘𝑙ℳ𝑘𝑙
 (3.48) 

where ℳ𝑖𝑗 = 𝛼𝑖𝑗 − 𝛽𝑖𝑗 and ℳ𝑖𝑗ℒ𝑖𝑗 =ℳ𝑖𝑗ℒ𝑖𝑗
𝑑 , since ℳ𝑖𝑗 is deviatoric. 

Therefore the value of constant 𝐶𝑆
𝑑 can be computed dynamically. This constant 

parameter can assume negative values. This characteristic can be interpreted as a backward 

energy cascade mechanism. The constant parameter is not bounded, since the denominator 

can cancel out. Consequently, these characteristics may lead to an instability in the LES 

calculation. To avoid this problem it is a good practice to average the numerator and the 

denominator in equation (3.48) either temporally or spatially to obtain a reasonable value for 

the constant parameter [149,150]. 

3.3.3.3 Wall-Adapting Local Eddy-Viscosity (WALE) model 

Both models discussed above (Smagorinsky and Dynamic Smagorinsky model) are based 

on the local strain rate, where the velocity scale is determined arbitrarily at cut-off. Nicoud 
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& Ducros [152] These models relate the subgrid dissipation to the strain rate of the smallest 

resolved motion. Nicoud & Ducros [152] argue that this formulation does not account for the 

contribution of the energy in regions of high vorticity which dominate irrotational strain. 

To rectify this, Nicoud & Ducros [152] proposed a subgrid viscosity model called Wall 

Adapting Local Eddy-viscosity (WALE) model that takes into account both the strain and 

rotational rates: 

 𝜈𝑠𝑔𝑠 = 𝐿𝑤
2

(𝑆𝑖𝑗
𝑑𝑆𝑖𝑗

𝑑)
3/2

(𝑆𝑖𝑗 𝑆𝑖𝑗)
5/2
+ (𝑆𝑖𝑗

𝑑𝑆𝑖𝑗
𝑑)
5/4

 (3.49) 

where 𝐿𝑤 and 𝑆𝑖𝑗
𝑑  are defined as: 

 𝐿𝑤 = 𝑚𝑖𝑛(𝜅𝑑, 𝐶𝑤Δ) (3.50) 

 
𝑆𝑖𝑗
𝑑 =

1

2
(𝑔𝑖𝑗

2
+ 𝑔𝑗𝑖

2
) −

1

3
𝛿𝑖𝑗𝑔𝑖𝑗

2
 

(3.51) 

where 𝑔𝑖𝑗 = 𝜕𝑢𝑖/𝜕𝑥𝑗 is the resolved velocity gradient tensor, and 𝐶𝑤 is a model constant. 

The proposed model is said to be able to detect all turbulent structures that are relevant 

for the kinetic energy dissipation. The eddy-viscosity also goes naturally to zero near the wall 

as a consequence and no damping function is required. Nicoud & Ducros [152] demonstrated 

that the WALE model produces zero 𝜈𝑠𝑔𝑠 in a pure shear flow, hence, can potentially 

reproduce transitional flows. WALE model is numerically more stable than the Dynamic 

model, where the SGS viscosity in the former model always positive, whereas a negative 

value can be generated in the latter. In Code_Saturne, 𝐶𝑤 in the WALE model is set to 0.25. 

3.3.4 Model Performance Parameter 

The accuracy of LES is dependent on the numerical methods and the SGS model. The 
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former is influenced by the grid resolution while the model accuracy depends on the 

performance of the SGS model in comparison to DNS. The performance of LES could be 

tested using either a priori or posteriori test. In the former, results from LES are compared 

with the corresponding quantities filtered from DNS results while the latter compares actual 

LES results with experimental or those from DNS. A good LES should resolve at least 80% 

of the turbulent energy [138]. Therefore, independent assessment parameters are developed 

by some researchers in order to evaluate the quality of LES. 

A parameter to quantify LES results with respect to DNS results has been introduced by 

Geurts & Fröhlich [153], in the form of a subgrid activity parameter, 

 𝑠 =
〈𝜀𝑠𝑔𝑠〉

〈𝜀𝑠𝑔𝑠〉 + 〈𝜀𝜇〉
 (3.52) 

where 〈𝜀𝑠𝑔𝑠〉 and 〈𝜀𝜇〉 are the average subgrid-scale dissipation and the average molecular 

dissipation. This parameter may vary in the range of 0 ≤ 𝑠 ≤ 1, with 𝑠 = 0 corresponding 

to DNS results and 𝑠 = 1 corresponding LES at infinite Reynolds number.  

Celik et al. [154] stated that the s parameter in the above equation is not sensitive to the 

resolution of the grid as the numerical dissipation is not taken into account. Thus, an 

alternative version of subgrid parameter suggested as: 

 𝑠∗ =
〈𝜇𝑠𝑔𝑠〉 + 〈𝜇𝑛𝑢𝑚〉

〈𝜇𝑠𝑔𝑠〉 + 〈𝜇𝑛𝑢𝑚〉 + 〈𝜇〉
 (3.53) 

where 〈𝜇𝑛𝑢𝑚〉 is the average numerical viscosity and it is not known. 

Celik et al. [154] demonstrated that in high-velocity gradient flows, the criterion s is not 

sensitive to the resolution of the grid. They proposed another parameter to measure the 

quality of large eddy simulation to consider the grid resolution and the Kolmogorov 



3.4 Numerical Methods in Code_Saturne  59  

  

  

 

 

lengthscale: 

𝐿𝐸𝑆_𝐼𝑄𝑣 =
1

1 + αv (
𝑠∗

1 − 𝑠∗)
𝑛 

where 𝛼𝑣 ≈ 0.05 and 𝑛 ≈ 0.53. LES is considered to be good, when 𝐿𝐸𝑆_𝐼𝑄𝑣 is larger than 

0.8, where the simulation can be considered to be 80% or above equivalent to DNS. To 

evaluate the unknown value of numerical viscosity, Celik et al. [155] have suggested that it 

may be approximated by using the following empirical equation: 

 𝜇𝑛𝑢𝑚 = √𝐶𝑛 (
ℎ

Δ
)
2

𝜇𝑠𝑔𝑠  (3.54) 

where ℎ = (Δ𝑥Δ𝑦Δ𝑧)1/3, is the grid size, ∆ is the width of filter, and 𝐶𝑛 ≈ 1 for ℎ = Δ. 

Consequently, it can be concluded as, 𝜇𝑛𝑢𝑚 ≈ 𝜇𝑠𝑔𝑠. The parameter 𝑠∗, has been 

recommended in [155] to be ~0.2, signifying 80% contribution of molecular viscosity 

towards the dissipation.  

3.4 Numerical Methods in Code_Saturne 

Every solver in CFD is structured with several numerical solution techniques, including 

the discretisation of the mathematical equations. There are a few common types of 

discretisation techniques used, including, finite difference, finite element method and 

spectral method. Finite difference is the oldest method for numerical solution, and the method 

describes the unknowns 𝜙 of the flow by means of point samples of a grid co-ordinate lines. 

The second method, finite element uses simple piecewise functions (e.g., linear or quadratic), 

valid on elements to describe the local variations of the unknown 𝜙. Lastly, the spectral 
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method approximates unknowns by means of the truncated Fourier series or Chebyshev 

polynomials. Unlike finite difference and finite element methods, the approximation by the 

spectral method is not local but valid throughout the entire computational domain.  

Apart from the aforementioned methods, there is another method which is widely used 

in general purpose CFD codes, that is the finite volume method. This method was originally 

developed as a special finite difference formulation, and it can accommodate any type of 

grid, hence is suitable for complex geometries. The numerical algorithm for the finite volume 

method consists of the following steps: 

 Formal integration of the governing equations of the fluid flow over all finite control 

volumes of the solution domain. 

 The discretisation involves the substitution of finite-difference approximations for 

the terms in the integrated equation representing flow process. This converts the 

integral equations into a system of algebraic equations. 

 Solution of algebraic equations is achieved by an iterative method. 

More comprehensive discussion of the method used can be viewed in [156,157]. 

For this PhD study, an open-source solver Code_Saturne is utilized. Code_Saturne is a 

general-purpose computational fluid dynamics software that has been developed by 

Électricité de France (EDF) since 1997. Code_Saturne uses a co-located Finite 

Volume approach that can accept either hybrid, structured or unstructured meshes. 

Code_Saturne is capable of handling incompressible or expandable flows, with or without 

heat transfer and turbulence. Turbulence models offered in the code range from Reynolds-

averaged models (e.g., mixing length model, v2f, Reynolds stress models) and those for 
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Large Eddy Simulation (LES). A number of dedicated modules for specific physical models 

are made available in the code (e.g., radiative heat transfer, combustion, magneto-hydro 

dynamics, compressible flows and two-phase flows). For more flexibility, additional 

subroutines can be added to the main solver by the user. The numerical approach used in 

Code_Saturne will be discussed briefly herein. 

3.4.1 Discretisation in Code_Saturne 

As a starting point in the computational procedures of the finite volume method, the 

general equation of the conversation law of the transport in an unsteady flow is given as  

 
𝜕(𝜌𝜙)

𝜕𝑡
+
𝜕(𝜌𝜙𝑢𝑖)

𝜕𝑥𝑖
=
𝜕

𝜕𝑥𝑖
(Γ
𝜕𝜙

𝜕𝑥𝑖
) + 𝑞𝜙 (3.55) 

where Γ is the diffusion coefficient and 𝑞𝜙 is the source term. The variable 𝜙 can be set equal 

to 1, 𝑢𝑖 and any scalar variable. Equation (3.55) is integrated over a volume, then the Gauss’ 

divergence theorem is applied to the convection and diffusion terms yielding, 

 

𝜕

𝜕𝑡
∫𝜌𝜙
Ω

𝑑Ω
⏟      
Temporal term

+ ∫𝜌𝜙𝑢𝑖𝑛𝑖
S

𝑑𝑆
⏟        
Convection term

= ∫Γ
𝜕𝜙

𝜕𝑥𝑖S

𝑛𝑖𝑑𝑆
⏟        
Diffusion term

+ ∫𝑞𝜙
Ω

𝑑Ω
⏟    
Source term

 
(3.56) 

where 𝛺 represents volume and 𝑆 is the bounding surface and 𝑛𝑖 is the component of the 

normal vector to the surface element 𝑑𝑆. The temporal term can be explained as the rate of 

change of the fluid property 𝜙 in the control volume. The convection and diffusion terms 

both respectively signify the net rate of decrease of 𝜙 by convection and rate of increase of 

𝜙 by the diffusion across the control volume surfaces. While the source term is the net rate 

of increase of property 𝜙 due to sources inside the control volume. The temporal term and 

the source term are integrated over the cell volume, while the convection and diffusion term 
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are integrated over the surface boundaries of the cell, which is simply represented as the sum 

over all faces.  

In the following subsections, further discussion on the discretisation of every term in 

equation (3.56) will be presented, followed by a description of the cell gradient computation 

and of the treatment of boundary conditions. A more comprehensive discussion on the 

approaches applied in Code_Saturne may be found in Archambeau et al. [157] and the 

Code_Saturne theory guide. The configuration of the internal face between two adjacent cell 

elements Ω𝐼 and Ω𝐽 is shown in Figure 3.3. The point 𝑂 in Figure 3.3 is the intersection point 

between 𝐼𝐽 at the corresponding face 𝑆𝑖𝑗, while 𝐹 is the point located at the face centre 

between two adjacent cells. 𝐼′ and 𝐽′ are the points of the projection of 𝐼 and 𝐽 orthogonally 

on the line normal to the face and crossing 𝐹. 

 
Figure 3.3: Sketch of internal face geometry [158]. 

3.4.1.1 Temporal and Source Terms 

The approximation of the value at point 𝐼 (𝜙𝐼)in the control volume Ω𝐼 can be obtained 

through, 

 ∫ 𝜙
ΩI

𝑑Ω = (𝜙𝐼Ω𝐼)  (3.57) 
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Using the above definition, the temporal term in equation (3.56) can be expressed as, 

 
𝜕

𝜕𝑡
∫ 𝜌𝜙
ΩI

𝑑Ω ≈
𝜕

𝜕𝑡
(𝜌𝜙𝐼Ω𝐼)  (3.58) 

Similarly, the source term 𝑆𝜙 in equation (3.56) which may represent heat generation in 

the fluid or a pressure gradient when periodic boundary conditions are applied can be 

computed as 

 ∫ 𝑞𝜙
Ω𝐼

𝑑Ω = 𝑞𝜙𝐼Ω𝐼 (3.59) 

3.4.1.2 Convection Schemes 

The convection term in equation (3.56) is discretised as 

 ∫𝜌𝜙(𝑢 ∙ 𝑛)
S

𝑑S ≈ ∑ (𝜌𝜙𝐼𝐽(𝑢𝐼𝐽 ∙ 𝑛𝐼𝐽)S𝐼𝐽)

Ω𝐼∈ℱ(Ω𝐼)

= ∑ 𝜙𝐼𝐽𝑚𝐼𝐽

Ω𝐼∈ℱ(Ω𝐼)

 (3.60) 

where ℱ(Ω𝐼) represents the faces to the neighbour cells of the volume Ω𝐼 , 𝜙𝐼𝐽 is the value 

of 𝜙 at the internal face centre, 𝐹, between the cells Ω𝐼 and Ω𝐽 , 𝑛𝐼𝐽 is the vector normal to 

the face pointing into Ω𝐽 from Ω𝐼, and 𝑚𝐼𝐽 is the mass flux between these two adjacent cells. 

An interpolation needs to be introduced in order to evaluate the unknown value of 𝜙𝐼𝐽 at 

the face centres as the values of 𝜙 are only calculated at the cell centres. In Code_Saturne 

there are several convection schemes available for such an approximation namely, upwind 

differencing scheme (UDS), second-order linear upwind (SOLU), and second-order central 

differencing scheme (CDS) approximation.  

Upwind Differencing Scheme 

For the 1st-order upwind difference scheme, the value 𝜙𝐼𝐽 at the face centres is equivalent 

to the value of 𝜙 at cell centre of the nearest upstream cell, 
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 𝜙𝐼𝐽
𝑈𝐷𝑆 = {

𝜙𝐼  𝑖𝑓 𝑚𝐼𝐽 ≥ 0

𝜙𝐽 𝑖𝑓 𝑚𝐼𝐽 < 0
 (3.61) 

UDS is numerically diffusive and it is the only approximation that satisfies the 

boundedness criteria unconditionally as it will never yield oscillatory solutions.  

Second Order Linear Upwind Scheme 

The SOLU scheme approximates the value of 𝜙𝐼𝐽 at the face using the value of the 

upwind cell centre. It makes use of the cell centre gradient between neighbouring cells to 

reach a higher order in space. In contrast, the 1st-order scheme assumes the equality between 

the value of the cell centre and the face centre. 

 𝜙𝐼𝐽
𝑆𝑂𝐿𝑈 = {

𝜙𝐼 + 𝐼𝐹 ∙ (∇𝜙)𝐼 𝑖𝑓 𝑚𝐼𝐽 ≥ 0

𝜙𝐽 + 𝐽𝐹 ∙ (∇𝜙)𝐽 𝑖𝑓 𝑚𝐼𝐽 < 0
 (3.62) 

where IF and JF are distances between cell centres I and J to the face centre respectively. 

Central Differencing Scheme 

The CDS is a linear interpolation between the two nearest nodes and can be represented 

as follows. 

 𝜙𝐼𝐽
𝐶𝐷𝑆 = 𝛼𝐼𝐽𝜙𝐼 + (1 − 𝛼𝐼𝐽)𝜙𝐽 +

1

2
[(∇𝜙)𝐼 + (∇𝜙)𝐽] ∙ 𝑂𝐹 (3.63) 

where the linear interpolation factor is defined as 𝛼𝐼𝐽 =
𝐹𝐽′

𝐼′𝐽′
 and the value of 0.5 is used for 

numerical stability reasons. If the mesh grid is orthogonal to each other, equation (3.63) can 

be simplified by cancelling the final term in the right hand side as it is equal to zero. This 

scheme is second order accurate. By default, the LES approach in Code_Saturne employs 

the central differencing scheme.  
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3.4.1.3 The Diffusion Operator 

The diffusion term in equation (3.56) is discretised in Code_Saturne as follows: 

 
∫Γ

𝜕𝜙

𝜕𝑥𝑖
𝑛𝑖

S

𝑑S ≈ ∑ Γ𝐼𝐽(∇𝜙)𝐼𝐽 ∙

Ω𝐼∈ℱ(Ω𝐼)

𝑛𝐼𝐽𝑆𝐼𝐽 

 

(3.64) 

 
                       ≈ ∑ Γ𝐼𝐽

𝜙𝐽′ −𝜙𝐼′

𝐼′𝐽′
𝑆𝐼𝐽

Ω𝐼∈ℱ(Ω𝐼)

 
(3.65) 

where (∇𝜙)𝐼𝐽 ∙ 𝑛𝐼𝐽 is the normal gradient computed at 𝐹. The values of 𝜙𝐽′ and 𝜙𝐼′ can be 

computed by using the gradient at the cell centre, 𝜙𝐼′ = 𝜙𝐼 + 𝐼𝐼
′ ∙ (∇𝜙)𝐼. Therefore, the 

diffusion term, with the correction terms for non-orthogonal faces included is computed as: 

 ∫Γ
𝜕𝜙

𝜕𝑥𝑖
𝑛𝑖

S

𝑑S = ∑ Γ𝐼𝐽 [
𝜙𝐽 − 𝜙𝐼
𝐼′𝐽′

+ (∇𝜙)𝐼𝐽 ∙ (
𝐽′𝐽

𝐼′𝐽′
−
𝐼′𝐼

𝐼′𝐽′
)] 𝑆𝐼𝐽

Ω𝐼∈ℱ(Ω𝐼)

 (3.66) 

with (∇𝜙)𝐼𝐽 =
1

2
((∇𝜙)𝐼 + (∇𝜙)𝐽) 

3.4.2 Cell Gradient Computation 

For an unstructured finite volume solver, it is a fundamental requirement to compute the 

cell-centre gradient. Considering non-orthogonal meshes, options available in 

Code_Saturne, are based on two approaches: 

1. The iterative reconstruction technique only uses immediate neighbouring cells that 

share a common face to a cell 𝐼. 

2. In addition to the immediate neighbours, the second approach of least squares 

method may also use the extended neighbours that share a common vertex with the 

cell 𝐼. This approach is generally faster since it does not involve the solution of an 
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implicit set of equations. 

Due to the diffusive effects of the least squares method, the present LES simulations are 

conducted using the iterative reconstruction method. More detail on the latter approach is 

described below. Further information on the implementation for both methods in 

Code_Saturne may be found in Archambeau et al. [157]. 

Using the Gauss theorem, the cell-centre gradient is evaluated using the cell-face values 

and approximated by applying the mid-point rule of integration, such that: 

 (𝛻𝜙)𝐼 =
1

Ω𝐼
∫ ∇𝜙 𝑑Ω
Ω𝐼

=
1

Ω𝐼
 ∫𝜙𝑛 𝑑𝑆
𝑆

 (3.67) 

 ≈ ∑ 𝜙𝐼𝐽𝑛𝐼𝐽 𝑆𝐼𝐽
ΩJ∈ℱ(Ω𝐼)

 (3.68) 

The volume integral can be approximated accordingly as: 

  ∫ ∇𝜙 𝑑Ω ≈ Ω𝐼(∇𝜙)𝐼
Ω𝐼

 (3.69) 

and the value of 𝜙𝐼𝐽, which requires the gradient of 𝜙𝐼 and its approximation from Taylor 

series reads: 

 

𝜙𝐼𝐽 = 𝜙𝑂 + (∇ϕ)O ∙ 𝐹𝑂 

        = 𝛼𝐼𝐽𝜙𝐼 + (1 − 𝛼𝐼𝐽)𝜙𝐽 +
1

2
[ (𝛻𝜙)𝐼 + (𝛻𝜙)𝐽] ∙ 𝐹𝑂 

(3.70) 

while 𝜙𝑂 is linear interpolated, the gradient at point 𝑂 (see Figure 4.2) is evaluated using a 

mere average of 
1

2
[ (𝛻𝜙)𝐼 + (𝛻𝜙)𝐽], which has been proven to be sufficient and more robust 

than linear interpolation. Therefore, the right hand side of equation (3.69) can be formulated 

as: 
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𝛺𝐼(𝛻𝜙)𝐼 = ∑ [𝛼𝐼𝐽𝜙𝐼𝐽 + (1 − 𝛼𝐼𝐽)𝜙𝐽 +
1

2
[ (𝛻𝜙)𝐼 + (𝛻𝜙)𝐽]

𝛺𝐽∈ℱ(𝛺𝐼)

∙ 𝐹𝑂] 𝑛𝐼𝐽𝑆𝐼𝐽  

(3.71) 

To solve the system, the iterative process of cell gradients computation for equation 

(3.71) can be read as: 

 

𝛺𝐼(𝛻𝜙)𝐼
𝑘+1 − ∑

1

2
[ (∇𝜙)𝐼

𝑘+1 ∙ 𝐹𝑂] ∙ 𝑛𝐼𝐽𝑆𝐼𝐽 

ΩJ∈ℱ(Ω𝐼)

= 

∑ [αIJ𝜙𝐼𝐽 + (1 − 𝛼𝐼𝐽)𝜙𝐽 +
1

2
[ (∇𝜙)𝐽

𝑘] ∙ 𝐹𝑂] ∙ 𝑛𝐼𝐽𝑆𝐼𝐽 

ΩJ∈ℱ(Ω𝐼)

 

(3.72) 

where 𝑘 denotes the iterations. For the initial guess, the calculation is performed without the 

gradient reconstruction terms: 

 ΩI(∇ϕ)I
0 = ∑ [αIJ𝜙𝐼𝐽 + (1 − 𝛼𝐼𝐽)𝜙𝐽]𝑛𝐼𝐽𝑆𝐼𝐽 

ΩJ∈ℱ(Ω𝐼)

 (3.73) 

3.4.3 Time-Advanced schemes 

Since turbulence varies with space and time, time advancing schemes are implemented 

to solve the time-dependent problems either implicitly or explicitly. Consequently, the 

variable 𝜙 over time ∆𝑡 = 𝑡𝑛+1 − 𝑡𝑛 can be read as: 

 𝜙𝑛+1 = 𝜙𝑛 + 𝑓Δ𝑡 (3.74) 

where 𝑓 is an unknown that may be estimated using several procedures, such as first-order 

Euler schemes or the second-order Crank-Nicolson methods. The approximation method said 

to be explicit if  𝑓 evaluated at times for which the solution is known, whereas if the value at 
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the new time level is required, the approximation is called an implicit method.  

In Code_Saturne, the LES formulation is coded with a combination of the explicit 

Adams-Bashforth and the implicit Crank-Nicolson schemes [159], leading to a second-order 

scheme in time. The only constant time step is considered in the present work, as it is well 

suited to LES and the time averaging approach that is needed for the statistics. The 

application of the relevant time scheme for each of the terms in the transport equation 

following their discretisation in space is discussed in the following subsections. All terms are 

centred in time and are therefore expressed at time 𝑛 +
1

2
. 

3.4.3.1 Temporal Term 

The temporal term in equation (3.58) is calculated using a fully implicit Euler scheme as: 

 
𝜕

𝜕𝑡
(𝜌𝜙𝐼Ω𝐼) =  𝜌Ω𝐼

𝜙𝐼
𝑛+1 − 𝜙𝐼

𝑛

∆𝑡
 (3.75) 

This formulation becomes second order when the right hand side of equation is expressed at 

𝑛 +
1

2
. 

3.4.3.2 Convection Term 

For convection term in equation (3.60), mass flux, 𝑚𝐼𝐽 is treated explicitly and is 

evaluated at the time step 𝑛 +
1

2
 using an Adams-Bashforth scheme: 

 𝑚𝐼𝐽

𝑛+
1
2 =

3

2
𝑚𝐼𝐽
𝑛 −

1

2
𝑚𝐼𝐽
𝑛−1 (3.76) 

Meanwhile the variable 𝜙𝐼𝐽  at the face centre is evaluated using a Crank-Nicolson 

scheme and expressed similarly at time 𝑛 +
1

2
: 
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 𝜙𝐼𝐽
𝑛+
1
2 =

1

2
(𝜙𝐼𝐽

𝑛+1 + 𝜙𝐼𝐽
𝑛 ) (3.77) 

The convection term can, therefore, be rewritten as: 

 ∫𝜌𝜙(𝑢 ∙ 𝑛)
S

𝑑S = ∑
1

2
𝜌(𝜙𝐼𝐽

𝑛+1 + 𝜙𝐼𝐽
𝑛 ) (

3

2
𝑚𝐼𝐽
𝑛 −

1

2
𝑚𝐼𝐽
𝑛−1)

Ω𝐼∈ℱ(Ω𝐼)

 (3.78) 

3.4.3.3 Diffusion Term 

The implicit Crank-Nicolson scheme is applied only to the variable 𝜙𝐼𝐽. The diffusivity 

however is evaluated explicitly to avoid a likely unstable solution arising from negative 

values. Equation (3.64) then can be expressed as 

 ∫Γ
𝜕𝜙

𝜕𝑥𝑖
𝑛𝑖

S

𝑑S = ∑
1

2
Γ𝐼𝐽
𝑛[(∇𝜙)𝐼𝐽

𝑛+1 + (∇𝜙)𝐼𝐽
𝑛 ] ∙ 𝑛𝐼𝐽𝑆𝐼𝐽

Ω𝐼∈ℱ(Ω𝐼)

 (3.79) 

3.4.3.4 Source Term 

The source terms in equation (3.59) are evaluated with the explicit Adams-Bashforth 

scheme: 

 𝑞𝜙𝐼Ω𝐼 = Ω𝐼 (
3

2
𝑞𝜙𝐼
𝑛 −

1

2
𝑞𝜙𝐼
𝑛−1) (3.80) 

3.4.4 Pressure-Velocity Coupling 

Previous sections have discussed the space and time discretisation techniques employed 

in Code_Saturne for a generic conservation equation. However, the discretisation for full 

Navier-Stokes equations may present some special features. 

From the general transport equation (3.55), the momentum conservation equations can 

be derived by replacing the variable 𝜙 by 𝑢, 𝑣 and 𝑤 respectively. Further filter operations 

to the system of equations are given as: 
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𝜕(𝜌𝑢𝑖)

𝜕𝑡
+
𝜕(𝜌𝑢𝑖𝑢𝑗)

𝜕𝑥𝑗
=
𝜕𝑝

𝜕𝑥𝑖
+
𝜕

𝜕𝑥𝑗
[ (𝜇 + 𝜇𝑡) ( 

𝜕𝑢𝑖
𝜕𝑥𝑗

+
𝜕𝑢𝑗

𝜕𝑥𝑖
)] (3.81) 

 
𝜕(𝜌𝑢𝑖)

𝜕𝑥𝑖
= 0 (3.82) 

The equation set above provides two set of problems. First, the convective terms of the 

momentum equation contain the nonlinear quantities. Second, the set of equations are 

coupled because every velocity component appears in each momentum and continuity 

equation. The most complex issue in resolving the Navier-Stokes equations is the role of 

pressure whose gradient appears in the momentum equations, but it lacks its own independent 

equation. 

Both problems are linked to nonlinearity and pressure-velocity coupling can be resolved 

by adopting an iterative solution strategy. In Code_Saturne, a fractional step scheme based 

on the SIMPLEC (Semi-Implicit Method for Pressure-Linked Equations - Consistent) 

algorithm of Van Doormaal & Raithby [160] is used, which consists of a prediction-

correction method. The solution procedure is described briefly below. More detail on the 

approach can be found in Archambeau et al. [157]. 

In the fractional step method, there are two sub-steps performed. The first constitutes 

velocity prediction and the second is the pressure correction or the velocity projection step, 

which resolves the mass equation.  

Velocity prediction step: The momentum equation is solved with the pressure gradient 

treated explicitly. The predicted velocities are obtained in this step. 

Pressure correction step: The pressure is calculated by solving the Poisson equation, then a 

divergence free corrected velocity field can be obtained. The pressure is updated by adding 



3.4 Numerical Methods in Code_Saturne  71  

  

  

 

 

the pressure increment (𝛿𝑃), which is equal to the pressure difference between the time n+1 

and n. Pressure increment is obtained at the end of this step. Rhie & Chow [161] interpolation 

is used. After the velocity has been updated, the scalars are updated according to their time 

scheme. This step avoids the oscillatory solutions due to the decoupling of the odd nodal 

values from even nodal values.  

3.4.4.1 Convergence and Stability Analysis 

Iteration-Convergence 

To ensure the convergence of the calculated solution, the system of equations is inspected 

by means of a Euclidean norm. The convergence error is to determine the iterative procedure 

to be restarted if it tested positive, and this is repeated until the criteria is achieved. This 

process helps to ensure the solution obtained to converge with minimal error. In the present 

study, the convergence criterion is set to a residual value of 10−5 and converged solutions are 

monitored by monitoring several points in different locations. 

Numerical Stability Analysis 

Discretization errors may arise from the spatial and temporal discretization during the 

unsteady calculation. Therefore the stability analysis for the explicit treatment for both the 

convection terms and the diffusion terms, have to satisfy the stability condition known as 

Courant-Friedriech-Lewy criterion [162], which as follows:  

 𝐶𝐹𝐿 =
𝑢𝑚𝑎𝑥Δ𝑡

Δ𝑥𝑚𝑖𝑛
 (3.83) 

where Δ𝑥𝑚𝑖𝑛is the minimum grid width and 𝑢𝑚𝑎𝑥. Generally the CFL criteria is suggested 

that below unity. In the present study, the CFL was ensured to below than ~0.6. 
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3.4.5 Boundary Conditions 

In general, convective fluxes are prescribed at the inflow boundary, while zero at 

impermeable walls and symmetry planes. Moreover, a convective flux is usually assumed to 

be independent of the coordinate normal to an outflow boundary, for which an upwind 

approximation can be used. Diffusive fluxes are sometimes specified at a wall e.g., specified 

heat flux (including the special case of an adiabatic surface with zero heat flux) or boundary 

values of variables are prescribed. 

There are two types of boundary conditions, namely Dirichlet and Neumann. Dirichlet 

boundary condition defines the value of the variable at the centre of the boundary face, whilst 

the Neumann boundary condition is based on assigning the normal gradient of the variable 

at the face. 

The value of 𝜙 at the boundary face centre (see Figure 3.4) is defined by means of two 

coefficients 𝐴𝜙 and 𝐵𝜙 as: 

 𝜙𝐹 = 𝐴𝜙 + 𝐵𝜙𝜙𝐼′  (3.84) 

For a Dirichlet boundary condition, the value of 𝐴𝜙 is prescribed and 𝐵𝜙 = 0, therefore 

𝜙𝐹 = 𝜙
𝑑𝑖𝑟 . For a Neumann boundary condition, the coefficient 𝐵𝜙 =  1 and the value of the 

variable 𝜙 at the boundary is given by: 

 𝜙𝐹 = (∇𝜙)
𝑛𝑒𝑢 ∙ 𝐼′𝐹 + 𝜙𝐼′  (3.85) 

where (∇𝜙)𝑛𝑒𝑢 = (∇𝜙)𝐹 ∙ 𝑛𝐹. 
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Figure 3.4: Sketch of boundary face geometry [158]. 

3.4.5.1 Inlet 

The Dirichlet boundary condition is prescribed at the beginning of time step n for all 

transport variables 𝜙𝑖𝑛𝑙𝑒𝑡
(𝑛+1)

, such as velocity and scalars, and a homogeneous Neumann 

condition ((∇𝑝)𝐹 · 𝑛𝐹  =  0) is imposed on the pressure. 

3.4.5.2 Outlet 

For outlet, a homogeneous Neumann boundary condition is specified for the velocity and 

scalars, whilst a Dirichlet condition is employed for the pressure. 

The application of the homogeneous Neumann boundary condition for ϕ leads to the 

calculation of the convection term as: 

 [((𝜌𝑢)(𝑛) ∙ 𝑛)𝜙∗]
𝑜𝑢𝑡𝑙𝑒𝑡

= ((𝜌𝑢)(𝑛) ∙ 𝑛)
𝑜𝑢𝑡𝑙𝑒𝑡

𝜙𝐼′
∗  (3.86) 

where the mass flux ((𝜌𝑢)(𝑛) ∙ 𝑛)
𝑜𝑢𝑡𝑙𝑒𝑡

 is the previous value obtained from the pressure 

correction step. 

The boundary values for the diffusion terms are set to zero and a first-order 

approximation in space of the homogeneous Neumann condition is used to set 𝜙 = 𝜙𝐼′ for 

the source terms (see equation (3.85)).  
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3.4.5.3 Walls and Symmetries 

At walls and symmetry faces, a zero mass flux normal to the boundary is defined and 

scalars may be prescribed with either Dirichlet or Neumann conditions. The tangential 

velocity is treated with a homogeneous Dirichlet boundary condition at walls and a 

homogeneous Neumann condition at symmetry planes. A homogeneous Neumann condition 

is imposed for the pressure. 

The boundary value of the mass flux is set to zero for the convection term. For the 

diffusion term, the value prescribed for the variable ϕ can be used directly if a Neumann 

boundary condition is specified. For the source terms, the prescribed value is used as the 

boundary value if a Dirichlet condition applies to ϕ. For the velocity component normal to 

the boundary, the boundary value is set to zero to ensure zero mass flux. 



 

 

 

 

Forced Convection Study on Heat 
Transfer to Water at Supercritical 
Pressure in a Trapezoid Annulus 

SCWR is one of the six gen-IV reactor that is under development. The key aspects of the 

reactor design are the safety, simplicity of the plant systems as well as its high thermal 

efficiency. In the SCWR reactor, the thermophysical properties of the coolant water vary 

dramatically during heating, especially in the vicinity of pseudocritical temperature. This 

behaviour could lead to heat transfer deterioration or enhancement in the flow. It is a 

challenge to predict the detailed flow and temperature distributions for the design 

development.  

Similar to many other nuclear reactor designs, the coolant in the fuel assemblies in the 

SCWR flows through the rod bundles, which can be divided into subchannels. As discussed 

in §2, instabilities exist in the rod bundles due to the presence of narrow gaps in between the 

fuel pins that connect the subchannels. The study of these instabilities is an important input 

to the design of the SCWR. Previous studies of flow through the narrow gaps were 
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predominantly done in isothermal conditions and only a few studies focused on the forced or 

mixed convection study, particularly in the supercritical condition. The knowledge on the 

effect of the variable properties would be a useful contribution to the knowledge of the flow 

and heat transfer at supercritical pressure in a rod bundle, especially for the SCWR core 

design. 

The effect of the forced convection on the flow behaviour and heat transfer has been 

investigated using the CFD method, which is reported in this chapter. The large eddy 

simulation (LES) with WALE Subgrid-Scale (SGS) model is used herein for an accurate 

result. Simulations were carried out using Code_Saturne, an open-source CFD solver. The 

obtained results are presented and discussed in this chapter.  

4.1 Case Description 

The geometry is a trapezoid annulus where the flow passage is similar to the study by 

Wu & Trupp [120] and Duan & He [12,13]. This configuration can be considered similar to 

a simplified rod bundle consisting of triangular arrays.  An enclosed rod is located in the 

middle of the trapezoid channel, forming a narrow gap and a wide gap with the outer wall. 

As can be seen in Figure 4.1, these gaps namely, wide gap (BG) and narrow gap (NG) are 

located at the top and bottom wall respectively. The main channels of the trapezoid annulus 

are located at either side of the inner rod and connected by the top and bottom gaps. The 

diameter of the inner rod is 0.0508 m and the ratio of the narrow gap to the inner rod diameter 

is 0.079. The height of the trapezoid channel is 0.066 m, and the widths of the top and bottom 

wall are 0.0508 m and 0.127 m respectively.  
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Figure 4.1: A cross-section of the channel. (Inset) An equidistant plane between the 

bottom wall and the rod wall at the narrow gap. 

The hydraulic diameter,𝐷ℎ  of the channel, is 0.0314 m. The total length of the domain is 

𝑧 =40𝐷ℎ. The schematic diagram of the whole domain is illustrated in Figure 4.2. It is 

divided into two parts, namely the inflow generator and the test section. An internal mapping 

method is used to ensure a fully developed incoming flow to the test section. The flow field 

was first initialised using Synthetic Eddy Method (SEM) [163] at the targeted bulk velocity, 

and then the internal circulation in the inflow generator section was turned on after several 

time steps. The velocity field at 𝑧 =5𝐷ℎ in the inflow generator is copied at every time step 

and fed back to the inlet as a new boundary condition for the next time step. A typical fully 

developed flow is achieved in the simulation after sufficient time steps, in which considered 

to be at 3 through time of the length for the inflow generator. The inflow generator is an 

isothermal domain with a total length of 𝑧 =10𝐷ℎ. In the test section, a constant heat flux is 

applied on the inner rod wall with a length of 𝑧 =30𝐷ℎ, and this gives a total domain length 

of 𝑧 =40𝐷ℎ. 

 
Figure 4.2: The length domain for LES. 
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To study the effects of the variations of thermal properties on the behaviour of the large 

flow structures, the heat flux was varied and three different heating cases were considered. 

The heat fluxes considered are 10kW/m2, 50kW/m2 and 75kW/m2. In the present study, a 

constant heat flux is imposed on the rod wall in the heated section. The inlet bulk velocity 

for all cases is 0.0388 m/s. The inlet mass flow rate and Reynolds number are 0.088 kg/s and 

10540 respectively. This Reynolds number is double that of Duan & He [12,13], and one-

fifth of that of Wu & Trupp [120]. An inlet temperature of 360°C which is below the 

pseudocritical temperature at the specified pressure of 25 MPa is chosen. The thermal 

properties were obtained from NIST database.  

An overview of the mesh at the cross-section is illustrated in Figure 4.3. A fully structured 

non-uniform mesh containing 33 million elements was adopted. The generated mesh used 

comprises of fine and coarser grids respectively near the wall and in the centre of the main 

channel. The mesh nodes adjacent to the wall are in the range of 5 ≤ 𝛥𝑥+ ≤ 17, 0.13 ≤

𝑦+ ≤ 0.2 and 𝛥𝑧+ ≈ 23 for spanwise, wall normal and streamwise respectively. At wall 

location of 𝑦+ ≤ 20, there are about 13 cells with ~9 cells are located in 𝑦+ ≤ 10. These 

values were evaluated from the isothermal sub-domain. Based on the above information, the 

LES carried out can be viewed as well-resolved simulations [164]. The simulation was solved 

by using WALE subgrid-scale model embedded in Code_Saturne.  The velocity and pressure 

coupling is obtained using SIMPLEC algorithm. A second order central difference scheme 

in space and second-order in time is adopted.  

For all three cases, the time step specified was 0.001s where its dimensionless value is 

𝑡∗ = Δ𝑡𝑈𝑏/𝐷ℎ ≈ 0.0012. The overall maximum Courant-Friedrich-Lewy (CFL) number is 

able to keep below 0.7 for the stability in each case. The residuals are maintained below than 
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10-5 for Navier Stokes equations for around 3 through-time of the whole domain before the 

start statistics calculation. The convergence for the statistics is monitored and calculation of 

the averages are taken at about 4 through-time of the whole domain.   

 
Figure 4.3: Mesh at the channel cross-section. 

4.1.1 Predefined Locations for the Results Discussion  

In Figure 4.1, the two points NG and BG are located at the midpoint in between the outer 

wall with the narrow gap and wide gap at the vertical symmetric line of the channel 

respectively. The histories of instantaneous velocities were recorded for several axial 

locations at the aforementioned points (NG & BG). Values obtained were used for spectral 

and correlation analyses. An equidistant plane (inset of Figure 4.1), which is located between 

the rod wall and the bottom wall is used to present the instantaneous flow and temperature 

field at the narrow gap across the domain. Some profiles across the channel are plotted at 

several locations shown in Figure 4.4. The line profiles are named respectively as NL, BL, 

ML, and MC for the profiles in the narrow gap, wide gap, towards the main channel and 

across the narrow gap to the main channel. Results from these lines are used to discuss the 

turbulence statistics. 
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Figure 4.4: Pre-defined lines at the channel cross-section. 

 

4.1.2 The Quality of the Simulations 

It is important to evaluate the quality of the results obtained in the present study. To the 

author’s knowledge, there is no experimental data or Direct Numerical Simulation (DNS) 

data, which can be used to directly validate the current LES study. Therefore, the quality of 

the mesh used in the LES of the current study is evaluated using the parameter 𝑠 and 𝐿𝐸𝑆_𝐼𝑄𝑣 

that have been suggested by Geurts and Fröhlich [153] and  Celik et al. [154] respectively. 

Definitions for both parameters can be found in §3. The highest heat flux case of 75kW/m2 

is chosen to discuss the quality of the results obtained. Thanks to the symmetrical channel 

configuration, only half cross-sections of the full trapezoid annulus channel are presented 

here. These results are presented at four distances down the channel as illustrated in Figure 

4.5 and Figure 4.6. 

The value of 𝑠 can be seen as an estimation of the fraction of the turbulent kinetic energy 

modelled by LES and hence, the smaller the better. Pope [138] states that to obtain a good 

LES simulation, the turbulence kinetic energy has to be resolved over 80% i.e., 𝑠 < 0.2.  For 

the current simulations, the values of 𝑠 are reasonably small in all wall regions. They are only 
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rather high in some central regions. As shown in Figure 4.5, the overall values of 𝑠 increases 

slightly down the channel. The values of 𝑠 are very low in the near wall regions, being around  

~0.15. The region where 𝑠 >0.45 spreads throughout the cross-section down the channel, 

especially at the main channel area. However, in the region near the heated rod, the values 

of 𝑠 can be seen to decrease down the channel, which can be clearly seen across the top half 

of the rod pin. 

Contrary to the 𝑠 parameter behaviour, values of 𝐿𝐸𝑆_𝐼𝑄𝑣 increase as the mesh is refined, 

hence the smaller the better. Overall 𝐿𝐸𝑆_𝐼𝑄𝑣 parameter in the whole channel is maintained 

at a range of 0.97-0.98. According to Celik et al. [154], LES is considered to be good when 

𝐿𝐸𝑆_𝐼𝑄𝑣>0.8. The quality of the results in this study as discussed earlier, the value of 

𝐿𝐸𝑆_𝐼𝑄𝑣 are found to be around 1 near the wall and >0.97 across the channel. This shows 

the results obtained are generally in good quality.   
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Figure 4.5: LES quality s. 

 

 
Figure 4.6: LES quality LES_IQv. 
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4.2 Results and Discussion 

4.2.1 The Cross-Sectional Mean Velocity and Temperature 

It is useful to first investigate the cross-sectional mean results of the flow and temperature 

for the general behaviour of the flow, before focusing on the flow instability at the gaps due 

to thermal expansion. This information could provide an insight into better understanding the 

performance of the large flow structures later on. As the density of the water in the 

supercritical pressure condition varies greatly around 𝑇𝑝𝑐, the mean results are Favre-

averaged.  

Figure 4.7 shows the flow bulk temperature (𝑇𝑏), wall temperature (𝑇𝑤), streamwise bulk 

velocity (𝑈𝑏) and heat transfer coefficient (HTC) down the channel. 𝑇𝑏 is defined as, 

 𝑇𝑏 =
∫𝜌𝑤𝑇 𝑑𝐴

∫ 𝜌𝑤 𝑑𝐴
 (4.1) 

and HTC is calculated based on the cross-sectional averaged wall temperature and bulk 

temperature as follows: 

 𝐻𝑇𝐶 =
𝑞

𝑇𝑤 − 𝑇𝑏
 (4.2) 

where 𝑞 is the heat flux applied. 

As expected, the bulk fluid temperature and wall temperature increases monotonically 

down the channel in all cases. The temperature increases more rapidly in the case with a 

higher heat flux. From these results, it can be noted that for the first heating case of 10kW/m2, 

the condition of the average wall temperature and the bulk temperature of the flow are in the 

𝑇𝑏 < 𝑇𝑤 < 𝑇𝑝𝑐 manner. A gentle change of properties can be expected from this condition. 
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Meanwhile, for the other two higher heating cases, the average wall temperature exceeds the 

pseudocritical temperature so that the condition of 𝑇𝑏 < 𝑇𝑝𝑐 < 𝑇𝑤 achieved. Hence, in these 

cases the fluid temperature goes higher than the 𝑇𝑝𝑐 at some locations, which results in a 

rapid decrease in density and strong variations in other thermal properties.  

Since the density is negatively correlated to the fluids temperature, the bulk velocity is 

also expected to accelerate down the channel, which is clearly shown in Figure 4.7 (c). It also 

shows that the acceleration rate is positively related to the heat flux, where there is a steeper 

increase in velocity down the channel in higher heating cases. In comparison, the acceleration 

is relatively linear in the case of 10kW/m2, especially in the initial region of the heated 

section. This is due to the slower density variation. The averaged Heat Transfer Coefficients 

(HTC) however shows an opposite trend, that is, it decreases in value with the increase of 

heat flux. A steep drop can be observed in Figure 4.7 (d) at the beginning of the heated section 

in the case of heat flux 10kW/m2. Down the heating channel, the value of HTC starts to 

decrease gently and this can be observed for the heat flux cases of 50kW/m2 and 75kW/m2 

too but right from the beginning of heating. The higher the heat flux, has a more rapid 

decrease in HTC at the beginning of the heated channel, and having a lower overall HTC 

downstream of the channel. 

To assist the discussion in this chapter, the case with a heat flux 10kW/m2 is referred to 

as the ‘low heating case’ and the cases of 50kW/m2 and 75kW/m2 are referred to as the ‘high 

heating cases’ from hereafter. 
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(a) 

 

(b) 

 

(c) 
 

(d) 

Figure 4.7: The mean quantities of the flow down the heated channel. a) bulk 

temperature b) rod wall temperature c) bulk velocity d) heat transfer coefficient 
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4.2.3 Instantaneous Flow Field  

4.2.3.1 Equidistant Plane in the Narrow Gap 

Figure 4.8 shows the contours of the instantaneous velocity and temperature fields at the 

equidistant plane between the rod wall and the bottom wall of the trapezoid channel (see inset 

of Figure 4.1). The general structures of the swinging flow are similar for all heating cases. 

The streamwise velocity at the centre of the narrow gap increases with the increase of heat 

flux, which agrees with the results of the bulk velocity shown earlier. Similarly, the 

temperature reaches its highest value at the centre of the narrow gap in all cases as illustrated 

in Figure 4.9. The value of the temperature at the gap is also increased down the channel at 

higher heat flux. The large flow structures, bringing the high-temperature fluid in and out of 

the narrow gap region, are expected to increase the mixing and help the heat transfer. 

4.2.3.2 Rod Wall 

It is interesting to study the behaviour of the instantaneous temperature on the rod wall 

facing the gap regions. To demonstrate this, Figure 4.10 shows the instantaneous temperature 

on the rod surface facing the narrow gap and the wide gap. A clear difference can be seen in 

the distribution of the temperature on the rod wall facing these two gaps. Evidently, in the 

narrow gap region, the swinging flow structures cause an oscillation in the temperature 

distribution on the rod surface. Flow structures are good for heat transfer thereby reducing 

the mean temperature in the small gap region; however, such oscillations of the rod 

temperature may increase the chance of thermal fatigue, a risk that needs to be considered in 

the design. Meanwhile, there are no obvious temperature oscillations observed on the rod 

wall facing at the wide gap. 
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Figure 4.8: Instantaneous streamwise velocity at equidistant plane (see inset of 

Figure 4.1). 

 

 
Figure 4.9: Instantaneous temperature at equidistant plane (see inset of Figure 

4.1). 
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Figure 4.10: Instantaneous pin wall temperature. (Top) pin wall facing narrow gap 

(Bottom) pin wall facing wide gap. 
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4.2.3.4 Instantaneous Streamwise Vorticity 

Figure 4.11 shows the results of the iso-surfaces for the instantaneous streamwise 

vorticity for all three heating cases. Results presented are the view of the narrow gap region 

at the 20Dh domain length to the outlet face for each case. The iso-surfaces for the 

instantaneous streamwise vorticity is generated at the value of ±10, i.e. where the positive 

value of the vorticity is coloured in red while the negative value is coloured in blue.  

From the figure shown, it can be observed that the intensity for the instantaneous 

streamwise vorticity occurring in each heating case is different between them. In the lowest 

heating cases, it can be seen that pairs of opposite values for the instantaneous streamwise 

vorticity are apparently seen occurring throughout the narrow gap continuously. This 

behaviour could be contributing to the swinging flow structure that dominates the narrow 

gap. The same vorticity of the same magnitude, however, has reduced its intensity for the 

q=50kW/m2 case. The vorticities in this case also are separated and more scattered than in 

the lowest heating case which is in a clustered form. Meanwhile, in the highest heating case, 

a more significant change can be seen where the intensity of the instantaneous streamwise 

vorticity is reduced even more dramatically in the narrow gap. The similar alternating of 

opposite values streamwise vorticities in previous lower heating cases cannot be observed at 

the narrow gap. A disappearance of the vorticity structures from the middle of the narrow 

gap can be observed which especially true towards the near the outlet. These phenomena 

have shown that the contribution of the behaviour of the vorticity structures occurring at the 

gap to the swinging flow structure can be seen in earlier results. 
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(a) 

 
(b) 

 
(c) 

Figure 4.11: Iso-surfaces of instantaneous streamwise vorticity, Ωz (red= +10 blue= –

10) of instantaneous flow at 20Dh to the outlet. a) 10kW/m2 b) 50kW/m2 c) 75kW/m2 

Flow direction 

Flow direction 

Flow direction 
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4.2.4 Instantaneous Velocity Fluctuation and Power Spectral Density 

As mention earlier, several points at varying axial positions, located in the narrow gap 

(NG) and the wide gap (BG) of the channel are used to monitor the time history of the 

spanwise velocity. These results provide the instantaneous characteristics of the flow 

structure at the respective location in more detail. 

4.2.4.1 Narrow Gap 

The time histories of normalised fluctuating spanwise velocity at NG at several axial 

locations down the heated channel are shown in Figure 4.12 for each of the heating cases. 

Similar to the information in contour results earlier, strong quasi-periodic oscillations of the 

spanwise flow at the narrow gap can be seen in all cases. The trends of the oscillations and 

the dominant periods seem similar down the heated channel and maintain at around ~5s. In 

higher heating cases, some noises are observed in the signals recorded. This is probably due 

to the severe property changes at the location, as a result of the increase in the local flow 

temperature that could exceed 𝑇𝑝𝑐 in the narrow gap.  

The spanwise velocity at NG u’ can be evaluated by quantifying the dominant frequency 

of the quasi-periodic flow structures using the power spectrum density (PSD). PSD for all 

cases and several distances down the heated channel can be seen as in Figure 4.13. PSD 

values for the 50kW/m2 and 75kW/m2 are multiplied by a factor 102 and 104 respectively to 

assist in the presentation of data. In the distribution of the PSD of u’ at the narrow gap, there 

are visible peaks for each of the heating cases at each location. The frequencies of these peaks 

can be identified as the dominant frequencies of the structures and can be referred to as the 

peak frequencies (𝑓𝑝). For every case, 𝑓𝑝 remains the same throughout the channel with a 
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value of ~0.21Hz. The dimensionless frequency Strouhal number can be calculated (this 

parameter is calculated using the bulk velocity, 𝑈𝑏 at the unheated section) and the values 

are obtained to be around 𝑆𝑡−1  ≅ 5.62 for all three cases. This value is close to the value 

obtained by Wu & Trupp [120] and Duan & He [12] of 𝑆𝑡−1 ≅ 5.57, although the current 

Reynolds number is only 20% that of the former and doubled that in the latter study. Note 

that flow conditions in the present study are different from there of the previous studies. The 

current study was conducted at severe variations of properties, while the previous studies 

were performed at isothermal flow and constant property. This result shows that the Strouhal 

number is only dependent on the geometric configuration when the buoyancy force is not 

considered and the effect of the thermal expansion is rather limited.   

Stronger dissipations of energy can be seen at the frequencies above 4Hz for all cases. 

Moreover, the noise level (i.e., the oscillations) at the high-frequency end of the spectra also 

varies significantly from case to case. For example, the oscillations of PSD at a higher 

frequency above 10Hz is reduced for the case of 50kW/m2 (seeing at 𝑧/𝐷ℎ =25 & 35), and 

significantly lower than in other cases. The differences in noise levels are due to the samples 

used where some samples seem to bear more noises than the others. Different noises between 

samples might be linked to the history of the fluid path between each sample. This problem 

can be avoided by smoothing out the noise/oscillations with ensemble averaging by 

increasing the number of samples. However, in the present work, only three samples are used 

for each spectrum average, and each such spectrum requires a time history of 20 seconds. 

This is already quite resources demanding let alone having more samples. 
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Figure 4.12: Instantaneous spanwise velocity at NG down the heated channel. 
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Figure 4.13: Power spectrum density of u' at NG at different locations down the 

heated channel. 
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4.2.4.2 Wide Gap 

Wu & Trupp [120,121] and Duan & He [12] have observed the existence of the large 

flow structures in the wide gap as well as in the narrow gap, therefore it is useful to inspect 

the flow structures at this location. The representation of the time history of the normalised 

fluctuating spanwise velocity down the heated channel for each case can be seen in Figure 

4.14. The signals for all heating cases show strong turbulent fluctuations with no obvious 

regular oscillation. It is probable that the swinging flow structures are weak and the turbulent 

noises overwhelm their existence in the time wave form. The PSDs of the u’ at BG are also 

evaluated in a similar as those at the narrow gap, where several locations being monitored 

for each heating case. Some dominant peaks can be seen in the PSD at some axial locations 

for each heating case as shown in Figure 4.15. The dominant peaks are clearly seen at the 

length of 𝑧/𝐷ℎ =15, and are reduced down the channel and can hardly be to identified at 

𝑧/𝐷ℎ =35. There are two sets of peaks at the beginning of the heating section of 𝑧/𝐷ℎ =15. 

The first is in the range of 0.2 Hz to 0.25 Hz, and the second set is at around 0.5 Hz. Note 

that the first set of peaks is very similar to fp of the flow structures in the narrow gap, but the 

magnitude of the peaks is lower than those in NG. These results show the existence of large 

flow structures in the wide gap similar to those in the narrow gap, but weaker in intensity. 

As these flow structures in both gaps are at the same frequency, they are potentially linked 

to one another.   
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Figure 4.14: Instantaneous spanwise velocity at BG down the heated channel. 
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Figure 4.15: Power spectrum density of u' at BG at different locations down the 

heated channel. 



4.2 Results and Discussion  98  

  

 

4.2.4.3 Relationship between the Flow Structures at Different 
Locations 

To study the relationship between the flow structures passing the narrow and wide gaps, 

the cross-correlation functions of u’ between flows at NG and BG can be established. The 

equation used is as below, 

 𝑅𝑢𝑢(𝑧, z + Δz) = 〈𝑢′(𝑧)𝑢′(𝑧 + Δ𝑧)〉 (4. 1) 

The correlations in Figure 4.16 show that the flows at these two gaps are inversely 

correlated at 0s lag for all heating cases. For the low heating case, the correlation is very 

strong upstream but reduces down the heated channel. Meanwhile, for the higher heating 

cases, the flow structures between the gaps are not as strongly correlated near the heating 

inlet; then the negative correlation increases before somewhat reducing again. This may be 

due to the changes in local temperature in the gaps where strong changes of properties occur, 

consequently leading to changes in the flow structures in these gaps.  

It is possible to deduce that a statistically opposite direction of flows passing NG and BG 

in the spanwise direction. In other words, whenever the flow passing NG to the right in 

spanwise direction, the flow passing BG will move to the left. These inverse correlations of 

the flow structures at 0s lag between the gaps are similar to the forced convection case in the 

study of Duan & He [12]. It is interesting to mention that the study carried out by Duan & 

He [12] was based on constant properties. However, at high heat fluxes where the wall 

temperature could exceed the pseudocritical temperature, the correlation of the flow structure 

between the gaps appears to be reduced. Concurrent with the behaviour of the PSD of u’ at 

BG, it can be said that there are similar structures existed in the wide gap. The flow structures 

are correlated with those in the narrow gap but are not as strong.   
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Figure 4.16: The cross correlation function of u' between NG and BG at different 

locations down the heated channel. 
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4.2.5 Local Heat Transfer 

To observe closer on the behaviour of the heat transfer result by the local structure, the 

local wall temperature and local Nusselt number are investigated. The local Nusselt number 

(Nuloc) is calculated as:  

 𝑁𝑢𝑙𝑜𝑐 =
ℎ𝑙𝑜𝑐𝐷ℎ
𝜆

 (4.3) 

where ℎ𝑙𝑜𝑐 is the average heat transfer coefficient which is determined from:  

 ℎ𝑙𝑜𝑐 =
𝑞

𝑇𝑤,𝑙𝑜𝑐 − 𝑇𝑏
 (4.4) 

where 𝑞 is the heat flux applied and 𝑇𝑤,𝑙𝑜𝑐 is the local wall temperature. 

To see the effect of the flow structure to the heat transfer, the local wall temperature and 

the local Nusselt number are observed at three axial locations (z/Dh = 15, 25 & 35) as 

presented in Figure 4.17. From the figure, irregular results may be seen especially for certain 

cases and at a certain location, this is largely due to the insufficient data for averaged value 

at each location where longer data are needed for more smooth results.  

It can be seen that at a cross-section, the local wall temperature around the rod is quite 

regular circumferentially for all cases. An overall increase in wall temperature can also be 

observed for high heating cases down the channel. Meanwhile, the behaviour of the local 

Nusselt number shows a rather significant change in all heating cases. The Nusselt number 

can be seen at its highest near the heating inlet which is at z/Dh =15 as in the Figure 4.17 (a), 

before it reduces down the channel. This is true for all heating cases. The Nusselt number is 

also observed to be large locally at the region near the main channel and away from the gaps 

(60<θ<120), but this is not quite significant for the highest heating case of q=75kW/m2. It 
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also should be noted that the Nusselt number is higher at the narrow gap than in the wide gap 

for all heating cases. This may be explained by the existence of the swinging flow structure 

at the narrow gap region has improved the heat transfer at this location.  

 
(a) 

 
(b) 

 
(c) 

Figure 4.17: Local temperature and Nusselt number at several axial locations  

a) z/Dh=15 b) z/Dh=25 c) z/Dh=35. 



4.2 Results and Discussion  102  

  

 

4.2.6 The Size of Coherent Structures 

4.2.6.1 Two-Point Correlations 

As shown earlier, the fluctuating velocity u’ is a convenient parameter in describing the 

behaviour of the large flow structures. Even though the dominant frequencies of the flow 

structures at the gap as discussed above are the same in all cases, with the effect of thermal 

expansion (i.e., due to the property variation of the supercritical water), it is observed that 

the flow is accelerated in all cases. Therefore, the wavelength of the flow structures must be 

increased in this case. To investigate this behaviour, the flow structures can be statistically 

quantified using two-point correlations [138]. The streamwise scale of the large flow 

structures is analysed using cross-correlation between u’ at the point near the entrance of the 

heating section (𝑧/𝐷ℎ =11.25) and several positions down the heated channel in the narrow 

gap and the wide gap. As shown in Figure 4.18 (a), in all cases, the large flow structures 

passing through the narrow gap are somewhat similar to each other. In higher heating cases, 

some elongation of the structure is seen where the size starts to increase at z>0.6 m. The 

relationship between the heat flux and the wavelength is demonstrated to be positive. Hence, 

accelerated flow in that region is likely to be a result of thermal expansion 

Unlike the behaviour of flow structures in the narrow gap, the regular waves of the flow 

structures in the wide gap as in Figure 4.18 (b) are hardly be seen in most cases. Nevertheless, 

a pseudo-oscillation behaviour of the peaks could be seen at (𝑧/𝐷ℎ < 25) for the low heating 

case before it gets elongated further down the channel. The peaks are weak in the high heating 

cases, but there are some additional peaks around 𝑧/𝐷ℎ = 14 and 19. These additional peaks 

are in between the main peaks, which are similar to the peaks of the narrow gap. These two 

sets of peaks may be related to the two sets of peaks exhibited in the PSD in Figure 4.15. 
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Figure 4.18: The cross correlation of u' at different locations down the channel in a) 

NG and b) BG. 

4.2.6.2 Convection Speed of the Coherent Structure 

Figure 4.19 and Figure 4.20 present correlation coefficients of 𝑅𝑢𝑢 as suggested by 

Guellouz & Tavoularis [124], between two points at several axial locations for NG and BG 

in the test section. To perform the calculation of the correlation coefficient of the flow in 

gaps, instantaneous velocities are recorded at a point downstream from the heated inlet 

(𝑧 =25𝐷ℎ) as well as additional points further downstream (Δ𝑧/𝐷ℎ =0.2, 0.4, 0.6). Guellouz 

& Tavoularis [124] estimated the average convection speed, 𝑈𝑐 of the structures using these 

space-time correlations. The convection speed, 𝑈𝑐 is the ratio of the streamwise probe 

separation 𝛥𝑧 over the time delay for maximum correlation 𝛥𝑡𝑚𝑎𝑥. Table 4.1 shows the 

calculated convection speed for each case in both gaps. The convection speed changes as the 

heat flux is varied. At the narrow gap, the convection speed is inversely proportional to the 

increase of the heat flux, while the opposite is true at the wide gap. At the wide gap, the 

convection speed increases gently as the heat flux is increased.  
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Figure 4.19: The correlation coefficient of u' between a point at z=25Dh and several 

points away down the channel at NG. 

 

 
Figure 4.20: The correlation coefficient of u' between a point at z=25Dh and several 

points away down the channel at BG. 
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Table 4.1: Convection speed for each heating case for both at NG and BG. 

Heat flux, q 

(kW/m2) 

Convection Speed, Uc (m/s) 

NG BG 

10 0.0561 0.0333 

50 0.0486 0.0353 

75 0.0360 0.0382 

4.2.7 Mixing Factor  

The existence of large flow structures in the narrow gap enhances the turbulence mixing 

between the main channels (in a rod bundle case the mixing at the gaps between 

subchannels). As discussed in the earlier chapter, Rehme [113] and Wu & Trupp [121] noted 

that the turbulence parameter can be evaluated using the mixing factor, 𝑌 and effective 

velocity, 𝑢𝑒𝑓𝑓. More details on these parameters can be seen in §2. Rehme [113] used the 

following equation to evaluate the mixing factor due to the large flow structures. 

The friction factor, 𝑓∗ to determine the eddy viscosity, 𝜀 of 𝑌 function is estimated from 

the turbulent isothermal flow in a smooth pipe at similar Reynolds number, which is given 

by 

 𝑓∗ = 0.18 𝑅𝑒−0.2 (4.2) 

The results for 𝑢𝑒𝑓𝑓 down the heated channel are normalised with local 𝑈𝑏 and presented 

for both the narrow gap and wide gap in Figure 4.21. At both gaps, the trends of 𝑢𝑒𝑓𝑓/𝑈𝑏 are 

clearly different for each case. For the low heating case of 10 kW/m2, the 𝑢𝑒𝑓𝑓/𝑈𝑏 is largely 

unchanged along the heated domain while it reduces for the higher heating cases, 𝑢𝑒𝑓𝑓/𝑈𝑏 

reduces along the heated channel. Hence, the mixing between the subchannels when the 
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temperature follows 𝑇𝑏 < 𝑇𝑝𝑐 < 𝑇𝑤 condition reduces with distance from the start of heating.  

In most cases, it is also observed that the variations of 𝑢𝑒𝑓𝑓/𝑈𝑏 are not monotonic and 

there is a minimum point (drop in value) before the end of the inspected length. The location 

of the minimum point moves downstream with the increase of heat flux. These turning points 

of the trend are at 𝑧/𝐷ℎ =20, 25 & 30 for heat flux 10kW/m2, 50kW/m2 and75 kW/m2 

respectively. This can be explained as that a longer distance is needed for the development 

of mixing in high heating cases. Therefore, it is probably good practice to consider a longer 

domain to further investigate this phenomenon, especially at higher heating. 

An opposite behaviour can be seen in the wide gap. For the higher heating cases, ueff/Ub 

increases down the heated channel, whilst ueff/Ub gently decreases in the low heat flux case. 

Generally, the value of ueff/Ub is much lower compared to that in the narrow gap. This is due 

to the weaker unsteady flow structures at the wide gap as observed earlier. The value of 

ueff/Ub  obtained here can be compared with that of Duan & He [12], which is 0.135 and the 

value is quite close to the one obtained at 𝑧/𝐷ℎ =35.  

  
(a) (b) 

Figure 4.21: ueff/Ub down the heated channel at a) NG and b) BG. 
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In the study by Rehme [113], ueff also calculated away from the centre of the gap, in this 

case NG. The semi-empirical correlation to estimate ueff at the location away from the centre 

of the gap, Equation (2.6) of [113] is used to compare the one obtained by LES. Results can 

be seen as in Table 4.2 for ueff at 𝑥/𝛿𝑖𝑗=0.18 at the narrow gap. The ueff from the correlation 

by Rehme does not correlate well with the ueff obtained using LES. The ratio between the 

results of the correlation and those of LES is around 0.46, which is far lower than the results 

obtained in Duan & He [12]. This suggests that the effect of the variable properties 

considered in the present study have a strong influence on the mixing velocity and it is 

impractical to measure mixing by using Rehme’s correlation. 

Table 4.2: ueff comparison with Rehme correlation. 

Heat flux, q 

(kW/m2) 

𝒖𝒆𝒇𝒇 at 𝒙/𝜹𝒊𝒋=0.18 

LES Eq. (2.6) 

10 0.00531 0.00245 

50 0.00473 0.00218 

75 0.00516 0.00238 

Figure 4.22 shows the mixing coefficients, Y, calculated at NG. The trend of the results 

obtained for 𝑌 is similar to the trend of ueff down the heated channel. Again, results obtained 

here can be compared with the result of forced convection case in Duan & He [12]. For the 

heat fluxes 10kW/m2 and 75kW/m2, values obtained at 𝑧/𝐷ℎ =35 are around 15 to 20% 

higher compared to the value of 113.50 in Duan & He [12], while the value obtained for the 

heat flux of 50kW/m2 is almost the same with that of Duan & He [12]. Moreover, the 

differences between the two high heating cases, 50kW/m2 and 75kW/m2 for both ueff/Ub and 

𝑌 and that of Duan & He [12] could be due to the differences in the local temperature at the 
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gap region. The temperature in this region is exceeding the pseudocritical temperature for 

some distances in the heated domain. However, as mentioned earlier, it is difficult to 

determine the trend of the mixing after the recovery due to the limited heated domain length 

in this present study especially for the 75 kW/m2. This mixing has shown a complex 

behaviour in the high heating cases where the temperature is following 𝑇𝑏 < 𝑇𝑝𝑐 < 𝑇𝑤  order. 

 
Figure 4.22: Mixing coefficient, Y down the heated channel at NG. 
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4.2.8 Turbulent Quantities 

In this section, the statistics of the flow field at several channel locations, for each case 

will be discussed. The effect of the thermal expansion to the flow distribution in the trapezoid 

annulus channel is demonstrated herein. Only half of the channel is shown due to the 

symmetric nature of the channel configuration. The statistics presented here are Favre-

averaged due to the severe property variation at supercritical in this study.  All Favre-

averaged variables is denoted as �̃� and they are calculated as follows: 

 �̃� =
〈𝜌𝜙〉

〈𝜌〉
 (4. 5) 

the fluctuations component can be calculated as 

 𝜙′′ = 𝜙 − �̃� (4. 6) 

4.2.8.1 Statistics Flow Field 

Figure 4.23 shows the general mean velocity distribution for all cases. In the lowest 

heating case, the redistribution of the velocity down the channel is very little, whereas in 

cases with higher heating, the redistribution of the velocity field is apparent. High-velocity 

patches can be observed distributed down the heated channel in the wide gap area as well as 

near to the heating rod seeing Figure 4.23 (b) & (c) at 𝑧/𝐷ℎ =25&35. The differences 

between the high heating cases and lowest heating case are because in the high heating cases 

the condition of 𝑇𝑏 < 𝑇𝑝𝑐 < 𝑇𝑤 is maintained hence the density changes rapidly downstream. 

The changes in the properties in the low heating case are much smaller. The velocity is also 

particularly high in the narrow gap for both high heating cases (50kW/m2 & 75kW/m2), 

especially at 𝑧/𝐷ℎ =25 and 𝑧/𝐷ℎ =35 locations. 
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(a) 

 

(b) 

 

(c) 

Figure 4.23: Favre-averaged streamwise velocities, W̃ at several locations down the 

channel. a) q=10kW/m2 b) q=50kW/m2 c) q=75kW/m2 
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To observe the mean velocity distributions more closely at some regions of the channel, 

profiles are shown in Figure 4.24. As introduced in §4.2.1, mean velocity profiles are taken 

at the narrow gap (‘NL’), the wide gap (‘BL’), at the main channel (‘ML’) and along the 

equidistant line across the narrow gap to main channel (‘MC’). In each aforementioned 

region, results are presented at four different axial locations. The velocity in the narrow gap 

in the low heating case (q=10kW/m2) can be seen to be similar to a laminar flow profile and 

this is true for every location. This parabolic profile at the narrow gap is similar to the one 

obtained by Duan & He [13] The higher heating cases show a significant increase in velocity 

with an increase in the distance down the flow passage. The peaks of the profiles for both 

high heating cases are shown to be shifted toward the heating rod down the channel.  

In the wide gap, the profiles as illustrated in Figure 4.24 (b) are representative of a typical 

turbulent profile. In the low heating case, the profile does not change much down the heated 

channel compared to the high heating cases. In the high heating cases, similar to the one in 

the narrow gap, velocity increases and peaking near the heating rod. The higher heat flux, 

the higher the value of the peak profile is noted. This can be seen in both high heating cases 

at the location (𝑧/𝐷ℎ =25 & 35). The increase in profile peaks can be attributed to the effect 

of the thermal expansion. Hence large flow acceleration caused by heating observed in the 

larger gap in this case. 

Similar to the one in the wide gap, a typical turbulent profile is observed at ML in the 

Figure 4.24 (c). Again, a higher velocity is detected near the heating rod for high heating 

cases, while the velocity profile in the low heating case is maintained down the flow passage. 

Meanwhile, for both high heating cases, the velocities are slightly lower than the low heating 

case. This shows that the flow acceleration happens mainly near the heating wall. Both results 
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in BL and ML are also similar to that obtained in constant temperature study by Duan & He 

[13]. 

Figure 4.24 (d) shows the distribution of the velocity at an equidistant line (‘MC’) 

between the bottom wall of the channel and the heating wall. This profile can be used to 

examine the flow behaviour across the gap (i.e., from the centre of the narrow gap to the 

main channel). Corresponding to the peak velocity along NL down the heated channel 

(𝑧/𝐷ℎ =15, 25&35), the flow at the narrow gap is increased as the heat flux is increased. 

While similar to the earlier results at ML, in the main channel the velocity is slightly 

decreased as the heat flux increases. This shows that the difference between the velocities 

narrow gap and the main channel reduced at higher heat flux. In the lowest heating case, 

where the temperature difference is small and the variations of the properties are rather mild, 

the trend is somewhat close to that of Duan & He [13]. In the strong heating cases, the 

velocity difference across the channel reduces. 
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(a) 

 
(b) 

Figure 4.24: Favre-averaged streamwise velocities, W̃ profiles at several locations 

down the channel. a) NL b) BL c) ML d) MC 
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4.2.8.3 General Distributions of Turbulent Parameters 

Figure 4.25 shows the general distribution of the turbulent kinetic energy 0.5 ∗ 〈𝜌𝑢𝑖
"𝑢𝑖
"〉, 

𝑖 = 1,2,3 in the cross sections at several locations of the flow passage. Note that 𝑢1
"  here 

stands for 𝑢", 𝑢2
"  for 𝑣", and 𝑢3

"  for 𝑤". Due to the existence of the swinging flow structure 

in the narrow gap, a high value of 0.5 ∗ 〈𝜌𝑢𝑖
"𝑢𝑖
"〉 can be seen for all cases. The difference 

between the low heating case and the higher heating cases can be seen by studying the high 

intensity of patches down the channel in the narrow gap. In the low heating case the value of 

0.5 ∗ 〈𝜌𝑢𝑖
"𝑢𝑖
"〉 does not change much down the channel, while in the high heating cases, the 

turbulence decreases down the heating channel. The higher the heat fluxes, the faster the 

turbulence quantity reduces, as can be observed in Figure 4.25 (b) & (c). Looking at the 

region near the heating rod, the value 0.5 ∗ 〈𝜌𝑢𝑖
"𝑢𝑖
"〉 reduces at higher heat flux. The decrease 

of intensity of the flow swinging structure could be the reason for the low 0.5 ∗ 〈𝜌𝑢𝑖
"𝑢𝑖
"〉. 
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(a) 

 

(b) 

 

(c) 

Figure 4.25: 0.5〈ρui″ui″〉 at several locations down the channel. a) q=10kW/m2 b) 

q=50kW/m2 c) q=75kW/m2 
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The distribution of the streamwise component 〈𝜌𝑤"𝑤"〉 in the cross-section at several 

locations down the channel is illustrated in Figure 4.26. In isothermal region (𝑧/𝐷ℎ =5), all 

three cases show similarities in the distribution of 〈𝜌𝑤"𝑤"〉. For the low heating case, 

〈𝜌𝑤"𝑤"〉 is maintained down the heating channel and no significant changes are observed. 

As the heat flux increases, the low patch in the narrow gap becomes more apparent down the 

heated channel and transverses closer to the heated wall. This can be seen in Figure 4.26 (b) 

& (c). This behaviour in the narrow gap in high heating cases is similar to the distributions 

of the 0.5 ∗ 〈𝜌𝑢𝑖
"𝑢𝑖
"〉. Furthermore, the intensities of 〈𝜌𝑤"𝑤"〉 in the vicinity of the heated 

wall are also reduced down the heated channel. As mentioned earlier, this is largely true for 

the high heating cases while not much change is observed in the low heating case. A possible 

cause of this behaviour is the high flow temperature near the heated wall caused a reduction 

on shear stress at this region. Near the adiabatic wall  〈𝜌𝑤"𝑤"〉  is maintained down the 

channel for all three cases. 

Figure 4.27 shows the distributions of the 〈𝜌𝑢"𝑢"〉 component in the trapezoid annulus. 

High value patches can be seen in the narrow gap in every location for all heating cases. 

Similar to the trend of turbulent kinetic energy shown earlier,  〈𝜌𝑢"𝑢"〉 maintains down the 

heated channel in low heating case when the condition 𝑇𝑏 < 𝑇𝑤 < 𝑇𝑝𝑐 is maintained. While 

in the high heating cases, where the 𝑇𝑏 < 𝑇𝑝𝑐 < 𝑇𝑤 is maintained, the intensity in the gap 

reduces down the heated channel. The reduction of the flow structures down the heated 

channel is probably the main reason for this behaviour. 
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(a) 

 

(b) 

 

(c) 

Figure 4.26: 〈ρw″w″〉 at several locations down the channel. a) q=10kW/m2 b) 

q=50kW/m2 c) q=75kW/m2 
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(a) 

 

(b) 

 

(c) 

Figure 4.27: 〈ρu″u″〉 at several locations down the channel. a) q=10kW/m2 b) 

q=50kW/m2 c) q=75kW/m2 
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Results comparison with Duan & He [13] 

Some similarities in the distribution of turbulent quantities can be observed in the 

present study when it is compared to the study of  Duan & He [13]. The lowest heating case, 

in particular, shows a lot of similarities on the distributions with those observed in the forced 

convection case from the previous study. High turbulence kinetic energy region is located in 

the vicinity of the narrow gap in previous study, which is similar as in 0.5 ∗ 〈𝜌𝑢𝑖
"𝑢𝑖
"〉 in 

q=10kW/m2 case. The axial component of the turbulent intensity is high in value near the 

wall and in the region close to the narrow gap, but a low value was found in the narrow gap. 

This agrees with the result of  〈𝜌𝑤"𝑤"〉 in the present study. Even though no heating is 

applied on the outer wall, similar high value can be seen in the present study and the previous 

study. This due to the shear stress in this region may not be affected by the existence of the 

large flow structure. Meanwhile the spanwise component of the turbulent intensity is high in 

the narrow gap and this again agrees with the result of 〈𝜌𝑢"𝑢"〉. These results show that the 

low heating case behaves in a way similar to that of the forced convection of previous study 

[13]. That is, the variation of the temperature, and consequently the variations in thermal 

properties are small and have little influence on the flow behaviours. 

4.2.8.4 The Turbulent Quantities Profiles along ‘NL’, ‘BL’, ‘ML’ and 
‘MC’  

Profiles for the turbulent quantities of 0.5 ∗ 〈𝜌𝑢𝑖
"𝑢𝑖
"〉, 〈𝜌𝑤"𝑤"〉  and 〈𝜌𝑢"𝑢"〉 along the NL, 

BL, ML and MC lines are shown in Figure 4.28 - Figure 4.31. Along NL (narrow gap), the 

value of 0.5 ∗ 〈𝜌𝑢𝑖
"𝑢𝑖
"〉 in Figure 4.28 is high even though the velocity profile at this location 

implies a laminar-like flow. This is seen as an evidence of the swinging flow structure 

contributing to the total turbulent kinetic energy. More specifically, the peaks of the 〈𝜌𝑤"𝑤"〉 
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component are located near the walls, resembles a distribution profile of a typical wall shear 

flow, even though the profile is distorted by heating in the downstream stations. In contrast, 

the profile of 〈𝜌𝑢"𝑢"〉 peaks in the centre of the gap and could be to swinging flow structure 

in this region.  

The difference between the low heating case and the high heating cases can be seen 

clearly. In the low heating case of q=10kW/m2, the shape does not change much down the 

channel and maintains similar to its isothermal part. In the high heating cases of heat flux 

50kW/m2 and 75kW/m2, values of 0.5 ∗ 〈𝜌𝑢𝑖
"𝑢𝑖
"〉 and 〈𝜌𝑢"𝑢"〉 increase slightly at the 

beginning of heating (𝑧/𝐷ℎ = 15) before starting to decrease at higher axial level of 𝑧/𝐷ℎ =

 25 & 35. The values of 0.5 ∗ 〈𝜌𝑢𝑖
"𝑢𝑖
"〉 and 〈𝜌𝑢"𝑢"〉 decrease as the heat flux increases with 

the peak of the 〈𝜌𝑢"𝑢"〉 being closer to the heating wall. These changes indicate that the 

swinging flow structure is weakened, which is consistent with the results presented earlier. 

On the other hand, the value of 〈𝜌𝑤"𝑤"〉 behaves slightly different for the high heating cases 

with the peaks near the heating wall decreasing much earlier as can be seen at 𝑧/𝐷ℎ = 15. 

However, the peaks near the adiabatic outer wall increase slightly at 𝑧/𝐷ℎ = 15 & 25, before 

decreasing at 𝑧/𝐷ℎ = 35. This is again consistent with the observations presented earlier 

where turbulence reduces in the narrow gap. 
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(a) 

 

(b) 

 

(c) 

Figure 4.28: Profiles along NL at several locations down the channel. a) 0.5〈ρui″ui″〉 
b) 〈ρw″w″〉 c) 〈ρu″u″〉 
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In the wide gap BL (Figure 4.29) trends for all turbulent quantities (0.5 ∗

〈𝜌𝑢𝑖
"𝑢𝑖
"〉, 〈𝜌𝑤"𝑤"〉 & 〈𝜌𝑢"𝑢"〉) are very much the same with the peaks being near the wall. 

For the low heating case, the distributions of all turbulent quantities (0.5 ∗ 〈𝜌𝑢𝑖
"𝑢𝑖
"〉, 〈𝜌𝑤"𝑤"〉 

& 〈𝜌𝑢"𝑢"〉) do not change significantly down the heated channel. The trends for profiles of 

0.5 ∗ 〈𝜌𝑢𝑖
"𝑢𝑖
"〉 and 〈𝜌𝑤"𝑤"〉 in the wide gap for the high heating cases are somewhat similar 

to the trend profile of 〈𝜌𝑤"𝑤"〉 in the narrow gap, where peaks decrease near the heating wall 

and increase near the adiabatic outer wall. It is worth noting that the peaks between the heat 

flux cases of 50kW/m2 and 75kW/m2 are somewhat similar with the latter having a slightly 

higher peak than the other case. This suggests that the flow is undergoing a laminarisation 

process when the heat flux is sufficient high. Moreover, across the heating channel, the 

increase in value 0.5 ∗ 〈𝜌𝑢𝑖
"𝑢𝑖
"〉 and 〈𝜌𝑤"𝑤"〉 exceeds the low heating case from the middle 

of the gap to the adiabatic outer wall. 

In contrast, 〈𝜌𝑢"𝑢"〉 increases strongly near the heating wall with higher peak for the 

higher heat flux case. The increase starts from the beginning of heating (at 𝑧/𝐷ℎ = 15). This 

suggests that there is a strong cross-flow structure generated across the wider gap, which 

results in a wall shear layer on the walls. Nevertheless, the strength is still rather weak than 

that in the narrow gap by an order 5.  

It can be seen from  Figure 4.30 that in the main channel (ML), the distribution of all 

turbulence quantities largely shows the typical characteristics of a wall shear flow.  The 

effects of the heating on turbulence tend to be similar to that in the wide gap for all cases 

except that of the 〈𝜌𝑢"𝑢"〉 component.  All turbulent quantities down the heating channel 

show a decrease in the peaks as the heat flux increases. Figure 4.30 (b) & (c) show that the 

value of (0.5 ∗ 〈𝜌𝑢𝑖
"𝑢𝑖
"〉) is dominantly affected by the 〈𝜌𝑤"𝑤"〉 component.  
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(a) 

 
(b) 

 
(c) 

Figure 4.29: Profiles along BL at several locations down the channel. a) 0.5〈ρui″ui″〉  
b) 〈ρw″w″〉 c) 〈ρu″u″〉  
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(a) 

 
(b) 

 
(c) 

Figure 4.30: Profiles along ML at several locations down the channel. a) 0.5〈ρui″ui″〉 
b) 〈ρw″w″〉 c) 〈ρu″u″〉  
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Figure 4.31 shows the distribution of turbulent quantities along ‘MC’. The value of  0.5 ∗

〈𝜌𝑢𝑖
"𝑢𝑖
"〉 gently decreases across the narrow gap to the main channel. The value becomes 

lower in high heat flux case. The reduction becomes stronger as the flow moves downstream. 

This agrees with the results observed earlier along NL. Conversely, the value increases 

slightly in the main channel at 𝑧/𝐷ℎ =25 & 35. A similar trend can be observed for 〈𝜌𝑢”𝑢”〉, 

with larger difference in the magnitude at the gap between cases. Meanwhile, the trend for 

〈𝜌𝑤”𝑤”〉 is somewhat different. The value increases away from the centre of the narrow gap 

before decreasing towards the main channel. For all cases the value at the gap is about the 

same. As the heat flux increases, the magnitude of the 〈𝜌𝑤”𝑤”〉 peak reduces down the heated 

channel, while a slight increase in value in the main channel is seen, which is similar to the 

behaviour of 0.5 ∗ 〈𝜌𝑢𝑖
"𝑢𝑖
"〉 and 〈𝜌𝑢”𝑢”〉. 

Results comparison with Duan & He [13] 

Similar to the results for the mean velocities discussed above, the turbulent quantities are 

also qualitatively compared well with the mixed convection study case of Duan & He [13]. 

A qualitative comparison of the present study is discussed below with the results by Duan & 

He [13] as presented in Figure 4.32. 

In the narrow gap, the trend for the 0.5〈𝜌𝑢𝑖
”𝑢𝑖
”〉 are not as parabolic as 𝑘/𝑈𝑏

2 used in the 

previous study. The turbulence kinetic energy is well distributed across the gap. In the wide 

gap, the profile trends for 0.5〈𝜌𝑢𝑖
”𝑢𝑖
”〉 is quite similar to the trend of turbulent kinetic energy 

by Duan & He [13]. This trend agrees for all cases with peaks reduce near the heating wall 

for 0.5〈𝜌𝑢𝑖
”𝑢𝑖
”〉 at higher heat flux, while the peaks near the wall is also reduced from case 2 

to case 3 in see Figure 4.32(b). Meanwhile along the line ML towards the main channel, the  
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(a) 

 
(b) 

 
(c) 

Figure 4.31: Profiles along MC at several locations down the channel. a) 0.5〈ρui″ui″〉 
b) 〈ρw″w″〉 c) 〈ρu″u″〉  



4.2 Results and Discussion  128  

  

 

  
(a) (b) 

 
 

(c) (d) 

Figure 4.32: The distribution of turbulent kinetic energy at the same lines by Duan 

& He [13]. a) NL b) BL c) ML d) MC 

profile trends for 0.5〈𝜌𝑢𝑖
”𝑢𝑖
”〉 in the present study are also similar such in Figure 4.32(c). This 

trend agrees for every case where peaks are shown reduced near the heating wall for all 

quantities. It is worth to mention that the behaviour of reduction in peaks near the heating 

wall at higher heat flux in the present study is comparable to the peaks of buoyancy cases 

(Case 2 & Case 3) in the previous study. This is interesting as the effect of the thermal 

expansion to the turbulence is closely similar to the buoyancy effect in constant density.  

Again similar profile trends as in the main channel can be seen across the narrow gap along 

the line MC. As 0.5〈𝜌𝑢𝑖
”𝑢𝑖
”〉 reduces at the narrow gap where it also true for the buoyancy 

cases (Case 2 & Case 3) of Duan & He [13]. This shows the similar effect of the thermal 
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expansion and buoyancy effect in constant density to the turbulence intensity at this region 

where similar to the finding of Tanaka et al. [31]. 

4.2.9 Proper Orthogonal Decomposition  

To further analyse the coherent structures in the narrow gap, a method suggested by 

Lumley called proper orthogonal decomposition (POD) was used [145]. The POD can be 

viewed as a method to identify the most important modes of turbulence structures by 

decomposing the transient data into a set of orthogonal functions. This method is widely used 

as an option to study turbulence dynamics. Detail description of POD can be seen in §3.2. In 

the present study, 100 samples of snapshots were used to examine the energy distribution of 

the POD modes at the equidistant plane in the narrow gap.  To study the effect of the thermal 

expansion in the narrow gap between cases, the first three energetic modes are presented here 

in this section.  

Figure 4.33 - Figure 4.35 show the first 3 energetic modes of all cases alongside their 

instantaneous streamwise velocity. It can be seen that the first two modes show two 

alternating/symmetric structures with Mode 1 having a higher intensity for q=10kW/m2 

(Figure 4.33). The alternating patterns in Mode 1 and Mode 2 work as a pair resultant from 

the swinging flow structures. The energy contained in these structures is around 28% and 

24% respectively. This shows that this structure pair makes up more than half of the total 

energy content of the flow structures. Meanwhile, the third energetic mode represents smaller 

structures and makes a contribution of 3.5% to the overall energy of the flow structures. 

In the case of q=50kW/m2, similar alternating patterns of the velocity fluctuations form 

the first 2 energetic modes which can be seen in Figure 4.34. This again suggests that this 
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pair contribute strongly to the general swinging flow structure. It can be seen that the 

contributing energy from Mode 1 and Mode 2 in q=50kW/m2 is close to each other with 

23.5% and 21.4% respectively of the total energy. The third energetic mode shows a structure 

of reducing fluctuations downstream. The contribution energy from all the first three modes 

makes up barely half of the total energy content of the flow structure. The third mode explains 

the weakening of the structures down the channel. 

The POD results for the highest heating case of q=75kW/m2 can be seen in Figure 4.35. 

A pair of the alternating/symmetric patterns similar to that seen in the earlier two cases can 

also be found in the highest heating cases. However, the pair is not the first two energetic 

modes in this case anymore; they become the second and third energetic modes of the 

swinging flow structures. The contributing energy from the pair is 16.5% and 15%, making 

up only 31.5% of the total energy of the flow structure. On the other hand, the first energetic 

mode in this case, contributing 29% to the total, is one with reducing fluctuations pattern 

downstream. This is similar to the structure found in the case of q=50kW/m2 as the third most 

energetic mode. This explains the observation of the weakening flow structure downstream 

in the highest heating case. This result is in line with the turbulent quantities discussed earlier 

as well as the behaviour of the instantaneous streamwise vorticity as seen in Figure 4.11. 

Similar behaviour of vortex reduction also can be seen in high heating cases in Appendix A 

represented by Q criterion iso-surfaces.   
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Figure 4.33: The instantaneous streamwise velocity and first 3 energetic modes at 

the narrow gap in q=10kW/m2. 

 

 
Figure 4.34: The instantaneous streamwise velocity and first 3 energetic modes at 

the narrow gap in q=50kW/m2. 
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Figure 4.35: The instantaneous streamwise velocity and first 3 energetic modes at 

the narrow gap in q=75kW/m2. 

4.3 Summary 

Large eddy simulations of turbulent forced convection of water at a supercritical pressure 

in a trapezoid annulus have been performed using Code_Saturne. The effects of the thermal 

expansion and the variation of other properties on the large flow structures in the channel 

have been discussed. The results obtained clearly demonstrate the existence of the large flow 

structures in the narrow gap and the wide gap. This agrees with the finding by Wu & Trupp 

[120] and Duan & He [12]. There are some differences in the behaviours of the large flow 

structures between the higher heating cases and the low heating case. The swinging flow 

pulsation observed in the narrow gap led to the temperature variations on the rod wall. This 

may increase the thermal fatigue of the rod, especially on the side of the narrow gap.  The 
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flow structures in the wide gap are inversely linked to those in the narrow gap, but they are 

much weaker. The 𝑆𝑡−1 of the channel is found to be similar to that of Duan & He [12] and 

close to Wu & Trupp [120]. The convection speed in the narrow gap reduces with the increase 

of heat flux, but the trend is reversed in the wide gap.  

The effective mixing velocity, ueff is also investigated at the gaps and a point away from 

the gap. ueff obtained using LES away from the gap is compared with the Rehme correlation 

[113]. The Rehme correlation is unable to predict the correct ueff of the results obtained using 

LES, which implies that the effect of variable property is strong. Indeed, the effect of the 

variation of the properties on the behaviour of large flow structure in the gaps has been 

observed as discussed above. The mixing factor, 𝑌 and ueff/Ub are also compared with the 

forced convection result of Duan & He [12]. The significant difference between the present 

results and that of Duan & He [12], which can be attributed to the effect of the variation of 

the properties due to heating. 

The turbulent statistics at several locations down the channel for each heating case are 

discussed.  The general mean velocity distributions are not strongly influenced by the heating 

in all the cases though there are detailed differences. For example, a clear distinction can be 

seen in the distribution of the mean velocity in the wide gap between the low heating case. 

In the cases of higher heating, the velocity is significantly increased near the heated rod in 

the wide gap. It has been found that heating causes a reduction in all turbulence quantities, 

especially near the heating wall. The opposite is seen to be true near the adiabatic wall in the 

wide gap and main channel, where the turbulent quantities increase with the increase of the 

heat flux. The magnitude of 〈𝜌𝑢”𝑢”〉 in the narrow gap is observed to be largest compared to 

other regions in the channel cross-section, showing that the spanwise component which 
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contributed by the flow structures dominate the trend of the total turbulent kinetic energy in 

this region. Furthermore, results from the present study have been compared with those of 

the Duan & He [13]. The general trend of results of the high heating cases of the present 

study in the main channel and across the gap, are similar to those of the buoyancy cases of 

the Duan & He [13]. From this result it shows that the effect of thermal expansion and that 

of the buoyancy effect of constant properties flow (based on Boussinesq approximation) 

appear to be similar which agrees with the finding by Tanaka et al. [31]. 

A POD analysis has also been done for all heating cases using 100 snapshots. The 

contributions of the dominated modes to the complete general flow structure are discussed. 

It is found that the swinging flow structures in all heating cases are a pair of 

alternating/symmetric modes. In high heating cases, an additional mode with a reduced 

pattern is apparent, which becomes the dominant mode in the case of the strongest heating 

(q=75kW/m2). 



 

 

 

 

Buoyancy-Aided Flow of 
Supercritical Water in a Trapezoidal 

Annulus Channel  

In Chapter 4, the effect of the thermal expansion due to the variation of properties on the 

behaviour of flow structures in the narrow gap has been demonstrated. When the heat flux is 

sufficiently high in which the wall temperature exceeds the pseudocritical temperature, the 

flow structures are weakened and the fluid mixing between subchannels is reduced. In that 

forced convection study, the buoyancy force was omitted. 

However, in real heating applications, the buoyancy cannot be avoided. This chapter will 

consider the buoyancy-aided flows of supercritical water. The effect of buoyancy on the flow 

structures will be the focus of this chapter. The combined effects of buoyancy and thermal at 

supercritical water is investigated herein. The geometric configuration of the flow channel 

considered is the same as that in Chapter 4, but an additional case of smaller dimension. This 

trapezoid annulus channel was also studied can be viewed to represent the triangular fuel 

assembly.  The numerical study is again carried out using large eddy simulation with a 
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WALE SGS model embedded in Code_Saturne. A brief introduction to Code_Saturne can 

be found in the Chapter 3. 

5.1 Case Description 

The same trapezoidal annulus as in the study of forced convection described in Chapter 

4 is used to study the effect of buoyancy force here. Again, the total domain is divided into 

two parts, namely the inflow generator and the heated test section (Figure 5.1). A typical 

fully developed flow is achieved in the inflow generator section after sufficient time steps. 

The inflow generator is an upstream isothermal domain with a total length of 𝐿 =10𝐷ℎ.  The 

velocity field at 𝐿 =5𝐷ℎ in the inflow generator is copied at every time step and fed back to 

the inlet as a new inlet boundary condition for the next time step. The length of the heated 

test section is extended from 30Dh in the previous forced convection study to a length of 

𝐿𝑡 =50𝐷ℎ used here. A constant heat flux is applied on the inner rod wall in the heated test 

section. Therefore, the total domain length is 𝐿𝑇 =60𝐷ℎ. 

 
Figure 5.1: The length domain for LES. 

Two sizes of the cross-sectional channel were used in the mixed convection simulations 

reported in this chapter. i) MC_L3 uses the same size as that in Chapter 4 (see Figure 4.1) 

which has a hydraulic diameter of 0.0314m and ii) MC_S2 and MC_S3 have a dimension of 
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1/10 of that of MC_L3, and hence having a hydraulic diameter of 0.00314m. It will be shown 

later, for the same level of buoyancy effect, a channel of a larger size needs a relatively small 

change in temperature than that in a smaller channel. As a result, MC_L3 represents a case 

of a strong buoyancy influence but with little changes in fluid properties; hence this is a case 

where the Boussinesq approximation applies. By contrast, MC_S2 and MC_S3 represent 

cases where the variation of the temperature in the fluid is strong for the buoyancy-influenced 

cases, and hence effects of the variations of other thermal properties may also play an 

important role. 

The nondimensional heat fluxes cases MC_L3, MC_S2 and MC_S3 are of 𝑄+ =

0.013, 1.73 & 6.9 respectively. Consequently, the buoyancy parameter for the three cases are 

given as 𝐵𝑜∗  =  2 × 10−5, 2.5 × 10−6 & 1 × 10−5. Here 𝑄+ and Bo* are given by  

 

𝑄+ =
𝑞𝐷ℎ
𝜆𝑇

 

𝐵𝑜∗ =
𝐺𝑟∗

𝑅𝑒3.425𝑃𝑟0.8
 

(5.7) 

where Re is the Reynolds number, Pr is the Prandtl number and Gr* is the Grashof number 

which is based on the wall heat flux. 

 𝐺𝑟∗ =
𝑞𝛽𝐷ℎ

4𝑞

𝜆𝜈2
 (5.8) 

The details of the parameters of the test cases are shown in Table 5.1. Also shown are 

two forced convection cases already discussed in Chapter 4 for comparison. The inlet bulk 

velocity for Dh=0.0314m is 0.0388 m/s and for Dh=0.00314m is 0.0388 m/s. In both 

dimensions, the inlet bulk velocity is for a targeted Reynolds number of 10540. In the present 

study, a constant heat flux is again imposed only on the rod wall in the heated test section. 

An inlet temperature of below the pseudocritical temperature is chosen at 360°C. The chosen 
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operating pressure is 25 MPa. The thermal properties were obtained from the NIST database. 

For some comparison together with the current test cases, two forced convection cases from 

the previous study were chosen and presented in this study. The lowest and highest heat 

fluxes cases were considered, namely FC_L1 and FC_L3. The discussion will mainly focus 

on the current test cases, while further discussion on the forced convection cases can be found 

in Chapter 4. The summary of all presented cases herein can be seen in Table 5.1. 

Table 5.1: Summary of flow and heating conditions at Re=10540, T0=633K 

(FC=Forced Convection; MC=Mixed Convection). 

Case Type Q+ 
q 

(kW/m2) 

Dh 

(mm) 

Ub 

(m/s) 
Lt/Dh Bo* 

FC_L1 FC 1.07 10 31.4 0.0388 30 - 

FC_L3 FC 8.01 75 31.4 0.0388 30 - 

MC_L3 MC 0.01 0.13 31.4 0.0388 50 2×10-5 

MC_S2 MC 1.73 161.5 3.14 0.388 50 2.5×10-6 

MC_S3 MC 6.90 646 3.14 0.388 50 1×10-5 

The same mesh used in the previous study is adopted in this study. The mesh is fully 

structured, containing 49 million elements. The mesh nodes adjacent to the wall are in the 

range of 5 ≤ 𝛥𝑥+ ≤ 17, 0.13 ≤ 𝑦+ ≤ 0.2 and 𝛥𝑧+ ≈ 23 for spanwise, wall normal and 

streamwise respectively. For locations of 𝑦+ ≤ 20, there are about 13 cells with ~9 cells 

located in 𝑦+ ≤ 10. These values were evaluated from the isothermal sub-domain. The 

present LES simulation was again solved using WALE subgrid-scale model in 

Code_Saturne.  The velocity and pressure coupling is obtained using SIMPLEC algorithm. 

A second order central difference scheme in space and second-order of mix Crank-Nicolson 

and Adams-Bashforth in time is adopted. 

For the numerical stability and accuracy, the overall maximum CFL number was 

restricted to be below 0.6. To achieve this the time step specified at 0.001s for MC_L3 and 

10-5s for MC_S2 and MC_S3, where the nondimensional time for each case was 𝑡∗ ≈ 0.0012 
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(𝑡∗ =
Δ𝑡𝑈𝑏

𝐷ℎ
). For the convergence of the simulations, overall residuals are kept at 10-5 for all 

buoyancy cases, where they are maintained for around 3 through-time of the whole domain 

before the statistics starts calculated. To achieve the converged results of the statistics, 

averages are taken at about 4 through-time of the whole domain.   

5.1.1 Predefined Locations for the Results Discussion  

To ease the discussion later in this chapter predefined locations are shown in Figure 5.2. 

The two points, NG and BG, are located at the midpoint of the vertical symmetric lines of 

the channel in the narrow gap and wide gap respectively. The histories of instantaneous 

velocities were recorded for several axial locations at these points (NG & BG). Values 

obtained were used for spectral and correlation analyses. Some profiles across the channel 

are plotted at several locations shown in Figure 5.2. The line profiles are named respectively 

as NL, BL, ML, and MC for the profiles in the narrow gap, wide gap, towards the main 

channel and across the narrow gap to the main channel. The line MC is an equidistant plane, 

located between the rod wall and the bottom wall is used to present the instantaneous flow 

and temperature field at the narrow gap across the domain. Results from these lines are used 

to discuss the turbulence statistics. 

 
Figure 5.2: Predefined lines and locations. 
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5.1.2 The Quality of the Simulations 

The quality of the simulations with the mesh used in the present study is first evaluated. 

This is an important step to evaluate the quality of the results obtained as there is no 

experimental study that can be compared directly to validate the present study. Similar as in 

Chapter 4, two parameters are used to evaluate the quality of the simulations, namely the 

parameter 𝑠 and 𝐿𝐸𝑆_𝐼𝑄𝑣. These parameters have been suggested by Geurts and Fröhlich 

[153] and  Celik et al. [154] and their definitions can be found in §3. The quality of the 

simulation for the highest heat flux case, MC_S3 is presented herein.  Figure 5.3 and Figure 

5.4 show the contours of parameter 𝑠 and 𝐿𝐸𝑆_𝐼𝑄𝑣 respectively at four locations. Taking the 

advantage of the symmetrical configuration of the trapezoidal annulus channel, only half of 

the cross-sections are presented here.   

As illustrated in Figure 5.3, the overall values of 𝑠 increases down the channel. The value 

of 𝑠 in the main channel area is around 0.35 and through the cross-section down the heated 

channel, the value of 𝑠 increases to around ≈ 0.7. Meanwhile, near all wall regions, the value 

of 𝑠 is maintained low, being at 𝑠 < 0.17. The value of 𝑠 is close to DNS simulations when 

it is close 0. To obtain a good LES simulation, the turbulence kinetic energy has to be 

resolved over 80% i.e., 𝑠 < 0.2 [138]. Even though the value of 𝑠 in the main channel is quite 

high, the quality of the current LES simulation can still be considered good as the values of 

𝑠 are reasonably small in all wall regions.  

The parameter by Celik et al. [154], 𝐿𝐸𝑆_𝐼𝑄𝑣, is shown in Figure 5.4. Down the heated 

channel,  𝐿𝐸𝑆_𝐼𝑄𝑣 is overall maintained in a range of 0.97-0.98 in the main channel. The 

values of 𝐿𝐸𝑆_𝐼𝑄𝑣 near the wall are observed to be around 1. According to Celik et al. [154], 
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𝐿𝐸𝑆_𝐼𝑄𝑣 is considered good when it close to 1 (i.e., 𝐿𝐸𝑆_𝐼𝑄𝑣>0.8). These results show that 

the current simulations are generally of good quality and can be referred to as numerical 

experiment. 

 

 
Figure 5.3: LES quality s in case MC_S3. 
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Figure 5.4: LES quality LES_IQv in case MC_S3. 

5.2 Results and Discussion 

5.2.1 Variation of Properties 

The variations of the properties of the water are investigated for all cases. The values of 

the properties are obtained from the calculated bulk temperature, which defined as  

 𝑇𝑏 =
∫𝜌𝑤𝑇 𝑑𝐴

∫ 𝜌𝑤 𝑑𝐴
 (5.9) 

Figure 5.5 shows the bulk temperature down the heated channel for all cases. As can be seen 

in the figure, all cases show an increase of the bulk temperature except for the mixed 

convection case MC_L3. In MC_L3 the temperature is almost unchanged (in this figure) due 

to a small heat flux applied. The case with the highest temperature increased is MC_S3, 

where it has the highest value of Q+ followed by FC_L3. Meanwhile the temperature 
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increases for MC_S2 and FC_L1 are quite close to each other. None of the cases tested has 

a bulk temperature higher than the pseudocritical temperature of ~385℃.  

Figure 5.6 shows the variations of a few fluid properties down the heated channel, 

including density, dynamic viscosity, thermal conductivity and Prandtl number. Along the 

heated channel the density, molecular viscosity and thermal conductivity decrease 

monotonically for all cases except for MC_L3 in which the remain largely unchanged. 

Meanwhile, the Prandtl number increases for all cases along with the increase of the bulk 

temperature. The change in properties is the highest in MC_S3. The property change for case 

MC_S2 is intermediate, in between the two forced convection cases of FC_L1 and FC_L3. 

 
Figure 5.5 Bulk temperature measured down the heated channel. 
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(a) (b) 

  
(c) (d) 

Figure 5.6: Variations of bulk thermal properties down heated channel. a) density b) 

dynamic viscosity c) thermal conductivity d) Prandtl number 
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The trends of the temperature and thermal properties across the channel are also 

investigated at some locations. The variation of the temperature and the properties in the 

narrow gap and wide gap regions are shown. Only the density and Prandtl number are 

discussed below. The variation of other properties can be seen in Appendix B.  

Figure 5.7 shows the temperature variations along the narrow gap (NL) and wide gap 

(BL). It can be seen that the temperature is the highest near the heated wall (𝑦/𝑦𝑚𝑎𝑥= 0) in 

all cases. MC_S3 has the highest temperature at the heating wall among all cases. Meanwhile, 

for MC_L3 the temperature is almost unchanged in comparison to other cases.  

Both cases of MC_S3 and FC_L3 have a rapid increase in the fluid temperature near the 

heating wall. In both cases, the fluid temperature can be higher than the Tpc down the heated 

channel. This is also true for MC_S2. In the latter case, the fluid temperature exceeding Tpc 

occurred much closer to the heating wall both in the narrow gap and the wide gap. In the 

narrow gap, the region where the temperature is higher than the Tpc in MC_S3 spreads further 

towards to the centre to the gap. In this case, the variations of properties at these locations 

are expected to be high.  

Figure 5.8 shows the variation of the density along NL and BL. The density can be seen 

at the lowest near the heated wall while higher towards the adiabatic wall. This can be clearly 

seen from all heating cases except for MC_L3 case. Similar to the temperature variations 

shown earlier, the density varies much rapidly down the heated channel for both MC_S3 and 

FC_L3. This is due to the fact that the temperature exceeds the Tpc away from the heating 

wall.  
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 (a) 

 
(b) 

Figure 5.7: Variation of temperature at several locations along a) NL b) BL. 
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(a) 

 
(b) 

Figure 5.8: Variation of density at several locations along a) NL b) BL. 
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The variations of the Prandtl number along NL and BL are illustrated in Figure 5.9. From 

the figure, it can be seen that a peak appears in the location away from the wall in FC_L3, 

MC_S2 and MC_S3 cases. The peaks occur when the fluid temperature in the region crosses 

Tpc. The location of the peaks coincides that where T=Tpc. It can be seen that the Prandtl 

number for MC_S3 becomes the lowest at the heating wall compared to the other cases.  

 

 
(a) 

 
(b) 

Figure 5.9: Variation of Prandtl number at several locations along a) NL b) BL. 
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Overall, the variations of the temperature and the fluid properties in all cases show some 

differences between the cases, but they can be grouped according to their general trends in 

the variation of the properties. Two cases with most severe changes in properties are FC_L3 

and MC_S3. The former case is a forced convection case while the latter is a mixed 

convection in which the buoyancy influence is non-negligible. Cases FC_L1 and MC_S2 

have a mild variation of properties in the cross-sections and the last case, MC_L3 has very 

small variations of properties, which can be ignored. This implies that this case satisfied the 

Boussinesq approximation condition. 

5.2.2  Bulk Parameters 

To study the general trend of the tested cases, the bulk Reynolds number (Reb) and bulk 

Nusselt number (Nub) are presented in Figure 5.10. The bulk Nusselt number is calculated 

as:  

 𝑁𝑢𝑏 =
ℎ𝑎𝑣𝑒𝐷ℎ
𝜆

 (5.10) 

where ℎ𝑎𝑣𝑒 is the average heat transfer coefficient which is determined from:  

 ℎ𝑎𝑣𝑒 =
𝑞

𝑇𝑤,𝑎𝑣𝑒 − 𝑇𝑏
 (5.11) 

where 𝑞 is the heat flux applied and 𝑇𝑤,𝑎𝑣𝑒 is the average wall temperature. 

It can be seen from Figure 5.10 (a) that the bulk Reynolds number increases 

monotonically down the heated channel for all cases. The case with the highest change of 

Reynolds number is MC_S3, followed by FC_L3, MC_S2 and FC_L1. Meanwhile, the 

Reynolds number of MC_L3 does not change much in this scale.  

The bulk Nusselt number is shown in Figure 5.10 (b). In all the cases, the Nub is the 
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higher at the start of the heated section as expected, but it decreases rapidly downstream. 

This is where the thermal boundary layer is developing. In FC_L1, FC_L3 and MC_S2, Nub 

gradually decreases and become constant value some distances downstream after the thermal 

boundary layer achieved its thickness.  Meanwhile, for the highest Bo* of MC_L3, Nub 

rapidly decreases upstream before it increases slightly after z/Dh=30 and reaches a stable 

value at around 35. A similar trend can be seen for MC_S3 though its Bo* is half that of 

MC_L3.  The Nub in MCS3 decreases downstream initially before increasing slightly around 

20<z/Dh<30.  This slight increase of Nub in the high heating cases (MC_L3 and MC_S3) is 

due to the influence buoyancy as will be discussed later. 

  
(a) (b) 

Figure 5.10: Bulk results along the heated test section. a) bulk Reynolds number b) 

bulk Nusselt number  

 

The normalized wall temperature is presented in Figure 5.11, where it is calculated as: 

 Θ =
𝑇𝑤,𝑎𝑣𝑒 − 𝑇𝑏,0
𝑇𝑏,1 − 𝑇𝑏,0

 (5.12) 

where, 𝑇𝑏,0 and 𝑇𝑏,1 are the bulk temperature at the inlet and the outlet for each case 

respectively. Note that Θ for MC_L3 is multiplied by 10 due to its very small variation of 

wall temperature. It can be clearly seen that the increase of the normalized wall temperature 
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for all cases at the beginning of the heating (z/Dh<20). The average wall temperature in 

MC_S3, increases first reaching a peak at z/Dh≈20 before reducing around 20<z/Dh<30, then 

becomes more stable. A little bump in temperature is also observed around z/Dh=45. This is 

expected to be a delayed local heat transfer deterioration. For FC_L3, a rapid increase of the 

average wall temperature occurs in z/Dh<20, after which it remain more or less unchanged. 

A gradual increase of temperature in both FC_L1 and MC_S2. Meanwhile, despite its very 

small changes in the average wall temperature for MC_L3, a rapid increase in average wall 

temperature can be seen at z/Dh<20 before its roughly stabilized downstream.  

 
Figure 5.11: Normalized wall temperature, where 𝚯 for MC_L3 is multiplied by 10. 

 

5.2.3 Instantaneous Flow and Thermal Fields  

5.2.3.1 Equidistant Plane in the Narrow Gap 

The effect of the thermal expansion to the large flow structures in the narrow gap has 

been studied in Chapter 4. To study the effect of mixed convection on the large flow 

structures in supercritical water, the streamwise flow in the equidistant plane in the narrow 

gap is visualized using contours of the instantaneous streamwise velocity in Figure 5.12. it 
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can be seen that the swinging flow structures are consistent before heating in the isothermal 

region (z/Dh<10). The low-buoyancy case, MC_S1 shows a steady swinging flow structures 

along the heated test section but with a weakened intensity. While high-buoyancy cases 

(MC_L3 and MC_S3) show a disappearance of the swinging flow structures at z/Dh=20. This 

is the location where the heat transfer deterioration occurrs. In contrast to the low-buoyancy 

case and forced convection cases, the velocity starts to accelerate in the middle of the narrow 

gap in these high-buoyancy cases. However, subtle structures start to appear downstream. 

These structures seem to be in the form of a higher than the local mean velocities whereas 

the structures in the upstream region were dominated by the lower mean velocities. 

In Figure 5.13 contours of the temperature are illustrated. Similar structures in the 

streamwise velocity contours can also be observed here with the temperature reaching its 

highest values at the centre of the narrow gap for all cases. In MC_L3 a weak swinging flow 

structure can be seen in the downstream section of the channel. This suggests that the 

structures are still present with an accelerated velocity in the middle that converts the 

structures downstream. This result shows that in the high-buoyancy cases, the flow structures 

are associated with a reversed velocity gradient in the narrow gap. It is interesting to note 

that these large flow structures are expected to assist in bringing the high-temperature fluid 

in and out across the narrow gap region. This behaviour is expected to help the mixing and 

the heat transfer. 
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Figure 5.12: Instantaneous streamwise velocity at equidistant planes in the narrow 

gap. 

 
Figure 5.13:  Instantaneous temperature at equidistant planes in the narrow gap. 
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5.2.3.2 Rod Wall 

The swinging flow structures cause swinging temperature fluctuations in the flow. It is 

interesting to see the behaviour of the instantaneous temperature on the heating rod wall. 

Figure 5.14 and Figure 5.15 show the instantaneous rod wall temperature facing the narrow 

gap and the wide gap respectively. It can be seen that similar swinging temperature 

fluctuations occur on the rod-wall facing the narrow gap in all the mixed convection cases. 

In MC_S2 the swinging temperature on the rod wall is maintained across the entire heating 

channel. By contrast, the swinging temperature on the rod wall is more irregular and changed 

downstream in MC_L3 and MC_S3. These structures clearly observed on the rod-wall for 

high-buoyancy cases confirm that the structures do exist along the entire channel even though 

some modifications are caused by the effect of buoyancy. 

By contrast, no swinging temperature can be seen on the rod wall that faces the wide gap 

as shown in Figure 5.15. In MC_S2, the temperature is increased and maintained down the 

heated channel. On the other hand, in the high-buoyancy cases, some high-temperature 

patches can be seen on the rod wall. They are located in the range of 15<z/Dh<30 for MC_L3 

and 15<z/Dh<25 for MC_S3. This location coincides with the location where Nub is found to 

be lowest. This result suggests that the heat transfer deterioration only occurs locally near the 

wide gap, whereas no high-temperature patches can be seen in the narrow gap. 
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Figure 5.14: Instantaneous rod wall temperature facing the narrow gap. 

 

 

 
Figure 5.15: Instantaneous rod wall temperature facing the wide gap. 
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5.2.3.3 Instantaneous Streamwise vorticity 

Results of the iso-surfaces for the instantaneous streamwise vorticity are also presented 

for all three heating cases as presented in Figure 5.16. The view of the domain at 20Dh 

towards the outlet, with a view facing to the narrow gap region. Due two different dimensions 

are used in this study, the streamwise vorticity Ω𝑧 that presented here are kept at ±10 and 

±1000 for large dimension (MC_L3) and small dimension (MC_S2 and MC_S3) 

respectively, i.e. where in the figure, +Ω𝑧 is coloured in red while −Ω𝑧 is coloured in blue.  

In Figure 5.16, the different buoyancy cases can be observed has a different level of 

intensity for the streamwise vorticity in the narrow gap. In MC_L3, it can be seen a sporadic 

streamwise vorticity distributed within the narrow gap. Note that the magnitude of the 

streamwise vorticity shown here is at the same magnitude to the forced convection results 

shown in Chapter 4. However, due to the high buoyancy case (with very low heating), the 

regular alternating vorticity is hardly be seen nor it is reduced at the narrow gap. Meanwhile, 

in the lowest buoyancy case, MC_S2, the behaviour of streamwise vorticity occurred along 

the narrow gap is similar to the result of weak heating of forced convection in Figure 4.11. 

Vorticities contributes to the swinging flow structures as observed in Figure 5.12. Lastly, the 

highest buoyancy case MC_S3 shows the streamwise vorticity dominantly distributed 

throughout the narrow gap with an irregular pattern. This behaviour is similar to the MC_L3. 

A subtle alternate pattern may be seen in the narrow gap that may suggests a different 

structure produced to the end of the channel, however, this structure is clearly observed not 

as similar as the regular alternating vorticity from either side of channel that can be found in 

such cases with obvious swinging flow structure like MC_S2 or some forced convection 

cases. This shows a more complicated structure can be found in the case with high buoyancy.  
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(a) 

 
(b) 

 
(c) 

Figure 5.16: The iso-surfaces of streamwise vorticity, Ωz of instantaneous flow at 

20Dh to the outlet. a) MC_L3 Ωz=±10 b) MC_S2 Ωz=±1000 c) MC_S3 Ωz=±1000 

Flow direction 

Flow direction 

Flow direction 



5.2 Results and Discussion  158  

  

 

5.2.4 Instantaneous Velocity Fluctuation and Power Spectral Density 

5.2.4.1 Narrow Gap 

To investigate further the oscillations of the swinging flow structures, the time histories 

of the spanwise velocity fluctuations are processed at several locations. Figure 5.17 shows 

the time histories of the spanwise velocity fluctuations for the mixed convection cases. It can 

be seen that the spanwise velocity fluctuations in the upstream section (z/Dh=15&25) of the 

heating section is regular in all cases. These fluctuations persist downstream in case MC_S2 

but with weaker strength downstream (z/Dh>35). This is similar to the behaviour of the 

velocity fluctuations in forced cases. Meanwhile, the fluctuations reduce rather significantly 

for MC_L3 (z/Dh>35). Here the fluctuations have become more irregular with additional 

noises at z/Dh>25.  This trend can be seen to be even stronger and happen much earlier in 

MC_S3 (z/Dh=25). However, later downstream some subtle structures can be seen to appear 

in MC_S3, but with higher frequency. This shows that as buoyancy influences increase, the 

velocity fluctuations reduce in the narrow gap and some non-monotonic behaviour may 

occur. Unfortunately, more data of time histories is needed in the recovery region to quantify 

the behaviour of fluctuations within this region at high-buoyancy. 
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(a) (b) 

  
(c) (d) 

 
(e) 

Figure 5.17: Time history for the spanwise velocity at NG down the heated 

channel. a) FC_L1 b) FC_L3 c) MC_L3 d) MC_S2 e) MC_S3 
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The spanwise velocity fluctuations at NG can be further evaluated using power spectrum 

density (PSD) to quantify the dominant frequency of the pseudo-oscillations of the flow 

structures. The PSD for the larger dimension and the smaller dimension channels are 

presented separately in Figure 5.18and Figure 5.19 respectively. This is to show the 

differences in the frequency ranges between these geometry sizes. The PSD is evaluated at 

the locations used for the time histories of the velocity fluctuations in Figure 5.17. 

To assist the presentation of PSD data, results from FC_L3 and MC_L3 are multiplied 

by 102 and 104 respectively in Figure 5.18, and MC_S3 is multiplied by 102 in Figure 5.19. 

It can be observed that PSD results for MC_L3 have the same peak as the result from the 

forced convection cases. This peak maintains at the same frequency (fp) down the heated 

channel with a value of ~0.21Hz. However, the peak in MC_L3 has largely reduced in 

amplitude in comparison to the two forced convection cases. There is also a small secondary 

peak appearing at z/Dh=35 in MC_L3. The same trend can be seen in the smaller dimension 

cases. There are peaks visible in both cases MC_S2 and MC_S3 at the same frequency. fp of 

these peaks are maintained throughout the channel at around 21Hz. The behaviour of the 

peak in MC_S3 is also observed to be similar to that of MC_L3 where the peak reduces down 

the channel. However, at z/Dh=55 a new peak is observed, which is at a frequency that is two 

times the original peak (~42Hz). This peak may explain the new structures that have been 

observed earlier in Figure 5.17 (d). The structure is suspected first to be weaken due to the 

higher buoyancy, but with severe property variation, a new structure may be observed later 

at the recovery region. The dimensionless Strouhal number for all mixed convection cases in 

both dimensions that can be evaluated using the peak frequencies obtained at the upstream. 

The Strouhal number (𝑆𝑡−1) obtained for all cases are about ~5.61, which is similar to those 
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of the forced convection cases in Chapter 4. This again suggests that the Strouhal number for 

a particular geometric configuration remains more or less the same for different flow 

condition. This value is not affected by the buoyancy.   

 

 

 

 

 

 

 

 

 

 

 
Figure 5.18: Power spectral density at NG in several locations for the large 

dimension cases. 
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Figure 5.19:  Power spectral density at NG in several locations for the small 

dimension cases. 
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5.2.4.3 Wide Gap 

In Chapter 4, the existence of large flow structures in the wide gap was discussed. Such 

flow structures in the wide gap had also been found and investigated in previous studies 

[12,13,120,121]. The fluctuating spanwise velocity at BG is inspected at several locations in 

the heated section of the trapezoid annulus channel. The signals of the fluctuating spanwise 

velocity for all cases can be seen in Figure 5.20. No regular oscillations such as the one in 

the NG can be seen in all cases. Every case shows strong turbulent fluctuations. It also can 

be seen that as in the high-buoyancy cases of MC_L3 and MC_S3 has much higher noises. 

These results show that any flow structures that may be present in this region are relatively 

weak with turbulent noises dominated their existence in the time waveform. This is even 

worse in high-buoyancy cases.   

To further identify the existence of the flow structures in the wide gap, the PSD of the 𝑢’ 

at several locations monitored at the locations as aforementioned time histories of the 

fluctuating spanwise velocity are quantified. The PSD for cases with the larger dimension 

and the smaller dimension is again separated into two different figures (Figure 5.21 & Figure 

5.22). In MC_L3, a small peak is identified early upstream before a reduction downstream 

(z/Dh>35). Meanwhile, in the smaller dimension, the production of regular dominant peaks 

is hardly visible, especially in MC_S3. While in MC_S2, some peaks are visible at z/Dh=15, 

25&45. No significant peak can be observed in MC_S3. From the PSD results obtained, it is 

concluded that hardly any coherent structures are distinguished in the wide gap in all 

buoyancy cases. 
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(a) (b) 

  
(c) (d) 

 
(e) 

Figure 5.20: Time history for the spanwise velocity at BG down the heated 

channel. a) FC_L1 b) FC_L3 c) MC_L3 d) MC_S2 e) MC_S3 
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Figure 5.21: Power spectral density in the wide gap for the large dimension case. 
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Figure 5.22: Power spectral density in the wide gap for the small dimension case.  
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5.2.4.4 Relationship between the Flow Structures at Different 
Locations 

 The relationship between the flow structures in the narrow gap and the wide gap is 

investigated by using the cross correlation function of the spanwise velocity at NG and BG. 

The correlations of the flows at these two gaps are presented in Figure 5.23. At the upstream 

locations of heating (z/Dh=15~25), the flow at NG case is correlated with BG inversely with 

0s lags for every mixed convection. This suggests that at this location the flows in the two 

gaps are moving at the opposite direction suggesting a large flow structure is rotating around 

the central rod. This is true for MC_S2 along the entire heated length. For higher buoyancy 

cases MC_L3 and MC_S3, however, the correlations are shifted positively downstream with 

a larger shift in MC_L3, but the correlation is much weaker at z/Dh=45&55 in MC_S3. The 

above change in correlation may be due to the transition of the flow structures in high-

buoyancy cases in the narrow gap. This can be explained by referring to the contour results 

in Figure 5.12 of the streamwise velocity where the velocity patches at the centre of the gap 

are shifted from the lowest across the plane to the highest at the centre of the narrow gap. A 

similar behaviour has been found by Duan & He [12] in their highest buoyancy case. 
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(a) 

 
(b) 

 
(c) 

Figure 5.23: The cross correlation function of u’ between NG and BG at different 

locations down the heated channel. a) MC_L3 b) MC_S2 c) MC_S3 
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5.2.4.6 Two-Point Correlations 

The spanwise fluctuating velocity is a useful quantity in characterising the behaviour of 

the large flow structure. The scale of the flow structures can be determined by using the two-

point correlations [138]:  

 𝑅𝑢𝑢(𝑧, z + Δz) = 〈𝑢′(𝑧)𝑢′(𝑧 + Δ𝑧)〉 (5.13) 

 The axial scale of the flow structures is determined by the approximation of the cross-

correlation of u’ at several distances down the heated channel with a point near the heating 

inlet (𝑧/𝐷ℎ =12.5). The correlations for both gaps can be seen in Figure 5.24. It can be seen 

that the large flow structures in all mixed convection cases of the present study in the narrow 

gap are behaving similarly at the beginning of the heating channel. The wavelength of the 

flow structures is elongated further down the heated channel z/Dh>20. This is true for all 

cases, including the low-buoyancy case MC_S2 which is also elongated in comparison to the 

FC_L1. Meanwhile, in the wide gap, the peak of the correlation is dampened rapidly, 

especially for high-buoyancy cases. The pseudo-oscillations can only be visibly seen at the 

beginning of the heating. However, the disappearance of the peak in MC_S2 is found to be 

slower than in other cases. 
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Figure 5.24: The cross correlation of u’ at different locations down the channel in 

(Top) NG and (Bottom) BG. 

 

5.2.5 Local Heat Transfer 

To observe closer to the effect of the of the local flow structure to the behaviour of the 

heat transfer, the local wall temperature and local Nusselt number are investigated. The local 

Nusselt number (Nuloc) is calculated as:  

 𝑁𝑢𝑙𝑜𝑐 =
ℎ𝑙𝑜𝑐𝐷ℎ
𝜆

 (5.14) 

where ℎ𝑙𝑜𝑐 is the average heat transfer coefficient which is determined from:  

 

 ℎ𝑙𝑜𝑐 =
𝑞

𝑇𝑤,𝑙𝑜𝑐 − 𝑇𝑏
 (5.15) 

where 𝑞 is the heat flux applied and 𝑇𝑤,𝑙𝑜𝑐 is the average wall temperature. 

 

Figure 5.25 shows the local wall temperature and local Nusselt number of half of the 



5.2 Results and Discussion  171  

  

 

circumferential rod at several axial locations for all buoyancy cases. The axial locations 

presented here are at z/Dh =15,25,35,45&55. For the local wall temperature, the changes can 

be really seen much for the MC_L3 due to its very low heating. However, its Nusselt number 

changes a rather significant with a huge reduction at z/Dh =25, before it recovers down the 

channel with somewhat regular value across the circumferential location. While for the 

MC_S2, an overall increase of circumferential temperature can be seen lightly from z/Dh =15 

to z/Dh =35 before it regulates down the channel. It is noted that the increase of temperature 

at the top half of the rod is a little higher at z/Dh =35. This results can be translated by its 

behaviour of Nusselt number change locally, where the Nusselt number is reduced from z/Dh 

=15 and reduced largely significant at z/Dh =35, especially at the top half of the channel. This 

suggests that the inexistent of the swinging flow structure may contribute to the heat 

deterioration largely locally in the channel.  

For the buoyancy case, MC_S3, a similar trend as in MC_S2 can be seen in this case but 

with the high increase of temperature occurred earlier in the channel at z/Dh =25. The 

temperature increase at this location can be observed higher near the main channel and away 

from the gap region (60<θ<120). This again can also be translated with a huge reduction of 

the Nusselt number at those areas which implies a large deterioration to the overall heat 

transfer at this axial location as observed in Figure 5.10 (b). The Nusselt number then can be 

seen to recover down the channel. It also noted that after the recovery, the Nusselt number in 

the wide gap is somewhat larger than that of in the narrow gap, which is opposite to the 

behaviour in the upstream part where the Nusselt number is higher in the narrow gap 

predominantly due to the swinging flow structure before it disappeared later downstream. 
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(a) 

 
(b) 

 
(c) 

Figure 5.25: Local temperature and Nusselt number at several axial locations a) 

z/Dh =15 b) z/Dh=25 c) z/Dh =35 d) z/Dh =45 e) z/Dh =55. 
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5.2.6 Mixing Factor  

With the presence of swinging large flow structures in the narrow gap, the turbulence 

mixing between channels at either side of the gap can be significantly enhanced. Similar to 

the Chapter 4, both the mixing factor and the effective velocity are calculated to see their 

behaviour in the present cases. Details on how to calculate the parameters can be seen in §2.  

The results of ueff down the heated channel are presented in Figure 5.26 for both the 

narrow gap and wide gap. ueff is normalized with the bulk streamwise velocity. Overall, ueff 

decreases in the narrow gap down the heated channel for all cases. A monotonic decrease in 

ueff in MC_S2 suggests a decrease in mixing down the heated channel. Meanwhile, the trend 

of ueff for the high-buoyancy cases is rather complicated. It is noted that for MC_L3 and 

MC_S3, the rate of decrease for ueff is about the same up to z/Dh=25. ueff in MC_L3 then 

increases to about 10Dh before linearly decreases downstream. Meanwhile, MC_S3 shows a 

monotonic decrease of ueff up to z/Dh=40 before a sudden jump in values downstream. 

Meanwhile, in the wide gap, the trend is irregular for ueff in all cases. Only a significant 

increase may be observed for MC_L3 but with a sudden drop at z/Dh=50. A similar trend 

may also be seen for MC_S2 but with a lower magnitude. Meanwhile, ueff in MC_S3 is 

largely irregular with a fluctuation of the magnitude throughout the heating channel.  

The mixing coefficient, Y can be also calculated in the narrow gap and the result is 

presented in Figure 5.27. The trend of mixing coefficient down the heated channel is typically 

the same with ueff as Y is a function of ueff. It can be observed that the value of Y for MC_S2 

dropped from 163 to 68, and for MC_L3 the value ranges down from 139 to 56. Meanwhile, 

MC_S3 has the lowest value of Y at 25 in the middle of the heated channel. These reduced 

values at the downstream section in the present study are much lower than the value of forced 
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convection cases presented in Chapter 4. The current values of Y are about half those of the 

forced convection cases. This is consistent with the observations in the study of Duan & He 

[12]. In their highest buoyancy case, the value of Y is also about half of that of their forced 

convection case. 

  
(a) (b) 

Figure 5.26: ueff/Ub down the heated channel at a) NG and b) BG. 

 

 
Figure 5.27: Mixing coefficient, Y down the heated channel at NG. 
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5.2.7 Turbulent Quantities 

The effects of the buoyancy of the supercritical water on the flow and turbulent statistics 

of the flow field are further investigated. In this section, the statistics of flow field and 

turbulent quantities at several channel locations will be discussed for each case. Note that 

only half of the channel is shown for the distribution of the results in the cross-section due to 

the symmetrical configuration of the present trapezoid annulus. 

Due to the strong density variations that are involved in the heating of the supercritical 

water, a Favre-averaging is used.  The Favre-average is also referred to as the density-

weighted average. The Favre-averaged variable is denoted as �̃� and is calculated as follows: 

 �̃� =
〈𝜌𝜙〉

〈𝜌〉
 (5. 16) 

where its fluctuation can be calculated as 

 𝜙′′ = 𝜙 − �̃� (5. 17) 

5.2.7.1 Mean Flow Field 

Figure 5.28 shows the general distribution of the normalized Favre-averaged streamwise 

velocity for all mixed convection cases. It can be seen that there is a clear difference between 

the low-buoyancy case and the higher buoyancy cases. The velocity in MC_S2 shows very 

little redistribution across the channel down the heating channel. By contrast, in MC_L3 and 

MC_S3, the high-velocity patches are distributed closer to the heating rod wall as 

downstream of the heated section. In addition, it can also be seen that the flow is also 

redistributed to both gaps especially to the narrow gap in both of the high heating cases 

(z/Dh=40&55). By contrast, the velocity in the narrow gap of MC_S2 is maintained low. This 

agrees with the results that have been observed earlier in Figure 5.12.  
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Some velocity profiles are plotted across the channel at several locations down the heated 

channel to observe the mean streamwise velocity distributions more closely. Velocity 

profiles are plotted along four lines at the channel cross-section, namely NL, BL, ML and 

MC, which respectively are located along the narrow gap region, the wide gap region, normal 

to the rod wall towards the main channel and across the narrow gap (as in Figure 5.2(a)). 

Note that 𝑦/𝑦𝑚𝑎𝑥 = 0 is at the heating rod wall for NL, BL and ML, while for MC it is at 

the centre of the narrow gap. 𝑦/𝑦𝑚𝑎𝑥 = 1 is at the outer adiabatic wall for NL and BL, while 

it is at the centre of the channel for ML and MC.  
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(a) 

 
(b) 

 
(c) 

Figure 5.28: The distributions of the normalized Favre-averaged streamwise 

velocity  W̃/Wb in the cross-section of the channel. a) MC_L3 b) MC_S2 c)MC_S3 
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The velocity profiles at several axial locations can be seen in Figure 5.29. Along NL it 

can be seen that the velocity profiles are parabolic in the forced convection and MC_S2. The 

velocity is increased significantly down the heated channel in MC_S3 and MC_L3 (stronger 

in former). In these two cases, the velocity profiles can be seen to accelerate at z/Dh>20. The 

velocity increases more strongly near the heated rod wall, hence, the profiles are skewed 

towards the bottom in these two cases. Such velocity profile transformation is stronger in 

MC_S3 than in MC_L3. 

In the wide gap, the velocity profiles for all cases as illustrated in Figure 5.29(b) show a 

typical turbulent profile. In all the mixed convection cases, the velocity increases near the 

heated wall due to the thermal expansion and/or buoyancy effect. The overall velocity 

profiles of MC_L3 and MC_S3 accelerate the strongest. They show a half-M-shaped velocity 

profile as in a buoyancy aided pipe flow. Meanwhile, the velocity profile in MC_S2 does not 

change as much downstream. The same trend can be seen in Figure 5.29(c) for the profiles 

along ML. The typical turbulent profiles are shown in all cases with that MC_L3 and MC_S3 

producing a half M-shape profile further downstream.  

Considering the velocity distribution across the narrow gap along MC, the profiles for all 

cases can be seen in Figure 5.29(d). At the start of the heating inlet, the velocity distributed 

high in the main channel (𝑦/𝑦𝑚𝑎𝑥 = 1) and low in the narrow gap (𝑦/𝑦𝑚𝑎𝑥 = 0). Moving 

down the heated channel, the profiles are maintained in MC_S2 while changes occur in both 

of high-buoyancy cases. At z/Dh=20, both MC_L3 and MC_S3 have almost zero velocity 

gradient along MC. This occurs as the flow in the narrow gap accelerates and the velocity in 

the main channel reduces in relative term. The velocity in the narrow gap is further 

accelerated downstream in both cases. 
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(a) 

 
(b) 

Figure 5.29:  Profiles of normalized Favre-averaged streamwise velocity, W̃/Wb 

along a) NL b) BL c) ML d) MC. 
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5.2.7.3 General Distributions of Turbulent Quantities 

The streamwise and spanwise components of the turbulent intensity and the total 

turbulent kinetic energy will be studied in this section. The distributions along several 

locations of the channel cross-sections are presented. The contributions of each element to 

the general flow will be discussed below. 

The distributions of the turbulent intensity of the streamwise component of all cases are 

presented in Figure 5.30. It is noted that the general trends in the low buoyancy and higher 

buoyancy cases are significantly different. In MC_S2, the streamwise turbulent intensity 

shows an increase down the heated channel throughout the cross-sections. In particular, high-

value patches can be seen to be located near walls as well as in the narrow gap (z/Dh=55). By 

contrast, in for MC_L3 and MC_S3, the streamwise turbulence intensity is reduced first in 

the main channel at some distances in upstream section (z/Dh=25). The streamwise intensity 

is then increased further down the heated channel, especially high at the location near the 

wall. A higher value patch can also be seen appearing at the top corner of the trapezoid 

channel in MC_L3. The reduction in turbulence intensity in the upstream section of the 

heated rod is the cause of the heat transfer deterioration occurring in this location. Heat 

transfer recovers further downstream which coincides with the increase of turbulence there. 

In Figure 5.31, the distributions of the spanwise turbulent intensity down the heated 

channel in the channel cross-sections are presented for all cases. Overall, an increase in the 

intensity across the channel can be identified in the high-buoyancy cases down the heated 

channel, whereas not much changes are seen in MC_S2. In the latter, the distribution of the 

spanwise turbulence intensity does not change, except for a little increase in the values near 

the outer adiabatic walls. It can be noted that there is a high-value patch at the start of heating 



5.2 Results and Discussion  183  

  

 

(z/Dh=10) in the narrow gap for all mixed convection cases. This high-value patch is 

disappearing rapidly in MC_L3 and MC_S3 downstream, whereas only a little delay occurs 

in MC_S2. It should also be noted that a new high-value patch re-occurs in the narrow gap 

later down the channel (z/Dh=55). This is probably related to the transformation of the 

swinging flow structure in the narrow gap after the heat transfer deterioration in this high-

buoyancy case.  

The normalized total turbulent kinetic energy, �̃�/𝑊𝑏
2 is presented in Figure 5.32 at 

several distances down the heated channel for the mixed convection cases. Note that �̃� is 

calculated as �̃� =
1

2
〈𝑢𝑖
′′𝑢𝑖

′′〉, where 𝑢𝑖 (𝑖 = 1,2,3) are the velocity components in spanwise, 

wall-normal and streamwise directions respectively.  

The distributions of the total turbulent kinetic energy also show a clear difference in the 

low-buoyancy case and the high-buoyancy cases. In the low-buoyancy case (MC_S2), the 

turbulent kinetic energy does not change much down the channel. However, the kinetic 

energy is increased near the heating rod wall and in the narrow gap. The development of the 

turbulent kinetic energy in the narrow gap downstream is largely due to the increase of the 

streamwise turbulence intensity in this region as observed earlier in Figure 5.30 (b). This 

behaviour is also true for the high-buoyancy cases, where the total turbulent kinetic energy 

in the narrow gap is largely dominated by the streamwise turbulence intensity. From this 

result, it shows that the swinging flow structures that are present in the narrow gap do not 

contribute much to the total kinetic energy in this region in the buoyancy-aided flow, even 

though the contribution of such structure to the can be demonstrated from the spanwise 

turbulence.  
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(b) 

 
(c) 

Figure 5.30: The distributions of the normalized streamwise turbulent intensity 

〈w″〉/Wb. a) MC_L3 b) MC_S2 c)MC_S3 
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(a) 

 
(b) 

 
(c) 

Figure 5.31: The distributions of the normalized spanwise turbulent intensity 

〈u″〉/Wb. a) MC_L3 b) MC_S2 c)MC_S3 
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(a) 

 
(b) 

 
(c) 

Figure 5.32: The distributions of the normalized turbulent kinetic energy �̃�/𝑾𝒃
𝟐. a) 

MC_L3 b) MC_S2 c)MC_S3 
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5.2.7.5 The Turbulent Quantities Profiles across the Channel 

To investigate the distribution of turbulent quantities across the channel more closely, 

profiles are plotted at four lines that have been used for the statistics of the mean flow earlier. 

Figure 5.33 shows the profiles of turbulent quantities along NL in the narrow gap.  

Consider the region close to the heated rod wall first. At the start of the heated section 

(z/Dh=10, 20), the streamwise turbulence (𝑤’’) is similar in all cases except in case MC_S2, 

where 𝑤’’ is higher than in the other cases. The shape of 𝑤′′ maintains largely the same and 

the amplitude increases slowly but steadily in this case (MC_S2). For case MC_L3, 𝑤’’ is 

initially lower than in MC_S2, but catches up with it at z/Dh=30, and maintains a similar 

value as in MC_S2 at later stations. For case MC_S3, again 𝑤’’ is somewhat slightly lower 

than in MC_S2 initially, but it increases rapidly and becomes much greater than in any other 

cases at the end (z/Dh=60). The shape is also different, exhibiting a peak in the wall region. 

The streamwise turbulence (𝑤’’) in the adiabatic-wall region of the narrow gap is very 

similar in all the cases initially (z/Dh=10, 20). Downstream, 𝑤’’ increases steadily and 

strongly in the two strong buoyancy-influenced cases (MC_L3 & MC_S3). The behaviour 

of 𝑤’’ in the narrow gap described above is clearly very complex, and largely influenced by 

buoyancy. Another important contributor is the redistribution of mass flow to this region as 

described earlier. The local velocity and Re are higher in this region downstream (see Figure 

5.29 (a)), which also contribute to increase turbulence there. 

The transverse turbulence component (𝑢’’) consists of the conventional turbulence and 

that due to the large flow structures discussed earlier. This turbulence (𝑢’’) is similar at the 

initial station (z/Dh=10) in all mixed convection cases. It reduces significantly at z/Dh=20 and 

maintains at this level at later stations in the two strong-buoyancy cases (MC_L3 &  
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(b) 

 
(c) 

Figure 5.33: Profiles of turbulent components along NL a) 〈w″〉/Wb b) 〈u″〉/Wb c) 

�̃�/𝑾𝒃
𝟐. 
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MC_S3), except that in MC_S3, the 𝑢’’ tends to be higher close to the heated wall, and it 

much higher at the last station (z/Dh=60), which may be linked to the high 𝑤’’ there. The 𝑢’’ 

in the weaker buoyancy case MC_S2 also reduces downstream, but a much slower pace, only 

reaching the same low level at z/Dh=40. The above reduction in 𝑢’’ is largely related to the 

reduced large flow structures in the mixed convection cases, even though the “conventional” 

turbulence case varies, probably in a manner similar to 𝑤’’. 

 The distribution of the total turbulent kinetic energy (�̃�) is naturally dependant on the 

sum of its components, reflecting both the conventional turbulence and the large flow 

structures. The values are particularly different in the different cases towards the downstream 

stations (z/Dh=50, 60). Near the adiabatic wall, the turbulent (�̃�) is much higher in the two 

high-buoyancy cases (MC_L3 & MC_S3). Close to the heated wall, however, �̃� in MC_L3 

is much lower, at a value similar to that in MC_S2. The difference between �̃� in the 

heated/unheated regions is likely due to the influence of buoyancy and the largest difference 

occurs in MC_L3. It is likely that MC_S3 experienced a relatively strong recovery as far as 

buoyancy is concerned. 

Figure 5.34 shows profiles of turbulent components along BL in the wide gap at several 

axial locations for all cases. Typical wall shear flow characteristics can be seen for the 

streamwise turbulence intensity in all cases. However, the profiles for the spanwise 

turbulence intensity are quite different. MC_L3 and MC_S2 profiles are rather flat across the 

gap unlike in forced convection case FC_L3. The presence of subtle peaks, however, can 

also be seen in MC_S3 suggesting an effect of strong heating causing large variations of 

properties in the flow (as in FC_L3). For the streamwise turbulence, the peaks for all mixed 

convection cases differ from each other. A smaller and lower peak can be seen for MC_L3  
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(c) 

Figure 5.34: Profiles of turbulent components along BL a) 〈w″〉/Wb b) 〈u″〉/Wb c) 

�̃�/𝑾𝒃
𝟐. 
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in the heated wall. Yet it achieves the highest peak near the unheated wall ion this case. The 

𝑤′′ has a sharp peak close to the heated wall in MC_S3, even though the value of the peak is 

mostly lower than in MC_S2. In all cases, the overall turbulence (�̃�) increases significantly 

in the heated section, both in the heated and unheated wall regions. The increase is, however, 

stronger in the unheated wall region. In addition, the �̃� in MC_L3 is the highest of all cases 

near the unheated wall but lowest of all cases near the heated wall. Again, the differences 

near the two-walls are largely due to buoyancy. 

In Figure 5.35, typical wall shear flow characteristics can again be observed for all cases 

near the wall along ML. A reduction can be seen in the turbulence intensities near the heating 

inlet along in high-buoyancy cases (as seen in the wide gap). These turbulence intensities 

then increase downstream. The spanwise turbulence for all cases is flat in the core region 

with a comparable magnitude between the high-buoyancy cases. The total kinetic energy is 

dominated by the streamwise turbulence component. MC_L3 has the lowest peak near the 

wall and MC_S3 has the highest peak, while the peak in MC_S2 is maintained unchanged 

from the start of heating which is also the case in the streamwise component (𝑤′′).  

Lastly, the turbulent quantities along MC in the narrow gap are studied. It can be seen 

that the in high-buoyancy cases, the turbulence intensities are small at the upstream stations 

(z/Dh≤30) but increase downstream. MC_S2 shows a higher streamwise turbulence intensity 

and a lower spanwise turbulence intensity in comparison to the forced convection cases in 

the narrow gap. This is true and maintained down the heated channel, where the resultant 

total turbulent kinetic energy of MC_S2 is also lower than those of both of the forced 

convection cases (FC_L1 and FC_L3) in the narrow gap, while it has a comparable 

magnitude towards the main channel (i.e., 𝑦/𝑦𝑚𝑎𝑥~1). In high-buoyancy cases, the 
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magnitude of the turbulence intensities is comparable to that in the forced convection cases, 

initially (z/Dh=10), but increases down the heated channel for the streamwise component and 

reduced in the spanwise component in the narrow gap (i.e., 𝑦/𝑦𝑚𝑎𝑥 < 0.5). The streamwise 

turbulence intensity dominates the turbulent kinetic energy along MC, which also shows a 

reduction in magnitude near heating inlet before recovering down the heated channel. 
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(a) 

 
(b) 

 
(c) 

Figure 5.35: Profiles of turbulent components along ML a) 〈w″〉/Wb b) 〈u″〉/Wb c) 

�̃�/𝑾𝒃
𝟐. 
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(a) 

 
(b) 

 
(c) 

Figure 5.36: Profiles of turbulent components along MC  a) 〈w″〉/Wb b) 〈u″〉/Wb 

c) �̃�/𝑾𝒃
𝟐. 
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5.3 Summary 

LES of mixed convection of water at supercritical pressure has been conducted. Three 

cases were studied: MC_S2 is a weak buoyancy case with Bo*=2.5×10-6 and MC_L3 and 

MC_S3 are two strong buoyancy cases with Bo*=2×10-5 and 1×10-5, respectively. In 

addition, the hydraulic diameter of MC_L3 is 10 times of that of the other two cases. This 

means that the heat flux (and temperature change) in MC_L3 is much smaller than that in the 

other two cases, and the thermal properties variations are very small. Any effect on heat 

transfer, in this case, is due to buoyancy only, which is not necessarily true in the other two 

cases. 

The results of the mixed convection were compared with two forced convection flows, 

FC_L1 and FC_L3 with weak and strong heating respectively. 

It has been found that the averaged Nu on the heated rod surface of the weak buoyancy 

case (MC_S2) is similar to that of the weak forced convection (FC_L1). (see Figure 5.10). 

The heat transfer (Nu) is more strongly reduced in MC_L3 initial in the upstream section, but 

it recovers to a level similar to that of MC_S2 later. The Nu is very significantly reduced in 

MC_S3; it is only 1/3 of that in MC_S2 at z/Dh=20. And less than half at z/Dh=60 for 

example. However, some recovery clearly appears after z/Dh=20 and the Nu is slightly higher 

in this case than in FC_L3. 

The reasons causing the heat transfer deterioration (reduced Nu) are very complex. 

Especially, heat transfer effectively varies around the channel sub-regions. A number of 

observations can be used to illustrate the potential reasons for the changes. Firstly, the 

streamwise turbulence (𝑤’’) close to the heated rod is much smaller in MC_S3 than in MC_S2 
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at all stations in the heated section, except near the narrow gap (Figure 5.30). The turbulence 

near the unheated wall is stronger in MC_S3 than in MC_S2, but this does not have any effect 

on Nu on the heated rod. 

Secondly, the large swing flow structures near the narrow gap are only weakened 

downstream in case MC_S2, but it is nearly non-existing in the strong buoyancy case 

(MC_S3) (Figure 5.12). 

Thirdly, the mixing velocity in the narrow gap is much higher in MC_S2 than in MC_S3 

(Figure 5.26). Note, however, this parameter is not completely independent to the factor 

described in point 2. 

Lastly, the thermal properties of the fluid are very significantly different in MC_S3 than 

in MC_S2 (and in MC_L3). This may be a significant contributor to the difference in Nu in 

the various vases. However, this effect is difficult to quantify. 



 

 

 

 

 

Conclusion and Future Work 

The present PhD study is aimed at developing new knowledge on the flow instability in 

a flow channel of the non-uniform cross-section with supercritical water. The focus of the 

study is divided into two parts. The first part is on the effect of flow acceleration due to 

thermal expansion in the supercritical water and the second part is on the effect of buoyancy 

in the supercritical water. This chapter concludes the work that has been done. 

6.1 The Effect of Flow Acceleration due to Thermal 

Expansion in Supercritical water 

Large eddy simulation has been carried out to study the effect of the flow acceleration 

due to thermal expansion, where the buoyancy effect is neglected. The pseudocritical 

temperature plays an important role in the heat transfer under such flow conditions. The 

effect of flow acceleration due to thermal expansion is strong when Tpc is in between the bulk 

and wall temperature (Tb<Tpc<Tw), while mild effect of variation of properties is found when 
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both the wall and the bulk fluid temperatures are below Tpc (Tb <Tw<Tpc).  The former 

condition is characterised as high heating case, while the latter is the low heating case.  

The existence of pseudo oscillating large flow structures is demonstrated to occur in the 

narrow gap. The general structures are similar in all cases although the structures in the high 

heating conditions have been observed to become weaker.  This shows that the effect of 

thermal expansion is to reduce the fluctuations down the heating channel. In parallel with the 

reduction in heat transfer, turbulent quantities have also been found to reduce in high heating 

cases. The dominated unsteady flow modes were studied by the POD analysis. In a low 

heating case, a pair of symmetric oscillating modes dominates the unsteady flow, defining 

the nature of the oscillating flow patterns observed in such flows. In the strongest heating 

case, such symmetrical oscillating mode pair is significantly weakened. In the place of a new 

non-oscillatory structure, which contributes significantly to the overall structure, it makes the 

overall flow swinging weaker.  

The general trend of the profiles of the turbulent quantities in the present study also shows 

an agreement with the numerical study of Duan & He [13]. As the heat flux increases, the 

trend of turbulent quantities of the present study (mainly in the main channel and across the 

gap) show interesting similarities to those of buoyancy-influenced cases of the Duan & He 

[13]. This suggests that the effect of thermal expansion and that of the buoyancy effect of 

constant properties flow (based on Boussinesq approximation) appear to be similar. This 

conclusion is also similar to the findings of Tanaka et al. [31]. 
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6.2 The Effect of Buoyancy in Supercritical Water 

The buoyancy influences in the flow of supercritical water in a trapezoid annulus have 

been studied. The outcome from the study is as follows: 

Three cases have been considered in the present study; i.e., a weak buoyancy case of 

Bo*= 2.5×10-6 and two-strong buoyancy cases which are Bo*=1×10-5 & 2×10-5. The 

dimension of the last Bo* case is 10 times larger than that of the other two cases. 

Consequently, the heat flux and the variations of thermal properties are much smaller than 

those in the other two cases. In fact, the heat transfer in Bo*=2×10-5 is solely influenced by 

the buoyancy (i.e., the Boussinesq approximation can be assumed). In the other two 

buoyancy cases (Bo*=2.5×10-6 & 1×10-5), both the effects of buoyancy and effect of the 

variations of thermal properties are strong. These mixed convection cases are compared with 

forced convection cases of weak and strong heating as discussed earlier. 

The results obtained from the averaged Nu on the heated rod surface show that in the 

weak buoyancy case (Bo*=2.5×10-6), the heat transfer (Nu) is similar to that in the weak 

forced convection case. Meanwhile, in the high-buoyancy cases, the Nu is strongly reduced 

at the beginning of the upstream section, with a larger reduction for the case with a non-

negligible effect of the variation of thermal properties (i.e., the case with a smaller 

dimension) (Bo*=1×10-5). Both of the high-buoyancy cases show a recovery of heat transfer 

after some distances (z/Dh>20). The highest buoyancy case (the Boussinesq-approximation-

like case) recovers to a level similar to that in the weak buoyancy case. Nu in Bo*=1×10-
,
5 

on the other hand, is less than half of the level of the weak buoyancy case at z/Dh=60, which 

is slightly higher than that in the strong-heating forced convection case. 
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There are several possible reasons that may cause heat transfer deterioration in flows 

considered in the present study. Some of the key potential reasons are as follows: 

i) Firstly, in a high-buoyancy case with the non-negligible variation of properties, 

(Bo*=1×10-5), the streamwise turbulence (𝑤’’) is very low near the heating wall 

in every location compared to those in the low-buoyancy case. The streamwise 

turbulence is higher near the outer wall, but this does not contribute to heat 

transfer on the heated rod. 

ii) Secondly, the swinging large flow structures are almost non-existent in the high-

buoyancy case, whilst in the low-buoyancy case, the flow structures are only 

weakened somewhat. 

iii) Thirdly, the mixing velocity in low buoyancy-influence is much higher than that 

of the high buoyancy-influence case. This is not particularly independent to the 

point (ii). 

iv) Lastly, the variation of the thermal properties is significant in Bo*=1×10-5 but not 

in the other two mixed convection cases. This is probably the dominant factor to 

the differences in Nu levels in the various cases, but this effect is difficult to 

quantify.  

6.3 Suggestion for Future Work 

Some recommendations for potential future studies in developing further understanding 

of the flow in heated supercritical water to expand the present study are detailed below.  

The present study only considered a trapezoid annulus, as a “model” for the triangular 
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configuration of a tight rod bundle. A configuration with a closer representation of the real 

geometry such as the subchannel configuration of the rod bundle or a full rod bundle could 

further improve the knowledge on the large flow structures in such conditions. For a full rod 

bundle, the heat transfer may be influenced by a network of flow structures rather than just a 

single structure in one particular gap. 

Another investigation that can be considered is the study of the effect of asymmetric 

heating on the flow structure in the tight gaps. Non-uniform heating may complicate the 

behaviour of the instability existing in the tight gaps, but most studies only considered a 

uniform heating. It will be particularly interesting in a full rod bundle configuration, where 

a network of flow structures may co-exist and interact with each other. 

In the rod bundle, spacers are usually used to maintain the locations of the pins. It has 

been found from literature that spacers may improve local heat transfer. It would be 

interesting to investigate the effect of spacers on the large flow structures in the tight gap and 

consequently its heat transfer. 
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Appendix A 
 

 

 

 
(a) 

 

 
(b) 

Figure A.1: View of Q-criterion iso-surfaces (Qiso=4) at the bottom of 

trapezoid annulus at 20Dh towards the outlet (facing the narrow gap). 

a) q=10kW/m2 b) q=50kW/m2 c) q=75kW/m2 
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Appendix B 
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Figure B.1: Dynamic viscosity, µ along a) NL b) ML c) BL  
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Figure B.2: Thermal conductivity, λ along a) NL b) ML c) BL 
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Figure B.3: Thermal expansion rate, β along a) NL b) ML c) BL 

 

 


