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Abstract

Directional modulation (DM) as a physical layer security technique to keep known con-

stellation points in the desired directions, while making the points scrambled in other

directions has been achieved. DM is normally applied on uniform linear arrays (ULAs)

where the maximum spacing between adjacent antennas is a half wavelength of the fre-

quency of interest in order to avoid spatial aliasing. In this thesis, to have a larger aper-

ture and a higher spatial resolution given a fixed number of antennas, compressive sensing

(CS) based sparse antenna array design for DM is formulated. Two practical scenarios

are considered in the proposed design: robust design with model errors, and design with

practical non-zero-sized antennas. To extend the frequency spectrum, multi-carrier based

phased antenna array design for DM by using Inverse Discrete Fourier Transform (IDFT)

is introduced. The modified Wideband Beampattern Formation via Iterative Techniques

(modified WBFIT) method is proposed to reduce the peak to average power ratio (PAPR)

to a given threshold for a given antenna array geometry. Moreover, polarisation states

of signals are exploited on crossed-dipole array for DM to further increase the channel

capacity. Based on a multi-path model, positional modulation design is proposed to make

sure that only in desired locations the received signal can be recovered successfully, while

in the positions around, the received modulation patterns are scrambled.
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Chapter 1

Introduction

1.1 Introduction

Communication networks such as telephone networks, cable television, broadcast radio,

etc. play an important role in social life. According to the connection method between

transmitters and receivers, it can be classified into wired communication and wireless

communication. Wired communication, as the name implies, transmits data over a wire,

provides point to point connection and is stable to make sure that signals are not easy

to be interfered, but the wire cost is a problem for long distance communication. While

in wireless systems, radio wave is the carrier to transmit signal between transmitters and

receivers, which is cost effective, flexible and convenient. However, it is easy to be attacked

by intruders via transmitting jamming signals, pretending to be a legitimate user, etc [1].

Therefore, the security of information transfer is challenging, and it is critical to make

sure that data are transmitted to the desired users only.

Beamforming is a traditional method to protect data transmission by keeping the

maximum power to desired direction or directions, while making power to un-desired

directions as low as possible. However, as the signal is modulated at base band and

then up-converted to radio frequency, the same constellation mappings are used in all

directions of the transmit antennas (the differences between different directions are power

levels and phase rotation due to the different propagation path). To further increase the

signal transmission security, the directional modulation (DM) technique has been devel-
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oped by keeping the mainbeam pointing to the desired direction with known constellation

mappings in a desired direction or directions, while lower the power and scrambling con-

stellation mappings for the remaining directions [2–4].

Moreover, most existing research in DM is based on uniform linear arrays (ULAs) with

a maximum half wavelength spacing to avoid grating lobes. However, cost and weight

are problems when a large number of antennas are required for ULA applications. To

have a similar antenna array performance with fewer antennas than ULA, sparse arrays

are employed [5, 6], and the increased degrees of freedom (DOFs) in the spatial domain

allows the system to incorporate more constraints into the design of various beamformers.

Many methods have been proposed to design such a sparse array, including the genetic

algorithm (GA) [7–11], simulated annealing (SA) [12], and compressive sensing (CS) [13–

18]. In the thesis, CS-based design is considered, where l1 norm and reweighted l1 norm

minimisation problems are both used and tested for sparse array designs, and it turns

out that the reweighted l1 norm minimisation, an iterative method can provide a closer

minimisation to the l0 norm than the usual l1 norm minimisation. In this reweighted

method, a larger weighting term is introduced to those coefficients with smaller non-zero

values and a smaller weighting term to those coefficients with larger non-zero values.

1.2 Original Contributions

1. Directional modulation (DM) can be achieved based on ULAs where the maximum

spacing between adjacent antennas is a half wavelength of the frequency of interest in

order to avoid spatial aliasing. To exploit the additional degrees of freedom (DOFs)

provided in the spatial domain, sparse antenna arrays can be employed for more

effective DM. However, the set of optimised antenna locations would be different

if the locations for each modulation symbol are optimised individually. To solve

the problem, group sparsity is introduced to the CS optimisation process, which

is to calculate the l2 norm of weight coefficients for all symbols on this antenna

position. If the result is higher than a given threshold, then the antenna location

is kept; otherwise, the position is cancelled. Based on this, a common set of active

2



antennas can be found for all modulation symbols generating a response close to

the desired one. Moreover, two practical scenarios for the proposed design are

considered, including robust design with model errors, and design with practical

non-zero-sized antennas.

2. For DM design, narrowband signal is normally considered. To use a wider spec-

trum, a multi-carrier based DM framework using antenna arrays are developed,

where simultaneous data transmission over multiple frequencies can be achieved.

In addition, such a framework allows possible frequency division based multi-user

access to the system and also provides the flexibility of using different modulation

schemes at different frequencies. Then, the antenna location optimisation problem

for multi-carrier based DM is studied using a CS-based approach by employing the

group sparsity concept. However, a potential problem of the multi-carrier design is

the high peak to average power ratio (PAPR) of the resultant signals, leading to

non-linear distortion when signal peaks pass through saturation regions of a power

amplifier. To avoid this, a PAPR constraint to control the signal envelope needs to

be considered in the design, and the relevant solution, the so-called modified Wide-

band Beampattern Formation via Iterative Techniques (modified WBFIT) method,

is proposed.

3. In the context of one single carrier frequency, to increase channel capacity, a new

DM scheme based on a crossed-dipole array is introduced which can simultaneously

transmit two signals with orthogonal polarisations to the same direction at the same

frequency. These two signals can also be considered as one composite signal using

a four dimensional (4-D) modulation scheme across the two polarisation diversity

channels. The set of weight coefficients to achieve directional modulation for the two

signals based on crossed-dipole arrays is designed. Moreover, compressive sensing

(CS) based formulations for sparse crossed-dipole array design in this context for a

common set of optimised antenna locations are also introduced to further exploit

the DOFs in the spatial domain.

4. Traditional DM designs are based on the assumption that there is no multi-path
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effect between transmitters and receivers. One problem with these designs is that

the resultant systems will be vulnerable to eavesdroppers which are aligned with

or very close to the desired directions. To solve the problem, a two-ray multi-path

model is studied for positional modulation and the coefficients design for a given

antenna array geometry and a location-optimised antenna array are proposed, where

the multi-path effect is exploited to generate a given modulation pattern at desired

positions, with scrambled values at positions around them.

1.3 Outline

The outline of this thesis is as follows:

In Chapter 2, basics about narrowband beamforming, wideband beamforming and

directional modulation are reviewed. Many methods to achieve DM are described, and the

patterns of constellation points with and without DM technique are drawn to demonstrate

their differences. Phased antenna array for DM is shown with its formulated design

solutions.

In Chapter 3, a class of CS-based design methods for DM is presented for sparse an-

tenna array design, including l1 norm minimisation and reweighted l1 norm minimisation.

Then two practical scenarios are considered, consisting of a robust design in the presence

of steering vector errors, and a design considering the non-zero size of antennas. Design

examples including beam patterns, phase patterns and bit error rate (BER) for all cases

are provided to verify the effectiveness of the designs.

In Chapter 4, to use a wider spectrum, the multi-carrier based structure and its design

for DM are proposed, so that a much higher data rate can be obtained. In addition, such

a framework allows possible frequency division based multi-user access to the system and

also provides the flexibility of using different modulation schemes at different frequencies.

However, a potential problem of the multi-carrier design is the high peak to average power

ratio (PAPR) of the resultant signals, leading to non-linear distortion when signal peaks

pass through saturation regions of a power amplifier. To avoid this, a PAPR constraint

to control the signal envelope needs to be considered in the design.
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In Chapter 5, a review of polarised beamforming based on crossed-dipole arrays is

given firstly, where there is only a single signal transmitted at one carrier frequency to

the desired direction and the weight coefficients are thus designed for one single signal.

Then, for a higher channel capacity in the context of one carrier frequency, DM designs

for two signals transmitted to the same direction, but with orthogonal polarisation states

are proposed, based on a given fixed array geometry and an array with optimised crossed-

dipole locations. Design examples are provided to show the effectiveness of the work.

In Chapter 6, a review of the two-ray model is given, where signals at receiver side

are the sum of a line of sight (LOS) signal and a reflected signal. Then the multi-path

effect is exploited and positional modulation design based on a given array geometry is

provided with a closed-form solution based on the method of Lagrange multipliers. The

CS-based design for a location-optimised array is also presented using the reweighted l1

norm minimisation method, and a comparison between the ULA design and the sparse

array designs is provided to show the effectiveness of the designs.

Finally in Chapter 7, conclusions are drawn and an outline for potential future work

is provided.
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Chapter 2

Review of Directional Modulation

and Beamforming

2.1 Introduction to Directional Modulation

Beamforming is a traditional method to protect data transmission by keeping the max-

imum power to desired direction or directions, while making the power to un-desired

directions as low as possible. However, for beamforming technique the same constella-

tion mappings (complex value in the In-phase Quadrature (IQ) complex plane, e.g. for

Quadrature Phase Shift Keying (QPSK), four complex-valued signals are
√

2/2+(
√

2/2)i,

−
√

2/2 + (
√

2/2)i, −
√

2/2 − (
√

2/2)i,
√

2/2 − (
√

2/2)i) are used in all directions of the

transmit antennas (the differences between different directions are power levels and phase

rotation due to the different propagation path). Then the problem is that the eaves-

droppers located at the sidelobe of the radiation pattern still able to receive the same

information as the desired receiver located at the mainlobe direction. The constellation

points in different directions are shown in Fig. 2.1. To avoid this, the DM technique [2, 3]

was developed to improve signal transmission security by keeping known constellation

mappings in a desired direction or directions, but scrambling them for the other ones, as

shown in Fig. 2.2.

In [2–4], a method called near-field direct antenna modulation (NFDAM) was intro-

duced, applying to a parasitic array which includes a dipole antenna and several reflectors
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Desired direction Un-desired direction

symbol 00

symbol 01

symbol 11

symbol 10

Figure 2.1: Baseband constellation points in IQ complex plane.

Desired direction Un-desired direction

symbol 00

symbol 01

symbol 11

symbol 10

Figure 2.2: DM constellation points in IQ complex plane.

7



with switches. The dipole antenna radiates an un-modulated signal A0 cos(ωt + ϕ0). By

controlling switches to change the reflectors’ effective length and scattering properties,

scattered signals radiated from reflectors to the desired direction Ai cos(ωt + ϕi) are dif-

ferent. Therefore, the far-field signal can be given by A0 cos(ωt + ϕ0) + Ai cos(ωt + ϕi).

Given the scattering properties of these reflectors, the phase and magnitude of scattered

signals are different with angles. Therefore in un-desired directions, constellation points

are scrambled.

Similarly, in [19], a four-element reconfigurable array was designed by switching ele-

ments for each symbol to change the element radiation pattern to make their constellation

points not scrambled in desired directions, but distorted in other directions. In this paper,

reconfigurable arrays implement beam steering without the use of phase shifters, which

reduces cost and size to the system caused by phase shifters. The procedure for deter-

mining how to switch the corresponding elements to transmit only in a specified direction

was outlined.

A method named dual beam DM was introduced in [20]. Unlike the methods where In-

phase and Quadrature data are transmitted by the same antennas, in this technique they

are transmitted by different antennas. F1(ϕ) and F2(ϕ) are defined as transmit beams or

antenna patterns (ϕ denotes the azimuth angle of the receiver). For normalizable solutions

the magnitude was 1 (0 dB) in mainlobe and 0 (negative infinity dB) at sidelobe directions)

associated with the excitation signal s1(t) = bm cosωt and s2(t) = cm sinωt, respectively,

where bm ∈ {+1,−1} and cm ∈ {+1,−1} for QPSK modulation. The received signals are

given as follows

E(t, φ) =bmF1(ϕ) cos(ωt+ φ) + cmF2(ϕ) sin(ωt+ φ)

=
√
F 2

1 (ϕ) + F 2
2 (ϕ) cos[ωt+ φ− arctan(cmF2(ϕ)/bmF1(ϕ))],

(2.1)

where φ represents a random phase delay,
√
F 2

1 (ϕ) + F 2
2 (ϕ) and arctan(cmF2(ϕ)/bmF1(ϕ))

are respectively magnitude and phase of the received signals. Therefore, to keep standard

QPSK constellation points in the mainlobe, i.e. the complex values for four symbols are
√

2/2 + (
√

2/2)i, −
√

2/2 + (
√

2/2)i, −
√

2/2 − (
√

2/2)i,
√

2/2 − (
√

2/2)i, but scrambled
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over sidelobe directions, the antenna patterns F1(ϕ) and F2(ϕ) are designed

Λ = |F1(ϕ)− F2(ϕ)|, (2.2)

where Λ→ 0 in desired direction, but Λ→ 1 in other directions. However, the mainlobe

direction cannot be steered with fixed beams F1(ϕ) and F2(ϕ).

In [21–30], phased arrays are employed to show that DM can be implemented by phase

shifting the transmitted antenna signals properly, and DM also enables an array to send

independent data in multiple directions. The radiation pattern of an arbitrarily-spaced

array of N elements is

E(θ, φ) =
N−1∑
n=0

fn(θ, φ)ejkrn , (2.3)

where fn(θ, φ) is the active element pattern of element n (e.g. for an isotropic antenna,

which is a hypothetical lossless antenna having equal radiation in all directions, fn(θ, φ)

can be considered as one), and

krn =
2π

λ
(xn sin(θ) cos(φ) + yn sin(θ) sin(φ) + zn cos(θ)). (2.4)

(xn, yn, zn) is the location of element n and λ is the wavelength at the carrier frequency.

The radiation pattern can also be made time-varying by adding excitations w∗n(t) to each

element

E(t, θ, φ) =
N−1∑
n=0

fn(θ, φ)ejkrnw∗n(t). (2.5)

Assume there are Θ directions, and then the desired modulation symbol in the i-th di-

rection for i = 0, 1, . . . ,Θ− 1 is given by Edesired(t, θi, φi) and the calculated modulation

symbol from the current set of phase shifts is given by Ecalculated(t, θi, φi). The genetic

algorithm (GA) in [21] was chosen for this application. The cost function is defined as

Θ−1∑
i=0

|Edesired(t, θi, φi)− Ecalculated(t, θi, φi)|2. (2.6)

The objective of the design is to optimise the phase shift γi of the excitation w∗i (t) for the

i-th element

w∗i (t) = ejγi(t). (2.7)
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Members of the population are sets of four phase angles γ, one for each element. The

population size was set to four, with children formed from random crossover of the two

best members.

A design to enhance the transmission security by using direction dependent antenna

modulation based on a directional antenna array with wide element spacing was pre-

sented in [26]. The directional error rate characteristics of the system can be significantly

improved by replacing the isotropic elements with directional array elements in a given di-

rection. Moreover, it is shown that the DM system shows a better error rate performance

to the counterpart of the conventional system where signals are modulated at baseband

in the grating lobe directions. The error rate characteristics of the proposed system were

also analysed for two scenarios, i.e., when the angular separation between an eavesdropper

and the intended recipient is small and when a potential eavesdropper is located much

closer to the transmit antenna than the intended recipient.

In [31], the BER was employed for DM transmitter synthesis by linking the BER

performance to the settings of phase shifters. The signals are modulated for QPSK with

Gray coding; therefore, the symbols 11, 01, 00, and 10 are respectively located in the

first, second, third and fourth quadrants. The received constellation patterns are always

rotated to align the phase of symbol 11 to π/4 as a reference in the first quadrant. The

BER can be calculated as follows

BERDM QPSK =
1

4

∑
[Q(

√
l21 × sin2(π/4)

N0/2
) + Error01 + Error00 + Error10], (2.8)

where N0/2 is the noise power spectral density, li is the distance between coordinate origin

to the constellation point, Error11 is Q(
√

l21×sin2(π/4)

N0/2
). For the other three symbols, the

Errorxy is Q(
√

l2i×sin2(βi)

N0/2
) (i = 2, 3, 4) where βi is the minimum angel between the symbol

and the decoding boundary when the symbolxy is located in the quadrants where it should

be; otherwise the error would be 0.5 or 1 depending on how many bits the error occurs.

By minimising the desired and designed BER as follows, the phases of symbols can be

calculated and set randomly

Vcf =

π∫
0

W · (BERDM QPSK −BERtem)2d(θ), (2.9)
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where BERtem is the desired BER (i.e. 1 over the sidelobe directions and a small value in

the mainlobe direction depending on what the SNR is), and W is the pre-defined spatial

weights.

A more systematic pattern synthesis approach was presented in [32]. An information

pattern pointing to the desired direction θ0 with its array excitations P is created first,

and then far-field patterns are generated with main beams pointing to sidelobes of the

information pattern. Then steer these far-field pattern nulls along the desired direction

θ0 by power pattern projection method in [33], the resultant patterns are the interference

patterns, where excitation is Bi. Finally, the excitation Sm for the m-th symbol is given

as follows

Sm = Dm × P +
N−1∑
i=1

(Rim ×Bi), (2.10)

where N is the number of antennas, Rim is a random complex number imposed by the

practical hardware limitations in the DM transmitter [32], for example, amplitude and

phase shifter increment for the analogue DM architecture [21, 25], and Dm represents the

m-th data with phase and magnitude. The design is achieved by a digital DM transmitter

architecture, as described in [34].

In [35, 36], a far-field patterns synthesis approach (magnitude and phase patterns)

was proposed to calculate weight coefficients to ensure optimal constellation pattern pro-

duction along pre-specified communication directions, whereas simultaneously conserving

energy dispersal in other directions.

Recently, an eight-element time-modulated antenna array with constant instantaneous

directivity in desired directions was proposed in [37, 38]. The main idea of the design is

that the array transmits signals without time modulation in the desired direction, while

transmitting time-modulated signals in other directions. Due to the time modulation,

the radiation pattern of the array changes with time. In the design, during one Tp time

modulation period, the second and seventh antenna elements with their corresponding

phase shifters are turned-off from the time 0 to 0.2Tp and from 0.8Tp to 1.0Tp, while in

the rest of the time period, the switched-off elements are the first and eighth elements

with their phase shifters.
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2.2 Beamforming Based on Antenna Arrays

2.2.1 Narrowband Beamforming

w

w

N
w

x t

x t

N
x t

d

N
d

Figure 2.3: A general structure for narrowband beamforming.

A narrowband linear array for transmit beamforming is shown in Fig. 2.3, consisting

of N equally spaced omnidirectional antennas, represented by ◦. The spacing from the

zeroth antenna to its subsequent antennas is represented by dn for n = 1, . . . , N − 1, and

the transmission angle θ ∈ [0◦, 180◦]. The output signal and weight coefficient for each

antenna are respectively denoted by xn and wn for n = 0, . . . , N − 1. The beamformer

weight vector w∗n is often defined to take the complex conjugates of the coefficients, as

it allows the resultant response to be expressed as vector inner products. The steering

vector of the array is a function of angular frequency ω and transmission angle θ, given

by

s(ω, θ) = [1, ejωd1 cos θ/c, . . . , ejωdN−1 cos θ/c]T , (2.11)

where {·}T is the transpose operation, and c is the propagation speed. Moreover, spatial

aliasing needs to be considered, which implies signals transmitted to different directions

having the same steering vector, e.g. s(ω, θ0) = s(ω, θ1), where θ0 and θ1 represent

12



different transmission directions. Therefore,

ejωd cos θ0/c = ejωd cos θ1/c

ej2πd cos θ0/λ = ej2πd cos θ1/λ.
(2.12)

In order to avoid spatial aliasing, the condition |2πd cos θ/λ| ≤ π needs to be satisfied.

As | cos θ| ≤ 1, d ≤ λ/2 can be derived. Then for a ULA with a half-wavelength spacing

(dn − dn−1 = λ/2), the steering vector is simplified to

s(ω, θ) = [1, ejπ cos θ, . . . , ejπ(N−1) cos θ]T . (2.13)

Then, the beam response of the array is given by

p(θ) = wHs(ω, θ), (2.14)

where {·}H represents the Hermitian transpose, and w is the weight vector including all

corresponding coefficients

w = [w0, w1, . . . , wN−1]T . (2.15)

To describe the sensitivity of a beamformer with respect to signals transmitted to different

directions, beampattern (amplitude response), represented by |p(θ)| is used. For example,

the weight coefficients of an N = 6 elements antenna array is given by

w = [1, 1, 1, 1, 1, 1]T . (2.16)

The beampattern (BP) in decibel (dB) of the antenna array is given as follows and is

shown in Fig. 2.4.

BP = 20 log10

|p(θ)|
max |p(θ)|

. (2.17)

2.2.2 Wideband Beamforming

Compared to the narrowband beamforming structure where one set of weight coefficients is

designed for a single frequency, for wideband signals which consist of an infinite number

of different frequency components, tapped delay-lines (TDL) are used to compensate

the phase difference for different frequency components. Fig. 2.5 shows a wideband
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Figure 2.4: Resultant narrowband beam pattern based on the 6 elements ULA.

beamforming linear array, consisting of N equally spaced omni-directional antennas where

each element links with a TDL [39, 40]. The spacing from the zeroth antenna to its

subsequent antennas is represented by dn for n = 1, 2, . . . , N − 1 and θ ∈ [0◦, 180◦]. The

weight coefficient at the j-th tap position of the n-th antenna is represented by wn,j for

n = 0, 1, . . . , N−1 and j = 0, 1, . . . , J−1. Here the input wave is assumed to be ejωt, then

the output xn(t) is a linear combination of different delayed transmit signals w∗n,je
jω(t−jTs)

through the n-th antenna, and the steering vector of the array as a function of frequency

ω and transmission angle θ is given by

s(ω, θ) =[1, e−jωTs , . . . , e−jω(J−1)Ts , ejωτ1 , . . . ,

ejω(τ1−(J−1)Ts), . . . , ejω(τN−1−(J−1)Ts)]T ,
(2.18)

where {·}T indicates the transpose operation, Ts is the temporal sampling period of the

system and is no more than half the period Tmin of the signal component with the highest

frequency according to the Nyquist sampling theorem, i.e. Ts ≤ Tmin
2

. τn = dn cos θ
c

represents the time advance for the n-th antenna. The array response is given by

p(ω, θ) = wHs(ω, θ), (2.19)
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Figure 2.5: A general structure for wideband beamforming.

where w is a vector of the array, given by

w = [w1,w1, . . . ,wN−1]T , (2.20)

wn = [wn,0, wn,1, . . . , wn,J−1]T . (2.21)

For example, an N = 5 elements antenna array with J = 3 tapped delay lines for each

antenna is designed. The transmission angle θ ∈ [0◦, 180◦] and the frequency band is from

[0.8π, π] with I = 10 discrete temporal frequencies. The weight coefficients is given by

w = [0, 0.3, 0, 0, 0.3, 0, 0, 0.3, 0, 0, 0.3, 0, 0, 0.3, 0]T ; (2.22)

Then the beam pattern of this array is shown in Fig. 2.6.

2.3 Phased Array Antenna Design for DM

The objective of DM design for a given array geometry is to find the set of weight coef-

ficients giving the desired constellation values in the directions of interest while scram-

bling the values and simultaneously maintaining a magnitude response as low as possible
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Figure 2.6: Resultant wideband beam pattern based on the 5 elements ULA.

in other directions. For M -ary signaling, such as multiple phase shift keying (MPSK),

there are M sets of desired array responses pm(θ), with a corresponding weight vector

wm = [wm,0, . . . , wm,N−1]T , m = 0, . . . ,M − 1. Each desired response pm(θ) as a function

of θ is split into two regions: the mainlobe and the sidelobe, represented by pm,ML and

pm,SL, respectively. Assume Θ sampling points are considered, where r sampling points

in the mainlobe and Θ− r points θ0, θ1, . . . , θΘ−r−1 in the sidelobe region. Therefore,

pm,SL = [pm(θ0), pm(θ1), . . . , pm(θΘ−r−1)],

pm,ML = [pm(θΘ−r), pm(θΘ−r+1), . . . , pm(θΘ−1)].
(2.23)

All constellation points for a fixed θ share the same steering vector and all the Θ− r

steering vectors at the sidelobe region are put into an N × (Θ − r) matrix SSL, and the

steering vectors at the mainlobe directions are denoted by SML. For the m-th constellation

point, its corresponding weight coefficients can be found by

min
wm

||pm,SL −wH
mSSL||2

subject to wH
mSML = pm,ML,

(2.24)

where || · ||2 denotes the l2 norm. The objective function and constraint in (2.24) ensure

a minimum difference between desired and designed responses in the sidelobe, and a
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desired constellation value to the mainlobe or the direction of interest. To guarantee

scrambled constellations in the sidelobe, the phase of the desired response wH
mSSL at

different sidelobe directions can be randomly generated. The problem in (2.24) can be

solved by the method of Lagrange multipliers.

The Lagrangian function L is formed by the cost function ||pm,SL − wH
mSSL||2 and

the real part (complex number cannot be compared) of the constraint wH
mSML = pm,ML,

L =(pm,SL −wH
mSSL)(pHm,SL − SHSLwm) + λH(wH

mSML − pm,ML)

+ λT (wT
mS∗ML − p∗m,ML).

(2.25)

Differentiating the function L with respect to w∗, where R = SSLSHSL

∂L

∂w∗
= −SSLpm,SL + Rwm + λHSML. (2.26)

Setting the result to zero,

wm = R−1(SSLpHm,SL − λHSML). (2.27)

Then substitute the wm to the constraint wH
mSML = pm,ML,

λ = (pHm,SLSHMLR−1SSL − pm,ML)(SHMLR−1SML)−1. (2.28)

Therefore, the optimum value for the weight vector wm is given in (2.29),

wm =R−1(SSLpHm,SL − SML

× ((SHMLR−1SML)−1(SHMLR−1SSLpHm,SL − pHm,ML))).
(2.29)

2.4 Design Examples

In this section, a design example is provided to show the performance of the DM designs

based on a 24-element ULA. Without loss of generality, the mainlobe direction is θML =

90◦ and the sidelobe region is θSL ∈ [0◦, 85◦] ∪ [95◦, 180◦], sampled every 1◦. The desired

response is a value of one (magnitude) with 90◦ phase shift at the mainlobe (QPSK) and

a value of 0.1 (magnitude) with random phase shifts over the sidelobe regions.

The resultant beam pattern for each constellation point is shown in Fig. 2.7, where

all main beams are exactly pointed to 90◦ with a reasonable sidelobe level. Moreover,

the phase at the main beam direction follows the given QPSK modulation pattern and

random in the sidelobe directions, as shown in Fig. 2.8, satisfying the DM requirements.
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Figure 2.7: Resultant beam pattern based on the ULA for DM using (2.24).
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Figure 2.8: Resultant phase pattern based on the ULA for DM using (2.24).
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2.5 Summary

In this chapter a review of narrowband beamforming, wideband beamforming and DM

has been presented. Many methods and structures to achieve DM are described, and the

patterns of constellation points with and without DM technique are drawn to demonstrate

their differences. Phased antenna array design for DM based on a given array geometry

is formulated, and as shown in the aforementioned figures, all main beams are exactly

pointed to desired directions with a reasonable sidelobe level. The phase at the main

beam directions follows the given phase pattern and random over the sidelobe ranges. The

designs of compressive sensing on DM in narrowband situation, multi-carrier frequencies

situation and multi-path model situation are described in the following chapters.
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Chapter 3

Compressive Sensing Based Sparse

Antenna Array Design for

Directional Modulation

3.1 Introduction

This chapter describes the compressive sensing based sparse antenna array design for

DM. For most existing research in DM, designs are based on ULAs with a maximum

half wavelength spacing to avoid grating lobes. To have a larger aperture and a higher

spatial resolution given a fixed number of antennas, sparse arrays are normally employed

in traditional array signal processing [5, 6]. The increased DOFs in the spatial domain

allow the system to incorporate more constraints into the design of various beamformers.

In this chapter, the CS-based sparse array design is extended to the area of DM and

the antenna locations are optimised for a given set of modulation symbols and desired

transmission directions by matching designed beam responses to desired ones. The key to

the solution is to realise that this optimisation cannot be performed individually for each

symbol; otherwise different transmission symbols would end up with different antenna

locations. Therefore, a common set of optimised antenna locations needs to be found

for all required transmission symbols with the desired directions. As a result, a group

sparsity based approach is proposed to tackle the problem. The new CS-based formulation
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for sparse array design in the context of DM can then be solved using standard convex

optimisation toolboxes in the CS area.

One common issue in practical design of antenna arrays is the robustness of the re-

sultant system against various model perturbations, such as errors in antenna locations,

mutual coupling and discrepancies in individual antenna responses. Many methods have

been proposed to design robust adaptive arrays, such as diagonal loading, worst case opti-

misation and robust Capon beamformers [41–44]. In this chapter this idea is used to place

an extra constraint on the CS-based design process. As a result, the difference between

the designed and achieved modulation responses can be kept below an acceptable level.

Another problem is the size of the antenna. In the design of antenna arrays, the

antennas are often considered to be an ideal point without a physical size. As a result,

it is possible that the resulting antenna locations will be too close for the antennas to

physically fit in, especially for multiband or wideband arrays, where the antenna size may

be much larger than λ/2 [45]. Following the approach in [18], the design of sparse arrays

with physical size constraint is also considered in the context of DM.

The remaining part of this chapter is structured as follows. A class of CS-based design

methods is presented in Sec. 3.2, including l1 norm minimisation and reweighted l1 norm

minimisation. Two practical scenarios are considered in Sec. 3.3, including a robust

design in the presence of steering vector errors, and a design considering the nonzero size

of antennas. In Sec. 3.4, design examples are provided, with conclusions drawn in Sec.

3.5.

3.2 Proposed Design Method

3.2.1 Group Sparsity Based Design

DM design for a given antenna array geometry is reviewed in Sec. 2.3, and the solution

to the design is formulated in

min
wm

||pm,SL −wH
mSSL||2

subject to wH
mSML = pm,ML.

(3.1)
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Here, for a standard sparse array design method, a given aperture is densely sampled with

w
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Figure 3.1: A general structure for narrowband beamforming.

a large number of potential antennas. First, consider Fig. 3.1 as a grid of potential active

antenna locations, represented by ◦. Then dN−1 is the aperture of the array and the values

of dn, for n = 1, 2, . . . , N−1, are selected to give a uniform grid, with N being a very large

number. Through selecting the minimum number of non-zero valued weight coefficients to

generate a response close to the desired one, sparseness is introduced. In other words, if a

weight coefficient is zero-valued, the corresponding antenna will be inactive and therefore

can be removed, leading to a sparse result. Assume p is the vector holding the desired

responses at the Θ sampled angles, and S is the N×Θ matrix composed of the Θ steering

vectors. Then the design can be formulated as follows

min
w

||w||1 subject to ||p−wHS||2 ≤ α, (3.2)

where the l1 norm || · ||1 is used as an approximation to the l0 norm || · ||0, and α is the

allowed difference between the desired and designed responses.

Now, without loss of generality, assume Θ− 1 sampling points in the sidelobe regions

and one sampling point in the mainlobe direction. In the context of sparse array design

for DM, it is necessary to modify (3.2) and find the sparse set of weight coefficients wm
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through the following formulation

min
wm

||wm||1 subject to ||pm,SL −wH
mSSL||2 ≤ α

wH
msML = pm,ML.

(3.3)

However, the solution to (3.3) cannot guarantee the same set of active antenna positions

for all constellation points. If a weight coefficient is zero in an antenna position for one

constellation point, but non-zero for others, the corresponding antenna still cannot be

removed. To solve the problem, similar to [40], group sparsity is introduced here, which is

to calculate the l2 norm of weight coefficients for all symbols on this antenna position. If

the result is higher than a given threshold, then the antenna location is kept; otherwise,

the position is cancelled. Based on this, a common set of active antennas can be found

for all modulation symbols generating a response close to the desired one. In other words,

fewer antennas are used than the design without group sparsity consideration. To achieve

this, the following matrices are constructed

W = [w0,w1, . . . ,wM−1], (3.4)

PSL = [p0,SL,p1,SL, . . . ,pM−1,SL]T , (3.5)

and the vector

pML = [p0,ML, p1,ML, . . . , pM−1,ML]T . (3.6)

Each row of the N×M weight matrix W holds the weight coefficients at the same antenna

location for different constellation points and it is denoted by w̃n = [wn,0, . . . , wn,M−1] for

n = 0, . . . , N − 1. Now define ŵ as a vector of l2 norm of w̃n, given by

ŵ = [||w̃0||2, ||w̃1||2, . . . , ||w̃N−1||2]T . (3.7)

Then the group sparsity based sparse array design for DM can be formulated as

min
W
||ŵ||1 subject to ||PSL −WHSSL||2 ≤ α

WHsML = pML.

(3.8)

The problem in (3.8) can be solved using cvx, a package for specifying and solving convex

programs [46, 47].
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3.2.2 Reweighted l1 Norm Minimisation

Different from l0 norm which uniformly penalises all non-zero valued coefficients, the

l1 norm penalises larger weight coefficients more heavily than smaller ones. To make

the l1 norm a closer approximation to the l0 norm, a reweighted l1 norm minimisation

method can be adopted here [48–50], where a larger weighting term is introduced to those

coefficients with smaller non-zero values and a smaller weighting term to those coefficients

with larger non-zero values. This weighting term will change according to the resultant

coefficients at each iteration. Applying this idea to the group sparsity problem in (3.8),

for the i-th iteration, it is formulated as follows

min
W

N−1∑
n=0

δin||w̃i
n||2

subject to ||PSL − (Wi)HSSL||2 ≤ α

(Wi)HsML = pML,

(3.9)

where the superscript i indicates the value of the corresponding parameters at the i-

th iteration, and δn is the reweighting term for the n-th row of coefficients, given by

δin = (||w̃i−1
n ||2 + κ)−1. The iteration processes are described as follows:

1. For the i = 0 iteration, calculate the initial value ||w̃n||2 by solving (3.8).

2. Set i = i + 1. Use the value of the last ||w̃i−1
n ||2 to calculate δin, and then find Wi

and ||w̃i
n||2 by solving the problem in (3.9).

3. Repeat step 2 until the positions of non-zero values of the weight coefficients do not

change any more for some number of iterations (three in our design examples).

Here κ > 0 is required to provide numerical stability to prevent δin becoming infinity at

the current iteration if the value of a weight coefficient is zero at the previous iteration,

and it is chosen to be slightly less than the minimum weight coefficient that will be

implemented in the final design (i.e. the value below which the associated antenna will

be considered inactive and therefore removed from the obtained design result), where

δin||w̃i
n||2 = ||w̃in||2

||w̃in||2+κ
.
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3.2.3 Discussion with Multiple-Point Constraints in the Main-

lobe

The proposed design can work irrespective of the number of points chosen at the mainlobe

area. However, one potential problem is, if multiple points are chosen at the mainlobe

and are still required to make sure the transmission is in the desired modulation pattern

over those chosen direction points, the performance of the whole system on other aspects

has to be sacrificed, such as sidelobe level and main beamwidth. The reason is, each

additional modulation constraint on the mainlobe area will take up one DOF away from

the system and therefore leave less number of DOFs to meet other requirements of the

design.

For r sampling points in the mainlobe and Θ−r points in the sidelobe, the reweighted

l1 norm minimisation formulation for sparse array design in the context of DM becomes

min
W

N−1∑
n=0

δin||w̃i
n||2

subject to ||PSL − (Wi)HSSL||2 ≤ α

(Wi)HSML = PML,

(3.10)

where W is unchanged (i.e. W = [w0,w1, . . . ,wM−1]), SSL is the N × (Θ − r) matrix

including Θ − r steering vectors in the sidelobe directions and SML is the N × r matrix

composed of the r steering vectors at the mainlobe directions. The M × (Θ− r) matrix

PSL holds the M desired modulation responses in the sidelobe directions, while the M×r

matrix PML holds the M desired modulation responses at the r mainlobe directions, given

by

PSL = [p0,SL,p1,SL, . . . ,pM−1,SL]T , (3.11)

pm,SL = [pm,0, pm,1, . . . , pm,Θ−r−1], (3.12)

PML = [p0,ML,p1,ML, . . . ,pM−1,ML]T , (3.13)

pm,ML = [pm,Θ−r, pm,Θ−r+1, . . . , pm,Θ−1]. (3.14)

Note that for a fixed m (one of the M constellation points), pm,Θ−r, pm,Θ−r+1, . . ., pm,Θ−1

should have the same value to make sure the same information is transmitted for all the

r chosen direction points in the mainlobe.
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3.3 Two Practical Scenarios

3.3.1 Steering Vector Error

The above design methods are based on an ideal situation where the designed steering

vectors are the same as the actual ones. To have the resultant sparse array robust against

various steering vector errors, an error vector e is first introduced, and the actual steering

vector is described by ŝ = s + e, where s indicates the assumed steering vector. The

difference between actual and designed array responses satisfies

|wH ŝ−wHs| = |wHe| ≤ ε||w||2, (3.15)

where ε is the upper norm-bound of e. Then a constraint to the previous formulations

is added to make sure the difference between the actual and designed array responses

does not exceed a predetermined threshold value β, and the new optimisation problem is

formulated as

min
W

N−1∑
n=0

δin||w̃i
n||2

subject to ||PSL − (Wi)HSSL||2 ≤ α

(Wi)HSML = PML

ε||wi
m||2 ≤ β ∀m = 0, 1, . . . ,M − 1.

(3.16)

3.3.2 Size Constraint

In practice, the antennas may not fit into the optimised locations obtained by the above

design methods since so far the antennas with no physical size are assumed, which is

obviously not true. The most straightforward method is to merge closely located optimised

antenna positions into a new one to meet the minimum spacing requirement, although

clearly this may lead to a solution far away from the optimum one. To deal with this

problem, two methods for enforcing a minimum spacing dmin between adjacent antennas

in the design result are proposed.
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Iterative Sampling Method

This method iteratively samples a remaining range to obtain its following optimised an-

tenna location until the remaining range is less than dmin, where in each iteration the

starting point of the sampling aperture is at least dmin away from the previous optimised

locations. The details are as follows.

Step 1 At the zeroth iteration (u = 0), the zeroth antenna is fixed at the starting point

of the original aperture, i.e. d̂op(0). A range from d̂op(0) + dmin to the end of the

original aperture is set as the sampling aperture, and by solving (3.9) all initial

optimised locations dop(0), dop(1), . . . (i.e. d̂op(0) = dop(0)) are calculated. To make

sure the zeroth active location d̂op(0) is included in the final result, the reweighting

term for this location is set to be a very small value. Now the first active location

d̂op(1) is the average of the first cluster of optimised locations whose range is from

dop(1) to dop(1) + dmin.

Step 2 With the previously fixed active locations meeting the minimum spacing require-

ments, at the u-th iteration, u = 1, 2, ..., a range from d̂op(u) +dmin to the end of the

original aperture is set as the sampling aperture, and by solving (3.9) and taking an

average of the new cluster which is within the range from dop(u+1) to dop(u+1) + dmin,

d̂op(u+1) is found. The process is repeated until the remaining range is less than dmin.

Modified Reweighted l1 Norm Minimisation Method

It is based on (3.9) and the idea is to modify the reweighting term δin to make sure

when the resultant active antenna locations are too close to each other, the value of the

reweighting term will be increased significantly so that it will be penalised more heavily

in the optimisation process. To achieve this, δin in (3.9) is modified as

δin =


(||w̃i−1

n ||2 + κ)−1, n = 0

(||w̃i−1
n ||2 + κ)−1, n > 0 & constraint met

κ−1, otherwise

(3.17)

The process is repeated until all spacings between adjacent active antennas are larger

than dmin.
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3.4 Design Examples

In this section, several design examples are provided to show the performance of the

proposed sparse designs in comparison with a standard ULA. The mainlobe direction

is θML = 90◦ and the sidelobe region is θSL ∈ [0◦, 85◦] ∪ [95◦, 180◦], sampled every 1◦.

The desired response is a value of one (magnitude) with 90◦ phase shift at the mainlobe

(QPSK) and a value of 0.1 (magnitude) with random phase shifts over the sidelobe regions.

To have a fair comparison, the DM result using the method in (3.1) is first obtained

based on a 24-element ULA with half-wavelength spacing between adjacent antennas.

Based on the design result, the error norm between the designed and the desired responses

of this ULA is then calculated and this value is used as α in the sparse array design

formulations in (3.8) and (3.9).

To assess the performance of each design, the bit error rate (BER) is also calculated

by setting the signal to noise ratio (SNR) at 12 dB in the main lobe direction. As the

additive white Gaussian noise (AWGN) level is assumed to be the same for all directions,

the SNR value will be much smaller at the sidelobe directions.

3.4.1 ULA Design Example

For the 24-element ULA with half-wavelength spacing between adjacent antennas, the

resultant beam pattern for each constellation point is shown in Fig. 3.2, where all main

beams are exactly pointed to 90◦ with a reasonable sidelobe level. Moreover, the phase

at the main beam direction is 90◦ spaced and random in the sidelobe directions, as shown

in Fig. 3.3.
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Figure 3.2: Simulated beam pattern based on the ULA for DM using (3.1).
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Figure 3.3: Simulated phase pattern based on the ULA for DM using (3.1).
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3.4.2 Usual l1 Norm Based Design Example

With the above ULA design, the difference α = 2.5521 is obtained. Since the resultant

sparse array may have a larger aperture than the ULA, the maximum aperture is set to

be 16.5λ, consisting of 500 equally spaced potential antennas.

By the standard group-sparsity based formulation in (3.8), 26 active antennas are

obtained, with an average spacing of 0.655λ. The resultant beam pattern for each con-

stellation point is shown in Fig. 3.4, where all main beams are exactly pointed to 90◦

with a reasonable sidelobe level. The phase at the main beam direction is 90◦ spaced and

random in the sidelobe directions, as shown in Fig. 3.5. As shown in Table 3.1, although

its resultant value for ||PSL −WHSSL||2 is a little better than the ULA, the number of

antennas is larger than the ULA, which is not desirable.
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Figure 3.4: Simulated beam pattern based on the sparse antenna array for DM using l1

norm minimisation method (3.8).

3.4.3 Reweighted l1 Norm Based Sparse Design Example

In this design, there is an additional parameter κ, which should be small enough, and in

the simulations κ = 0.001 is chosen, which means that antennas associated with a weight
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Figure 3.5: Simulated phase pattern based on the sparse antenna array for DM using l1

norm minimisation method (3.8).

Table 3.1: Summary of performances of sparse arrays and ULAs for DM.

ULA Usual l1 Reweighted Robust

Antenna number 24 26 19 20

Aperture/λ 11.5 16.37 11.87 11.87

Average spacing/λ 0.5 0.655 0.660 0.625

||PSL −WHSSL||2 2.5521 2.3742 2.5478 2.6754

coefficient value smaller than 0.001 will be considered inactive. With the other parameters

same as in previous examples, it results in 19 active antennas with an average spacing of

0.660λ. So as expected, a sparser solution has been obtained compared to the design in

(3.8). The array response for each constellation point is shown in Fig. 3.6 and the phase

pattern in Fig. 3.7, all indicating a satisfactory design result. The array response is closer

to the desired ones than the ULA according to the value of ||PSL −WHSSL||2, as shown

in Table 3.1.
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Figure 3.6: Simulated beam pattern based on the sparse antenna array for DM using

reweighted l1 norm minimisation method (3.9).
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Figure 3.7: Simulated phase pattern based on the sparse antenna array for DM using

reweighted l1 norm minimisation method (3.9).
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3.4.4 Robust Design Example

For the robust design, ε = 1 is set as the upper bound on the norm of the steering vector

error and given the design result (20 antennas for the robust design) as shown in Table

3.1, this accounts for 22% of the real steering vector norm (the steering vector norm is 1

for each antenna, then for 20 antennas the steering vector norm is
√

1× 20). β = 0.23

is chosen to allow maximum 23% change in the magnitude response (1 in magnitude) at

the main direction given the maximum allowable steering vector error. The result is a

20-antenna array with an average spacing of 0.625λ. The mean beam pattern obtained by

averaging L = 1000 different responses resultant from randomly generated steering error

vector e satisfying the norm-constraint are shown in Fig. 3.8, and the phase pattern is

similar to the results in the earlier two designs. To show the robustness of the design, the

normalised variance of the beam pattern is also calculated as follows,

var(θr) =
1

L

L−1∑
l=0

|pl(θr)− p̄(θr)|2

|p̄(θr)|2
, (3.18)

where p̄(θr) = 1
L

∑L−1
l=0 pl(θr) is the average achieved array response at θr for r = 0, 1, . . . ,Θ−

1, and the results are shown in Fig. 3.9, with a value of almost zero in the designed main

direction, less than 1 in other directions, indicating a robust geometrical layout of the

antennas. The ||PSL−WHSSL||2 value is also shown in Table 3.1 as a comparison and a

comparable result has been obtained.

3.4.5 BER Comparisions Between ULA and Sparse Arrays

As shown in Fig. 3.10, the BERs of the ULA and sparse arrays obtained by the usual

l1 norm algorithm and the reweighted l1 norm minimisation are all down to 10−5 in the

mainlobe direction, while in other directions BERs are around 0.5, further demonstrating

the effectiveness of the designs. A very similar BER result is obtained for the robust design

and the normalised variance of BER for the robust design is shown in Fig. 3.11, with

a value of around 0.005 over sidelobe regions and 0.03 in mainlobe direction, indicating

that BERs in the set are very close to the mean value and also very close to each other.
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Figure 3.8: Simulated beam responses for robust design based on the sparse antenna

array for DM using (3.16).
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Figure 3.9: Normalised variance of beam pattern for robust design based on the sparse

antenna array for DM using (3.16).
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Figure 3.10: BER spatial distributions for DM based on different design results
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Figure 3.11: Normalised variance of BER for DM based on different design results.
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Table 3.2: Optimised antenna locations based on the reweighted l1 norm minimisation

method (3.9).

n dn/λ n dn/λ n dn/λ

0 2.71 7 6.75 14 11.84

1 3.60 8 7.27 15 12.66

2 4.30 9 7.84 16 13.06

3 4.66 10 8.43 17 13.69

4 5.26 11 9.23 18 14.58

5 5.89 12 10.09

6 6.38 13 10.94

3.4.6 Reweighted l1 Norm Based Sparse Array Design with Size

Constraints

The minimum spacing dmin between adjacent antennas is set to be 0.55λ. For the design

in (3.9), as shown in Table 3.2, the spacing between the 2nd and 3rd antennas, the spacing

between the 5th and 6th, the spacing between the 6th and 7th, the spacing between the

7th and 8th, and the spacing between 15th and 16th are less than dmin, indicating an

impractical design for an antenna with a physical size of 0.55λ.

Iterative Sampling Method

By this method, all main beams in Fig. 3.12 are pointed to the mainlobe direction, and

their phases are 90◦ spaced, as shown in Fig. 3.13. The locations listed in Table 3.3 show

that the size constraint dmin has been met.
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Table 3.3: Optimised antenna locations given the minimum spacing using the iterative

sampling method.

n dn/λ n dn/λ n dn/λ

0 0 6 6.61 12 11.95

1 2.70 7 7.60 13 12.88

2 3.49 8 8.41 14 13.71

3 4.29 9 9.30 15 14.75

4 5.04 10 10.19 16 15.41

5 5.83 11 11.07
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Figure 3.12: Simulated beam responses given the minimum spacing using the iterative

sampling method.
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Figure 3.13: Simulated phase patterns given the minimum spacing using the iterative

sampling method.

Modified Reweighted l1 Norm Minimisation Method

The array responses in Fig. 3.14, the phase patterns in Fig. 3.15, and the positions in

Table 3.4 all indicate a satisfactory design result by this method. Moreover, according to

the value of ||PSL −WHSSL||2, the array response is closer to the desired one than the

response resulted from the iterative sampling method, as shown in Table 3.5. Note that,

with the optimised non-symmetrical antenna locations and weights, the implementation of

such a sparse antenna array system would be more complicated. However, it is still feasible

as for the proposed design an individual tailor-made feed circuit is needed (including phase

shift and amplitude change) for each antenna.

3.5 Summary

The sparse antenna array design problem in the context of DM has been studied for the

first time. The main contribution is to formulate the problem from the viewpoint of CS

so that it can be solved using standard convex optimisation toolboxes in the CS area. In

detail, a common set of active antennas for all modulation symbols needs to be found,
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Figure 3.14: Simulated beam responses given the minimum spacing using the modified

reweighted l1 norm minimisation method.
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Figure 3.15: Simulated phase patterns given the minimum spacing using the modified

reweighted l1 norm minimisation method.
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Table 3.4: Optimised antenna locations given the minimum spacing using the modified

reweighted l1 norm minimisation method.

n dn/λ n dn/λ n dn/λ

0 0 7 5.13 14 10.94

1 0.73 8 5.89 15 11.84

2 1.49 9 6.55 16 12.66

3 2.08 10 7.37 17 13.69

4 2.68 11 8.20 18 14.58

5 3.47 12 9.06 19 15.38

6 4.30 13 10.09 20 15.97

Table 3.5: Summary of performances of different designs with and without size con-

straint.

No size constraint With size constraint

Reweighted Iterative
Modified

Reweighted

The number

of antennas
19 17 21

Aperture/λ 11.87 15.41 15.97

Average

spacing/λ
0.660 0.963 0.799

||PSL −WHSSL||2 2.5478 2.6157 2.5336

Size constraint

satisfied
No Yes Yes
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generating a response close to the desired one. The key to the solution is to realise the the

group sparsity concept has to be employed, as a common antenna set cannot be guaranteed

if antenna locations for each modulation symbol are optimised individually. Then, a class

of CS based methods has been proposed, including the usual l1 norm minimisation and

the reweighted l1 norm minimisation. Two practical scenarios are analysed where steering

vector error happens and optimised locations are too close to each other. As shown in the

provided design examples, in the context of DM, all sparse designs satisfy the mainlobe

pointing to the desired direction with scrambled phases in other directions. In particular,

the reweighted l1 norm minimisation method can provide a sparer solution as expected,

achieving a similar performance as the ULA but with less number of antennas.
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Chapter 4

Multi-Carrier Based Phased

Antenna Array Design for

Directional Modulation

4.1 Introduction

Most of previous DM work is based on the assumption that the information is transmitted

at one single frequency, which is not an efficient way to use the available spectrum. In this

chapter, borrowing the idea of multi-carrier based transmission for traditional wireless

communication systems [51–54], a novel multi-carrier based DM structure for antenna

arrays is developed, which can be implemented efficiently by the Inverse Discrete Fourier

Transform (IDFT). There are mainly three advantages for the proposed multi-carrier

based DM: the first is that multiple low rate data streams can be transmitted in parallel

to achieve a much higher overall data rate, extending the use of DM effectively and

efficiently to a wider bandwidth; the second advantage is that different carriers can be

assigned to different users allowing possible frequency division multi-user access, where

the users can be located at the same directions or different directions and in the latter

case, the beam pointing to different directions can be designed at different frequencies;

the third advantage is that it provides the flexibility of using different modulation schemes

at different carrier frequencies.
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First, the traditional single-carrier design for DM is extended to the multi-carrier case

for a given array geometry. Then the antenna location optimisation problem for multi-

carrier based DM is studied using a CS based approach by extending the formulation

developed for narrowband sparse arrays in [28]. For the single-carrier case, only a common

set of antenna locations for all constellation points needs to be found. For the multi-carrier

structure, since more than one carrier frequency are used, a common solution only for all

constellation points at one frequency is not enough, and a common set of optimised

antenna locations for all modulation symbols at all carrier frequencies are needed instead.

However, like traditional IDFT based multi-carrier wireless communication systems,

a potential problem of the multi-carrier design in [30] is the high peak to average power

ratio (PAPR) when multiple signals are added together, resulting in serious degradation

in performance when signal peaks pass through the non-linear (clipping) region of a power

amplifier [51–53, 55–58]. To avoid this, a PAPR constraint to control the signal envelope

needs to be considered in the design.

Many methods have been proposed in traditional multi-carrier based communication to

limit the PAPR of the transmitted signals. A clipping and filtering method was introduced

in [59, 60], which iteratively limits the maximum amplitude until its corresponding output

is under or equal to a pre-defined PAPR. Selective mapping (SLM) in [61, 62] was used

to generate a set of phase sequences, and then each phase sequence is multiplied by the

same data sequence to produce their corresponding transmitted sequences, and the one

with the lowest PAPR is then chosen for transmission. In [63, 64], the partial transmit

sequences (PTS) technique was studied, followed by the tone reservation method in [65].

The wideband beampattern formation via iterative techniques (WBFIT) method was

introduced in [66] for wideband MIMO radar to directly link the beampattern to the

signals through their Fourier transform. In the work, the idea of WBFIT is borrowed to

solve the PAPR problem in the design of multi-carrier based DM antenna array system,

and a modified WBFIT method is proposed to deal with both the PAPR constraint and

the DM requirement.

The remaining part of this chapter is structured as follows. The proposed multi-

carrier based structure and its design with a given array geometry is given in Sec. 4.2.
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The CS-based antenna location optimisation method for multi-carrier based DM arrays

is presented in Sec. 4.3, with design examples in Sec. 4.4. The modified WBFIT method

to solve the PAPR ≤ ρ (ρ ≥ 1) minimisation problem for DM is described in Sec. 4.5,

along with the design examples provided in Sec. 4.6. Conclusions are drawn in Sec. 4.7.

4.2 The Proposed Structure for Multi-Carrier Based

Directional Modulation

The proposed multi-carrier based transmit beamforming array structure for DM is shown

in Fig. 4.1, where each antenna, represented by ◦, is associated with multiple frequency-

dependent weight coefficients wn,q, for n = 0, . . . , N − 1 and q = 0, . . . , Q − 1. The

beamformer output xn(t) can be represented as follows

xn(t) =

Q−1∑
q=0

w∗n,qe
j2π(f0+(−Q

2
+q)4f)t

=

Q−1∑
q=0

w∗n,qe
j2π(−Q

2
+q)4ft × ej2πf0t,

(4.1)

where f0 represents the carrier frequency and 4f denotes the subcarrier spacing.

To derive a discrete baseband representation of the structure, the carrier frequency f0

is omitted, and t = kts is substituted into (4.1) for k = 0, 1, . . . , Q − 1 and ts = 1
4f×Q

(4f × Q represents the bandwidth of the baseband signal from [−Q
2
× 4f, Q

2
× 4f ]).

Therefore, the discrete baseband signal is given by

xn(k) =

Q−1∑
q=0

w∗n,qe
j2π(−Q

2
+q)4fkts

=

Q−1∑
q=0

w∗n,qe
j2π(−Q

2
+q)4fk 1

4fQ

=Q× 1

Q

Q−1∑
q=0

w∗n,qe
j2π(−Q

2
+q) k

Q k = 0, 1, . . . , Q− 1,

(4.2)

where 1
Q

∑Q−1
q=0 w

∗
n,qe

j2π(−Q
2

+q) k
Q is the IDFT expression of w∗n,q. Therefore, mathematically

modulating on each subcarrier and then adding them together is equivalent to taking an
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Figure 4.1: The proposed multi-carrier transmit beamforming structure for DM.
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Figure 4.2: The proposed multi-carrier transmit beamforming structure for DM repre-

sented by IDFT.

IDFT. The outputs of IDFT are then followed by a parallel to serial converter (P/S)

with the time interval ts between adjacent samples and a digital to analogue converter

(D/A). Finally, the multiple baseband signals are modulated to their corresponding

carrier frequency and transmitted through the antennas. The new multi-carrier structure

is represented in Fig. 4.2, which is the same as Fig. 4.1. To have a beam pointing to a

certain direction, the steering vector at the q-th frequency is given by

s(ωq, θ) =[1, ejωqτ1 , . . . , ejωqτN−1 ]T

=[1, ej2π(f0+(−Q
2

+q)4f)τ1 , . . . , ej2π(f0+(−Q
2

+q)4f)τN−1 ]T ,
(4.3)

where τn for n = 1, . . . , N − 1 is the propagation advance for the signal from antenna n

to antenna 0 and is a function of transmission angle θ, represented by dn cos(θ)
c

. Then, the

beam response of the array at the q-th frequency is formulated as follows

p(ωq, θ) = w(ωq)
Hs(ωq, θ), (4.4)

and w(ωq) is the weight vector at the q-th frequency, given by

w(ωq) = [w0,q, w1,q, . . . , wN−1,q]
T . (4.5)

46



Similarly, for M -ary signaling, pm(ωq, θ) is defined as the desired array response to the

m-th constellation point at the q-th frequency for m = 0, . . . ,M − 1 and q = 0, . . . , Q−

1, and then is divided into pm(ωq, θML) (beam responses at the main lobe directions)

and pm(ωq, θSL) (beam responses over the sidelobe regions). Assume Θ sampling points,

according to the direction of θ,

pm(ωq, θSL) =[pm(ωq, θ0), pm(ωq, θ1), . . . , pm(ωq, θΘ−r−1)],

pm(ωq, θML) =[pm(ωq, θΘ−r), pm(ωq, θΘ−r+1), . . . , pm(ωq, θΘ−1)] .
(4.6)

The corresponding weight vector is represented by

wm(ωq) = [wm,0,q, . . . , wm,N−1,q]
T . (4.7)

Moreover, S(ωq, θSL) is an N × (Θ − r) matrix including all steering vectors at sidelobe

regions at the q-th frequency, and the steering vector in the mainlobe θML is an N × r

matrix, denoted by S(ωq, θML).

For the m-th constellation point at the q-th carrier frequency based on a given ge-

ometry, its corresponding weight coefficients can be obtained by solving the following

constrained minimisation problem

min
wm(ωq)

||pm(ωq, θSL)−wm(ωq)
HS(ωq, θSL)||2

subject to wm(ωq)
HS(ωq, θML) = pm(ωq, θML).

(4.8)

The objective function and constraint in (4.8) ensure a minimum difference between the

desired and designed responses in the sidelobe, and a desired constellation value to the

mainlobe or the direction of interest. To ensure that the constellation is scrambled in

the sidelobe regions, the phase of the desired response wm(ωq)
HS(ωq, θSL) at different

sidelobe directions can be randomly generated.

The problem in (4.8) can be solved by the method of Lagrange multipliers and the opti-

mum value for the weight vector wm(ωq) is given in (4.9), where R = S(ωq, θSL)SH(ωq, θSL).
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wm(ωq) =R−1(S(ωq, θSL)pHm(ωq, θSL)− S(ωq, θML)

× ((SH(ωq, θML)R−1S(ωq, θML))−1(SH(ωq, θML)R−1S(ωq, θSL)pHm(ωq, θSL)

− pH(ωq, θML)))).

(4.9)

4.3 Multi-Carrier Design for DM with Location Op-

timisation

Equation (4.8) is only for designing the DM coefficients for a given set of antenna locations.

In practice, the antenna locations may need to be optimised to achieve an even lower cost

function in (4.8) or reduce the number of required antennas for a similar level of cost

function minimisation result. This is a traditional sparse antenna array design problem [5,

6]. In the context of single-carrier DM, it has been studied using CS-based methods in

the recent publication [28].

For CS-based sparse DM array design with a single carrier frequency [28], a given

aperture represented by dN−1 is densely sampled with a large number (N) of potential

antennas, where the values of dn, for n = 1, 2, . . . , N − 1, are selected to give a uniform

grid. Through selecting the minimum number of non-zero valued weight coefficients to

generate a response close to the desired one, sparseness is achieved in the resultant design.

In other words, if a weight coefficient is zero-valued, the corresponding antenna will be

deemed inactive and therefore can be removed, leading to a sparse result.

Following this idea, for the multi-carrier structure in Fig. 4.2, where each antenna is

connected to multiple frequency-dependent weight coefficients, the problem for the m-th

constellation point at the q-th carrier frequency can be formulated as follows

min
wm(ωq)

||wm(ωq)||1

subject to ||pm(ωq, θSL)−wm(ωq)
HS(ωq, θSL)||2 ≤ α

wm(ωq)
HS(ωq, θML) = pm(ωq, θML),

(4.14)

where || · ||1 is the l1 norm, used as an approximation to the l0 norm, and α is the allowed
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difference between the desired and designed responses.

However, the solution to (4.14) cannot guarantee the same set of active antenna po-

sitions for all constellation points at all frequencies. This means an antenna cannot be

removed if the corresponding weight coefficients for all constellation points at all frequen-

cies are not all zero-valued; in other words, to remove an antenna, all elements in the

vector w̃n need to be zero-valued or ||w̃n||2 = 0, where

w̃n =[w0,n,0, w1,n,0, . . . , wM−1,n,0,

w0,n,1, . . . , wM−1,n,1, . . . , wM−1,n,Q−1].
(4.15)

Here wm,n,q represents the weight coefficient corresponding to the n-th antenna location

for the m-th constellation point at the q-th frequency. Then, to reduce the number of

elements for an N -element antenna array, all ||w̃n||2 for n = 0, . . . , N − 1 are gathered to

form a vector ŵ, given by

ŵ = [||w̃0||2, ||w̃1||2, . . . , ||w̃N−1||2]T , (4.16)

and min ||ŵ||1 represents the minimum number of non-zero valued ||w̃n||2 or the sparsest

antenna array. This idea is called group sparsity [67], which is used here for finding a

common set of active antenna locations for all constellation points at all Q frequencies.

Moreover, DM constraints at all frequencies need to be imposed. Therefore, the following

matrices are first constructed

W(ωq) = [w0(ωq),w1(ωq), . . . ,wM−1(ωq)], (4.17)

PSL(ωq, θSL) = [p0(ωq, θSL),p1(ωq, θSL), . . . ,pM−1(ωq, θSL)]T , (4.18)

pML(ωq, θML) = [p0(ωq, θML),p1(ωq, θML), . . . ,pM−1(ωq, θML)]T , (4.19)

for q = 0, 1, . . . , Q − 1. Then, based on the above matrices, a series of block diagonal

matrices are formed as follows

W = blkdiag{W(ω0),W(ω1), . . . ,W(ωQ−1)}, (4.20)

PSL = blkdiag{PSL(ω0, θSL),PSL(ω1, θSL), . . . ,PSL(ωQ−1, θSL)}, (4.21)

PML = blkdiag{pML(ω0, θML),pML(ω1, θML), . . . ,pML(ωQ−1, θML)}, (4.22)
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SSL = blkdiag{S(ω0, θSL),S(ω1, θSL), . . . ,S(ωQ−1, θSL)}, (4.23)

SML = blkdiag{S(ω0, θML),S(ω1, θML), . . . ,S(ωQ−1, θML)}. (4.24)

Then, the l1 norm minimisation for sparse DM array design can be formulated as

min
W
||ŵ||1 subject to ||PSL −WHSSL||2 ≤ α

WHSML = PML .

(4.25)

As the reweighted l1 norm minimisation has a closer approximation to the l0 norm [48–

50], the (4.25) can be further modified into the reweighted form in a similar way as in [28].

For the reweighted design, at the i-th iteration, the above formulations (4.25) becomes

min
W

N−1∑
n=0

δin||w̃i
n||2

subject to ||PSL − (Wi)HSSL||2 ≤ α

(Wi)HSML = PML ,

(4.26)

where the superscript i indicates the i-th iteration, and δn is the reweighting term for the

n-th row of coefficients, given by δin = (||w̃i−1
n ||2 + κ)−1. The problem in (4.26) can be

solved using cvx, a package for specifying and solving convex programs [46, 47].

4.4 Design Examples

In this section, several representative design examples are provided to show the working of

the proposed multi-carrier based DM array structure and the performance of the location-

optimised sparse array in comparison with a standard ULA.

Without loss of generality, the mainlobe direction is assumed to be θML = 90◦ and the

sidelobe regions are θSL ∈ [0◦, 85◦]∪[95◦, 180◦], sampled every 1◦ in the design. Consider a

standard Wi-Fi transmission. The carrier frequency f0 is set to 2.4GHz, with a bandwidth

of 2.5MHz, split into 8 frequencies (8-point IDFT). The desired response is a value of one

(magnitude) with 90◦ phase shift at the mainlobe (QPSK) and a value of 0.1 (magnitude)

with random phase shifts over the sidelobe regions for each frequency.

To have a fair comparison, the DM result using the method in (4.8) is first obtained

based on a 21-element ULA with a spacing of half-wavelength at the highest frequency.
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Based on the design result, the error norm between the designed and the desired responses

is then calculated and its value represented by α is then used in the sparse array design

as the threshold.

4.4.1 Design Example with a Given Array Geometry

The resultant beam patterns using (4.8) at frequencies f0−44f , f0−24f , f0, f0+24f are

shown in Figs. 4.3, 4.4, 4.5 and 4.6, and the corresponding phase patterns are displayed in

Figs. 4.7, 4.8, 4.9, 4.10. The beam and phase patterns on frequencies f0−34f , f0−4f ,

f0 +4f , f0 + 34 f are not shown as they have the same features as the aforementioned

figures, where all main beams are exactly pointed to 90◦ with a reasonable sidelobe level,

and the designed phase at the mainlobe direction (θ = 90◦) for the constellation points

follows the standard QPSK constellation, i.e., symbols ‘00’, ‘01’, ‘11’, ‘10’ correspond to

45◦, 135◦, −135◦ and −45◦, respectively, while for the rest of the θ angles, phases of these

symbols are random and their phase difference are scrambled, demonstrating that DM

has been achieved effectively. The resultant weight coefficients for m = 0 (symbol 00) at

the frequency 2.39875GHz is shown in Table 4.1.
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Figure 4.3: Simulated beam responses based on the multi-carrier design for ULA (4.8)

at f0 − 44 f .
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Figure 4.4: Simulated beam responses based on the multi-carrier design for ULA (4.8)

at f0 − 24 f .
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Figure 4.5: Simulated beam responses based on the multi-carrier design for ULA (4.8)

at f0.
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Figure 4.6: Simulated beam responses based on the multi-carrier design for ULA (4.8)

at f0 + 24 f .
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Figure 4.7: Simulated phase patterns based on the multi-carrier design for ULA (4.8)

at f0 − 44 f .
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Figure 4.8: Simulated phase patterns based on the multi-carrier design for ULA (4.8)

at f0 − 24 f .
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Figure 4.9: Simulated phase patterns based on the multi-carrier design for ULA (4.8)

at f0.
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Figure 4.10: Simulated phase patterns based on the multi-carrier design for ULA (4.8)

at f0 + 24 f .
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Table 4.1: The simulated weight coefficients for m = 0 (symbol 00) at the frequency

2.39875GHz based on the multi-carrier ULA design (4.8).

n weights n weights

0 0.0203− j0.0189 11 0.0437− j0.0455

1 0.0212− j0.0274 12 0.0490− j0.0438

2 0.0334− j0.0206 13 0.0388− j0.0459

3 0.0307− j0.0258 14 0.0289− j0.0368

4 0.0390− j0.0411 15 0.0366− j0.0344

5 0.0361− j0.0359 16 0.0181− j0.0431

6 0.0462− j0.0368 17 0.0248− j0.0288

7 0.0440− j0.0451 18 0.0231− j0.0167

8 0.0481− j0.0413 19 0.0236− j0.0197

9 0.0400− j0.0384 20 0.0087− j0.0217

10 0.0528− j0.0455

4.4.2 Design Example with Optimised Antenna Locations

With the same value of error norm α obtained from the above ULA design case, the

maximum aperture is set to be 15λ with 150 equally spaced potential antennas for the

multi-carrier structure based sparse array design. Moreover, κ = 0.001 is set to indi-

cate that antennas associated with a weight value smaller than 0.001 will be considered

inactive.

For the reweighted l1 norm minimisation method in (4.26), the resultant number of

active antennas is 16, with an average spacing of 9.64cm, as shown in Table 4.2. Figs.

4.11, 4.12, 4.13 and 4.14 show the beam patterns and Figs. 4.15, 4.16, 4.17 and 4.18

display the phase patterns at frequencies f0 − 44 f , f0 − 24 f , f0 and f0 + 24 f , all

indicating a satisfactory design result. The beam and phase patterns for other frequencies

have a similar performance to the above frequencies.

A performance comparison between the ULA design and the reweighted design is

summarised in Table 4.3, where the result using direct l1 norm minimisation in (4.25)

56



0 30 60 90 120 150 180

θ (degree)

-70

-60

-50

-40

-30

-20

-10

0

B
ea

m
 p

at
te

rn
 (

dB
)

Symbol 00

Symbol 01

Symbol 11

Symbol 10

Figure 4.11: Simulated beam responses based on the multi-carrier design for sparse

antenna array (4.26) at f0 − 44 f .

(i.e. without reweighted iteration) is also included. As shown in the aforementioned

beampatterns, they all have a very similar sidelobe level; however, the number of antennas

required after location optimisation has been reduced by five using the reweighted design.

Although the method in (4.25) also gives a sparse solution, with an adjacent antenna

spacing larger than half wavelength, the number of antennas is increased from 21 to 24

(therefore with a much reduced sidelobe error), highlighting the need for the proposed

reweighted design in (4.26).
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Figure 4.12: Simulated beam responses based on the multi-carrier design for sparse

antenna array (4.26) at f0 − 24 f .
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Figure 4.13: Simulated beam responses based on the multi-carrier design for sparse

antenna array (4.26) at f0.
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Figure 4.14: Simulated beam responses based on the multi-carrier design for sparse

antenna array (4.26) at f0 + 24 f .
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Figure 4.15: Simulated phase patterns based on the multi-carrier design for sparse

antenna array (4.26) at f0 − 44 f .
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Figure 4.16: Simulated phase patterns based on the multi-carrier design for sparse

antenna array (4.26) at f0 − 24 f .
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Figure 4.17: Simulated phase patterns based on the multi-carrier design for sparse

antenna array (4.26) at f0.
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Figure 4.18: Simulated phase patterns based on the multi-carrier design for sparse

antenna array (4.26) at f0 + 24 f .

Table 4.2: Optimised antenna locations based on the multi-carrier design for sparse

antenna array using reweighted l1 norm minimisation.

n dn(cm) n dn(cm) n dn(cm)

0 33.96 6 89.31 12 145.92

1 44.03 7 100.63 13 155.98

2 55.35 8 110.70 14 167.30

3 66.67 9 119.50 15 178.62

4 75.47 10 124.53

5 77.99 11 134.60

Table 4.3: Summary of the design results based on the multi-carrier designs.

ULA l1 Reweighted l1

Antenna number 21 24 16

Aperture(cm) 124.95 187.43 144.66

Average spacing(cm) 6.25 8.15 9.64

||PSL −WHSSL||2 7.631 7.088 7.6965
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4.5 PAPR Constraint Based on a Given Array Ge-

ometry

Although the IDFT based DM shown in Fig. 4.2 works well in theory, in practice the

Peak to Average Power Ratio (PAPR) problem needs to be considered, where due to

signal envelope fluctuation, signal peaks can fall into saturation regions of an amplifier,

resulting in non-linear distortion. The PAPR of the output signal xn at the n-th antenna

can be defined as [56–58, 68, 69]

PAPR(xn) =
max

k=0,...,Q−1
|xn(k)|2

1
Q

∑Q−1
k=0 |xn(k)|2

=
||xn||2∞
1
Q
||xn||22

n ∈ 0, 1, . . . , N − 1,

(4.27)

where xn = [xn(0), . . . , xn(Q− 1)] and the upper bound of PAPR can be represented by

ρ (ρ ≥ 1). As the PAPR constraint is designed for all antennas and each antenna has

Q frequency dependent weight coefficients, before introducing the PAPR constraint to

the DM design, the formulation (4.8) designed for a particular constellation point at a

particular frequency is extended to the following, where cost functions and constraints for

all constellation points at all frequencies are considered together [30]

min
W

||PSL −WHSSL||2

subject to WHSML = PML,

(4.28)

where

W = blkdiag{W(ω0), . . . ,W(ωQ−1)},

PSL = blkdiag{PSL(ω0, θSL), . . . ,PSL(ωQ−1, θSL)},

PML = blkdiag{pML(ω0, θML), . . . ,pML(ωQ−1, θML)},

SSL = blkdiag{S(ω0, θSL), . . . ,S(ωQ−1, θSL)},

SML = blkdiag{s(ω0, θML), . . . , s(ωQ−1, θML)},

W(ωq) = [w0(ωq), . . . ,wM−1(ωq)],

PSL(ωq, θSL) = [p0(ωq, θSL), . . . ,pM−1(ωq, θSL)],T

pML(ωq, θML) = [p0(ωq, θML), . . . ,pM−1(ωq, θML)].T

(4.29)
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Therefore, the formulation for DM design subject to the PAPR constraint is given by

min
W

||PSL −WHSSL||2

subject to WHSML = PML

||xn||22 = Q

PAPR(xn) ≤ ρ n = 0, . . . , N − 1.

(4.30)

Here, an energy constraint ||xn||22 = Q is also imposed [66] for the PAPR requirements

(although Q can be any values, Q is chosen to make the denominator of the PAPR

expression (4.27) equal to one for simplicity). Then, based on the constraint ||xn||22 = Q,

PAPR(xn) ≤ ρ can be changed to max
k=0,...,Q−1

|xn(k)|2 ≤ ρ.

However, the formulation (4.30) is nonconvex because of the PAPR constraint. For

example, for ρ = 1, each of [xn(0), . . . , xn(Q − 1)] in xn can only take values from the

unit circle [66], which does not satisfy a convex set. To solve the problem, the Wideband

Beampattern Formation via Iterative Techniques (WBFIT) method proposed in [66] is

modified, which is formulated as

min
xn

||un − xn||2

subject to ||xn||22 = Q

PAPR(xn) ≤ ρ n = 0, . . . , N − 1,

(4.31)

where un is a reference vector.

The difference between the problem in (4.30) and the WBFIT method in (4.31) is

the additional phase requirement to the desired directions in our design. To solve the

problem, the Newton’s method is introduced into the optimisation process, and the mod-

ified WBFIT method is employed iteratively to find the weight coefficients until the given

phase requirement in the desired directions is satisfied.

Basically, there are two stages for the proposed solution. At the first stage, the co-

efficients in equation (4.28) without considering the PAPR constraint is first calculated,

and use them to construct a 3-D matrix. At the second stage, a set of auxiliary variables

{ψq}Q/2−1
q=−Q/2 is introduced and multiply them by the 3-D matrix; based on the result, new

weight coefficients are obtained meeting the phase requirement with its IDFT outputs xn

subject to the PAPR constraint.
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4.5.1 Stage One

The PAPR constraint is designed for xn, n = 0, 1, . . . , N−1, corresponding to the n-th an-

tenna, and as shown in Fig. 4.2, each antenna is associated withQ frequency dependent in-

puts (weight coefficients) [w∗n,0, w
∗
n,1, . . . , w

∗
n,Q−1], resulting in Q outputs [xn(0), . . . , xn(Q−

1)] by IDFT [30]. Then, in the context of M -ary signaling for each frequency, there are

MQ sets of inputs (weight coefficients) for all Q frequencies, and each set contains N ×Q

coefficients. Then an N ×Q×MQ matrix Ŵ can be constructed to represent all sets of

inputs, with Ŵ(n, :, u) representing the inputs of the IDFT structure at the n-th antenna

for the u-th set of coefficients. Details of constructing the 3-D matrix are described as

follows

1. Calculate the values of weight coefficients wm(ωq) for m = 0, . . . ,M − 1 and q =

0, . . . , Q− 1 in (4.28).

2. Select one set of weight coefficients (an N × 1 vector) from each frequency (e.g. for

the q-th sub-carrier frequency, select one column from [w0(ωq), . . ., wM−1(ωq)]), and

combine them together to form an N ×Q matrix for all Q frequencies, representing

one set of inputs of the IDFT. Then, with all MQ sets of inputs, the N ×Q×MQ

matrix Ŵ is constructed.

4.5.2 Stage Two

The objective of the modified WBFIT is to find new weight coefficients for each set of

inputs that satisfy DM with their corresponding IDFT outputs xn subject to the PAPR

constraints. To achieve this, a set of auxiliary variables {ψq}Q/2−1
q=−Q/2 is introduced. Details

of the second stage are given below.

1. For the u-th set of inputs Ŵ(:, :, u), u = 0, . . . ,MQ − 1, {ψq}Q/2−1
q=−Q/2 are randomly

generated following a uniform distribution within [0, 2π].

2. Form the matrix E = diag{ejψ−Q/2 , . . . , ejψQ/2−1} and minimise the difference be-

64



tween EŴ
H

(:, :, u) and the DFT of X, subject to PAPR ≤ ρ (ρ ≥ 1), i.e.

min
X

||EŴ
H

(:, :, u)− FX||2

subject to

angle((FX)(q, :, u)S(ωq, θML))

= angle(Ŵ
H

(q, :, u)S(ωq, θML))

||xn||22 = Q

PAPR(xn) ≤ ρ for n = 0, . . . , N − 1,

(4.32)

where

F = [dft−Q/2, . . . ,dftQ/2−1]T , (4.33)

dftq =[1, e−j2πq/Q, . . . , e−j2π
(Q−1)q
Q ]

for q = −Q/2, . . . , Q/2− 1,
(4.34)

X = [x0,x1, . . . ,xN−1], (4.35)

xn = [xn(0), xn(1), . . . , xn(Q− 1)]T . (4.36)

Here, the proposed phase constraint

angle((FX)(q, :, u)S(ωq, θML))

= angle(Ŵ
H

(q, :, u)S(ωq, θML))
(4.37)

is introduced to represent a phase equalisation in the desired directions between

the designed phases angle((FX)(q, :, u)S(ωq, θML)) and the corresponding desired

phases angle(Ŵ
H

(q, :, u)S(ωq, θML)).

3. Similar to [66], the cost function in (4.32) is further changed to the following for the

minimisation corresponding to the n-th antenna, n = 0, . . . , N − 1,

||EŴ
H

(n, :, u)− Fxn||2

=|| 1
Q

FHEŴ
H

(n, :, u)− xn||2.
(4.38)
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Then the formulation in (4.32) changes to

min
xn

|| 1
Q

FHEŴ
H

(n, :, u)− xn||2

subject to

angle((FX)(q, :, u)S(ωq, θML))

= angle(Ŵ
H

(q, :, u)S(ωq, θML))

||xn||22 = Q

PAPR(xn) ≤ ρ for n = 0, . . . , N − 1.

(4.39)

4. The problem in (4.39) can be solved by the ‘nearest-vector’ method in [66, 70, 71]

in combination with the Newton’s method for the phase requirement in desired

directions.

According to the nearest-vector solution, xn subject to the constraint on ||xn||22 = Q

are first obtained, which is xn =
√
Q

1
Q
FHEŴ

H
(n,:,u)

|| 1
Q
FHEŴ

H
(n,:,u)||2

. With the PAPR constraint

(max |xn| ≤
√
ρ), if the magnitudes of all elements in xn are no more than

√
ρ, then

xn is a solution; otherwise, the element in xn corresponding to the largest element

in magnitude in 1
Q

FHEŴ
H

(n, :, u), represented by sa, is given by
√
ρejangle(sa) and

the rest of the Q − 1 elements in xn is calculated by (4.39); in other words, step 4

for the rest of the Q− 1 elements is re-run. Here the difference is that the size of xn

and 1
Q

FHEŴ
H

(n, :, u) in (4.39) becomes (Q− 1)× 1, instead of the original Q× 1,

and the energy constraint changes to ||xn||22 = Q−ρ. If the PAPR constraint is still

not satisfied for the new results, then the value of the largest element in xn (size

(Q− 1)× 1 in this iteration) is set, as it has been done above when the size of xn is

Q× 1, and re-run step 4 for the rest of the Q− 2 elements, and so on. The iterative

process ends when the PAPR constraint is satisfied [70, 71].

5. Now the phase requirement at the desired directions is considered.

Based on the new weight coefficients, which are the DFT of X calculated in the last

step, if the phase constraint

angle((FX)(q, :, u)S(ωq, θML))

− angle(Ŵ
H

(q, :, u)S(ωq, θML)) = 0
(4.40)
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is satisfied, then the desired phase pattern in the mainlobe direction based on the

new coefficients subject to the PAPR constraint is achieved, and {ψq}Q/2−1
q=−Q/2 is the

proper set of auxiliary values, and u = u + 1 is set and go back to step 1 for the

(u+ 1)-th set of inputs.

If not, then

{ψq}Q/2−1
q=−Q/2 = {ψq}Q/2−1

q=−Q/2 −
f({ψq}Q/2−1

q=−Q/2)

f ′({ψq}Q/2−1
q=−Q/2)

, (4.41)

where

f({ψq}Q/2−1
q=−Q/2) =angle((FX)(q, :, u)S(ωq, θML))

− angle(Ŵ
H

(q, :, u)S(ωq, θML)),
(4.42)

and run from steps 2 to 5 iteratively until the phase constraint in step 5 is satisfied.

Here the Newton’s iterative method has been used to optimise {ψq}Q/2−1
q=−Q/2 to limit

the corresponding phase differences which is the left side of equation (4.40) to be

smaller than itself from the previous iteration. {ψq}Q/2−1
q=−Q/2 on the right side of (4.41)

represents the previous value and on the left side denotes the latest value. The value

of the denominator f ′({ψq}Q/2−1
q=−Q/2) is selected by trial and error.

4.6 Design Examples

In this section, examples based on a 20-element ULA with and without PAPR ≤ ρ (ρ ≥ 1)

constraints are provided to show the effectiveness of the proposed solution. Both broadside

and off-broadside design examples are provided. In the broadside design example, the

mainlobe direction is assumed to be θML = 90◦ and the sidelobe regions are θSL ∈

[0◦, 85◦]∪[95◦, 180◦], sampled every 1◦. While in the off-broad design example, θML = 120◦

and θSL ∈ [0◦, 115◦] ∪ [125◦, 180◦], sampled every 1◦. The carrier frequency f0 is set to

2.4GHz, with a bandwidth of 1.25MHz split into Q = 4 frequencies (4-point IDFT). For

each frequency, the desired response is a value of one (magnitude) with 90◦ phase shift at

the mainlobe, i.e. QPSK where the constellation points are at 45◦, 135◦,−135◦,−45◦ for

symbols ‘00’, ‘01’, ‘11’, ‘10’, and a value of 0.1 (magnitude) with random phase over the

sidelobe regions. The threshold of the PAPR is set to ρ = 2.5. The value of denominator
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f ′({ψq}Q/2−1
q=−Q/2) is set to be 4 by trial and error, and the value smaller than this cannot

guarantee the convergence of (4.40).

Moreover, histograms are used to show the probability of PAPRs, where the x-axis

represents bin edges, and y-axis denotes values of probability, and each bin is set to include

the right edge, not including the left edge, except for the first bin ∈ [1, 1.5].

4.6.1 Broadside Design Example without PAPR Constraint

The resultant beam patterns using (4.8) without PAPR constraint at frequencies f0−24f ,

f0 − 4f , f0 and f0 + 4f are shown in Figs. 4.19, 4.20, 4.21 and 4.22 for symbols

‘00,01,11,00’, ‘00,01,11,01’, ‘00,01,11,11’, ‘00,01,11,10’, and the corresponding phase pat-

terns are displayed in Figs. 4.23, 4.24, 4.25 and 4.26. The beam and phase patterns

for other symbols are not shown as they have the same features as the aforementioned

figures, where all main beams are exactly pointed to 90◦ with a reasonable sidelobe level,

and the phase in the main beam direction follows the given QPSK constellation diagram

and random over the sidelobe ranges. Moreover, as shown in Fig. 4.27, PAPRs for all

sets of inputs are in the range of [1, 4].
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Figure 4.19: Simulated beam responses based on the broadside design using (4.8) for

symbols ‘00, 01, 11, 00’ without PAPR constraint.
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Figure 4.20: Simulated beam responses based on the broadside design using (4.8) for

symbols ‘00, 01, 11, 01’ without PAPR constraint.
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Figure 4.21: Simulated beam responses based on the broadside design using (4.8) for

symbols ‘00, 01, 11, 11’ without PAPR constraint.
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Figure 4.22: Simulated beam responses based on the broadside design using (4.8) for

symbols ‘00, 01, 11, 10’ without PAPR constraint.
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Figure 4.23: Simulated phase patterns based on the broadside design using (4.8) for

symbols ‘00, 01, 11, 00’ without PAPR constraint.
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Figure 4.24: Simulated phase patterns based on the broadside design using (4.8) for

symbols ‘00, 01, 11, 01’ without PAPR constraint.
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Figure 4.25: Simulated phase patterns based on the broadside design using (4.8) for

symbols ‘00, 01, 11, 11’ without PAPR constraint.
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Figure 4.26: Simulated phase patterns based on the broadside design using (4.8) for

symbols ‘00, 01, 11, 10’ without PAPR constraint.
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Figure 4.27: Histogram of PAPR based on design without PAPR constraint.

4.6.2 Broadside Design Example Subject to PAPR ≤ ρ

The resultant beam and phase patterns for the symbols ‘00, 01, 11, 00’, ‘00, 01, 11,

01’, ‘00, 01, 11, 11’, ‘00, 01, 11, 10’ under PAPR ≤ 2.5 using (4.39) are shown in Figs.

4.28, 4.29, 4.30, 4.31, and Figs. 4.32, 4.33, 4.34, 4.35, demonstrating the satisfaction of

the DM requirements. The beam and phase patterns for other symbols have the DM

characteristics as well. The range of the PAPRs for all sets of inputs in this design are

shown in Fig. 4.36, where all values are to the left of the value 2.5, which is the pre-defined

PAPR threshold, representing the PAPR constraint has been satisfied in the design.
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Figure 4.28: Simulated beam responses based on the broadside design using (4.32) for

symbols ‘00, 01, 11, 00’ when ρ = 2.5.
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Figure 4.29: Simulated beam responses based on the broadside design using (4.32) for

symbols ‘00, 01, 11, 01’ when ρ = 2.5.
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Figure 4.30: Simulated beam responses based on the broadside design using (4.32) for

symbols ‘00, 01, 11, 11’ when ρ = 2.5.
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Figure 4.31: Simulated beam responses based on the broadside design using (4.32) for

symbols ‘00, 01, 11, 10’ when ρ = 2.5.
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Figure 4.32: Simulated phase patterns based on the broadside design using (4.32) for

symbols ‘00, 01, 11, 00’ when ρ = 2.5.
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Figure 4.33: Simulated phase patterns based on the broadside design using (4.32) for

symbols ‘00, 01, 11, 01’ when ρ = 2.5.

76



0 30 60 90 120 150 180

θ (degree)

-180

-135

-90

-45

0

45

90

135

180

P
ha

se
 p

at
te

rn

symbol 00

symbol 01

symbol 11

symbol 11

Figure 4.34: Simulated phase patterns based on the broadside design using (4.32) for

symbols ‘00, 01, 11, 11’ when ρ = 2.5.
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Figure 4.35: Simulated phase patterns based on the broadside design using (4.32) for

symbols ‘00, 01, 11, 10’ when ρ = 2.5.
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Figure 4.36: Histogram of PAPR based on broadside design using (4.32) when ρ = 2.5.

4.6.3 Off-Broadside Design Example Subject to PAPR ≤ ρ

The resultant beam patterns for these four symbols are shown in Figs. 4.37, 4.38, 4.39,

4.40, where all the main beams pointed to the desired direction 120◦ with low sidelobe

level in other directions. The corresponding phase patterns are displayed in Figs. 4.41,

4.42, 4.43, 4.44, where it can be seen that in the desired direction 120◦ the phases for

these symbols are the same as the required QPSK modulation pattern, while in other

directions the phase values are random. The beam and phase patterns for other symbols

have the DM characteristics as well. Fig. 4.45 shows the histogram of PAPRs for all sets

of inputs, demonstrating the PAPR constraint ρ = 2.5 has been satisfied in the design.
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Figure 4.37: Simulated beam responses based on the off-broadside design using (4.32)

for symbols ‘00,01,11,00’ when ρ = 2.5.
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Figure 4.38: Simulated beam responses based on the off-broadside design using (4.32)

for symbols ‘00,01,11,01’ when ρ = 2.5.
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Figure 4.39: Simulated beam responses based on the off-broadside design using (4.32)

for symbols ‘00,01,11,11’ when ρ = 2.5.
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Figure 4.40: Simulated beam responses based on the off-broadside design using (4.32)

for symbols ‘00,01,11,10’ when ρ = 2.5.
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Figure 4.41: Simulated phase patterns based on the off-broadside design using (4.32)

for symbols ‘00,01,11,00’ when ρ = 2.5.
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Figure 4.42: Simulated phase patterns based on the off-broadside design using (4.32)

for symbols ‘00,01,11,01’ when ρ = 2.5.
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Figure 4.43: Simulated phase patterns based on the off-broadside design using (4.32)

for symbols ‘00,01,11,11’ when ρ = 2.5.
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Figure 4.44: Simulated phase patterns based on the off-broadside design using (4.32)

for symbols ‘00,01,11,10’ when ρ = 2.5.
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Figure 4.45: Histogram of PAPR based on the off-broadside design using (4.32) when

ρ = 2.5.

4.7 Summary

In this chapter, a multi-carrier based antenna array structure for DM has been proposed

for the first time, where a baseband implementation similar to the classic OFDM structure

in wireless communications is derived. Then the antenna location optimisation problem

in this context was studied and a class of CS-based design methods were developed. The

key is to find a common set of sparse result for all modulation symbols at all frequencies

using the concept of group sparsity. As shown in the provided design examples, in the

context of DM, the sparse design has achieved a main lobe pointing to the desired direc-

tion with scrambled phases in other directions. In particular, the design can provide a

sparse solution as expected, using less number of antennas with a satisfactory performance

compared to the ULA design case.

Moreover, to solve the potential high peak to average power ratio problem in the

antenna array design for IDFT based multi-carrier DM, a modified WBFIT method has

been proposed to meet both the DM requirement and the PAPR constraint. It is a combi-
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nation of the Newton’s method and the existing WBFIT method in literature. As shown

in the provided broadside and off-broadside design examples subject to ρ ≥ 1, the main

beams of the design results point to the desired direction and the phase responses follow

the given constellation diagram in the mainlobe and random in the sidelobe, providing an

effective DM performance; in the meantime, histograms show that the PAPR constraint

has been met too.
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Chapter 5

Orthogonally Polarised

Dual-Channel Directional

Modulation Based on Linear

Crossed-Dipole Arrays

5.1 Introduction

In the traditional DM technique, there is only a single signal transmitted at one car-

rier frequency to the desired direction. To increase channel capacity in the context of

one carrier frequency, in this chapter the polarisation information of the electromagnetic

signal is exploited and two orthogonal polarised signals can be transmitted to the same

direction at the same frequency simultaneously, as demonstrated in the recent conference

publication [29]. For the electromagnetic wave the polarization is the plane in which the

electric wave vibrates effectively. So for a vertical receiver antenna, it receives vertically

polarised signals the best. Similarly, for a horizontal antenna, the horizontally polarised

signals is received the best. Then the channel capacity is doubled compared with the

design without polarisation consideration. These two signals can also be considered as

one composite signal using the four dimensional (4-D) modulation scheme across the two

polarisation diversity channels [72–74]. This can be achieved by employing polarisation-
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sensitive arrays, such as tripole arrays and crossed-dipole arrays [72, 75–82]. To receive

and separate the two orthogonally polarised signals, a crossed-dipole antenna or array is

needed at the receiver side [82], and the polarisation directions of the antennas at the

receiver side do not need to match those of the transmitted signals, as cross-interference

due to a mismatch can be solved easily using some standard signal processing techniques,

e.g. the Wiener filter based on a known reference signal [72].

Moreover, compared to the ULA design [29], to further exploit the DOFs [5, 6] in the

spatial domain, the orthogonally polarised design for DM is applied to sparse antenna

arrays. In this chapter, the CS-based formulation is applied to the design. In the context

of M-ary signaling, assume there are M symbols for each of the two signals s1 and s2.

Then, for the two signals transmitted simultaneously, there will be M2 combined symbols

in total. The key is to find a set of common crossed-dipole locations for all M2 combined

symbols, which can be solved using the group sparsity technique [67]; otherwise, the design

would end up with different antenna locations for different symbols.

The remaining part of this chapter is structured as follows. A review of polarised

beamforming based on crossed-dipole arrays is given in Sec. 5.2. DM designs for two

signals transmitted to the same direction at the same frequency, but with orthogonal

polarisation states, based on either a given fixed array geometry or an array with optimised

crossed-dipole locations are presented in Sec. 5.3. Design examples are provided in Sec.

5.4 and conclusions drawn in Sec. 5.5.

5.2 Polarisation-Sensitive Beamforming

Fig. 5.1 shows the structure of an N-element linear crossed-dipole array. Each antenna

has two orthogonally orientated dipoles, and the one parallel to the x-axis is connected

to a complex-valued coefficient, represented by wn,x, and the one parallel to the y-axis is

connected to wn,y for n = 0, . . . , N − 1. The spacing between the zeroth and the n-th

antenna is denoted by dn (n = 1, . . . , N − 1), and the aperture of the array is dN−1. The

elevation angle and azimuth angle are denoted by θ ∈ [0, π] and φ ∈ [0, 2π], respectively.

For a transverse electromagnetic (TEM) wave in the far-field from the transmitter
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Figure 5.1: A linear crossed-dipole antenna array.

array, εp is considered as the unit vector of the transmission direction of the TEM wave,

and εh and εv are two orthogonal unit vectors, and also at right angle to εp, i.e., εh ·εv = 0,

εh·εp = 0, and εv·εp = 0. Based on the transmission direction in the transmitter coordinate

system,

εp = [sin θ cosφ, sin θ sinφ, cos θ]T , (5.1)

where {·}T is the transpose operation. The choice of εh and εv is not unique. Based on

the orthogonality of these three unit vectors, normally it is assumed that

εh = [− sinφ, cosφ, 0]T ,

εv = [cos θ cosφ, cos θ sinφ,− sin θ]T .
(5.2)

Here it can be seen that εh is parallel to the x-y plane, due to the zero value in the z

direction, then εh is assumed as the unit vector of the horizontal component. Since εv

is perpendicular to εp (εv · εp = 0), εv is considered as the unit vector of the vertical

component.

Moreover, the electric field is assumed to have transverse components [75, 76],

E = Ehεh + Evεv, (5.3)

where Eh and Ev correspond to the horizontal component and the vertical component,

respectively [83], given by Eh

Ev

 =

 Hejωt

V ejωt

 =

 ahe
jψhejωt

ave
jψvejωt

 , (5.4)
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where ω represents carrier frequency, H and V are complex numbers, ah and av are

amplitudes (positive and real-valued) of the horizontal and vertical components, and ψh

and ψv are the corresponding initial phases. The polarisation ratio is represented by

V
H

= avejψv

ahe
jψh

= (tan γ)ejη for γ ∈ [0, π/2] and η ∈ (−π, π], where tan γ represents the

amplitude ratio, and η is the phase difference between two components [83].

In the case of ah 6= 0, γ ∈ [0, π/2), with the amplitude A of the polarised signal given

by A =
√
|H|2 + |V |2,

A =
√
a2
h + a2

v = ah
√

1 + (tan γ)2 = ah
1

cos γ
. (5.5)

Based on this,

ah = A cos γ

ahe
jψh = A(cos γ)ejψh

H = A(cos γ)ejψh .

(5.6)

Similarly,

A = av
1

sin γ

V = A(sin γ)ejψv .

(5.7)

For ah = 0 when there is no horizontal component and γ = π/2, H

V

 =

 0

ave
jψv


=
ave

jψv

ejη

 cos γ

(sin γ)ejη


= ave

jψh

 cos π
2

(sin π
2
)ejη


= A

 (cos π
2
)ejψh

(sin π
2
)ejψv

 .

(5.8)

Therefore, for γ ∈ [0, π/2], η ∈ (−π, π], H

V

 = A

 (cos γ)ejψh

(sin γ)ejψv

 . (5.9)
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Here it is assumed that ψh = 0, which is acceptable, since what matters is the relative

difference between the two phases. Therefore H

V

 = A

 cos γ

(sin γ)ejη

 . (5.10)

Then the electric field can be given by

E =Ehεh + Evεv

=A((cos γ)εh + (sin γ)ejηεv)

=A(cos γ[− sinφ, cosφ, 0]T

+ (sin γ)ejη[cos θ cosφ, cos θ sinφ,− sin θ]T )

=A((− cos γ sinφ+ (sin γ)ejη cos θ cosφ)x̂

+ (cos γ cosφ+ (sin γ)ejη cos θ sinφ)ŷ

− ((sin γ)ejη sin θ)ẑ),

(5.11)

where the carrier wave ejωt is ignored. Considering the x- and y-axes where these dipoles

are placed, a spatial-polarisation coherent vector sp [82, 84] can be given by

sp(θ, φ, γ, η) =

 spx(θ, φ, γ, η)

spy(θ, φ, γ, η)


=

 − cos γ sinφ+ (sin γ)ejη cos θ cosφ

cos γ cosφ+ (sin γ)ejη cos θ sinφ

 .
(5.12)

Here, the zeroth antenna located at the transmitter coordinate origin is assumed as

the reference point, then the spatial steering vector of the array for transmission is a

function of elevation angle θ and azimuth angle φ, given by

ss(θ, φ) = [1, e−jωd1 sin θ sinφ/c, . . . , e−jωdN−1 sin θ sinφ/c]T , (5.13)

where c is the propagation speed. For a ULA with a half-wavelength spacing (d = λ/2),

the spatial steering vector can be simplified to

ss(θ, φ) = [1, e−jπ sin θ sinφ, . . . , e−jπ(N−1) sin θ sinφ]T . (5.14)
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For convenience, the array structure is split into two sub-arrays: one is parallel to

the x-axis and the other is parallel to the y-axis. Then, the steering vectors of the two

sub-arrays can be given by

sx(θ, φ, γ, η) =spx(θ, φ, γ, η)ss(θ, φ),

sy(θ, φ, γ, η) =spy(θ, φ, γ, η)ss(θ, φ).
(5.15)

The beam response of the array is [85]

p(θ, φ, γ, η) = wHs(θ, φ, γ, η), (5.16)

where {·}H represents the Hermitian transpose, s(θ, φ, γ, η) is the 2N × 1 steering vector

of the array

s(θ, φ, γ, η) =[sx(θ, φ, γ, η), sy(θ, φ, γ, η)]T ,

sx(θ, φ, γ, η) =[s0,x(θ, φ, γ, η), . . . , sN−1,x(θ, φ, γ, η)]T ,

sy(θ, φ, γ, η) =[s0,y(θ, φ, γ, η), . . . , sN−1,y(θ, φ, γ, η)]T ,

(5.17)

and w is the complex-valued weight vector

w = [w0,x, . . . , wN−1,x, w0,y, . . . , wN−1,y]
T . (5.18)

5.3 Directional Modulation Design

5.3.1 Design with a Fixed Crossed-Dipole Array

In traditional DM, there is only one signal transmitted at one carrier frequency to the

desired direction, and the weight coefficients are thus designed for one single signal. To

increase channel capacity, in this section, a set of common weight coefficients is designed

for two signals (s1 and s2) with orthogonal polarisation states transmitted to the same

direction at the same frequency simultaneously. s(θ, φ, γ1, η1), s(θ, φ, γ2, η2), p(θ, φ, γ1, η1),

and p(θ, φ, γ2, η2) are used to represent the steering vectors for s1 and s2, and beam

responses for s1 and s2, respectively.

Here, it is assumed that φ is fixed, and r sampling points in the mainlobe and Θ− r

points in the sidelobe for both s1 and s2 are sampled. Then, a 2N × 2r matrix SML can
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be constructed for steering vectors of two signals in the mainlobe, and a 2N × 2(Θ − r)

matrix SSL includes all steering vectors over the sidelobe range [30],

SSL = [s(θ0, φ, γ1, η1), . . . , s(θΘ−r−1, φ, γ1, η1)

s(θ0, φ, γ2, η2), . . . , s(θΘ−r−1, φ, γ2, η2)],

SML = [s(θΘ−r, φ, γ1, η1), . . . , s(θΘ−1, φ, γ1, η1)

s(θΘ−r, φ, γ2, η2), . . . , s(θΘ−1, φ, γ2, η2)].

(5.19)

Moreover, for M -ary signaling, each of s1 and s2 can create M constellation points

(M symbols), leading to M desired responses. Then, for both signals transmitted simul-

taneously, there are M2 different symbols and M2 sets of response pairs. According to

the direction of the elevation angle θ, pSL,m and pML,m can be defined as beam responses

over the sidelobe and mainlobe directions for the m-th symbol, where m = 0, . . . ,M2− 1,

pSL,m = [pm(θ0, φ, γ1, η1), . . . , pm(θΘ−r−1, φ, γ1, η1)

pm(θ0, φ, γ2, η2), . . . , pm(θΘ−r−1, φ, γ2, η2)],

pML,m = [pm(θR−r, φ, γ1, η1), . . . , pm(θΘ−1, φ, γ1, η1)

pm(θR−r, φ, γ2, η2), . . . , pm(θΘ−1, φ, γ2, η2)] .

(5.20)

Then, the weight coefficients for the m-th symbol can be solved by

min
wm

||pSL,m −wH
mSSL||2

subject to wH
mSML = pML,m,

(5.21)

where wm = [w0,x,m, . . . , wN−1,x,m, w0,y,m, . . . , wN−1,y,m]T corresponds to them-th response

pair pm(θ, φ, γ, η) = [pSL,m,pML,m], and || · ||2 denotes the l2 norm. The problem in (5.21)

can be solved by the method of Lagrange multipliers and the optimum value for the

coefficients wm can be found in the earlier conference publication [29], which is given by

wm =R−1(SSLpHSL,m − SML((SHMLR−1SML)−1

× (SHMLR−1SSLpHSL,m − pHML,m))),
(5.22)

where R = SSLSHSL.
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5.3.2 Sparse Array Design

The intention of sparse array design using CS-based methods is to find the minimum

number of non-zero valued weight coefficients from a large number of potential antennas

to generate a response close to the desired one. As antennas with zero-valued coefficients

are removed, the objective function for finding the minimum number of weight coefficients

can be given by min ||w||1, where the l1 norm || · ||1 is used as an approximation to the

l0 norm || · ||0, and the constraint for keeping the difference between desired and designed

responses under a given threshold value can be written as ||p − wHS||2 ≤ α, where α

represents the allowed difference. Based on this idea of sparse array design, weight vector

wm for the m-th constellation points in (5.21) can be adjusted to

min
wm

||wm||1

subject to ||pSL,m −wH
mSSL||2 ≤ α

wH
mSML = pML,m.

(5.23)

As the location optimisation in (5.23) is calculated individually for each constella-

tion point, the same set of active crossed-dipole positions cannot be guaranteed for all

symbols; in other words, the antenna with weight coefficients which are zero-valued for

some symbols but non-zero-valued for others, cannot be removed. To solve the problem,

group sparsity is introduced [67] to find a common set of active antenna locations for all

constellation points. In this design, group sparsity is applied to allow all elements in the

vector w̃n to be minimised simultaneously, e.g. to remove the n-th antenna, the vector

w̃n needs to be zero-valued

w̃n = [wn,x,0, . . . , wn,x,M2−1, wn,y,0, . . . , wn,y,M2−1]. (5.24)

Then, the cost function for finding the minimum number of antenna locations can be

considered as finding min ||ŵ||1, where ŵ gathers all ||w̃n||2 for n = 0, . . . , N − 1,

ŵ = [||w̃0||2, ||w̃1||2, . . . , ||w̃N−1||2]T . (5.25)

Moreover, to impose DM constraints on all constellation points, the following matrices
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are first constructed

W = [w0,w1, . . . ,wM2−1], (5.26)

PSL = [pSL,0,pSL,1, . . . ,pSL,M2−1]T , (5.27)

PML = [pML,0,pML,1, . . . ,pML,M2−1]T . (5.28)

Then, the sparse crossed-dipole antenna array design with group sparsity for all constel-

lation points can be formulated as

min
W

||ŵ||1

subject to ||PSL −WHSSL||2 ≤ α

WHSML = PML .

(5.29)

The above problem can be solved using cvx, a package for specifying and solving convex

problems [46, 47].

As the reweighted l1 norm minimisation has a closer approximation to the l0 norm [48–

50], (5.29) can be further modified into the reweighted form in a similar way as in [28].

For the reweighted design, at the i-th iteration, the above formulations (5.29) becomes

min
W

N−1∑
n=0

δin||w̃i
n||2

subject to ||PSL − (Wi)HSSL||2 ≤ α

(Wi)HSML = PML ,

(5.30)

where the superscript i indicates the value of the corresponding parameters at the i-

th iteration, and δn is the reweighting term for the n-th row of coefficients, given by

δin = (||w̃i−1
n ||2 + κ)−1. The iteration process is the same as in [28].

To receive and separate two orthogonally polarised signals, a crossed-dipole antenna

or array is needed [82], and the polarisation directions of the antennas at the receiver

side in the desired direction do not need to match those of the transmitted signals, as

cross-interference due to a polarisation direction mismatch can be solved easily using some

standard signal processing techniques, e.g. the Wiener filter based on a known reference

signal [72].
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5.4 Design Examples

In this section, design examples are provided to show the performance of the proposed

design methods for both ULAs and sparse antenna arrays. For each of s1 and s2, the

desired response is a value of one (magnitude) with a given phase at the mainlobe (QPSK),

i.e., symbols ‘00’, ‘01’, ‘11’, ‘10’ correspond to 45◦, 135◦, −135◦ and −45◦, respectively,

and a value of 0.1 (magnitude) with random phase over the sidelobe regions. Therefore, for

signals s1 and s2 transmitted simultaneously, 16 different symbols can be constructed. The

polarisation states for s1 are defined by (γ1, η1) = (0◦, 0◦) for a horizontal polarisation, and

(γ2, η2) = (90◦, 0◦) for s2 for a vertical polarisation. Moreover, without loss of generality,

the mainlobe direction is assumed to be θML = 0◦ for φ = 90◦ and the sidelobe regions are

θSL ∈ [5◦, 90◦] for φ = ±90◦, sampled every 1◦, representing two signals are transmitted

through the y-z plane.

To have a fair comparison, the DM result by (5.21) is first obtained based on a 9λ

aperture ULA with a half wavelength spacing between adjacent antennas. Then the

error norm between the desired and designed responses from (5.21) is set as the allowed

difference α in (5.29) and (5.30) for sparse array designs.

To verify the performance of each design, beam and phase patterns are provided for

each set of constellation points to demonstrate DM has been achieved. Moreover, bit

error rate (BER) is also presented. Here the signal to noise ratio (SNR) is set at 12 dB

in the mainlobe direction, and assuming the additive white Gaussian noise (AWGN) level

is the same for all directions, then the SNR value at the sidelobe directions will be much

smaller.

5.4.1 Design Example with a Given Array Geometry

With the above parameters and design formulations in (5.21), Figs. 5.2, 5.3, 5.4 and

5.5 show the beam responses for symbols ‘00,00’, ‘00,01’, ‘00,11’ and ‘00,10’, and their

corresponding phase patterns are displayed in Figs. 5.6, 5.7, 5.8, 5.9. It can be observed

that all main beams are exactly pointed to 0◦ (the desired direction) with a low sidelobe

level. The mainlobe power level for the composite signal sRe is 3.01dB (
√

2 magnitude),
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Figure 5.2: Simulated beam responses based on the crossed-dipole ULA (5.21) for sym-

bols ‘00,00’.

and its corresponding components for s1 and s2 coincide in the mainlobe direction with

0dB power level, representing that a value of one for magnitude of the desired signals

s1 and s2 has been satisfied. The phases of s1 and s2 in the desired direction are in

accordance with the standard QPSK constellation, while they are random for the rest of

the directions, demonstrating that DM has been achieved. The beam and phase patterns

for the other symbols are not shown as they have the same features as the above.
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Figure 5.3: Simulated beam responses based on the crossed-dipole ULA (5.21) for sym-

bols ‘00,01’.
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Figure 5.4: Simulated beam responses based on the crossed-dipole ULA (5.21) for sym-

bols ‘00,11’.
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Figure 5.5: Simulated beam responses based on the crossed-dipole ULA (5.21) for sym-

bols ‘00,10’.
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Figure 5.6: Simulated phase responses based on the crossed-dipole ULA (5.21) for

symbols ‘00,00’.
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Figure 5.7: Simulated phase responses based on the crossed-dipole ULA (5.21) for

symbols ‘00,01’.
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Figure 5.8: Simulated phase responses based on the crossed-dipole ULA (5.21) for

symbols ‘00,11’.
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Figure 5.9: Simulated phase responses based on the crossed-dipole ULA (5.21) for

symbols ‘00,10’.

5.4.2 Design Example with Optimised Antenna Locations

Based on the value of error norm α from the above ULA design result, the maximum aper-

ture of the designed crossed-dipole array is set to be 20λ with 201 equally spaced potential

antennas. Moreover, κ = 0.001 indicates that antennas associated with a coefficient value

smaller than 0.001 will be considered inactive and thus can be removed.

For the reweighted l1 norm minimisation method in (5.30), the number of active an-

tennas is 14, with an average spacing of 0.9231λ, where the antenna locations are given in

Table 5.1. The beam patterns for symbols ‘00,00’, ‘00,01’, ‘00,11’ and ‘00,10’ are shown

in Figs. 5.10, 5.11, 5.12 and 5.13, and phase patterns are shown in Figs. 5.14, 5.15, 5.16

and 5.17, all indicating a satisfactory design result. The beam and phase patterns for

other symbols have a similar performance to the above symbols.

Patterns for the usual l1 norm minimisation in (5.29) are similar to the figures calcu-

lated by reweighted l1 norm minimisation method, and the value of ||PSL −WHSSL||2
is the lowest, as shown in Table 5.2. However, the resultant number of antennas by this

method is the largest (201 active antennas) due to the value of α (too small), highlighting

the need for the proposed reweighted design in (5.30).
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Figure 5.10: Simulated beam responses based on the sparse crossed-dipole array design

with optimised locations (5.30) for symbols ‘00,00’.
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Figure 5.11: Simulated beam responses based on the sparse crossed-dipole array design

with optimised locations (5.30) for symbols ‘00,01’.
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Figure 5.12: Simulated beam responses based on the sparse crossed-dipole array design

with optimised locations (5.30) for symbols ‘00,11’.
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Figure 5.13: Simulated beam responses based on the sparse crossed-dipole array design

with optimised locations (5.30) for symbols ‘00,10’.
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Figure 5.14: Simulated phase responses based on the sparse crossed-dipole array design

with optimised locations (5.30) for symbols ‘00,00’.
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Figure 5.15: Simulated phase responses based on the sparse crossed-dipole array design

with optimised locations (5.30) for symbols ‘00,01’.
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Figure 5.16: Simulated phase responses based on the sparse crossed-dipole array design

with optimised locations (5.30) for symbols ‘00,11’.
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Figure 5.17: Simulated phase responses based on the sparse crossed-dipole array design

with optimised locations (5.30) for symbols ‘00,10’.
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Table 5.1: Optimised antenna locations based on the sparse crossed-dipole array design

using reweighted l1 norm minimisation method.

n dn/λ n dn/λ n dn/λ

0 4 5 8.7 10 13.2

1 5 6 9.6 11 14.2

2 5.9 7 10.5 12 15.1

3 6.8 8 11.4 13 16

4 7.7 9 12.3

Table 5.2: Summary of the design results based on the crossed-dipole arrays.

ULA Usual l1 Reweighted l1

Antenna number 19 201 14

Aperture/λ 9 20 12

Average spacing/λ 0.5 0.1 0.9231

||PSL −WHSSL||2 7.9968 6.2217 7.8547
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Figure 5.18: BER performance based on the ULA design.

5.4.3 BER for ULA and Sparse Array

The BER for ULA and reweighted l1 norm sparse antenna array designs are shown in

Figs. 5.18 and 5.19. It can be observed that for both designs, the BER values are down

to 10−5 in the mainlobe, while at other directions the BER is fluctuated around 0.5,

further demonstrating the effectiveness of the designs.
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Figure 5.19: BER performance based on the sparse array design using reweighted l1

norm minimisation.

5.5 Summary

A crossed-dipole antenna array for DM has been proposed for the first time, and array

designs for two signals s1 and s2 with orthogonal polarisation states transmitted to the

same direction at the same frequency, based on a given antenna array geometry and arrays

with optimised antenna locations are studied. With such a structure, channel capacity

is doubled compared with a single signal transmitted through the propagation channel.

For sparse array designs, compressive sensing based formulations were introduced, in-

cluding the usual l1 norm minimisation and the reweighted l1 norm minimisation, and the

reweighted approach can provide a sparser solution than the former one, and also offer less

number of antennas with a better performance (in terms of the value of ||PSL−WHSSL||2)

than the ULA. As shown in the provided design examples, for both signals, the resultant

main beams point to the desired direction with desired constellation points, in addition

to a low sidelobe level and scrambled phases in other directions.
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Chapter 6

Positional Modulation Design in

Multi-Path Model

6.1 Introduction

All the above DM designs are based on one assumption that there is no multi-path effect

between transmitters and receivers; in other words, there is only a line of sight (LOS) path.

However, eavesdroppers aligned with or very close to the desired direction/directions will

be a problem for secure signal transmission, as their received modulation patterns are

similar to the given one. To make sure that a given modulation pattern can only be

received at certain desired positions, one solution is adopting a multi-path model, as

shown in shown in Fig. 6.1, where signals via both LOS and reflected paths are combined

at the receiver side [32, 86–89]. In this chapter, the typical two-ray multi-path model is

studied based on an antenna array and a closed-form solution is provided. Such a two-ray

model is more realistic in the millimetre wave band given the more directional propagation

model in this frequency band. Furthermore, the antenna location optimisation problem

is investigated in the context of positional modulation and a compressive-sensing based

design is proposed.

The remaining part of this chapter is structured as follows. A review of the two-ray

model is given in Sec. 6.2. Positional modulation design based on a given array geometry

and an array with optimised antenna locations are presented in Sec. 6.3. Design examples
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Figure 6.1: Multi-path signal transmission to the desired receiver L and eavesdroppers

E.

are provided in Sec. 6.4, followed by conclusions in Sec. 6.5.

6.2 Review of Two-Path Model

An N -element omni-directional linear antenna array, represented by ◦, for transmit beam-

forming [86] is shown in Fig. 6.1, where the spacing between the zeroth and the n-th anten-

nas is represented by dn for n = 1, . . . , N −1, with the transmission angle θ ∈ [−90◦, 90◦].

The weight coefficient of each antenna is denoted by wn, for n = 0, . . . , N−1. The desired

position is represented by L with a distance D1 to the transmit array and a vertical dis-

tance h to the broadside direction where h is positive for L above the broadside direction

and negative for the opposite. The projection of D1 onto the broadside direction is rep-

resented by D2. The positions of eavesdroppers E are shown on the circumference of the

circle, with the radius r̄ and angle η ∈ [0◦, 360◦) to the circle centre L. For eavesdroppers

in the direction η, the corresponding ĥ and l̂ are given, representing the vertical height

and horizontal length relative to the centre point L, with r̄ =
√
ĥ2 + l̂2, and the distance

to transmitters is represented by D3. To produce the required reflected path, a reflecting

surface with a distance H above and perpendicular to the antenna array is created to form

the two-ray model. The reflected distances R1 and R2 represent the path length before
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and after reflection, and the transmission angle for the reflected path is determined by

ζ ∈ (0◦, 90◦].

For signals transmitted to the desired location L, as shown in Fig. 6.1,

D2 =
√
D2

1 − h2, θ = tan−1(h/D2),

ζ = tan−1((2H − h)/D2).
(6.1)

For signals transmitted to the eavesdroppers,

ĥ(η) = r̄ sin η, l̂(η) = r̄ cos η,

D3 =

√
(D2 + l̂)2 + (h+ ĥ)2.

(6.2)

The corresponding θ(η) and ζ(η) for the LOS and reflected paths can be formulated as

θ(η) = tan−1((h+ ĥ)/(D2 + l̂)),

ζ(η) = tan−1((2H − ĥ− h)/(D2 + l̂)).
(6.3)

Then, for the reflected path, R1(ζ) and R2(ζ) are given by

R1(ζ) = H/ sin ζ, R2(ζ) = (H − h− ĥ)/ sin ζ. (6.4)

The steering vector for the LOS path and the reflected path in two-ray model are, respec-

tively, given by

s(ω, θ) = [1, ejωd1 sin θ/c, . . . , ejωdN−1 sin θ/c]T ,

ŝ(ω, ζ) = [1, ejωd1 sin ζ/c, . . . , ejωdN−1 sin ζ/c]T .
(6.5)

Moreover, phase shift and power attenuation caused by these multiple paths need to

be considered [86]. When ĥ and l̂ are both zero-valued, as shown in (6.2), D3 = D1.

Therefore, the length D1 can be considered as a special case of the length D3. Then the

phase shifts for LOS paths is given by

ψ(θ) = 2π × rem(D3(θ), λ), (6.6)

where rem(A, λ) represents the remainder of A divided by λ. The phase shift for the

reflected path is determined by R1(ζ) +R2(ζ) and given by

φ(ζ) = π + 2π × rem(R1(ζ) +R2(ζ), λ), (6.7)
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where π is caused by the reflecting surface. The attenuation ratio for a LOS is given

by [86]

ν(θ) = D/D3(θ). (6.8)

Here D is assumed to be the distance where the received signal has unity power. Similarly,

the attenuation ratio for the signal received via the reflected path is given by

ξ(ζ) = D/(R1(ζ) +R2(ζ)). (6.9)

Then, in the two-ray model, the beam response of the array, represented by p(θ, ζ), is

a combination of signals through the LOS path and the reflected path,

p(θ, ζ) =

ν(θ)ejψ(θ)(wHs(ω, θ)) + ξ(ζ)ejφ(ζ)(wH ŝ(ω, ζ)),
(6.10)

with the weight vector w = [w0, w1, . . . , wN−1]T .

6.3 Proposed Design for Positional Modulation

6.3.1 Positional Modulation Design for a Given Array Geome-

try

The objective of positional modulation design is to find a set of weight coefficients cre-

ating signals with a given modulation pattern to desired locations, while the modula-

tions of the signals received around them are distorted. For M-ary modulations schemes,

such as multiple phase shift keying (MPSK), there are M sets of desired array responses

pm(θ, ζ), with a corresponding weight vector wm = [w0,m, . . . , wN−1,m]T , m = 0, . . . ,M−1.

Assuming in total R locations in the design (r desired locations and R − r eavesdrop-

per locations) with the corresponding transmission angles θk for LOS and ζk for the

reflected path to the k-th position, k = 0, . . . , R − 1, then an N × r matrix SL is con-

structed as the set of steering vectors for the LOS path to desired receivers, and similarly

SE = [s(ω, θ0), s(ω, θ1), . . . , s(ω, θR−r−1)] is an N × (R − r) matrix for steering vectors

to eavesdroppers. The corresponding steering vectors for the reflected path to desired

receivers and eavesdroppers are given by ŜL and ŜE, respectively. pm,L (1 × r vector)
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and pm,E (1 × (R − r) vector) are required responses for the desired locations and the

eavesdroppers for the m-th constellation point.

Moreover, the phase shifts for the LOS and reflected paths to both eavesdroppers and

desired receivers, and their corresponding attenuation ratios are given by

ψE = [ψ(θ0), ψ(θ1), . . . , ψ(θR−r−1)],

ψL = [ψ(θR−r), ψ(θR−r+1), . . . , ψ(θR−1)],

φE = [φ(ζ0), φ(ζ1), . . . , φ(ζR−r−1)],

φL = [φ(ζR−r), φ(ζR−r+1), . . . , φ(ζR−1)],

νE = [ν(θ0), ν(θ1), . . . , ν(θR−r−1)],

νL = [ν(θR−r), ν(θR−r+1), . . . , ν(θR−1)],

ξE = [ξ(ζ0), ξ(ζ1), . . . , ξ(ζR−r−1)],

ξL = [ξ(ζR−r), ξ(ζR−r+1), . . . , ξ(ζR−1)].

(6.11)

Then, for the m-th constellation point, the coefficients can be formulated as

min
wm

||pm,E − (νE · ejψE · (wH
mSE) + ξE · ejφE · (wH

mŜE))||2

subject to νL · ejψL · (wH
mSL) + ξL · ejφL · (wH

mŜL) = pm,L,

(6.12)

where · is the dot product. Its solution can be solved by the method of Lagrange multi-

pliers, and the optimum value for the weight vector wm is given by

wm = K−1
5 (ŜEK2p

H
m,E − SEK1p

H
m,E −KH

6 SLK3 −KH
6 ŜLK4), (6.13)

where

K1 = diag(νEdiag(ejψE)), K2 = diag(ξEdiag(ejφE)),

K3 = diag(νLdiag(ejψL)), K4 = diag(ξLdiag(ejφL)),

K5 = SEK1K
H
1 SHE + SEK1K

H
2 SHE + ŜEK2K

H
1 SHE + ŜEK2K

H
2 Ŝ

H

E ,

K6 = (pm,EKH
2 Ŝ

H

EK−H5 SLK3 − pm,EKH
1 SHEK−H5 SLK3

− pm,EKH
2 Ŝ

H

EK−H5 ŜLK4 − pm,EKH
1 SHEK−H5 ŜLK4 − pm,L)

× (KH
3 SHLK−H5 SLK3 + KH

4 Ŝ
H

LK−H5 SLK3

+ KH
3 SHLK−H5 ŜLK4 + KH

4 Ŝ
H

LK−H5 ŜLK4)−1.

(6.14)
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6.3.2 Positional Modulation Design for an Optimised Locations

Array

Equation (6.12) is for designing the positional modulation coefficients for a given set of

antenna locations. In practice, optimised locations may need to find to construct an array

for an improved performance, which can be considered as a sparse antenna array design

problem [5, 6]. In this section, CS-based methods is studied.

For CS-based sparse array design for positional modulation, a given aperture is densely

sampled with a large number (N) of potential antennas, as shown in Fig. 6.1, and the

values of dn, for n = 1, 2, . . . , N−1, are selected to give a uniform grid. Through selecting

the minimum number of non-zero valued weight coefficients, where the corresponding

antennas are kept, and the rest of the antennas with zero-valued coefficients are removed,

to generate a response close to the desired one, sparseness of the design is acquired [28, 30].

Then for the m-th constellation point, the set of weight coefficients is given by

min
wm

||wm||1

subject to ||pm,E − (νE · ejψE · (wH
mSE) + ξE · ejφE · (wH

mŜE))||2 ≤ α

νL · ejψL · (wH
mSL) + ξL · ejφL · (wH

mŜL) = pm,L,

(6.15)

where || · ||1 is the l1 norm, used as an approximation to the l0 norm and α is the allowed

difference between the desired and designed responses. As each antenna element corre-

sponds to M weight coefficients and these M coefficients correspond to M symbols, to

remove the n-th antenna, all coefficients in the following vector w̃n need to be zero-valued

or ||w̃n||2 = 0 [28, 30],

w̃n = [wn,0, . . . , wn,M−1], (6.16)

where wn,m represents the coefficients on the n-th antenna for the m-th symbol. Then, to

calculate the minimum number of antenna elements, all ||w̃n||2 for n = 0, . . . , N − 1 are

gathered to form a new vector ŵ,

ŵ = [||w̃0||2, ||w̃1||2, . . . , ||w̃N−1||2]T . (6.17)
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Moreover, positional modulation constraints need to be imposed including

W = [w0,w1, . . . ,wM−1],

PE = [p0,E,p1,E, . . . ,pM−1,E]T ,

PL = [p0,L,p1,L, . . . ,pM−1,L]T ,

ν̃E = νE ⊗ ones(M, 1), ν̃L = νL ⊗ ones(M, 1),

ξ̃E = ξE ⊗ ones(M, 1), ξ̃L = ξL ⊗ ones(M, 1),

ψ̃E = ψE ⊗ ones(M, 1), ψ̃L = ψL ⊗ ones(M, 1),

φ̃E = φE ⊗ ones(M, 1), φ̃L = φL ⊗ ones(M, 1),

(6.18)

where ⊗ stands for the Kronecker product, and ones(M, 1) is an M × 1 matrix of ones.

ν̃E, ξ̃E, ψ̃E and φ̃E are M × (R − r) matrix and ν̃L, ξ̃L, ψ̃L and φ̃L are M × r matrix.

Then the group sparsity based sparse array design for DM [28, 30] can be formulated as

min
W

||ŵ||1

subject to ||PE − (ν̃E · ejψ̃E · (WHSE) + ξ̃E · ejφ̃E · (WHŜE))||2 ≤ α

ν̃L · ejψ̃L · (WHSL) + ξ̃L · ejφ̃L · (WHŜL) = PL.

(6.19)

As the reweighted l1 norm minimisation has a closer approximation to the l0 norm [48–

50], formulation (6.19) can be further modified into the reweighted form in a similar way

as in [28], where at the i-th iteration,

min
W

N−1∑
n=0

δin||w̃i
n||2

subject to ||PE − (ν̃E · ejψ̃E · ((Wi)HSE) + ξ̃E · ejφ̃E · ((Wi)HŜE))||2 ≤ α

ν̃L · ejψ̃L · ((Wi)HSL) + ξ̃L · ejφ̃L · ((Wi)HŜL) = PL.

(6.20)

Here the superscript i indicates the i-th iteration, and δn is the reweighting term for the

n-th row of coefficients, given by δun = (||w̃u−1
n ||2 + κ)−1. (γ > 0 is required to provide

numerical stability and the iteration process is described as in [28].) The problem in

(6.19) and (6.20) can be solved by cvx [46, 47].
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6.4 Design Examples

In this section, several representative design examples are provided to show the per-

formance of the proposed formulations in the two-ray model. Without loss of general-

ity, one desired location is assumed at the circle centre with θ = 0◦, and H = 500λ,

D1 = D = 1000λ. Eavesdroppers are located at the circumference of the circle with

r̄ = 8.4λ and η ∈ [0◦, 360◦), sampled every 1◦. With the radius r̄ and the angle η based

on (6.3), it can be seen that all eavesdroppers are in the directions of θ ∈ (−0.5◦, 0.5◦),

i.e. aligned with or very close to the desired user. The desired response is a value of

one magnitude (the gain is 0dB) with 90◦ phase shift at the desired location (QPSK), i.e.

symbols ‘00’, ‘01’, ‘11’, ‘10’ correspond to 45◦, 135◦, −135◦ and −45◦, respectively, and

a value of 0.1 (magnitude) with random phase shifts at eavesdroppers. Moreover the bit

error rate (BER) result is also presented. Here the signal to noise ratio (SNR) is set at

12 dB at the desired location, and the additive white Gaussian noise (AWGN) level is

assumed at the same level for all eavesdroppers.

The number of antenna elements for the ULA design is N = 30, while for the sparse

array design, the maximum aperture of the array is set to 20λ with 401 equally spaced

potential antennas. To make a fair comparison, the value of error norm between desired

and designed array responses calculated from the ULA design (6.12) is used as the thresh-

old α for the sparse array design. κ = 0.001 used in the reweighted l1 norm minimisation

(6.20) indicates that antennas associated with a weight value smaller than 0.001 will be

removed.

The resultant beam and phase patterns for the eavesdroppers based on the ULA design

(6.12) are shown in Figs. 6.2 and 6.3, where the beam response level at all locations of the

eavesdroppers (η ∈ [0◦, 360◦)) is lower than 0dB which is the beam response for the desired

locations. The phase of signal at these eavesdroppers are random while the desired phase

for these four symbols should be QPSK modulation, as mentioned before. The beam and

phase patterns for the sparse array design in (6.20) are not shown as they have similar

characteristics to ULA’s beam and phase responses. As shown in Table 6.1, with a fewer

number of antennas, the sparse array design results provide a better match to the desired
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Figure 6.2: Simulated beam pattern based on the ULA design in multi-path model

(6.12) for eavesdroppers.

responses based on the error norm of array responses.

Considering the imperfect knowledge of the geometry, e.g. the locations of eavesdrop-

pers are not exactly the same as the locations that are considered in the design. Here

eavesdroppers are assumed to be distributed on the circumferences of the circles with

r̄ = 8λ and r̄ = 8.8λ, while the set of weight coefficients are designed for r̄ = 8.4λ. Fig.

6.4 shows the BERs based on the ULA design (6.12) in the multi-path model, where BERs

at these eavesdroppers in these cases are still much higher than the rate in the desired

location (10−5). While in LOS model, as shown in Fig. 6.5, BERs based on r̄ = 8.4λ at

some positions of the eavesdroppers are close to 10−3, lower than the counterpart (10−1)

in the multi-path model, indicated by dash line in Fig. 6.4, demonstrating the effective-

ness of the multi-path scheme. Moreover, for eavesdroppers close to the desired direction

and also integer wavelengths away from the desired location, e.g. r̄ = 8λ, η = 0◦ and

η = 180◦, the BERs reach 10−5, same as in desired locations, much lower than the BERs

at these positions in the multi-path model, further demonstrating the effectiveness of the

proposed positional modulation designs. The BERs for the sparse array design (6.20) are

not shown as they have similar features to the ULA designs.
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Figure 6.3: Simulated phase pattern based on the ULA design in multi-path model

(6.12) for eavesdroppers.

Table 6.1: Summary of the design results in multi-path model.

ULA Usual l1 Reweighted

Antenna number 30 117 8

Aperture/λ 14.5 20 19.8

Average spacing/λ 0.5 0.1724 2.8286

||pm,E − (νE · ejψE · (wH
mSE)

+ξE · ejφE · (wH
mŜE))||2

(Error norm of array responses) 14.0707 13.1773 13.9028
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Figure 6.4: BER pattern for the eavesdroppers and desired receiver based on the ULA

design (6.12) in multi-path model.
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6.5 Summary

In this chapter, a two-ray transmission model has been studied for positional modulation,

where signals via LOS and reflected paths are combined at the receiver side. With the

positional modulation technique, signals with a given modulation pattern can only be

received at desired locations, but scrambled for positions around them. By the proposed

designs, the multi-path effect is exploited to overcome the drawback of traditional DM

design when eavesdroppers are aligned with or very close to the desired users. Examples

for a given array geometry and an optimised sparse array have been provided to verify

the effectiveness of the proposed designs.
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Chapter 7

Conclusions and Future Plan

7.1 Conclusions

DM as a physical layer security technique in signal transmission to keep known constella-

tion points in desired directions while scrambling them for the remaining directions has

been studied based on ULAs. However, one problem of the design is the heavy weight

and high cost when a large number of antenna elements is used in the array. To solve the

problem, the sparse array design in the context of DM has been studied for the first time,

allowing the sparse array achieve a similar performance to the ULA with a fewer number

of antenna elements. The main contribution of the design is to formulate the problem

from the viewpoint of compressive sensing (CS) so that it can be solved using standard

convex optimisation toolboxes in the CS area. In detail, a common set of active antennas

for all modulation symbols needs to be found generating a response close to the desired

one, and the key to the solution is to realise the the group sparsity concept needs to be

employed, as a common antenna set cannot be guaranteed if antenna locations for each

modulation symbol are optimised individually. The methods to achieve the sparse array

design include the usual l1 norm minimisation and the reweighted l1 norm minimisation.

Two practical scenarios are also analysed where steering vector error exists and optimised

locations are too close to each other. As shown in the provided design examples, in the

context of DM, all sparse designs satisfy the mainlobe pointing to the desired direction

with scrambled phases in other directions. In particular, the reweighted l1 norm minimi-
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sation method can provide a sparer solution as expected, achieving a similar performance

as the ULA but with less number of antennas.

To use the wider frequency spectrum, a multi-carrier based antenna array structure for

DM has been proposed, where a baseband implementation similar to the classic OFDM

structure in wireless communications is derived, so that a much higher data rate can be

obtained. In addition, such a framework allows possible frequency division based multi-

user access to the system and also provides the flexibility of using different modulation

schemes at different frequencies. Based on the antenna array design in a single carrier

frequency, the given antenna array design and sparse array design with antenna location

optimisation problem in multi-carrier frequencies are both studied and a class of CS-

based design methods (l1 norm minimisation and reweighted l1 norm minimisation) is

developed. The key is to find a common set of sparse result for all modulation symbols

at all frequencies using the concept of group sparsity. As shown in the provided design

examples, the given antenna array design and the sparse array design have achieved

mainlobes pointing to the desired direction with scrambled phases in other directions

for all symbols. In particular, the sparse array design can provide a sparse solution as

expected, using less number of antennas with a satisfactory performance compared to

the ULA design case. However, the problem of multi-carrier design is the high peak to

average power ratio (PAPR) of the resultant signals, leading to non-linear distortion when

signal peaks pass through saturation regions of a power amplifier. To solve the problem,

the PAPR ≤ ρ (ρ ≥ 1) constraint is considered in the design and a solution based on

a modified wideband beampattern formation via iterative techniques (modified WBFIT)

method is proposed. As shown in the provided design examples subject to both DM

requirement and PAPR constraint, the main beams point to the desired direction and

the phase follows the given constellation diagram in the mainlobe and random in sidelobe

ranges, satisfying DM; in the meantime, histograms of PAPR probability are presented

to demonstrate the effectiveness of the proposed design.

Moreover, in the case of a single carrier frequency, to increase channel capacity, the

polarisation information of signals is exploited and a crossed-dipole antenna array for

DM has been proposed for the first time, where two signals s1 and s2 with orthogonal
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polarisation states can be transmitted to the same direction at the same frequency, based

on a given array geometry and arrays with optimised antenna locations. These two

signals can also be considered as one composite signal using a four dimensional (4-D)

modulation scheme across the two polarisation diversity channels, and a set of common

weight coefficients can be designed to achieve DM for the two signals based on crossed-

dipole arrays. As these two signals will combine into a composite signal sRe at receiver

side, to receive and separate the corresponding components, a crossed-dipole antenna or

array is needed, and the polarisation directions of the antennas at the receiver side do not

need to match those of the transmitted signals, as cross-interference due to a mismatch

can be solved easily using some standard signal processing techniques, e.g. the Wiener

filter based on a known reference signal. For DM design based on a given array geometry,

the method of Lagrange multipliers can be used to solve the problem. For sparse array

designs, CS-based formulations are also introduced, including usual l1 norm minimisation

and reweighted l1 norm minimisation with the concept of group sparsity for finding a

set of common antenna locations for all symbols. Through comparison, the reweighted

approach can provide a sparser solution than the former one, and also offer less number

of antennas with a satisfied performance (error norm of array responses) than the ULA.

As shown in the provided design examples, for both signals, the main beams point to

the desired direction with desired constellation points, following a low sidelobe level and

scrambled phases in other directions.

Although DM can make the symbol pattern the same as the given one in the desired

directions, with scrambled phase and magnitude as low as possible in sidelobe directions,

for eavesdroppers aligned with or very close to the desired direction/directions, the trans-

mission security would be a problem, as their received modulation patterns are similar

to the given one. To solve the problem, a two-ray model transmission has been analysed

where signals via LOS and reflected paths are combined at receiver side. With positional

modulation technique, signals with a given modulation pattern can only be received on

desired locations, but scrambled for positions around them. A closed-form solution for

weight coefficients to positional modulation design for a given array geometry is given,

along with sparse array designs where reweighted l1 norm minimisation method and group
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sparsity are both introduced for finding a common set of antenna locations for all con-

stellation points. In design examples, the beam pattern, phase pattern and BERs are

provided to verify the effectiveness of the proposed designs.

7.2 Future Work

DM has been applied to multi-carrier structure for wider frequency spectrum and exploited

polarisation information on crossed-dipole array for a higher channel capacity in the case

of a single carrier frequency separately. In future work, these two techniques would be

combined for both benefits, and the conventional OFDM structure designed for complex

values would be changed to a quaternion OFDM structure [90] for quaternion values as

a set of quaternion-valued weight coefficients are used for signal polarisation. Moreover,

this design can be applied to sparse arrays, where the cost function can be either smaller

or with a similar level of cost function minimisation result, the number of antennas is

reduced.

DM applied to planar arrays and volume arrays would also be a good supplement to

the design on linear arrays, where the main beam may be narrower and sidelobe level may

be lower than the counterparts on linear arrays, and their corresponding CS-based sparse

array design including l1 norm minimisation and reweighted l1 norm minimisation may be

the subsequent research subjects. The problem is that the antenna location optimisation

would be considered for all symbols for two or three dimensions array, not like the current

work for one dimension array (linear array).
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