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Abstract

Carbon dioxide is a waste product produced extensively by modern everyday

life. In order to combat the growing threat of climate change atmospheric carbon

dioxide levels need to be reduced and controlled. If waste carbon dioxide can be

converted effectively and efficiently on a commercial basis into valuable chemicals

atmospheric carbon dioxide levels can be controlled in a financially viable and

potentially appealing manner. Carbon monoxide is a valuable feedstock for the

chemical industry and as a base for synthesising renewable fuels. It is currently

produced using high temperatures and pressures. Utilising the non-equilibrium

nature of low temperature plasmas to convert CO2 is of growing interest.

Radio-frequency atmospheric pressure plasmas are well known for their abil-

ity to produce chemical species at low gas temperatures with high scalability for

industrial processes and low operating powers. However, they have not been ex-

tensively studied for their application in converting carbon dioxide. The aim of

this work was to study the effectiveness of radio-frequency atmospheric pressure

plasmas for converting carbon dioxide into value added chemicals and the under-

lying mechanisms that cause dissociation in order to better understand how to

improve the process.

In order to determine the level of conversion of carbon monoxide the Fourier

transform infra-red spectroscopy diagnostic was used and the power deposited in

the plasma was measured to calculate the energy efficiency of the dissociation.

A global model was also developed to provide a greater understanding of the re-

action pathways that lead to the conversion of carbon dioxide. The predictions

made by the model were then tested using two-photon absorption laser induced

fluorescence by measuring both the densities of atomic oxygen and carbon monox-

ide and comparing them to the model predictions. Finally the ability to utilise the

plasma produced carbon monoxide was studied in order to determine how viable

these plasmas would be for commercial use. High yields of over 98% were obtained

at the expense of energy efficiency; a maximum energy efficiency of 9% was also

obtained.
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Chapter 1

Introduction

Current means for the production of global energy needs are largely from non-

renewable fossil fuels which contribute substantially to the increase in greenhouse

gases in the atmosphere. Carbon dioxide, CO2, is one such greenhouse gas and is

a contributing factor to climate change. The reduction of greenhouse gases and

the increased use of renewable or green sources of energy are defining challenges

for the 21st century.

The two major challenges in reducing the effects of climate change are reduc-

ing the reliance on fossils fuels and reducing the level of greenhouse gases in the

atmosphere. There are two methods of reducing CO2 levels in the atmosphere, the

first is carbon capture and storage (CCS) [1]. CCS is fairly well understood but

faces many economic challenges in its implementation [2]. CCS is a expensive ac-

tivity that is unprofitable and so there is little incentive for commercial operators

or governments to implement any kind of carbon capture technology. The second

option is carbon capture and utilisation (CCU) [3, 4]. CCU is the more attractive

option due to the ability to sell its products and potentially the methods used can

be profitable and commercially viable.

The utilisation of CO2 through the conversion of CO2 into carbon monoxide,

CO, has the potential to provide alternative fuels [5, 6] that will be fundamentally

renewable as the CO2 produced using these fuels, and assuming the continuing

emissions of CO2 from other industrial facilities, can be captured and used to cre-

ate new fuels. The new fuels could provide a cheaper alternative to the energy

produced from fossil fuels [7]. Higher hydrocarbon chains can be produced through

the creation of synthesis gas or syngas [7–9]. As well as uses for the formation of

alternative fuels CO has many uses in the chemical industry as a feedstock [3, 10].

11
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It plays an important role in the manufacture of a variety of chemicals such as

acids, esters and alcohols as well as reacting with some metals to form carbonyls

[11, 12]. CO2 will eventually be produced through these processes again and so

these methods are reducing the amount of CO2 in the atmosphere by recycling

what is already there as opposed to removing CO2 from the atmosphere perma-

nently.

However, CO2 is a very stable molecule and the thermal energy required to

dissociate it is large even with the use of a catalyst. Currently the main process

used for the conversion of CO2 into CO is dry reforming of methane which requires

temperatures of thousands of Kelvin even with the presence of a catalyst [13]. Al-

ternative electrical means are being studied as a means of generating solar fuels,

including electrolysis [10] and plasma based conversion. Many of these methods

are still in the early phases and a full cost analysis of these methods, that includes

the energy required to recapture the CO2 that is not converted has needs to be

considered. The energy required to capture unconverted CO2 is high [14] and so

economically viable methods of converting CO2 are likely to need high conversions

and selectivity.

In order to overcome the endothermic dissociation reaction of CO2 the use

of many different low temperature plasmas have been studied [15–18]. In a low

temperature plasma the neutral gas temperature is kept close to ambient temper-

atures whilst the electrons are heated to temperatures close to that of the bond

energy of CO2. These energetic electrons are then able to induce the dissociation

and convert CO2 without the need for heating the gas to high temperatures. The

range of plasmas studied includes atmospheric [19] and low pressure [20] discharges

as well as a range of different driving frequencies from kHz [21] to GHz [22]. The

conversions and energy efficiencies obtained by these plasmas demonstrate that

there is a trade off between high conversions and high energy efficiencies.

This work will look at the fundamental dissociation processes of the conver-

sion of CO2 in an atmospheric radio frequency plasma. A radio-frequency plasma

was chosen because of the spatial homogeneity and continuous discharge of the

plasma making them ideal for global chemical kinetic simulations. Atmospheric

pressure plasmas were used in order to minimise the energy required to generate

the plasmas and to maximise the throughput of the feed gas to make them more

viable for industrial and commercial applications.



Chapter 2

Fundamentals of Low

Temperature Plasma Physics

2.1 Plasmas Definition

A plasma is considered to be the fourth state of matter and occurs when electrons

become free from atoms and move freely within a gas. This gas then consists of

positive ions and negative electrons in nearly equal measure. However being a

ionised gas is not enough to be defined as a plasma. A plasma is defined as a

quasi-neutral gas consisting of charged and neutral particles which exhibits collec-

tive behaviour [23]. Quasi-neutrality is defined simply as the density of negative

species, electrons and negative ions, (n−) being approximately equal to the den-

sity of positive species (n+) in the bulk. Quasi-neutrality does not hold on the

microscopic scale.

2.1.1 Debye Length

A plasma is able to screen out electric potentials that are applied to it. If a

positively charged ball is lowered into a plasma, the electrons will be attracted to

the ball and screen out the positive charge from the rest of the plasma. Similarly

if a negatively charged ball is lowered into the plasma the positive species will

screen the ball from the rest of the plasma. There is a characteristic length of

this shielding called the Debye length, λD, and for lengths smaller than the Debye

13



Chapter 2 Fundamentals of Low Temperature Plasma Physics 14

length quasi-neutrality does not hold. This characteristic length can be derived

from Poisson’s equation, 2.1, and is given in equation 2.2.

d2φ(x)

dx2
=

e

ε0
(ni − ne) (2.1)

λD =
(ε0kbTe
nee2

)1/2
(2.2)

Due to the electrons having considerably less mass than the ions, the electrons

are far more mobile. Therefore the ions can be considered as static when deter-

mining the Debye length and only the electron temperature, Te, and the electron

density, ne, are considered. The Debye length also depends on the fundamental

charge constant, e, the permittivity of free space, ε0, and the Boltzmann constant,

kb.

To fulfil the second condition of being a plasma collective behaviour must be

exhibited. For this to happen the electrons in the plasma must be close enough so

that each particle can influence many others and the number of particles within

the Debye sphere must be sufficiently large. This criteria is given in equation 2.3

and is fulfilled when ND � 1.

ND = ne
4

3
πλ3D (2.3)

2.1.2 Plasma Frequency

There is also usually a third condition to define a plasma as a plasma, rather than

an ionised gas, which is connected to the collisions in the plasma. For electrostatic

interactions to dominate over kinetic effects the plasma frequency, ωp, must be

larger than the collisions frequency in the plasma, νc, as shown in equation 2.4.

The ions in the plasma are much more massive than the electrons and are therefore

slow moving in comparison. The ion plasma frequency, ωpi, is much smaller than

the electron plasma frequency, ωpe, and the plasma frequency can be approximated

to be just that of the electrons.

νc<ωp =
√
ω2
pe + ω2

pi (2.4)
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The electron plasma frequency can be derived by considering the effect dislo-

cating the electrons, in a plasma of uniform charge density, by a small distance δ

in one direction assuming that the ions remain stationary. This leads to a build up

of charge, one positive and one negative, between the ions and the electrons. This

induces an electric field which will accelerate the dislodged electrons back towards

the ions but due to the momentum which the electrons have they overshoot the

ions. A region of negative charge now forms on the opposite side of the ions and

the electrons will continue to oscillate as there are no damping forces acting on

them. The characteristic frequency of this oscillation is the characteristic electron

plasma frequency given in equation 2.5.

ωpe =

√
nee2

meε0
(2.5)

The ion plasma frequency takes the same form as the electron plasma density

but with the ion density and mass. Since the plasma is quasi-neutral the electron

and ion densities are approximately the same and therefore the higher mass of the

ions leads to a smaller ion plasma frequency.

2.1.3 Plasma Sheath

To maintain quasi-neutrality in a plasma the fluxes of the positive and negative

species leaving the plasma must be the same. Due to the smaller mass of the

electrons compared to the ions they have a larger thermal velocity. Electrons are

able to reach the walls confining the plasma faster than ions. This leads to a

breakdown of quasi-neutrality near the walls of the plasma. There is a region of

net positive charge at the edge of the plasma. This net positive region is known

as the plasma sheath. The plasma sheath pushes electrons back into the plasma

bulk, due to the build up of negative charge on the walls, and accelerates ions

towards the surface in order to satisfy there being zero net charge flux at the wall.
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Figure 2.1: A depiction of the plasma sheath charge. In the bulk plasma the
positive ion density is roughly equal to the negative ion and electron density and
quasineutrality is held. Quasineutrality breaks down in the sheath region due to
the electron being lighter and more mobile than the positive ions. This causes a
net positive charge in the plasma sheath region and a negatively charged wall.

2.2 Electron Energy Distribution Functions

Low temperature plasmas characteristicly have low degrees of ionisation where the

electrons are accelerated through externally applied electric fields up to temper-

atures in the region of tens of thousands of Kelvin. However the ions and the

neutral gas temperature remains small, in the region of hundreds of Kelvin. The

plasma is therefore far from thermal equilibrium and the ionisation and excitation

processes that are important to sustaining the plasma are driven by the energetic

electrons described by the Boltzmann equation given in equation 2.6. Where f is

the electron energy distribution function (EEDF) in six dimensional phase space,

ve is the electron velocity distribution, E is the electric field, ∇v is the velocity-

gradient operator and the right hand side of the equation is the rate of change of

the EEDF due to collisions in the plasma.

∂f

∂t
+ ve ·∇f − e

me

E ·∇vf =
(∂f
∂t

)
c

(2.6)

If the electrons in the plasma are in thermal equilibrium with each other and

the degree of ionisation is high, the EEDF is Maxwellian. However this is not the

case in the types of plasmas studied in this work. The degree of ionisation is very

low in these plasmas, 10−8, and the plasmas studied are not dominated by electron
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electron collisions. Low temperature plasmas are dominated by inelastic collisions

of electrons with heavy particles. This causes a depletion of the high energy tail

of the distribution and a deviation from a Maxwellian distribution. This depletion

of the high energy tail of the distribution leads to a Druyvesteyn distribution of

electron energies. This distribution is often a more accurate distribution of electron

energies for plasmas with low degrees of ionisation. However, in a Druyvesteyn

distribution it is assumed that elastic collisions dominate and the effect of inelastic

collisions is insignificant. In an elastic collision with atoms, the direction of motion

of electrons is changed but due to the large difference in mass between electrons

and atoms the energy of the electrons remains unchanged. In inelastic collisions

the energy of the electrons is changed and these collisions often lead to excitation

or ionisation of the atoms or molecules in the plasma.

In a plasma that includes molecules as well as atoms there are many degrees

of freedom for excitation of the molecules, including bending, stretching and vi-

brational modes and electronic excitation. Therefore in the plasmas studied the

effect of the inelastic electron collisions in the plasma cannot be assumed to be

insignificant and in order to accurately determine the EEDF, which is vital for

computing reaction rates used in modelling the plasma, the Boltzmann equation,

2.6, can be solved.

2.2.1 Solving the Boltzmann Equation

The EEDF can be calculated for the discharge conditions from the collision cross-

section data for the plasma species by solving the Boltzmann equation. This is

commonly done for several values of reduced electric field, E/N, which is the ratio

of the electric field strength to the number density of particles in the gas. Then the

mean electron energy for the value of the reduced electric field can be compared

to the mean electron energy in the model and the corresponding EEDF can be

used to calculate the reaction rates for the collisional processes in the plasma.

In order to be able to solve the Boltzmann equation, equation 2.6 must be

simplified as described in [24]. The first simplification is that the electric field and

collision probabilities are spatially uniform on the scale of the mean free path. The

electron distribution is then symmetric in velocity space and only varies along the

direction of the electric field, obtaining equation 2.7.
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∂f

∂t
+ vcosθ

∂f

∂z
− e

me

E
(
cosθ

∂f

∂v
+
sin2θ

v

∂f

∂cosθ

)
=
(∂f
∂t

)
c

(2.7)

A common approach to solve equation 2.7 is to expand the electron distribu-

tion, f, in terms of Legendre polynomials of cos θ. A two term approximation is

often enough to give valuable results for the EEDF and is used in most Boltzmann

equation solvers including the ones used in this work. This approximation fails

at high values of E/N when elastic collisions start to dominate but is valid for

the range used here. In this approximation the distribution function, f, depends

on velocity, v, θ, the angle between the electron velocity, v, and the electric field,

time, t, and the position along the electric field direction, z. The θ dependence is

simplified using the two term approximation, and the time dependence is simpli-

fied by assuming a steady state where the electric field and electron distribution

are stationary. Through these simplifications and considering the effect of the col-

lisional processes that occur in plasmas the EEDF can be calculated and used to

find the appropriate reaction rates for the electron impact reactions in the plasma.

More detail on the two term approximation and calculating the EEDF is given in

[24].

2.3 Radio Frequency Plasmas

To successfully ignite a plasma a voltage is applied across an electrode gap filled

with a gas. Ignition is achieved if the mean free path of the electrons, λe, is large

enough so that the electrons can gain sufficient energy from the electric field to

ionise the gas. If more electrons cause ionisation events than are lost an electron

avalanche occurs, travelling towards the anode, and the plasma can become self-

sustaining. The plasma becomes self-sustaining because of the difference in mass

between the electrons and ions. Radio frequency plasmas operate in the high

frequency region of the RF spectrum. These frequencies are too fast for the ions

to respond to but not too fast for the electrons. This means that almost all of the

electrical energy can be coupled into the electrons, causing them to have a much

higher temperature than the ions. The AC field also acts to better confine the

electrons in a plasma so that the plasma can be more readily self-sustaining. In

a simplified picture the AC field causes the electron bulk to oscillate between the

two electrodes. The AC field is driven, typically, at 13.56 MHz which has been
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designated by the International Telecommunications Union as a frequency for use

for industrial, commercial or scientific purposes. The second and third harmonic,

27.12 and 40.68 MHz respectively, are also free to use for industrial and scientific

purposes [25].

The almost exclusive coupling of energy to the electrons over the ions causes a

significant difference in the temperature of the species. The electron temperature,

Te, is much higher than the ion temperature, Ti, and the gas temperature, Tg. The

electron temperature is usually on the order of 30 000 K, whilst the ions and neutral

gas are on the order of 300 K. Therefore there is a large difference in temperature

between the plasma species and they are clearly not in thermodynamic equilibrium,

and consequently these types are plasmas are referred to as ’non-thermal plasmas’.

The electron temperature is usually expressed in terms of electronvolts, eV, where

1 eV is approximately 11 600 K.

The electron temperature refers to the mean electron energy of the plasma

and exists in a distribution as described in the above section. Most of the elec-

trons in these plasmas do not have enough energy to cause ionisation of plasma

species but can produce radical species, excited species or even cause dissociation

of molecular species [26–29]. The plasma chemistry that occurs within plasmas is

therefore electron driven and will depend on the electron density and the EEDF.

This enables non-thermal plasmas to perform chemical reactions in conditions

where the reaction would usually be energetically unfavourable.

2.3.1 Operating Regimes

There are two distinct operating modes that can be observed in radio frequency

plasmas. The two modes can be distinguished visually by their differences in the

emission of light. They also have different governing ionisation processes that

produce the electrons sustaining the plasma. The first operating regime is α

mode. In this regime the ionisation in the plasma is predominantly in the plasma

bulk. This regime is referred to as alpha mode because the electron production is

governed by the first Townsend coefficient, α. This coefficient describes how the

electron avalanches, that produce the electrons required to sustain the plasma,

evolve. The second operating regime in radio frequency plasmas is called γ mode.

In γ mode secondary electron emission from the sheath region starts to become

a dominant source of electrons. The probability of the production of secondary



Chapter 2 Fundamentals of Low Temperature Plasma Physics 20

electrons is given by the second Townsend coefficient γ. In γ mode the electron

density increases, as there is a new source of electrons.

2.3.2 Atmospheric Pressure Radio Frequency Plasmas

This work will focus mainly on radio frequency plasmas that can operate at atmo-

spheric pressure. The main benefits of using atmospheric pressure plasma come

from not needing to use expensive vacuum technology and being able to produce

chemical radicals. Atmospheric pressure plasmas are highly collisional and as

such the electron temperatures and densities tend to be lower than in low pressure

plasmas. This is due to collisions reducing the mean free path of the electrons

and causing them to gain less energy from acceleration through the electric field.

Since the electrons have in general a lower energy they are also less likely to have

enough energy to ionise the background gas and therefore the electron density

tends to be lower. However, the highly collisional nature of the plasma means

that the electrons are more likely to collide and excite the background gas. This

can lead to more chemical radicals and the production of reactive species that

make atmospheric pressure plasmas desirable.

2.3.2.1 Paschen Criterion

A certain voltage is required across the electrodes in order to cause breakdown

in a gas. This breakdown voltage is often expressed as a function of the pressure

length product, pd, according to the Paschen criterion, see Figure 2.2. In order to

design a vessel where a plasma can be successfully ignited both the pressure and

the inter electrode distance must be considered. To enable a plasma to be ignited

at atmospheric pressure the gap between the electrodes must be very small, usually

1 mm. If the plasma is to be used at low pressure, larger electrode gaps can be

used, usually to the order of a few centimetres. However, the length scale used

must be significantly larger than the Debye length if the discharge is to produce a

plasma and maintain quasi-neutrality.

The deduced sheath width for a typical radio frequency atmospheric pressure

plasma is approximately 200 µm and so it is important that the electrode gap

is kept larger than this distance despite the reduction in breakdown voltage that
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Figure 2.2: The breakdown voltage of different gases as a function of the
pressure length product. For this study the pressure length product is 38 Torr
cm and so the plasma will be most easily ignited in helium and then argon.

Values taken from [30, 31]

could be achieved at atmospheric pressure using such small distances. If an elec-

trode gap smaller than the sheath width was used the plasma would not have a

bulk region and would exist as just a single sheath region [32]. Due to the highly

collisional nature of atmospheric pressure plasmas the kinetic effects of the gas also

dominate over the electrostatic interactions that dominate in collisionless plasmas.

At standard temperature and pressure the electron collisions frequency with the

background gas is found to be orders of magnitude larger than the electron plasma

frequency. Instead of oscillating at the plasma frequency the electron path is more

accurately defined by a drift velocity, vd, given in equation 2.8, where νm is the

collision frequency. The drift distance trough one RF cycle is still less than the

electrode spacing. The ions undergo collisions that will stop them oscillating at the

plasma frequency, but as their mass is larger than that of the electrons and they

do not ’see’ the oscillating electric field, they follow the kinetics of the background

gas.

vd =
eE

meνm
(2.8)



Chapter 3

Non-thermal Plasmas for CO2

Conversion

3.1 Thermal Dissociation of CO2

The dissociation of CO2 is an endothermic reaction, meaning that the reaction

requires heat in order to occur. Figure 3.1 was calculated using the NASA CEA

code [33, 34] at atmospheric pressure. It is clear that CO2 will not begin to

dissociate until the temperature reaches 2000 K and significant dissociation of CO2

is not achieved until temperatures are over 3000 K. Between 3000 and 3500 K the

molar fractions of CO and O2 are maximised. The maximum energy efficiency

that can be achieved in the thermal plasma dissociation of CO2 is 43% [35].

Using high temperatures to convert CO2 also leads to a significant molar

fraction of atomic oxygen in the gas. Atomic oxygen is a highly reactive species

that would ideally be used to react with CO2 to produce more CO and molecular

oxygen O2, however at high temperatures the reverse reaction of atomic oxygen

recombining with CO is favourable and depending on how the gas is cooled after

thermal decomposition a significant portion of the CO yield can be lost due to the

reverse reaction. Therefore the use of plasmas to convert CO2 into CO appears

ideal as the non thermal nature of certain plasmas means that the neutral CO2 can

be kept cold and the thermal electrons can be used to convert the CO2. Keeping

the CO2 cold should reduce the amount of recombination seen from the reactive

atomic oxygen species and potentially be more energetically efficient.

22
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Figure 3.1: The molar fractions of CO2 and its’ dissociative products as a
function of temperature calculated using the NASA CEA code [33, 34]. Signifi-
cant dissociation of CO2 begins for temperature above 2000 K but dissociation
of all CO2 requires temperatures of 5000 K. For higher temperatures complete

CO2 dissociation will occur and carbon will be produced.

3.2 Plasma Dissociation of CO2

The prospect of an industrial plasma for converting CO2 into value added chemicals

would have many advantages over current industrial methods. In general due

to the high power densities of plasmas the reactors, particularly at atmospheric

pressure, are compact and have low costs. Plasma chemistry also happens on a

fast time scale, with residences times typically on the order of milliseconds. A

wide variety of plasmas have been studied for the conversion of CO2, ranging from

both atmospheric [22] to low pressure [36] and driving frequencies from kHz-GHz

[17, 18, 37].

A comprehensive review of the current plasma CO2 conversion technology has

been performed by Lebouvier [38]. Lebouvier shows that the current challenge in

making plasma based CO2 conversion viable is how to sufficiently overcome the

trade off seen between the yield of CO and the energy efficiency of the conversion.

For plasmas which are able to achieve high conversions, of nearly 90%, the corre-

sponding energy efficiency is only a fraction of a percent [39]. For plasmas with

high energy efficiency, of nearly 60%, the corresponding conversion is less than

10% [40].
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3.2.1 Dielectric Barrier Discharges

One common method of plasma based CO2 conversion is the use of a dielectric

barrier discharge (DBD) [41–49]. In a DBD at least one of the two electrodes is

covered by a dielectric and can occur in many different reactor designs, most being

either planar or cylindrical. The discharges in a DBD are filamentary, which means

that the plasma breakdown occurs at different positions in the reactor at the same

time in small lighting like streams. The plasma is therefore far from spatially

homogeneous. DBDs have a driving frequency in the region of kHz which is not

high enough to sustain a constant plasma discharge and the driving voltages are

in the order of kV. A DBD will appear to be a constant plasma to the naked eye

but with a high speed camera it is possible to see the plasma turning on and off

with the electric field.

Due to the high driving voltages used in DBDs they are able to operate in

pure CO2 even at atmospheric pressure [50] but they have also been studied with

the addition of noble gases, namely helium and argon [51]. DBDs have higher

conversions than energy efficiencies. Conversions in DBDs tend to be able to

reach conversions of up to 30% [50] for high input powers in pure CO2 with the

conversion increasing up to 40% [51] with the addition of argon. However, for

the highest conversions the corresponding energy efficiency is only 3%. The effect

of the addition of a nobel gas is to increase the total conversion of CO2 at the

expense of energy efficiency, as there is a specific energy input per CO2 molecule.

The energy efficiencies achieved in DBDs are not as high, reaching a maximum of

around 10% for the low input power cases [52] with conversion of only 6%. Some

studies have found that the less filamentary discharges produce greater conversions

of CO2 [53].

3.2.2 Microwave Plasmas

Microwave plasmas have a driving frequency in the region of GHz and have proved

promising in terms of high energy efficiency but as such have lower conversions of

CO2 [54]. Microwave plasmas can also operate in pure CO2 both at low pressure

[36] and in an argon CO2 mixture at atmospheric [22]. For an atmospheric pres-

sure microwave discharge [22] the maximum energy efficiency achieved was 20%,

double what was achieved at atmospheric pressure in a DBD. The corresponding
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conversion however was only 10%, although this is still higher than the conversion

achieved for the most energetically efficient DBD. The highest conversion achieved

in an atmospheric pressure microwave discharge was nearly 50%, which again is

an improvement over the highest conversion achieved using a DBD. The corre-

sponding energy efficiency was only at 5% which is a very similar value to that of

the highest conversion DBD case. The input power in the microwave case is also

on the order of kW. However microwave discharges have a tendency to heat the

neutral gas to very high temperatures [36, 55] with the rotational gas temperatures

in the above cases reaching 6000 K, where Figure 3.1 shows CO2 will thermally

decompose.

For moderately low pressures energy efficiencies of nearly 50% are achieved

[36, 56], which again is a vast improvement over the maximum atmospheric pres-

sure microwave plasma and the corresponding conversion for these efficiencies are

approaching 15%, which is also the maximum conversion achieved. The pressures

used to achieve these results are of the order of hundreds of millibar, typically

between 100-200 mbar. As with the atmospheric pressure microwave plasma the

gas temperature in the moderately low pressure microwave plasmas is in the order

of 2500-3500 K where CO2 will thermally decompose. This brings into question

how effective the plasma is in the dissociation as the maximum efficiency achieved

in these plasma is very similar to the maximum thermal efficiency. The gas tem-

perature is also shown to decrease with reduced pressure but remains in the order

of thousands of Kelvin.

Low pressure microwave plasmas have also been studied at very low pressure

[57], 7 Torr, using input powers of only 400 W. The conversion and energy efficiency

were found to be much lower than in the moderate pressure cases. The highest

energy efficiency was over 15% and the corresponding conversion was also the

maximum found at over 10%. The highest energy efficiencies achieved in these

types of plasmas were achieved in the 1980s and the energy efficiency achieved

was upwards of 90% [58], supported theoretically [59], however these values have

not been repeated. Even with high gas temperatures energy efficiencies this high

suggest more than just thermal decomposition and the understood mechanism for

more efficient CO2 dissociation is through the vibrational excitation of a C-O bond

in the CO2 molecule.
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3.2.3 Vibrational Excitation of CO2

There are three main forms of vibrational excitation in a CO2 molecule. These are

symmetric stretching, asymmetric stretching and bending modes. In symmetric

stretching of CO2 the two oxygen atoms in the molecule vibrate in a way that

means no dipole moment is ever formed in the molecule. That is to say that the

two oxygen atoms remain the same distance from the carbon atom throughout

the vibration. The symmetric stretch of CO2 is the most short lived and often

decay through vibrational-translational relaxation and as such they generally do

not lead to the dissociation of the CO2 molecule and act only as a loss channel for

the electron energy. The dissociation of CO2 via vibrational excitation has been

found to overcome electron impact dissociation for low values of reduced electric

field, E/N [60].

In the asymmetric stretch of CO2 however, the two oxygen atoms do not

always remain the same distance away from the carbon atom and as such gen-

erate a dipole moment on the molecule. The asymmetric stretch does not relax

through vibrational-translation relaxation as quickly as the symmetric stretch of

CO2 and as such vibrational energy up-pumping can occur. In the up-pumping

process vibrational energy is transferred between two CO2 molecules to the ef-

fect of increasing the vibrational energy of one CO2 molecule until it reaches the

dissociation limit of 5.5 eV and the molecule can dissociate. This method of pop-

ulating high energy asymmetric states of CO2 that then lead to dissociation is the

most efficient path for the dissociation of CO2 and the theoretical basis for this

has been studied in some detail [61]. This method of dissociation is thought to

become competitive with direct electron impact dissociation for plasmas with high

values of vibrational temperature [62].

Fridman [61] sets out three reasons why the asymmetric stretch of CO2 is

the most energetically efficient method for dissociation. Firstly, for the electron

temperatures typically seen in non-thermal plasmas, 1-2 eV, a majority of the

electron energy can be transferred into the asymmetric stretch over the other ex-

citations in the plasma. Secondly, the vibrational energy of the CO2 molecule is

able to lower the activation energy that must be overcome for the endothermic

CO2 dissociation reaction to occur, as shown in equation 3.1. Thirdly, vibrational

excitation requires only the dissociation energy of 5.5 eV whilst direct electron
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impact dissociation of CO2 requires over 7 eV due to the Frank-Condon princi-

ple. Direct electron impact dissociation requires excitation into an electronic state

whose energy is more than that of the dissociation energy for it to relax into a

dissociative state.

k = A0exp
(
− Ea − αEv

Tg

)
(3.1)

Where k is the rate constant for the reaction, A0 is the Arrenhius coefficient,

Ea and Ev are the activation energy of the reaction and the vibrational energy

of the reactant respectively, Tg is the gas temperature in Kelvin and α is a pa-

rameter to determine the efficiency of lowering the required energy according to

the Fridman-Macheret α-model [61]. The lowering of a reactions activation energy

due to the vibrational energy of the CO2 molecule allows for the atomic oxygen

produced in the dissociation of CO2 to be recycled to create more CO and O2 as

the CO2 reaction with atomic oxygen is faster than the three body recombination

of atomic oxygen [61].

The energies of the CO2 vibrational levels have been calculated using an

anharmonic oscillator [63] up to the dissociation energy of CO2 [64]. However

cross sectional data and reaction rates for the highly excited CO2 molecules are

not known and must be approximated. The Fridman approximation [61] provides

a means to approximate the cross sections for electron impact reactions for CO2

stretches according to the low energy states that can be measured. There are also

scaling laws used to scale the vibrational energy transfer reactions according to the

energy of the state [64, 65]. The bending modes of CO2 are also not important in

the dissociation process of CO2 as they are quenched by vibrational-translational

reactions quickly as with the symmetric stretches. The quenching of these states

is too quick to lead to dissociation. The dissociation of CO2 via vibrational states

has been extensively modelled [49, 64–66]

3.2.4 Enhancing Vibrational Excitation of CO2 using N2

CO2 lasers work by populating the asymmetric stretches of CO2 by the transfer of

vibrational energy through collisions with vibrationally excited N2 molecules [67].

Helium also has a role to play in CO2 laser excitation, but rather than enhancing

the CO2 asymmetric vibrational excitation, it increases the electron temperature
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which in turn favours the vibrational excitation of N2 and CO2. Many studies

have been performed on the effect N2 has on populating the asymmetric stretches

of CO2 in a plasma [18, 20, 68]. These studies have found that the production of

high energy asymmetric states is important for the dissociation of CO2 and is more

important than direct electron impact dissociation and dissociative recombination,

which is dominant in an N2 discharge [69].

A study of the chemical kinetics of CO2 and N2 discharges [18] reports that in-

creasing the N2 admixture in the plasma increases the conversion of CO2. However

since increasing the fraction of N2 decreases the CO2 fraction the effective conver-

sion reduces. Therefore the energy efficiency decreases in general with increasing

N2 admixture in the discharge as the specific energy input per CO2 molecule in-

creases with constant power input. It is also reported that the main destruction

pathway of N2 is through a reaction with atomic oxygen, which is not desired as

the recycling of atomic oxygen to produce more CO and O2 from CO2 is desired

for efficient dissociation. It is concluded that while vibrationally excited N2 is ef-

fective at populating CO2 asymmetric vibrational levels, the extent to which this

happens does not have a significant effect on the energy efficiency of CO2 dissoci-

ation. This addition of N2 also inevitably increases the formation of by-products

through reactions with oxygen and nitrogen.

3.3 The Radio-frequency Atmospheric Set-up

Previous radio frequency plasmas have focussed on low pressure discharges [37, 70–

73]. Some been found to be very effective at converting CO2 with conversions

reaching 90%. However there is always a trade of with the energy efficiency and the

corresponding energy efficiency was less than 0.5% [37] using a driving frequency

of 13.56 MHz and operating powers of up to 1 kW. The maximum energy efficiency

achieved in the radio frequency discharge was 3% with a corresponding conversion

of nearly 20%. The high conversions fore a single pass of CO2 through the reactor

mean that radio-frequency plasmas could be viable if the energy cost of capturing

CO2 can be reduced [14] or the energy efficiency of the plasma improved. The high

conversion means that as a source of CO for industrial chemical processes, where

throughput matters more than efficiency, the radio frequency plasma may be a

viable and desirable option. Previous radio frequency plasmas were performed

at low pressure, 80-280 mTorr, and as such would not produce particularly high
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throughput of CO but by operating at atmospheric pressure it is possible to greatly

increase this and potentially enable high-volume in-line production [74, 75].

To enable the plasma to operate with a carrier gas of both helium and argon

an electrode gap of 0.5 mm has been used in the set-up. As mentioned in the

previous chapter the breakdown voltage required to ignite the plasma depends on

the pressure and the length. By reducing the electrode gap from the usual 1 mm

[76–78] size to 0.5 mm the breakdown voltage becomes low enough for ignition to

occur in argon gas as well as helium. The electrodes themselves have dimensions

of 50 mm x 5 mm are made of copper as shown in 3.2. A borosilicate glass tube is

used to both prevent arcing between the electrodes and to enclose the plasma from

ambient area, to reduce impurities in the plasma and prevent CO flowing into the

ambient air. A driving frequency of 40.68 MHz, from an Advanced Energy Caesar

403 generator, is used as using higher harmonics of the standard 13.56 MHz was

found to be more efficient at converting CO2 due to the effective confinement of

electrons. Small admixtures of CO2, up to 2.5%, are added to the carrier gas as

the voltage across the electrode is not high enough to cause breakdown in pure

CO2. Fourier Transform Infra-red (FTIR) Spectroscopy, Thermo Fisher Nicolet

iS50, is utilised as the main diagnostic for analysing both the conversion of CO2

and the production of CO.

Mass flow controllers, MKS MF-1, are used to control both the overall gas

flow and the admixture of CO2 in the flow. A voltage and current probe, SOLAYL

SAS Vigilant Sensor VSN-500X-50-1M-1F-100, are used to measure the voltage

and current in the plasma to enable the plasma power to be measured. Radio-

frequency atmospheric pressure plasmas remain relatively cool during operation

compared to microwave plasmas for instance, with the gas temperatures remaining

below 350 K. The power used to generate and sustain the plasma is also less than

100 W which is also smaller than with other plasmas used for CO2 conversion which

typically use hundreds of watts. However the specific energy input per molecule

of CO2 in the radio-frequency plasmas is usually higher than other methods.

3.4 Fourier Transform Infra-red Spectroscopy

Both CO2 and CO are highly stable molecules and can be measured in the far

effluent using Fourier transform infra-red (FTIR) spectroscopy. This means that
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Figure 3.2: A schematic of the experimental set-up. The plasma reactor design
is a slightly modified version of the standard atmospheric pressure plasma[79].
The electrodes are 50 by 5 mm in area and there is a 0.5 mm gap between
the pieces of borosilicate that is between the electrodes, this gap size enables
the effective use of argon as a carrier gas. The driving frequency of 40.68 MHz
enables higher electron powers and densities in the plasma which should favour
conversion of CO2. A voltage and current probe is also placed between the
matchbox and the plasma in order to calculate plasma power and the gas lines

lead to an FTIR for analysing the gas.

the plasma itself will not be disturbed by any diagnostic used to measure the

plasma species. Measuring in the far effluent also means that any CO that would

recombine into CO2 after it leaves the plasma and would not be measured in the

yield values. Therefore if the plasma were to be used as an in-situ source of CO,

what is measured in the FTIR would be available for use in a laboratory setting.

Stainless steel pipes are used to ensure that the gas that leaves the plasma is not

exposed to the air before it reaches the FTIR and to ensure that as few impurities

as possible enter the gas cell.

One of the main advantages of using FTIR spectroscopy is that measurements

of the concentrations of CO2 and CO in the sample can be performed at the same

time. This is made possible through the use of a broadband infra-red (IR) source

that means that a broad range of wavelengths is sampled in a single measurement.

The FTIR scans in the mid infra-red region, 4000-400 cm−1. This region covers the

absorption range of both the bending and asymmetric stretching modes of CO2,

CO and O3. O2 does not appear on IR spectroscopy measurements due to being
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a homo-nuclear diatomic molecule. Homo-nuclear diatomic molecules have a zero

change in dipole moments when they rotate or vibrate and are therefore infra-red

inactive. Due to there being no change in dipole moment during a symmetric

vibration of CO2, the symmetric stretch of CO2 is infra-red inactive and is not

detected using FTIR spectroscopy.

3.4.1 Michelson Interferometer

A Michelson interferometer is the core part of an FTIR that allows the FTIR to

scan a large wavelength range in one sample. In a Michelson interferometer the IR

beam is split into two and the two beams then travel along different paths. Each

of the two paths for the beam lead to a separate mirror, one of which is static,

the other is movable. The two beams then reflect back to the beam-splitter and

recombine and are sent to a detector. A diagram of a Michelson interferometer is

shown in Figure 3.3.

Figure 3.3: A diagram of the Michelson interferometer, an integral part of
FTIR spectroscopy. A beam splitter splits the infra-red beam, from an IR
source, into two that then travel towards two different mirrors. One of the
mirrors is movable and this allows for one of the beams to travel a different
distance to the other and therefore interfere with the other and produce a cosine

wave known as an interferogram.

The movable mirror enables one of the IR beams to travel a different distance

than the other. The different distances travelled by the two IR beams means that

either constructive or destructive interference, or a mixture of both, will occur

when the two beams recombine. Since the mirror moves throughout the sampling

the intensity of signal changes and a cosine wave is measured by the FTIR. This

cosine wave is known as an interferogram.
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The interferogram exists as a function of time and as such it can be Fourier

transformed into the frequency domain, which then needs to be deconvolved to

obtain the IR spectrum. An example interferogram and IR spectra are shown in

figure 3.4. Due to many different molecules been infra-red active, such as H2O and

CO2, IR spectra can be quite noisy and some care must be taken in analysing the

data. The FTIR itself is not completely sealed from external conditions and the

spectra can change depending on humidity levels. The FTIR itself is purged with

dry air but nevertheless water cannot be completely removed and there is also a

background level of CO2 in the spectra. Water is a problem in the spectra due to

it being highly active in the infra-red and much of the CO2 bands used overlap

with water. Therefore, before measurements can be undertaken a background

spectra must be undertaken so that the background humidity and CO2 levels do

not affect the measurements. To measure the amount of CO2 that is converted by

the plasma FTIR measurements are taken when the plasma is off as well as on.
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Figure 3.4: An interferogram from the FTIR is shown on the left and an
example of the background signal in the FTIR is shown on the right. The in-
terferogram is Fourier transformed as shown in the figure on the right. The
background scan in the FTIR shows that there is a lot of moisture and back-
ground CO2 in the FTIR that must be considered when taking measurements of
the far plasma effluent. The background spectra is subtracted from the sample
spectra to leave only the CO2 and CO coming from the plasma and not the

ambient air in the FTIR.

3.4.2 Calibration of the Absorption Areas

The calibration curves for both CO2 and CO are given in Figure 3.5. Since the

volume of the gas cell and the path length in the gas cell is constant the absorption

area in the IR spectra is dependent only on the concentration of the species of
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Figure 3.5: The calibration of CO2 absorption area with respect to CO2

admixture is shown on the left whilst the CO calibration is on the right. The
absorption areas of CO2 and CO were found to be quadratic, with a linear
component, with respect to admixture to a reasonable approximation. The
calibration curves allow for the admixture of the species to be calculated and
therefore the concentration in the gas in the FTIR and from that conversions

can be calculated.

interest in the gas cell. The area under the CO2 and CO absorption spectra can

be calibrated to known quantities of the species of interest and is referred to as the

absorption area here on in. Then from the calibration curve it is possible to find the

concentration of CO2 and CO in the gas cell from the measured absorption area.

The calibration curves were found to be quadratic with a linear component, which

is consistent with the first two terms of a Taylor expansion of the Beer-Lambert

law given in equation 3.2, where A is the absorbance and I is the intensity of light

and I0 the initial intensity of light.

A = −log
( I
I0

)
(3.2)

3.4.3 Calculating the Yield and Energy Efficiency of Dis-

sociation

The yield of carbon monoxide is readily calculated using equation 3.3, and is

defined as the amount of carbon monoxide measured after the gas has passed

through the plasma over the amount of carbon dioxide present before the plasma.

These can be measured in the FTIR by measuring the absorption area of CO2

whilst the plasma is not on and measuring the CO absorption area whilst the

plasma is on. There should not be any carbon monoxide present in the FTIR
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spectra when the plasma is not on and so it is unnecessary to measure it to

calculate the yield. The concentration of CO2 whilst the plasma is running can

also be measured and used to calculate the selectivity of carbon monoxide. The

selectivity is the amount of converted CO2 becoming CO and therefore a selectivity

of 100% means all converted CO2 becomes CO. The selectivity has not been the

focus of this work due to it being found to be constantly at 100% within error and

no carbon deposits observed on the glass tubes.

Y =
COout

CO2in

(3.3)

The energy efficiency, µ, can be readily calculated using equation 3.4, and

is simply the ratio of the energy required to dissociate CO2 and the energy in-

putted, SE, multiplied by the yield, Y, of carbon monoxide. The enthalpy of the

dissociation reaction of CO2, ∆H, and the specific energy input per molecule of

CO2 is defined in equation 3.5. In order to be perfectly efficient a specific energy

input per molecule of CO2 is required to be equal to the enthalpy of the dissociation

reaction of CO2, which is 2.9 eV/molecule [61], whilst also converting all CO2 into

CO.

µ =
∆H

SE
Y (3.4)

SE =
Pp/e
NA

V
Qf

(3.5)

In equation 3.5 Pp is the plasma power in W, or J/s, and is divided by the

electron charge constant to convert the plasma power into eV/s. NA is Avogadro’s

number and is divided by the volume occupied by 1 mole of an ideal gas at standard

temperature and pressure. This term therefore gives the number of molecules per

litre of 1 mole of an ideal gas at standard temperature and pressure. Q is the

flow rate of the gas through the plasma in standard litres per second. Then by

multiplying the terms on the bottom by the CO2 admixture, f, the energy input

per molecule of CO2 is calculated with units of eV per molecule of CO2.
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3.5 Measuring Plasma Power

In an atmospheric pressure plasma the amount of power that is coupled into the

plasma can be significantly smaller than the power supplied by the generator. In

order to obtain accurate specific energy inputs per molecule of CO2 required to

calculate the energy efficiency of the conversion of CO2 accurately. In order to

mitigate as many as the unknown power losses as possible the voltage and current

are measured, using an oscilloscope, after the matching network and just before

the plasma itself. However this results in the phase angle between the current

and voltage being close to −π
2

which can lead to very large errors in the power

measurement. This is due to the voltage and current being both sinusoidal for

an RF power supply and to calculate the power the integral of the product of the

voltage, V, and current, I, is taken over one period. Equation 3.6 shows how power

is calculated for an AC system.

P =
V I

2
cos(θ) (3.6)

Due to the small period of oscillation in radio frequency plasmas, particularly

for 40.68 MHz driving frequencies, modern oscilloscopes do not have a high enough

sampling rate to measure the phase difference between the current and voltage

accurately enough. In order to obtain a sufficiently accurate measurement of the

phase difference one robust and quick method is to take a fast Fourier transform

(FFT) [80]. Taking an FFT of the waveforms allows for the amplitude of the

voltage and current to be taken at only the driving frequency and measure the

phase difference for this frequency only. This is assuming that the harmonics of

the driving frequency has an insignificant contribution to the power deposition.

The phase difference between the voltage and current can then be measured by

calculating the difference between their individual phases.

The method for calculating the power deposited in the plasma itself is known

as the subtractive method [80]. In the subtractive method the plasma power is

measured by measuring the power deposited in the system from when the plasma

is on and subtracting the power deposited in the system for the same current value

when there is no plasma. Since the power that is deposited in the system is con-

stant between the two measurements, the power deposited just in the plasma can
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be measured using equation 3.7. This method has been previously implemented

for small volume atmospheric pressure plasmas [81, 82].

P =
VonIon

2
cos(θ)− I2onRoff (3.7)

To measure the power deposited in the system when there is no plasma, the

plasma chamber is filled with nitrogen which will not breakdown with the applied

voltages. The input power is then varied over a range of current and voltages

so that a value of the resistance can be calculated using P = I2R. The phase

is assumed to be constant for the plasma off system and so the simpler equation

for power can be used. By plotting power against the square of the current the

resistance can be obtained from the gradient and then used to subtract the power

deposited in the circuit for the case when the plasma is on.

However the measurement of the phase angle is not as simple as calculating the

difference in phases of the voltage and current amplitudes at the driving frequency.

There is an instrumental phase that causes a large difference in the measured and

true phase angle. If a circuit with a known phase is used the instrumental phase

shift can be calculated and accounted for in the measurements. The plasma is very

similar to a capacitor, as it is essentially two parallel electrodes across a gap, and

the phase angle is very similar to that of a capacitor even when the plasma is on.

The phase angle of a capacitor is very close to -90◦. However the plasma system is

not a perfect capacitor, especially since there is a dielectric between the electrodes,

and so the phase angle of the system was measured using a vector network analyser

(VNA). Using the VNA the phase angle of the plasma system was found to be

-89.5◦. By knowing what the phase angle of the system is the instrumental phase

shift can be calculated by subtracting the phase angle measured from the FFT from

the true phase angle measured using a VNA. The typical value of the instrumental

phase shift of this plasma was found to be -48.24◦.

This calibration factor should remain constant as long as everything in the

circuit remains constant. Even the settings of the oscilloscope need to remain

constant as changing the number of volts per division on the display can alter the

internal relay circuitry and effect the instrumental phase. This change may only

be small but it can have a noticeable affect on the measured powers at the high

frequency used in this study. By knowing the plasma power not only is the specific
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energy input per molecule of CO2 known to a much greater accuracy, but it also

allows for a more accurate input parameter for global models.



Chapter 4

Zero Dimensional Global Model

The zero dimensional global model used for this work was Global Kin [83]. Global Kin

consists of three main modules, a plasma reaction chemistry and transport module,

a Boltzmann equation solver, and an ordinary differential equation (ODE) solver.

Global models provide a computationally cheap method of understanding complex

plasma chemistry [84, 85]. The have been extensively used in the field to study

complex chemistry systems [86–92]. The plasma reaction chemistry module con-

structs differential equations for the evolution of the density of the plasma species,

the electron temperature, and the gas temperature. Electron temperature depen-

dent rate coefficients are calculated using the Boltzmann equation solver. The

Boltzmann equation solver solves the Boltzmann equation for a range of different

E/N values which are then interpolated to find the corresponding rate coefficients

for the electron temperature calculated by the plasma chemistry reaction module.

The differential equations are then integrated by the ODE solver [93].

The plasma chemistry module constructs continuity equations for the neutral

4.1 and charged 4.2 species. Ni and N±
i are the densities of the neutral and charged

species respectively, Di and Da,i are the regular and ambipolar diffusivities of

species i in the mixture. fji is the returned fraction of species j when species i hits

the wall and γj is the wall sticking coefficient of species j and Si is the reaction

source term for a species i and is defined in equation 4.3. The final term represents

diffusion due to the gas temperature Tg. The wall sticking coefficients are often

not well known but can have a considerable impact on the simulations [94]. In

equation 4.3 aij are the stoichiometric coefficients of species i in reaction j on the

38
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right hand side, RHS, and left hand side, LHS, kj is the reaction rate coefficient

for reaction j.

dNi

dt
= −∇ ·

(
−∇(DiNi) +

∑
j

∇ · (DjNj)γjfji
)

+ Si −
Ni

Tg

dTg
dt

(4.1)

dN±
i

dt
= −∇ · [−∇(Da,iNi)] + Si (4.2)

Si =
∑
j

(aRHSij − aLHSij )kjΠlN
aLHS
ij

l (4.3)

Equation 4.1 can be simplified by assuming a spatially uniform plasma. Then

the second order partial derivatives can be approximated by substituting in a

diffusion length Γ, defined in equation 4.4, where x is the length of the reactor,

y the width and d the gap between the electrodes. This assumption is justified

in a radio frequency plasma as the discharge is continuous and fills the entire

plasma reactor. The simplified continuity equation for the neutral species is given

in equation 4.5

1

Γ2
=
(π
x

)2
+
(π
y

)2
+
(π
d

)2
(4.4)

dNi

dt
=

1

Γ2

(
−DiNi +

∑
j

DjNjγjfji
)

+ Si −
Ni

Tg

dTg
dt

(4.5)

The diffusivities of the species are estimated from Lennard-Jones potentials

and are calculated as a function of the local gas composition for each species.

The ambipolar diffusion coefficients are obtained from experimental databases for

ions and calculated from the EEDF for electrons. The average gas temperature is

obtained from equation 4.6 by accounting for elastic and inelastic collisions with

electrons and the enthalpy of heavy particle reactions. Where N is the total gas

density, cp is the specific heat and ∆Hj is the change in enthalpy of reaction j. The

first and second terms of equation 4.6 determine the heating due to momentum

transfer collisions with electrons and dissociative electron impact processes which

are responsible for Frank-Condon heating.
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d

dt
(NcpTg) =

∑
i

3

2
nevmi

2me

Mi

kb(Te − Ti) +
∑
j

nekjNj∆εj −
∑
j

∆Hj (4.6)

The electron temperature is obtained from equation 4.7 from the energy

gained by Joule heating and lost from elastic and inelastic collisions. Where J

and E are the current density of electric field in the discharge, vmi is the electron

momentum transfer collision frequency with species i. kl is the reaction rate co-

efficient of the lth electron impact process and Nl is the density of the gas phase

collision partner and ∆εl is the change in electron energy.

d

dt

(3

2
nekBTe

)
= j · E−

∑
i

3

2
nevmi

(2me

Mi

)
kB(Te − Ti) +

∑
neklNl∆εl (4.7)

In order to account for the flow conditions seen in the experimental set-up

the global model, Global Kin, has been converted to a pseudo-one-dimensional

plug flow model with the introduction of a flow velocity vx and taking account of

the gas expansion at a constant pressure. The change in the speed of the gas is

obtained using the conservation of mass flux and is given in equation 4.8 where

ρ is the mass density, obtained from the averaged molecular weight and number

density. By integrating the flow velocity it is possible to give the location of a gas

particle as a function of time.

dvx
dt

= −vx
ρ

dρ

dt
(4.8)

As the composition of gases within the plasma is constantly changing through-

out the operation the Boltzmann solver can be called periodically to generate new

rates for the electron impact reactions to accurately represent the changing elec-

tron temperature of the plasma. This is because as the gas composition changes

the electron energy distribution function changes.
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4.1 CO2 Plasma Global Model

Two different reaction sets were created for the argon and helium discharge with

CO2 with a full list of the included species given in Appendix A. The full reac-

tion set is given in Appendix B. The species included are ground state neutrals,

vibrationally and electronically excited neutrals, positive and negative ions and

electrons. The reactor in the model has the same dimensions as in the experiment

and both the flow and plasma power are also input parameters. The model can be

assumed to accurately reflect reality if the plasma chemistry closely matches the

species densities measured in the experiment. It is then possible to determine the

underlying mechanisms of the plasma chemistry by analysing the reaction rates

calculated by the model. Detail of the reaction rates and cross-sections used are

provided later in the thesis when analysing the chemical reaction pathways.

4.2 Pathway Analysis, Pumpkin

Global Kin includes a pathway reduction method for plasma kinetics models mod-

ule called PumpKin [95]. In plasma chemistry systems long lived species of interest

are often produced by very short lived species to create the conditions necessary

for usually unfavourable reactions to occur. PumpKin allows for the short lived

species to be combined between the long lived species. In the context of CO2,

PumpKin will show the pathway between CO2 to CO and the intermediate steps,

whether that is electronic impact excitation or vibrational energy exchange, etc.

A pathway in PumpKin is defined as a linear combination of reactions, each

of which is weighted by a natural number. PumpKin builds a pathway so that

it has zero net production of fast species which is defined by the time of interest

parameter in the model. In order to obtain the pathways the algorithm used by

PumpKin starts by creating a set of pathways consisting of one reaction each,

including all reactions. Then the pathways that produce the species with the

shortest lifetime are combined with the pathways that destroy it to produce a

pathway with zero net production. This then continues until all the species with

a lifetime shorter than the defined longest lifetime to be considered have been put

into pathways. The pathways that then have a rate lower then a certain value are

ignored to avoid an overly large list of reactions.



Chapter 5

A Comparison of Carrier Gases

5.1 Comparison of Yield and Energy Efficiency

against specific energy per molecule

In this chapter ex-situ FTIR results are presented for the atmospheric pressure

radio frequency plasma using both argon and helium as a carrier gas. The FTIR

is used to measure the concentrations of both CO and CO2 in the far effluent

to ensure that the gas is under standard temperature and pressure during the

measurements, as the calibration gases would be. It is also possible to measure

the amount of ozone, O3, in the FTIR if the concentration is high, but this has

not been a focus of this work, though plasmas of this type are known to produce

significant amounts of ozone [96].

The FTIR was used to measure the CO2 and CO concentrations before the

plasma was ignited and during the running of the plasma in order to calculate

the yield of CO, the energy efficiency and the specific energy input per molecule

of CO2. The specific energy input per molecule of CO2 depends on a number

of factors including, the admixture of CO2, the plasma power and the flow rate

of the gas. For the purposes of these results the plasma power is 30 W and

the gas flow rate is one standard litre per minute, slm, unless otherwise stated.

Figures 5.1 and 5.2 show the yield and energy efficiency, respectively, for both

argon and helium carrier gases and experiment and simulations. The simulations

were performed using the species and reaction set defined in appendices A and

B. The plots are with respect to the specific energy input per molecule of CO2

42
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Figure 5.1: The yield of the radio frequency atmospheric pressure plasma with
respect to the specific energy per molecule of CO2. To vary the specific energy
per molecule of CO2, the CO2 admixture, in either a helium or argon carrier
gas, is varied between 0.25 and 2.5%. The plasma power and flow rate were
kept constant at 30 W and 1 slm respectively. It is clear that as the specific
energy is reduced the yield of CO will in general reduce. Greater yields are also

seen in an argon carrier gas in comparison to helium.

and clearly demonstrate the trade off between yield and energy efficiency seen in

plasma based conversion of CO2 [38].

Figure 5.1 shows that the yield decreases with decreasing specific energy in-

puts per molecule of CO2. This is to be expected because as the energy input

per molecule of CO2 decreases the conversion of CO2 would be expected to de-

crease by considering an energy balance. For the highest specific energy inputs

the yield starts to remain constant as the specific energy input increases. In the

case of the experiment for the argon carrier gas, this can be explained simply by

the yield reaching nearly 100% meaning that either there is some recombination

in the effluent that cannot be avoided or simply there are the errors in the FTIR

measurements. For the argon simulations the yield does not quite reach the 98%

maximum seen, but it does reach just below 90% yield before becoming constant

with specific energy input increases. This can be explained by the inaccuracy in

the reaction rates used for the conversion of CO2. It could also be due to the lack

of knowledge in the quenching rates for vibrationally excited CO2 molecules with

the carrier gas. For the small admixtures of CO2 the mean electron energy is quite

high, between 2-3 eV, meaning that direct electron impact dissociation from all
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Figure 5.2: The energy efficiency of the radio frequency atmospheric pressure
plasma with respect to the specific energy per molecule of CO2. To vary the
specific energy per molecule of CO2, the CO2 admixture, in either a helium or
argon carrier gas, is varied between 0.25 and 2.5%. The plasma power and flow
rate were kept constant at 30 W and 1 slm respectively. It is clear that as the
specific energy is reduced the energy efficiency of the conversion of CO2 will
in general increase. Greater efficiencies are also seen in an argon carrier gas in

comparison to helium.

states of CO2 is much more likely and the cross sections for direct electron impact

reactions of CO2 are not well known [97].

In the case of helium the yield of CO is significantly lower for all values

of specific energy input as seen in microwave plasmas at pressures of 0.5 Torr

[98]. The reasons for this will form a large part of the thesis. However a very

similar trend is seen in the yield becoming independent of energy input for very

high specific energy inputs. As the specific energy input in this figure is only

varied by changing the admixture this means at a certain point decreasing the

CO2 admixture in order to increase the electron temperature is not leading to a

significant increase in the yield. The reasons for this will be explained in detail

throughout this and the subsequent chapter.

In Figure 5.2 the opposite trend is seen in energy efficiency compared to the

yield. In general the energy efficiency of the conversion of CO2 increases with

decreasing specific energy input. However in all cases there is a maximum seen

in the energy efficiency where increasing the CO2 admixture to lower the specific

energy input causes such a decrease in the yield of CO that the energy efficiency
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decreases. Since the energy efficiency for constant flow rates and plasma powers

will only depend on the yield of CO, argon is shown to be the much more efficient

choice of carrier gas for these plasmas. Since only the admixture of CO2 is varied

in order to vary the specific energy input, the specific energy input is not the ideal

parameter to plot in these graphs to explain the features seen. However the specific

energy input is independent of plasma reactor choice and so is a useful parameter

to include for comparison with other plasma sources. The plasmas that have

reported the highest energy efficiencies have specific energy inputs per molecule of

CO2 of less than the 2.9 eV required to convert CO2 into CO [61]. This limits the

yield but is considered the best method for obtaining very high energy efficiencies

[61]. This plasma however clearly shows that reducing the specific energy input

to such levels will not provide higher energy efficiencies and in fact a plasma is

unlikely to be obtained for the very high CO2 admixtures needed for such low

specific energy inputs.

5.2 Comparison of Yield and Energy Efficiency

against admixture

5.2.1 Yield

Plotting the yield of CO with respect to CO2 admixture shows much the same

trend as with the plot against specific energy input, as shown in Figure 5.3. For

the high admixtures of CO2, 2% and over, there is a clear discontinuity in the

trend of the yield for the argon experimental data and a similar effect is seen in

helium for admixtures over 2%. However, this effect is not seen in the simulations.

This discontinuity can be explained by the plasma transitioning from alpha mode

into a hybrid gamma mode.

In this mode secondary electron emission from the sheath starts to become a

important source for electrons and the electron density increases [99]. Since the

conversion of CO2, in plasmas of this type, is believed to be due to electron impact

reactions it is expected that by transitioning into gamma mode and increasing the

electron density an increase in the yield of CO would be observed. The transition

into gamma mode can also be observed by an increase in the emission of light

from the plasma and this increase in light can clearly be seen in Figure 5.5, the
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Figure 5.3: The yield of the radio frequency atmospheric pressure plasma
with respect to the admixture CO2 in either a helium or argon carrier gas.
The admixture is varied between 0.25 and 2.5%. The plasma power and flow
rate were kept constant at 30 W and 1 slm respectively. It is clear that as the

admixture of CO2 is increased the yield of CO will in general decrease.

alpha to gamma mode transition has been previously observed in atmospheric

pressure plasmas [77, 100, 101]. Figure 5.5 also shows that the increased emission

is not throughout the whole plasma and so the plasma is said to be in a hybrid

gamma mode. The simulations do not take into account gamma mode as they

use a single electron energy distribution function for the entire plasma and this

has been shown to not properly take into account the effects gamma mode has on

the sheath [102]. The largest source of error in the measurements comes from the

fit of the calibration curve with the mass flow controllers and voltage and current

probe measurements also providing a source of error.

5.2.2 Energy Efficiency

It is shown in Figure 5.4 that the maximum in energy efficiencies seen occur

at specific CO2 admixtures. This means that they are an effect of the reduced

electric field, E/N, and not the electron density, which is difficult to determine

in a plot against the specific energy input. In the case of argon there are two

peaks in the energy efficiency for the experimental results. This is again due to

the plasma entering a hybrid gamma mode for the CO2 admixtures of 2% and

higher. The increase in the electron density from gamma mode causes more CO2
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Figure 5.4: The energy efficiency of the radio frequency atmospheric pressure
plasma with respect to the CO2 admixture in either a helium or argon carrier
gas. The admixture is varied between 0.25 and 2.5%. The plasma power and
flow rate were kept constant at 30 W and 1 slm respectively. When the ad-
mixture of CO2 is varied the energy efficiency can also vary considerably with
the maximum in the energy efficiency not corresponding to the maximum CO2

admixture. This is because of a trade off between the increasing number of
molecules of CO2 from the increasing admixture and the electron temperature

decreasing as the CO2 admixture is increased.

to be converted than would be expected in alpha mode for the same plasma power

and the increase in yield is enough to also increase the energy efficiency. All of

the simulations are run in alpha mode and so we only see a single peak in the

energy efficiency for a CO2 admixture of 1.5% which is in a very similar point

to the observed maximum alpha mode peak in the experiments. This means that

there is some confidence that the simulations are accurately simulating the electron

dynamics and the reduced electric field in alpha mode. This maxima is different

from what has been reported in other CO2 argon plasmas [103], where a one to

one ratio was found to give the best yields, nearly 80%. This was however for a

nanosecond pulsed plasma and so the plasma dynamics are very different.

For the case of helium in Figure 5.4 the energy efficiency is much lower than

for the argon case. This is due to the yield of CO being lower than in argon.

Since the plasma power and flow rate are held constant the only factor effecting

the energy efficiency between the two carrier gases is the yield. There is not as

much of a defined peak for the helium case showing that the carrier gases give very

different reduced electric fields as well as electron densities. For the helium carrier
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Figure 5.5: A photo of the plasma showing the difference between alpha and
gamma mode observed for high CO2 admixtures. This is known as a hybrid
gamma mode as the plasma exists in both alpha mode and gamma mode in
different regions. In gamma mode an increase in the electron density is expected
and this leads to an increase in the yield of CO and hence the energy efficiency

of the conversion.

gas simulations the peak in the energy efficiency is found to be for a CO2 admixture

of 2% whilst for the experiments it is difficult to see exactly where the maximum in

the energy efficiency would occur due to the presence of a hybrid gamma mode for

the highest CO2 admixtures. There is also a much smaller difference in-between

data points in the case of helium meaning that the determining of a peak in the

energy efficiency is much more susceptible to errors in the measurements.

Changing the reduced electric field has the effect of changing the mean elec-

tron energy, and therefore electron temperature, of the plasma. In general the

more degrees of freedom a gas has in a plasma the lower the mean free path the

electrons will have and this will reduce the mean energy of the electrons. There-

fore noble gas plasmas like argon and helium have higher electron temperatures

than plasmas with di or tri-atomic molecules. Adding in more CO2 to the plasma

has the effect of reducing the electron temperature of the plasma and since the

electron temperature of these plasmas is lower than the dissociation energy of CO2

and therefore multiple steps are needed in order to dissociate CO2 for the majority

of electrons in the plasma. The lowering of the electron temperature then has the

effect of making fewer electrons hot enough to be able to excite CO2 in a manner

that will cause dissociation. There are still a small number of electrons that are

energetic enough to directly dissociate CO2.

However increasing the CO2 admixture also increases the number of molecules
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in the plasma that can be converted and there is a trade off between the hotter

electron temperatures and the number of CO2 molecules in the plasma. Since

this effect is due to the reduced electric field changing the plasma power has no

effect on where the peak occurs but it will change the absolute values of the yield

and energy efficiency for each admixture. The plasma power has no effect on the

peak in the energy efficiency because the energy the electrons gain in the plasma

is from being accelerated in the electric field, which is determined by the mean

free path and the pressure length product. Changing the plasma power will only

affect the electron density and not its energy. Therefore changing the plasma

power does have an effect on the yield and the energy efficiency as increasing

the power increases the electron density for the same electron temperature means

that there are more electrons able to dissociate CO2 and the yield will increase.

Since the specific energy input per molecule of CO2 is increasing with increasing

power the energy efficiency may not in-fact increase. The electron density scales

approximately linearly with plasma power and so the effect on the yield is also

expected to be linear [104].

5.3 Absolute Density of CO

The trends seen in the energy efficiency plots with respect to CO2 admixture are

very similar to the trends seen in absolute CO density for the conditions, shown

in Figure 5.6. The maximum in the CO density occurs at the same point as the

maximum in the energy efficiency. It is expected that there would be a peak in the

CO density for an admixture variation as a plasma cannot be ignited for very high

admixtures or pure CO2, in this set-up, and therefore a plasma of very unenergetic

electrons would be expected for admixtures close to the maximum possible that

would produce little CO. Consequently, the peak in the energy efficiency is seen

because there is a certain admixture of CO2 that produces the most CO and this

is the most energetically favourable admixture. This does not explain why adding

more CO2 into the plasma does not yield more CO. The peaks occurring at a

certain admixture suggest that the maximum in CO density is an effect of the

reduced electric field, E/N.
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Figure 5.6: The absolute densities of CO for argon and helium plasmas with
a plasma power of 30 W and a flow rate of 1 slm. The trend of the absolute
densities of CO follows a very similar trend to that of the energy efficiencies.
Where the maximum in the energy efficiency occurs there is a maximum in
the CO density, meaning that in order to maximise the energy efficiency of an

admixture variation the CO density must also be maximised.

5.4 Electron Temperature and Densities for the

Two Carrier Gases

Due to helium and argon having different ionisation energies and reaction rates

the electron density for the same admixture of CO2 will be different. Figure 5.7

shows the difference between both the electron density and electron temperature

of the two different carrier gases. The electron temperature and density are higher

in argon compared to helium and this will partly explain the higher yields of CO

seen in the argon carrier gas. A higher electron density is expected in an argon

plasma due to argon having a lower ionisation energy than helium. However the

higher electron temperature observed in the argon plasma is not at first intuitive

because lower ionisation energies tend to lead to an electron energy distribution

function with more electrons having lower energies. In general a plasma consisting

of a gas with higher ionisation energy will have a higher electron temperature.
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Figure 5.7: Both the electron temperature and density decease with increasing
CO2 admixture for both a helium and an argon carrier gas. The electron density
is higher and temperature is higher in argon than in helium and this provides
at least part of the explanation for the difference observed in the yield of CO.

5.4.1 Carbon Monoxide Density as a Function of Electron

Density

Figure 5.8 shows the carbon monoxide density of the argon plasmas as a function

of the electron density in the simulations. This figures shows that not only is

there not a linear dependence on electron density but the simulations with higher

electron densities do not yield the highest carbon monoxide densities. This is

because as the CO2 admixture is increased there is more CO2 to convert, however

increasing the CO2 admixture also lowers the electron density and temperature.

This is in part due to the increased likelihood of electron recapture occurring with

higher CO2 admixtures leading to higher negative ion densities and therefore lower

electron densities as negative charge density must equal positive charge density for

quasi-neutrality to hold. This figure shows that it is important to consider both

the electron temperature and density in order to understand plasma chemistry.

If direct electron impact dissociation were the main cause of dissociation in

these plasmas a more linearly dependence on electron density would be expected

for the carbon monoxide density. The carbon monoxide density is clearly not
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Figure 5.8: The carbon monoxide density as a function of electron density
for the simulated argon case. The carbon monoxide density does not depend
linearly on the electron density and therefore it is likely that vibrational states
of CO2 are responsible for causing the dissociation of CO2 as if direct electron
impact dissociation were responsible a linear dependence would be expected.

linearly dependent on the electron density and therefore it appears that the vibra-

tional states of CO2 are important for the dissociation of CO2 in these plasmas.

Direct electron impact dissociation depends on the electron density and the CO2

density as well as the energy of the electrons and therefore increasing the CO2

admixture should increase the direct electron impact dissociation with a linear de-

pendence on the electron density, assuming that the electron energy distribution

function keeps roughly the same shape with changing CO2 admixture.

5.4.2 Electron Energy Distribution Functions

For a helium plasma a higher electron temperature is expected compared to an

argon plasma because the ionisation energy is higher in helium than argon. In

order for electron losses, to the walls for instance or in attachment reactions, to

be balanced by production the EEDF must have a higher energy tail in helium,

as shown in Figure 5.9. However this assumes that the main ion in the plasma is

either helium or argon and this is not the case in either plasma. In both cases the

dominant ion in the plasmas come from species in the admixture. Therefore less
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energetic electrons are required to balance the production and loss of electrons in

both argon and helium plasmas. In the argon case the dominant positive ion is

CO+
2 and in helium it is O+

4 , as observed in helium oxygen plasmas [86], produced

from O+
2 . Both of the dominant ion species have ionisation energies much lower

than helium and similar to each other and therefore would provide similar electron

temperatures. In addition to this the electro-negativity of a plasma can increase

the electron temperature of a plasma as fewer electrons to ionise species must be

balanced with higher energies. The argon plasma was found to be slightly more

electronegative than the helium plasma with O−
3 the dominant negative ion in both

cases. This would lead to slightly higher electron temperatures in argon plasmas

as observed in Figure 5.7.
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Figure 5.9: The electron energy distribution functions of an argon plasma
with a 1.5% CO2 admixture and a helium plasma with a 1.5% CO2 admixture.
The helium plasma has more electrons distributed in the high energy tail and
the very low energy electrons however these areas are not advantageous for CO2

dissociation. Since CO2 has a dissociation energy of 5.5 eV electrons close to
this value are the most important and in this region argon plasmas are more

favourable.

The higher electron temperatures in argon can also be explained by looking at

the electron energy distributions functions (EEDF) for two plasmas with the same

admixture as shown in Figure 5.9. Both EEDF’s in this figure were calculated

using a 1.5% CO2 admixture, in Bolsig+ [24], and the same power deposition

with a mean electron energy corresponding to the same mean electron energy as

in Figure 5.7. The most obvious difference between the two cases is that the tail

of the EEDF in helium continues on to much higher energies than in argon. The
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threshold energies for inelastic energy losses are higher in the case of helium and so

to obtain a numerical solution for the power balance equation in steady state more

electrons of high energy are required than in the case of argon. Significant inelastic

losses can occur in helium plasmas even for relatively low electron temperatures.

In the case of a Maxwellian EEDF for both helium and argon the shape of the

EEDF is the same and then a higher electron temperature is observed in helium

compared to argon, as expected. However the main conclusion to be drawn by

looking at the differences between the helium and argon plasmas is that merely the

electron temperature and density do not provide enough information from which

to draw a conclusion and the EEDF is far more important in determining the

processes that govern plasma chemistry.

5.5 The Evolution of the Plasma Species
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Figure 5.10: The density evolution of the main chemically active ground state
neutral plasma species. The simulation was performed in an argon plasma with
a 1.5% CO2 admixture and a plasma power of 30 W. It is clear that most of
the CO2 converted is forming into CO and O2 which are the desired products.
There is also a significant amount of ozone formation from the atomic oxygen

and molecular oxygen produced by the dissociation.

Although the global model simulations are zero dimensional in space because

there is a fixed known flow rate it is possible to equate the time step with a change

in distance. It is possible to plot the evolution of the plasma species as a function

of distance through the plasma, as shown in Figure 5.10. In this figure the main
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neutral ground state plasma species, excluding argon, densities are shown as a

function of their distance through the plasma. The simulation was performed

with an argon carrier gas and a 1.5% CO2 admixture with a constant power of 30

W and a flow rate of 1 slm. It is evident that the main products of the plasma

chemical reactions are CO and O2, as expected for the dissociation of CO2. How

the molecular oxygen formed is of interest in determining the most efficient means

of dissociating CO2. Molecular oxygen in this plasma will be formed in one of two

ways, either atomic oxygen produced from CO2 dissociation will recombine with

another atomic oxygen or the oxygen atom can further react with another CO2

and produce more CO and O2. Using atomic oxygen to produce more CO will

lead to more efficient dissociation as the product of the first dissociation reaction is

being used to cause further dissociation and due to the chemical potential energy

the oxygen atom possesses, the secondary reaction will require less energy.

There is also a significant amount of ozone produced throughout the plasma

which is known to be formed through the three body recombination of atomic

and molecular oxygen. This is an unfavourable reaction as it prevents the atomic

oxygen being used to further dissociate CO2 and produces an undesirable product.

Ozone can also react very strongly with CO, potentially destroying the desired

product. However this reaction is only likely in the presence of a catalyst [105]

and is not a problem in the set-up used in the experiments, due to the lack of a

catalyst. It is also possible to easily remove ozone from the effluent through the

use of a scrubber. Ozone scrubbers are also common and cheap to produce and so

the ozone produced is easy to remove from the effluent without affecting the CO

produced and is therefore only of concern for the recycling of atomic oxygen.

5.5.1 Simulations of the Effluent

In order for the experimental measurements in the FTIR to be as accurate as

possible a large amount, up to two metres, of swagelok piping was placed between

the plasma and the gas cell of the FTIR. This is to ensure that the gas temperature

for the plasma measurements is at standard temperatures as the calibration gas

was. Therefore there is a question as to whether there is a significant amount of

recombination of CO back into CO2, in the effluent, before the measurement is

taken.
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Figure 5.11: The density evolution of the main chemically active ground
state neutral plasma species extended into the effluent. The simulation was
performed in an argon plasma with a 1.5% CO2 admixture and a plasma power
of 30 W. There is no significant recombination of CO back into CO2 seen in
the simulation meaning that the CO densities at the end of the simulation can
be compared to the CO densities measured in the FTIR. There is also a very
rapid quenching of the remaining vibrationally excited CO2 levels back to the
ground state and a very sharp drop off in atomic oxygen density. The remaining
atomic oxygen is combining with molecular oxygen to form ozone in the effluent
which is remaining relatively stable. This is to be expected since ozone can be

detected by the FTIR.

It is possible in the model to turn off the input power after a certain time

and continue the simulation for longer, this enables simulations of the plasma and

the effluent to be performed. Figure 5.11 shows the 1.5% CO2 admixture in argon

shown in the previous figure continued into the effluent. This figure clearly shows

that the density of CO is not significantly changed throughout the effluent and

there is very little recombination of CO into CO2. There are however significant

changes in other species. The atomic oxygen density drops off drastically and

quickly, largely forming ozone through the three body recombination with O2 [86].

The ozone density then remains largely stable in the effluent which is expected as

it can be detected in the FTIR. There is also a large change in the density of CO2.

At first this appears to be at odds with the change seen in the density of CO but

the CO2 density shown is just the ground state density and the large increase seen

is from the quenching of vibrationally excited species, shown in black. The figure

also shows that CO2 is very strongly quenched and quickly returns to the ground

state after leaving the plasma. The vibrational density of CO2 in the plasma
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is very high and is almost always higher than the ground state CO2 density in

the plasma. The vibrational density of CO2 shown in the figure is the sum of all

vibrational CO2 states, symmetric and asymmetric. Although the total vibrational

CO2 density is quite high the majority is comprised of low energy asymmetrical

and symmetric stretches that are far from the dissociation energy of CO2.

5.5.2 Evolution of Species in Helium

The evolution of the species densities in helium is much the same as in argon, as

shown in Figure 5.12. The simulation shown in the figure is for the same conditions

as the argon case above, 1.5% CO2 admixture, 30 W plasma power and 1 slm flow

rate. The Figure also shows that the evolution of the plasma species shown is very

similar to the argon case only the species take longer to reach higher densities and

as a result do not reach as high densities for the same period of time. In both cases

the species densities have yet to reach equilibrium values meaning that the yield

of CO could potentially be increased. However if the flow rate is halved to try and

increase the yield, the yield must double to attain the same energy efficiency as

before.
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Figure 5.12: The evolution of the main chemically active ground state neutral
plasma species in a helium carrier gas with a 1.5% admixture of CO2, a plasma
power of 30 W and a flow rate of 1 slm. The species densities evolve in a very
similar manner to the argon plasmas however the conversion is clearly slower.
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Since the species densities evolve in a very similar manner it may reasonably

be construed that the processes behind the dissociation of CO2 are very similar

between helium and argon. This would mean that the main differences between

the CO2 conversions observed in helium and argon plasmas are caused by the

electronic properties of each plasma, such as the EEDFs and electron temperatures

and densities.

5.6 Varying the Flow Rate

The figures of the evolution of the plasma species show that the carbon monoxide

density is not saturated at the end of the plasma for the 1 slm flow rate. The yield

of CO could be increased by decreasing the flow rate and would also decrease by

increasing the flow rate. Figure 5.13 shows the simulation and experimental results

for a flow variation of a 1.5% CO2 admixture with a constant plasma power of 30

W.
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Figure 5.13: The yield of CO as a function of flow rate. The CO2 admix-
ture was kept constant at 1.5% and the plasma power was kept at 30 W. The
simulation and experimental results are in good agreement for argon and once
again the helium simulation over-predicts the yield of CO but the agreement
becomes much better for high flow rates. The figure shows that an increased
residence time increases the yield of carbon monoxide even for relatively high

CO2 admixtures.
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Decreasing the flow rate has the effect of increasing the residence time and

if the gas spends a longer period of time in the plasma it is expected that more

CO2 would be converted and therefore more CO produced as the figure shows.

Figure 5.13 shows that even for relatively high CO2 admixtures used in these

measurements the maximum yield obtained is over 90% and therefore if energy

efficiency is unimportant and the focus of the application is the density of CO

produced simply increasing the residence can obtain almost 100% yields. These

results also show that for applications were different ratios of CO to CO2 are

desired the flow rate through the plasma can be changed to get a wide range of

different mixtures with the potential to increase the flow rate further.
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Figure 5.14: The energy efficiency of the conversion of CO2 as a function of
flow rate. The CO2 admixture was kept constant at 1.5% and the plasma power
was kept at 30 W. The simulation and experimental results are in good agree-
ment and the energy efficiency is shown to keep increasing, within error, with
increasing flow rate with a new maximum energy efficiency of 9.00% obtained

for a 1.8 slm flow rate in an argon carrier gas.

If the residence time is increased the specific energy input per molecule of CO2

would increase and the energy efficiency would decrease and the opposite would be

true for decreasing the residence time. Figure 5.14 shows that the energy efficiency

does indeed decrease with decreasing flow rate despite the increase in yield and the

increase in the flow rate up to a new maximum energy efficiency of 9.00% for the

1.8 slm flow rate in argon. The energy efficiency is likely to keep increasing with
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flow rate with the 1.8 slm peak being within the error of the measurement and due

to the error in the plasma power as the 1.8 slm measurement had a plasma power

of 28.75 W whilst the 2 slm measurement had a plasma power of 30.12 W and

this difference produces the peak not seen in the simulation. Since the conversion

remains higher in argon the energy efficiency once again remains higher. In order

to greater understand the trends observed in this chapter it is possible to calculate

the reactions in the model that provide the greatest yields of species to gain insight

into the plasma that is not possible to measure experimentally.



Chapter 6

Pathway Analysis

6.1 Main Dissociation Channels in CO2

The main idea behind the efficient dissociation of CO2 is through the population of

highly energetic vibrational states of CO2 as this will negate the need to use very

high temperatures and would also be more efficient than direct electron impact

dissociation which requires energies higher than the dissociation energy. Through

analysing the reaction rates of all the reactions in the global model it is possible

to determine the most prominent reaction pathways and determine whether the

reactions desired for efficient CO2 are responsible for most of the dissociation of

CO2 or whether direct electron impact dissociation or thermal effects dominate.

The accuracy of the pathway analysis results depends on the accuracy of the

reaction rates of the model [106]. Since not all the reaction processes of vibra-

tionally excited CO2 states are known and those that are not necessarily known

with complete certainty, the results of the pathway analysis must be taken in con-

text and whilst they are unlikely to give an exact picture of the exact contributions

from different pathways it is possible to determine with some degree of accuracy

whether the asymmetric states of CO2 play a role in the dissociation process.

6.1.1 Dissociation Pathways of CO2 in Argon

Figure 6.1 shows the main dissociation pathway of the argon CO2 plasma for

admixtures varied between 0.25 and 2.5%. The figure shows that most of the

61
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Figure 6.1: The main dissociation pathways of CO2 in an argon carrier gas
for admixtures ranging from 0.25 to 2.5% admixtures. The main dissociation
pathways are shown to be collision with the carrier gas and oxygen atoms. These
will only cause dissociation if the CO2 molecule is very highly vibrationally
excited, above 4.5 eV, which is caused by electron impact reactions. There
is also a significant amount of dissociation caused by direct electron impact
dissociation which requires electron energies higher than the dissociation energy.

CO2 is dissociated by highly asymmetrically vibrationally excited CO2 colliding

with either the carrier gas or atomic oxygen produced from the initial dissociation

of CO2. There is also a significant amount of CO produced from direct electron

impact dissociation and an excited oxygen atom reacting with CO2. The recycling

of the atomic oxygen to produce more CO is a particularly interesting result as it

is using the chemical energy of the oxygen atom to dissociate more CO2 instead of

just recombining with other oxygen atoms and will improve the energy efficiency.

Avoiding the reverse reaction of atomic oxygen and carbon monoxide combining

is important in obtaining high yields and efficiencies [17]. The pathway analysis

was undertaken over the course of the entire plasma to take account of the overall

processes. Looking at just part of the plasma may tell a slightly different story as

the atomic oxygen reaction cannot occur until other dissociation processes have

taken effect. The full reactions and their rate coefficients are given in table 6.1,

these are also the main pathways for helium and so the carrier gas is included as

M rather than distinguishing each.
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Dissociation Reactions Reaction Rate (cm3 s−1) Number in Reactions List
CO2 + e− → CO + O(1D) + e − σ(ε) 30 [107]

CO2 (0 0 V) + M → CO + O + M 1.49× 10−11 Tg
−0.58 e

65000
Tg 305 [108]

CO2 (0 0 V) + O → CO + O2 2.8×10−11 e
26500
Tg 307 [109]

CO2 + O(1D) → CO + O2 2.0×10−10 256 [110]

Table 6.1: The reaction rates for the three most prominent dissociation reac-
tions of CO2. A full list of the reactions is available in Appendix B.

In order for the carrier gas to dissociate CO2 the CO2 molecules need to

be very highly vibrationally excited, at least 4.5 eV, close to the dissociation

energy of 5.5 eV. For vibrationally excited CO2 molecules of 4.5 - 5.25 eV the

chemical energy of the oxygen atom is enough to overcome the remaining energy

required to cause dissociation. For the very highest asymmetrically vibrationally

excited CO2 molecule the gas temperature is sufficient energy to cause CO2 to

dissociate. The asymmetrically vibrationally excited CO2 are also shown from the

pathway analysis to be produced by electron impact reactions and not vibrational

up-pumping. Most of the CO2 is excited from the ground state due to the ground

state being the most populated state of CO2.

At atmospheric pressure the plasma is highly collisional and relaxation of the

vibrational states of CO2 is common. Although exact relaxation rates for asym-

metrically vibrationally excited CO2 are difficult to find argon is known to be an

effective quencher [111] and since it has similar atomic mass as CO2 it should

also be an effective quencher of CO2. Vibrational relaxation rates for argon in

the model have been approximated using known rates for helium and the ratio

of known relaxation times of CO2 in argon and helium carrier gases [111–113].

The vibrational up-pumping rates of CO2 are also approximated using published

theories [61] for the reaction rates and this model shows that the relaxation re-

actions from the carrier gas have higher rates than the up-pumping reactions, at

least for the high energy states leading to dissociation. Since the gas temperature

is low for these plasmas only single quantum transitions are considered in the up-

pumping reactions [65]. Although the reaction rates are thought to increase for

the up-pumping reactions for more energetic states the density of these species

drops dramatically and so the excited CO2 stays energetic enough for dissociation

are not populated by vibrational up-pumping. The carrier gas is also orders of

magnitude higher in density than any of the excited states of CO2 and remains

constant throughout the plasma and is very effective at depopulating excited CO2
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states.

The reaction rates also show a similar trend to the CO density for the ad-

mixture variation. Most of the peaks in the reaction rates occur for the same

CO2 admixture, which corresponds to the peak seen in CO density. This again

shows the effect the reduced electric field has on the dissociation of CO2. Since

the CO2 states that are reactants in the two main channels are populated via

electron impact reactions, these species and the electrons in the direct electron

impact reaction depend heavily on the electron dynamics and so when the elec-

tron temperature becomes too low to populate these species despite the increased

density the reaction rates begin to drop and less CO is produced. Seeing the

peak in the rates in the expected places in the pathway analysis gives some con-

fidence in the data as although the exact reaction rates may not be accurate the

model and the reactions are showing the same trends in results that depend on

the electron dynamics which are unique to each plasma. Except for the reaction

of O(1D) metastable state with CO2, which becomes less prominent as the CO2

admixture is increased. The electron temperature decreases as CO2 admixture is

increased and therefore the production of O(1D) reduces and the reaction rate

decreases also. For the smallest CO2 admixtures the reaction with O(1D) is the

single highest contributor to the production of CO. The density of the O(1D) state

decreases with increasing CO2 admixture and results in this reaction becoming less

important for higher CO2 admixtures. Heidner [110] reports that the reaction of

O(1D) with CO2 is an exothermic reaction producing the products CO and O2, in

the ground state, whereas the O(1S) state does not. Therefore this reaction does

not require vibrationally excited CO2 to occur and the effective production of the

O(1D) state in the plasma, through electron impact excitation and direct electron

impact dissociation of CO2, causes this reaction to become prominent for low CO2

admixtures. For higher CO2 admixtures the production of O(1D) through electron

impact excitation is significantly lowered and so the reaction becomes less impor-

tant. However Heidner also reports that the reaction rate constant measured is

two orders of magnitude higher than was previously reported and a difference of

two orders of magnitude on this reaction rate coefficient would have substantial

consequences on the reaction rate and reduce the importance of this reaction.

Figure 6.2 shows the main dissociation pathways of CO2 on an energy level
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Figure 6.2: An energy level diagram of the main dissociation pathways of
CO2 in argon. The vast majority of the dissociation is done by highly excited
vibrational states of CO2 which are produced through direct electron impact
dissociation. The figure also shows the energy levels required for carrier gas

collision reactions and recycling of atomic oxygen reactions to occur.

diagram. It shows the energies of the vibrational states of CO2 that cause the ma-

jority of the dissociation and the energy required for each pathway to become en-

ergetically feasible. Due to the gas temperature in the plasma being close to room

temperature only single quantum transitions are considered in the vibrational-

vibrational energy exchange reactions. This means that in order for the high

energy states, that cause dissociation, to be populated through vibrational up-

pumping of CO2 there must be a collision with a vibrational state just one energy

level lower [65]. The density of the high energy states drops considerably from the

lower energy states with vibrational energies close to that of the mean electron

energy or lower and therefore the vibrational up-pumping is also much lower for

high energy states. As such whilst there is some vibrational up-pumping for lower

energy states the densities of the high energy states is too low for it to have a

significant impact on the production of CO2 levels that cause dissociation. Single

quantum transitions between dissociative vibrational levels is also not common

due to the reaction rates of dissociation being higher than those for up-pumping

in the pathway analysis, largely because the densities of argon and atomic oxygen

are orders of magnitude higher than high vibrational energies of CO2.
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6.1.2 Dissociation Pathways of CO2 in Helium

Figure 6.3 shows the main dissociation pathways in helium and how they are very

similar to the argon pathways. This is because the rate coefficients used for the

reaction processes are the same for each carrier gas. In the case of direct electron

impact dissociation and the recycling of atomic oxygen the same reaction cross

sections should be used as neither of the reactants are the carrier gas, but for

the dissociation of CO2 by collision with the carrier gas little data is available

for a helium carrier gas. These reaction rates are usually calculated in shock

experiments with a noble gas used as a background gas [108]. These experiments

have been done with a number of different noble gas backgrounds but not with

helium.
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Figure 6.3: The main dissociation pathways of CO2 in an helium carrier gas
for admixtures ranging from 0.25 to 2.5% admixtures. The main dissociation
pathways are shown to be collision with the carrier gas and oxygen atoms. These
will only cause dissociation if the CO2 molecule is very highly vibrationally
excited, above 4.5 eV, which is caused by electron impact reactions. There
is also a significant amount of dissociation caused by direct electron impact
dissociation which requires electron energies higher than the dissociation energy.

For both helium and argon the main dissociation channels are through a col-

lision with the carrier gas followed by recycling of the oxygen atom produced. The

curve of the helium rates also follows the same trend as the carbon monoxide den-

sity for an admixture variation. The peak in the rates in the case of helium occurs
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at the same point as the peak in carbon monoxide density for a CO2 admixture

of 2.0%. The rate of direct electron impact reaction is higher in helium than in

argon because of the higher energy tail of the helium electron energy distribution

function. There is a higher rate for the dissociation of CO2 for the reactions in-

volving highly vibrationally excited CO2. Due to the EEDF in argon favouring

electrons with energies in this region. The biggest difference in the rates comes

from the reaction of O(1D) with CO2, which is far more prominent in helium. The

higher electron temperatures observed in argon favour the production of O(1D)

and cause higher reaction rates.

The reaction rate coefficients for the dissociation through collisions with the

carrier gas, do not vary with different carrier gases since the dissociation is caused

only by collisions and not a chemical reaction. The reaction rate coefficient may

vary depending on the mass of the background gas and may be different for helium

and argon. Since the data is not available for the different carrier gases it is not

possible to distinguish a rate between the two and the same is used for each [108].

This is likely to overestimate the rate for dissociation in collision with helium and

explains why the yield is consistently higher in the helium simulations compared

with the experiment. Lowering the rate for collision with the carrier gas would

also reduce the rate of atomic oxygen recycling as the carrier gas reaction produces

the atomic oxygen for the recycling reaction.

The reaction rates for the main dissociation pathways were carefully chosen.

Since the activation energy of the reactions is lowered with the vibrational energy

of the CO2 state it is important to choose a reaction rate with an appropriate

activation energy. The reaction rate coefficients are lowered according to equation

3.1 [114] by the vibrational energy of the CO2 state. The values for the coefficient

α are set according to the Fridman-Macheret α model [61]. For the dissociation

reaction through collisions with the carrier gas a value of α = 1 was used so that

there is no activation energy for the highest CO2 asymmetric vibrational state

due to its energy been only 300 K below the dissociation limit. Therefore it is

important to choose a reaction rate with an activation energy equal to that of the

dissociation limit of CO2, as this is the energy barrier to overcome. Some reaction

rates available in the literature can have a lower activation energy than this, most

likely because it was used a fitting variable to experimental data and not using the

theoretical value, which would cause more CO2 vibrational levels to have sufficient

energy to dissociate and increase the yield of CO. The activation energy in the
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reaction rate is therefore an important parameter to choose accurately as it will

have a large affect on the conversion of CO2 and the pathway analysis results.

For the recycling of atomic oxygen reaction a value of α = 0.5 was used as

it is a thermoneutral reaction, in accordance with other studies [61, 64, 65]. For

exothermic reactions with next to no activation energy a value of α = 0 was used.

If reaction rates with inaccurate activation energies are used this can have a large

effect on the reaction rate coefficient for different vibrational CO2 states. The

value of α essentially determines which CO2 states will have sufficient energy to

dissociate and so using reactions rates with low activation energies will cause lower

energy CO2 vibrational states to dissociate and increase the yield. Due to the good

agreement between the model and the experiment the reaction rates chosen for

this work appear to accurately reflect the plasma chemistry, however there are

always errors in these reaction rates and also in the values of α used and this has

a substantial affect on the model and the pathway analysis. The reaction of CO2

and O used [109] was determined from thermal kinetics and was in equilibrium

with the reverse reaction. The plasma is not hot enough for this reaction to be

in equilibrium with the reverse reaction and so becomes a large source of CO.

It stands to reason that if completely different reaction rates from the literature

were chosen the pathway analysis results would also be completely different and

therefore it is vitally important to validate the model against as many experimental

parameters as possible to be confident in the findings.

For the carrier gas collision reaction there is no chemical energy involved and

so the activation energy of the reaction should be the bond energy of the CO2

molecule. As the reaction rates are written in arrheinus format the activation

energy is a simple variable to determine if a reaction rate is appropriate. As

the reaction rates are usually determined by fitting to experimental data it is

important to find a reaction rate that has the activation energy equal to bond

energy and not one that has just been used as a fitting parameter. By using a

rate with an activation energy which is the same as the bond energy, only the

highest asymmetric vibrational level of CO2 will have almost no energy barrier

to overcome. Using a reaction rate with a poorly chosen activation energy could

lead to many vibrationally excited CO2 levels dissociating just from collisions even

though the gas temperature is calculated to be less than 350 K in the simulations.

For the recycling of atomic oxygen reaction it is important to choose a reaction

rate that represents the plasma. Many of the reactions rates for this reaction are
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determined in thermodynamic equilibrium where the forward reaction is in equi-

librium with the backwards reaction where carbon monoxide and oxygen would

react to form carbon dioxide and atomic oxygen. This is not the case in these

plasmas as the gas temperature is not hot enough for the backwards reaction to

occur and the forward reaction will only occur with sufficiently high vibrational

energy in the CO molecule instead of thermal energy. It is important to under-

stand that although the reaction rate used is from a thermodynamic equilibrium

scenario this plasma [109], at least, is not in thermodynamic equilibrium and is

not in equilibrium with the reverse reaction due to vibrational excitation. The

activation energy of the reaction is very important as it will determine which vi-

brational states have sufficient energy to dissociate. Since the reaction rates have

an exponential dependence on the activation energy using an activation energy

that is too high or too low will affect which vibrational level can dissociate and

will have a dramatic effect on the achieved yields as the pathway analysis shows

that the asymmetric states of CO2 play a very important role in the production

of CO.

6.1.3 Determining the cross section for direct electron im-

pact dissociation

The model has been using the 7 eV electronic excitation of CO2, from the Phelps

database [115], as an approximation for direct electron impact dissociation. This

like the other two prominent dissociation cross sections has been carefully chosen

to try and give the most accurate results. Even though direct electron impact

dissociation is important in many types of plasmas, particularly those with high

reduced electric fields, such as dielectric barrier discharges [116], the dissociation

cross-section is not well understood. Many different databases provide data for the

electronic excitation of CO2, however the shape and the magnitude of the cross

sections with respect to the electron energy vary considerably as reported in [97]

and is shown in Figure 6.4.

Since the electronic excitation of CO2 requires more energetic electrons than

vibrational excitation, it is far more likely to occur in plasma with high reduced

electric fields so the measurements of the 7 eV electronic state are conducted

for E/N values higher than are observed in the plasmas studied in this thesis.

Figure 6.4 shows that there is a large difference in the magnitude of the rate
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Figure 6.4: Rate coefficients for the direct electron impact dissociation of CO2

calculated from electron excitation cross-sections with respect to the reduced
electric field and a comparison to the experimental measurements of Corvin
[117]. The 7 eV electronic excitation of CO2 for the Phelps database reasonably
conforms with the experimental dissociation rate coefficient and has the best

agreement for the lower reduced electric fields. Figure taken from [97].

coefficients calculated from the different cross-sections and many of the cross-

sections do not conform to the experimental value for the rate coefficient. The 7

eV electronic excitation of CO2 for the Phelps database reasonably conforms to

with the experimental dissociation cross-section and has the best agreement for

the lower reduced electric fields and so has been used as an approximation for

direct electron impact dissociation in the model. It is also clear that the 10.5 eV

electronic excitation cross-section from the Phelps database does not accurately

provide a rate coefficient for the direct electron impact dissociation and can be

assumed not to contribute.

6.2 Pathways for the production and destruction

of atomic oxygen

6.2.1 Production Pathways of Atomic Oxygen

Since the reaction of atomic oxygen with vibrationally excited CO2 is seen to

be very important in the dissociation process in these plasmas as well as for an
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efficient dissociation process, it is important to determine the main production

pathways of atomic oxygen.
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Figure 6.5: The two main production pathways of atomic oxygen in an argon
plasma with respect to CO2 admixture. The vast majority of atomic oxygen is
produced through either the dissociation of vibrationally excited CO2 through
collisions with the carrier gas and or direct electron impact dissociation of CO2.
For plasmas with low CO2 admixtures the electron temperature is higher and

direct electron dissociation is more likely.

Figure 6.5 shows the two main production pathways of ground state atomic

oxygen, which are through the dissociation of CO2 from the collision with the

carrier gas and direct electron impact dissociation of O2. Direct electron impact

dissociation of CO2 produces O(1D) and the quenching of this state is not one

of the main sources of ground state atomic oxygen. The production of atomic

oxygen through direct electron impact dissociation is the main source of atomic

oxygen in plasmas with small CO2 admixtures. This is due to the higher electron

temperatures in the small CO2 admixture plasmas. The bond energy of O2 is

slightly lower than CO2 at only 4.77 eV and so many electrons are energetic

enough to be able to dissociate O2. The atomic oxygen produced through direct

electron impact dissociation of CO2 is in an excited state and so is not included

as a pathway in this analysis but the relaxation of the excited state is and that

relaxation reaction was found not to be prominent. This is in a large part due

to the reaction of the excited 1D state of atomic oxygen reacting with CO2 [110]
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which is found to be the forth highest contribution for the production of carbon

monoxide. However the electronic energy in the 1D state of atomic oxygen is not

energetic enough to account for the dissociation energy of CO2 and the reaction

rate was determined at low pressure. There is some question, therefore, of how

valid the reaction rate for this plasma system is. The full reactions and their rate

coefficients are included in table 6.2.
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Figure 6.6: The two main production pathways of atomic oxygen as a function
of distance in the plasma for the 1.5% CO2 admixture in an argon plasma.
Each data point is analysed over the previous 0.5 cm of the plasma and is not
an accumulation of the rate throughout the plasma. In the early part of the
plasma most of the production of atomic oxygen comes from the dissociation
of vibrationally excited CO2 through collisions with the carrier gas. As the O2

density increases the CO2 density decreases the production of atomic oxygen
through direct electron impact dissociation becomes much more prominent.

Since the nature of the plasma changes considerably throughout the plasma as

the contents of the admixture considering the production pathways as a function

of distance in the plasma will provide insights into how to optimise the plasma.

Figure 6.6 shows the two main production pathways of atomic oxygen throughout

the 1.5% CO2 admixture argon plasma. The pathway analysis was performed in

intervals of 0.5 cm so that each data point shows the rate from the last point and

not a cumulative rate to more clearly show how the plasma chemistry changes

throughout the plasma. In the early part of the plasma most of the atomic oxygen

is produced through the dissociation of CO2 due to the density of CO2 being
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much higher than the density of O2. The pathway analysis of the production of

atomic oxygen shows that most of the atomic oxygen produced comes from the

dissociation of CO2 and not the dissociation of CO. CO has a much higher bond

energy than CO2 and very few electrons in the plasma are energetic enough to

dissociate CO.

The production of atomic oxygen through the dissociation of molecular oxygen

is an unavoidable consequence of the production of molecular oxygen from the

dissociation process. The process does not directly affect the yield of carbon

monoxide since the bond energy of molecular oxygen is of a similar magnitude to

the energy of the vibrational states of CO2 that lead to dissociation and therefore

electrons that could potentially cause more CO2 to dissociate are being used to

dissociate O2 to no effect. This has an impact on the energy efficiency of the

process but is a consequence of having high yields of CO in the plasma. Since

the recycling of atomic oxygen is very important to the dissociation of CO2 the

destruction pathways of atomic oxygen are more important than production to

trying to optimise the plasma to enhance the yield and energy efficiency.

Dissociation Reactions Reaction Rate (cm3 s−1) Number in Reaction List
O2 + e− → O + O + e − σ(ε) 44 [115]

CO2 (0 0 V) + M → CO + O + M 1.49× 10−11 T−0.58 e
65000

T 305 [108]

Table 6.2: The reaction rates for the most prominent production reactions of
O. A full list of the reactions is available in Appendix B.

6.2.2 Destruction Pathways of Atomic Oxygen

Figure 6.7 shows the four main destruction pathways of atomic oxygen in an

argon plasma with a 1.5% CO2 admixture. The pathway analysis was performed

in intervals of 0.5 cm so that each data point shows the rate from the last point, as

in the previous figure. Since the recycling of atomic oxygen is important to both

the production of carbon monoxide and the energy efficiency of the dissociation

of CO2 it is useful to see how atomic oxygen is consumed throughout the plasma

to try and tailor the plasma to favour carbon monoxide production. The full

reactions and their rate coefficients are given in table 6.3

At the inlet of the plasma most of the atomic oxygen is lost to the desirable

reaction where atomic oxygen reacts with excited CO2 to produce carbon monoxide
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Figure 6.7: The main destruction pathways of atomic oxygen in an argon
plasma with a 1.5% CO2 admixture. Each data point is analysed over the
previous 0.5 cm of the plasma and is not an accumulation of the rate throughout
the plasma. Of the four main destruction pathways of atomic oxygen only one
pathway is desirable, the reaction with vibrationally excited CO2 molecules.
Very early on in the plasma this is the main destruction pathway due to the
low densities of other species. However as the plasma chemistry develops more

atomic oxygen is lost to the production of ozone.

and molecular oxygen. This is due to the small densities of the reactants in the

other pathways and atomic oxygen being the by product of dissociating CO2 into

CO. This continues as one of the most prominent destruction pathways throughout

the plasma. If the cumulative rates are considered instead of small sections of the

plasma this desirable reaction is the most prominent in the plasma due to the very

low rates of the other channels in the early part of the plasma. This means that

the recycling of atomic oxygen to produce more carbon monoxide is naturally the

most prominent reaction even for a plasma where there is a significant amount of

dissociation of CO2 with a high density of carbon monoxide and molecular oxygen

at the end of the plasma.

However after two centimetres the production of ozone starts to become the

most prominent destruction pathway of atomic oxygen. This is the case because

the reaction of atomic oxygen with carbon dioxide produces molecular oxygen and

so as the neutral gas continues to move through the plasma the density of molecular

oxygen begins to increase and the three body collision of atomic and molecular
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oxygen with the background gas becomes more likely as the production of ozone

starts to increase. Pathway analysis of the production and destruction pathways

of ozone show that this reaction is almost the only source of ozone and most of

the destruction of ozone comes from electron impact dissociation [118, 119]. Since

the production of ozone is from neutral gas species prominent in the plasma it is

difficult to prevent the formation of ozone in atmospheric pressure plasmas and it

is also quite a reactive species that could pose problems for the utilisation of the

carbon monoxide produced.

The three body recombination of two oxygen atoms into molecular oxygen

[83, 120] is not as prominent as the three body recombination of atomic oxygen

and molecular oxygen [121] in part due to the reaction rate coefficients but also

because of the density of the reactants. In the early plasma the reaction rates

of these two three body reactions are very close to each other. As the molecular

oxygen density increases, due to both reactions producing molecular oxygen and

it is inherently more stable than atomic oxygen so the species lasts longer, and

the three body recombination reaction into molecular oxygen falls in prominence

in favour of ozone production. Finally the three body recombination to reform

CO2 is the least prominent destruction pathway of atomic oxygen. This is again

favourable for the efficient production of carbon monoxide as it means that again

most of the atomic oxygen produced is used to create more carbon monoxide

and does not have the reverse reaction to reproduce carbon dioxide. This reverse

reaction is strongly endothermic and in a thermal plasma the reverse reaction is

very prominent and reduces the yield and energy efficiency of the process.

Only the results for one particular argon case are shown here due to the all

of the reactants of the main pathways being neutral gas species and independent

of the carrier gas. Consequently the rate coefficients of the reactions will be the

same between the two plasmas and for different admixtures. The only differences

expected will be due to the different species densities of the reactants between the

different variables and the main pathways will not change only the value of their

rates.
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Dissociation Reactions Reaction Rate (cm3(6) s−1) Number in Reaction List

CO + O + M → CO2 + M 1.70×10−33 e
1510
T 265 [109]

O + O2 + M → O3 + M 6.90×10−34 262 [121]

CO2 (0 0 V) + O → CO + O2 2.8×10−11 e
26500

T 307 [109]

O + O + M → O2 + M 5.21×10−35 e
900
T 260 [109]

Table 6.3: The reaction rates for the most prominent destruction reactions of
O. A full list of the reactions is available in Appendix B.

6.3 Pathways for the Destruction of Carbon Monox-

ide

Even though these plasmas have been shown to be able to produce very high

yields of carbon monoxide in the far effluent it is important to consider the de-

struction pathways of carbon monoxide. Figure 6.8 shows the two main destruction

pathways of carbon dioxide which are: the three body recombination of carbon

monoxide with atomic oxygen and direct electron impact dissociation of carbon

monoxide, in an argon plasma with a 1.5% CO2 admixture. Carbon monoxide

has a much higher bond energy than carbon dioxide, 9.77 eV to 5.5 eV for carbon

dioxide, and as a consequence far more energetic electrons are required to directly

dissociate carbon monoxide. The complete dissociation of CO2 to produce carbon

is shown to not be very prominent in the model and carbon monoxide is very

unlikely to further dissociate, this conforms with the experimental data where no

carbon deposits are visually observed in the plasma or effluent and the selectivity

of carbon monoxide is at a constant 100 % within error. The full reactions and

their rate coefficients are given in table 6.4.

The reverse reaction of carbon monoxide and atomic oxygen to produce car-

bon dioxide [109] is the highest rate for carbon monoxide losses and is shown to be

almost an order of magnitude lower in reaction rate compared to the forward reac-

tion and therefore far more carbon monoxide is produced than lost in the plasma.

The destruction pathways of atomic oxygen also showed that the reverse reaction

with carbon monoxide is not the most likely reaction to occur for atomic oxygen.

Therefore the reverse reaction of carbon monoxide and atomic oxygen is of little

importance in the plasma and looking at the reaction rates for the production of

ozone compared to the reverse reaction. In the effluent it is far more likely that

the remaining atomic oxygen will produce ozone instead of CO2. This is largely

due to the gas temperature of the plasma. Since the gas temperature in these
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Figure 6.8: The destruction pathways of carbon monoxide in an argon plasma
with a 1.5% CO2 admixture. The two main destruction pathways of carbon
monoxide are the three body recombination of carbon monoxide and atomic
oxygen and direct electron impact dissociation of carbon monoxide. The car-
bon monoxide destruction rates are at least an order of magnitude lower than
the production of carbon monoxide showing that most of the carbon monoxide

produced is not lost to further reactions.

plasma is very low, reaching at most 325 K in the simulations, the reverse reaction

is not very likely as it is endothermic.

Finally the reaction of carbon monoxide and ozone is included as it may be

expected that the reactive species ozone may strongly react with carbon monoxide.

However this reaction has been shown to only occur strongly under the presence

of a catalyst [105, 122]. Therefore whilst the production of ozone is undesired

due to its consuming atomic oxygen and thus preventing the atomic oxygen from

being recycled it does not pose any issue in the plasma or the effluent in terms of

reducing the yield of carbon monoxide and can be easily removed from the effluent

gas using a catalytic ozone scrubber that removes the ozone without having any

effect on the CO or CO2 densities. When a catalytic scrubber was included in the

gas line to the FTIR the ozone bands in the spectra were reduced to undetectable

levels whilst the yield of CO remained constant.

The pathway analysis has shown that the dissociation of CO2 in these plas-

mas is largely via the desired routes of vibrational excitation and the low energy
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Dissociation Reactions Reaction Rate (cm3(6) s−1) Number in Reaction List

CO + O + M → CO2 + M 1.70×10−33 e
1510
T 265 [109]

CO + e− → C + O + e − σ(ε) 35 [123]
CO + O3 → CO2 + O2 4.00×10−25 264 [105]

Table 6.4: The reaction rates for the most prominent destruction reactions of
CO. A full list of the reactions is available in Appendix B.

efficiencies are caused by the high specific energy inputs. However the pathway

analysis has not clearly shown why such differences in the yield of CO are observed

for the two different carrier gases. In order to determine why these differences are

observed it is necessary to look into the energy loss fractions of the two gas com-

positions to see where the electron energy is being deposited.

6.4 Energy Loss Fractions

In order to achieve dissociation of CO2 in a plasma the electron energy needs to

be distributed into channels that will lead to dissociation. In order to better tailor

the experimental set-up to increase both the yield and the energy efficiency of CO

a greater understanding of the underlying processes is required. Electron energy

loss fractions are calculated when solving the Boltzmann equation to gain the

EEDF of the plasma and they can also be used to determine where the greatest

electron losses are and how the set-up can be tailored to ensure the electron energy

is deposited in channels that will cause dissociation. This information can then be

used when trying to tailor the EEDF by using harmonics in the driving frequency

[124].

Since the global model calculates the EEDF and energy loss fractions for a

range of differently reduced electric field values, and interpolates between these

values to obtain the EEDF and loss fractions for the exact electron temperature of

the point in the simulation, it is difficult to obtain a highly resolved confirmation

of the loss fraction across a large range of reduced electric fields. Bolsig+ [24]

however has far more flexibility and can produced energy loss fractions for a large

range of reduced electric fields with a high resolution using exactly the same cross-

sections as in the global model. The outputs of Bolsig+ also provide an electron

temperature for each value of the reduced electric field this means that it is then



Chapter 6 Pathway Analysis 79

much easier to compare single data points in the Bolsig+ simulation to the global

model simulations.
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Figure 6.9: The energy loss fractions for the argon electron impact reactions,
the electronic excitation of CO2, as well as the symmetric vibrational excitation
and asymmetric vibrational excitations above 4.5 eV, loss channels in an argon
plasma with 1.5% CO2 as an admixture as a function of the reduced electric
field. The energy loss fractions were calculated using Bolsig+ using the same

cross sections as in the global model.

Figure 6.9 shows the energy loss fractions for a 1.5% CO2 admixture in argon.

There are many processes included when solving the Boltzmann solver and only a

select few are shown for ease of understanding. The symmetric stretches of CO2

are included in a single line as a sum of the individual processes, and only very high

energy asymmetric stretches of over 4.5 eV are included. The loss fractions for

processes such as CO2 ionisation are not included due to having very low values

in the region of interest. The region of interest, the shaded area, is the region

where the electron temperature corresponds to the simulations and is therefore

the area where the electron energy losses are relevant. The region of interest

covers a substantial range of E/N values due to the interpolation of the model

between different E/N values and the changing electron temperature in the model

as the contents of the admixture changes due to dissociation of CO2.

The first thing of note in the energy loss fractions in Figure 6.9 is that the

electron energy lost in the effective momentum collision with the carrier gas is less
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Figure 6.10: The energy loss fractions for the helium electron impact reac-
tions, the electronic excitation of CO2, as well as the symmetric vibrational
excitation and asymmetric vibrational excitations above 4.5 eV, loss channels
in a helium plasma with 1.5% CO2 as an admixture as a function of the reduced
electric field. The energy loss fractions were calculated using Bolsig+ using the

same cross sections as in the global model.

than 5% of the total energy losses. This is stark contrast to Figure 6.10 where the

effective momentum transfer accounts for nearly 30% of the electron energy losses.

This means that in an argon plasma the carrier gas is essentially ’invisible’ to the

electrons and they are only in effect colliding with the CO2 molecules. Whilst in

the helium plasma a considerable amount of the electron energy is lost in collisions

with the carrier gas which wastes energy. This is one of the main causes of the

large difference in yields for the two carrier gases and is due to the Ramsauer

minimum.

6.4.1 Ramsauer Minimum

Figure 6.11 shows the cross sections for the effective momentum transfer for both

argon [125] and helium [126] for a range of different electron energies. There is a

clear dip in the argon cross section for relatively low electron energies. Considering

the mean electron energies in these plasma is on the order of 2-3 eV this dip in the

cross section will have an effect on the calculated rates. Since the cross section for
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the collision is lower in argon than in helium and each carrier gas has the same

number density in its respective plasma, the reaction rate for argon, and therefore

the loss fraction, will be lower and more of the electrons will collide inelastically

with CO2 molecules.
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Figure 6.11: Effective momentum cross sections for argon [125] and helium
[126], demonstrating the Ramsauer minimum.

The reason for this dip in the cross section is due to quantum mechanical ef-

fects of the electrons interaction with the noble gas atoms and cannot be explained

by classical physics [127]. In a classical scenario the elastic scattering cross section

is expected to decrease with increasing electron energy, which figure 6.11 shows for

very high electron energies. However the behaviour of the low energy electrons,

those with energies comparable to the electron energies in the plasmas studied,

do not behave as expected. By considering the wave properties of electrons it is

possible to show that reflected electrons destructively interfere with the incoming

electrons resulting in a net transmission of electrons through the atom [128]. In

order for this to occur the potential barrier created by the atom must be equal to

some integer value of half the electron wavelength. This can be calculated by solv-

ing a simple one dimensional well using the time independent Schrödinger model.

Helium does not have a high enough potential barrier for this effect to occur and

so elastic scattering is much more likely for low energy electrons.
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6.5 Desirable Electron Energy Loss Channels

The energy loss fractions can also provide an insight into how CO2 is dissociated.

In considering Figure 6.12 and 6.13 for the range of reduced electric fields that

correspond to the simulations there are two loss channels shown in bold. These

channels are the asymmetric stretches of CO2 with a vibrational energy over 4.5

eV and the 7 eV electronic excitation of CO2, which is used as an approximation

for a direct electron impact dissociation cross section.
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Figure 6.12: The energy loss fractions for the argon electron impact reactions,
the electronic excitation of CO2, as well as the symmetric vibrational excitation
and asymmetric vibrational excitations above 4.5 eV, loss channels in an argon
plasma with 1.5% CO2 as a admixture as a function of the reduced electric
field. The vibrational excitations above 4.5 eV are the ones found to cause
dissociation and so only the loss fractions to dissociative asymmetric stretches
are shown. The energy loss fractions were calculated using Bolsig+ using the
same cross sections as in the global model. The desirable electron energy loss

fractions are shown in bold in this figure.

The loss fractions in bold are the ones shown by the pathway analysis to

be the cause of the majority of the production of carbon monoxide. For the

reduced electric fields that correspond to the simulations, the highlighted region, a

significant amount of the electron energy is now going into the desired loss channels

in the case of an argon plasma. In the case of argon over 50% of the electron

energy losses are into pathways that the pathway analysis showed would lead to
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dissociation. This means that the electron energy is been quite efficiently deposited

into the CO2 and the reason for the low energy efficiency of the dissociation is

due to the very low partial pressure of CO2. Although the plasma is ignited at

atmospheric pressure due to only using admixtures of up to a few percent the

partial pressure of CO2 is only a few percent of atmospheric pressure. As a result

the energy input per molecule of CO2 is large, much larger than the enthalpy of

the dissociation reaction, and although the electron energy is being deposited in

the desirable channels the number of CO2 molecules is too low to achieve high

energy efficiencies seen, for instance, in microwave plasmas [36, 56].

However increasing the admixture of CO2 will affect the mean electron energy

of the plasma and therefore the reduced electric field. The effect that increasing

the CO2 admixture has on the mean electron energy is to reduce it as there are

many more degrees of freedom in CO2 than argon. Therefore electrons are more

likely to collide with CO2 and more likely to collide inelastically with CO2. Lower

mean electron energies mean lower reduced electric fields and therefore it has the

effect of moving the region of interest to the left on figures 6.12 and 6.13. This

means that less electron energy is going into the desired channels for dissociation

and the yield of CO will decrease.

Diluting the CO2 in a carrier gas such as argon or helium increases the mean

electron energy compared to a pure CO2 atmospheric pressure plasma and enables

a plasma to be ignited and sustained at atmospheric pressure using a radio fre-

quency driving frequency. It is only due to the dilution of CO2 in the carrier gas

that the reduced electric field is such that most of the electron energy is going

into desired channels. Consequentially whilst the low partial pressure of CO2 is

the reason for the low energy efficiencies it is also the reason for the high yields

in the case of argon. Therefore in order to overcome the thermodynamic limits

of CO2 dissociation a plasma needs to be designed in a way that provides a re-

duced electric field where most of the electron energy is going into the channels

that lead to dissociation for a pure CO2 plasma, preferably at atmospheric pres-

sure. Studies in pure CO2 plasmas have shown that much higher reduced electric

fields are required to achieve the desired electron loss channels [116]. The ideal

reduced electric fields may be achievable in microwave plasmas but most current

plasmas of this type have been shown to thermally dissociate CO2 [36]. Dielectric

barrier discharges have also been shown to have too high reduced electric fields

where most of the electron energy is going into electronic excitation or ionisation
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channels [116]. This would mean that most dissociation in DBDs is due to direct

electron impact which is inherently less efficient than by vibrational excitation as

it requires electron energies higher than the dissociation energy of CO2.
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Figure 6.13: The energy loss fractions for the helium electron impact re-
actions, the electronic excitation of CO2, as well as the symmetric vibrational
excitation and asymmetric vibrational excitations above 4.5 eV, loss channels in
a helium plasma with 1.5% CO2 as a admixture as a function of the reduced elec-
tric field. The vibrational excitations above 4.5 eV are the ones found to cause
dissociation and so only the loss fractions to dissociative asymmetric stretches
are shown. The energy loss fractions were calculated using Bolsig+ with the
same cross sections as in the global model. The desirable electron energy loss

fractions are shown in bold in this figure.

Due to the large amount of electron energy that is lost to momentum transfer

collisions with helium, for those plasmas the majority of the electron energy is not

going into desirable channels, as seen in figure 6.13. The channels in which the

electron energy is being deposited are similar for both helium and argon however

there is a much smaller fraction of the electron energy which is going into the

desirable channels in helium resulting in less CO being produced for the same

specific energy input. This explains why although they have very similar dissoci-

ation pathways, shown in Figures 6.1 and 6.3, the two carrier gases produce very

different yields. Other noble gases also exhibit a Ramsauer minimum like argon

and should produce similar results to that of argon. However the electron energy
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distribution functions and electron densities also have to be considered when con-

sidering how effective the carrier gas will be. Other noble gases are also more

expensive than argon and in terms of CO produced per cost of a litre of carrier

gas argon is likely to be the best choice of carrier gas.

6.5.1 Undesirable Electron Energy Loss Channels

Whilst a considerable amount of the electron energy is being deposited in the

channels that will lead to dissociation a significant amount is still going into un-

desirable channels. The symmetric stretch of CO2 is the main loss channel for

plasmas with very low reduced electric fields and is still a large source of energy

loss for the region of interest. Losing energy in symmetric CO2 stretches is an

unavoidable loss channel for electron energy.

By increasing the reduced electric field it would be possible to limit the

amount of electron energy being lost to symmetric stretches and reach the peak

of the curves for the desirable energy losses. Moving further to the right would

also increase the amount of electron energy losses going into the 10.5 eV electronic

state of CO2 and excitation of metastable states in the noble gases. The 10.5

eV electronic state of CO2 is not considered to lead to dissociation, as discussed

earlier in the chapter, and is just another loss channel but the metastable states of

helium and argon could potentially cause more CO2 to dissociate through Penning

dissociation [129], but again this requires more energy than the dissociation energy

of CO2.

However other Penning reactions also occur such as Penning ionisation [98],

which would not cause CO2 to dissociate except through dissociative reattachment

which is not common according to the pathway analysis and supported by the

energy loss fraction figures, which show very little energy being lost to metastable

states of argon and helium. Penning dissociation would also not be a very efficient

route to dissociation of CO2 as the energy of the metastable states is 11.6 eV for

argon and 19.85 eV for helium, both are high and above even the energy required

for direct electron impact dissociation of CO2. Due to the energy of the first

metastable state of argon being close in energy to the 10.5 eV electronic state of

CO2 in the case of an argon plasma far more of the electron energy, for higher

reduced electric fields, is lost to the argon excitation due to the higher density.

In relation to helium since its metastable state is of much higher energy higher
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reduced electric fields are required for a significant amount of the electron energy to

be lost in this channel and so instead for slightly higher reduced electric fields the

10.5 eV electronic state of CO2 starts to become a large loss channel for electron

energy.

A slight increase in reduced electric fields may be possible experimentally

by employing tailored waveforms to manipulate the electron energy distribution

function and increase the mean electron energy. Using dual frequencies to drive

a plasma has become an increasingly popular area of research [130–133]. Manip-

ulating the EEDF to increase the mean electron energy will have the advantage

of reducing the number of low energy electrons incapable of producing CO2 states

of high enough energy to produce CO and also create a plasma with a reduced

electric field that corresponds to the maximum in the energy losses in asymmetric

states in figure 6.12. If more energy is provided in these states for constant input

power the yield should increase which would in turn increase the energy efficiency.

6.6 Energy Losses at the End of the Plasma

The energy loss fractions in the previous sections were somewhat idealised pictures

of the plasma. In reality those figures would only be true in the first instance of the

plasma and as soon as some of the CO2 starts to dissociate other species would be

produced that would create new loss channels for the electron energy and reduce

the density of CO2 and the energy loss coefficient and in turn the energy loss

fraction in the desired channel. Figure 6.14 shows the energy loss fractions for

an argon plasma with an admixture of 1.5% CO2 at the end of the plasma. This

means that of the 1.5% CO2 admixture nearly 70% is now CO and this has a large

effect on the energy loss fractions.

For the sake of simplicity most of the electron energy loss channels have been

removed from Figure 6.14, especially for high reduced electric fields. It is clear

that at the end of the plasma most of the electron energy is shifting into some form

of CO excitation, have been summed into a single loss channel to clearly show the

extent to which the electron energy is being lost. For the reduced electric field of

the plasma, the region shaded, over 50% of the electron energy is being lost to

some form of CO excitation and this loss would have been steadily increasing as

the gas moved through the plasma. This is in part an explanation of why a trade
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Figure 6.14: The energy loss fractions of an argon CO2 plasma with a 1.5%
admixture at the end of the plasma. This means that 70%, the yield of CO, of
the 1.5% CO2 admixture is now CO and this has a clear effect on the electron
energy loss fractions. For simplicity most of the electron energy loss channels
have been removed from the figure, particularly at the high end of the reduced
electric fields. At the end of the plasma most of the electron energy is going into
some form of CO excitation which is not desirable or useful for the production

of CO and this will decrease the energy efficiency of the plasma.

off between yield and energy efficiency is always observed. The energy efficient

plasmas do not convert a lot of CO2 due to the electron energy not being deposited

into channels that will cause dissociation and the high yield plasmas will start to

not put the electron energy into dissociative channels due to the large reduction

of CO2 density. An increase in densities of other species will arise causing the

electron energy to go into undesirable channels.

The electron energy deposited into CO is wasted energy but it is not actively

reducing the CO yield. This is due to CO having a much higher dissociation

energy than CO2, of 9.77 eV. The high dissociation energy in comparison to the

mean electron energy of the plasma means that very little of the carbon monox-

ide is dissociated and instead will just be quenched to the ground state in the

effluent, as stated earlier in the pathway analysis most of the CO produced by the

plasma remains CO. Although CO can be vibrationally excited, like CO2, the high

dissociation energy energy means that CO does not dissociate effectively through

electron impact reactions, in this type of plasma, as observed with CO2. This
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result suggests that the energy efficiency can be improved by increasing the flow

rate of the plasma to reduce the amount of energy lost in CO and reduce the

specific energy input per molecule of CO2. This will, of course, reduce the yield

of CO.

6.7 Tailoring the Flow Rate

Figure 6.15 shows how the yield and energy efficiency change for an argon plasma

with a 1.5% CO2 admixture between 100 and 10 000 sccm. Varying the flow

rate shows the expected result on the yield. As the residence time is increased,

by reducing the flow rate, the yield increases up to the maximum yields seen in

the model. As the residence time decreases the yield also decreases. The trend in

energy efficiency also follows what is expected, with the energy efficiency increasing

with flow rate due to the specific energy input per molecule of CO2 been lower.

However, eventually the yield drops so low with the increasing flow rate that it

negates the lower specific energy input and the energy efficiency begins to decrease

again.

The peak in the energy efficiency occurs for a flow rate of 4000 sccm and the

energy efficiency has increased from 6% to 8%. The increase in energy efficiency is

only slight as the yield in CO drops from nearly 65% to 25%, once again showing

the trade off between energy efficiency and yield. Although the electron energy

should be deposited into the desired channels with a higher flow rate, due to CO2

making up a greater proportion of the admixture, the low residence time means

that there is simply less chance of dissociation occurring and a low yield is to

be expected. At the other end of the scale where the flow rate is very low the

yield is shown to reach a maximum. This maximum is at just over 90%, which

is the same maximum seen in the admixture variation results in the model but

lower than that observed in the experiment. Since the experiment observed yields

approaching 100% it is possible that this limit is purely numerical in the model and

higher yields could be achieved experimentally with lower admixtures as shown in

the previous chapter.

The reason for the saturation in the yield however can be explained by the

energy loss fractions analysis shown in this chapter. For the low flow rate simula-

tions the residence time is so large that nearly all the CO2 has the chance to be
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Figure 6.15: The flow rate of an argon plasma with a 1.5% CO2 admixture is
varied between 100 and 10 000 sccm. If the residence time is increased the yield
of CO increases and correspondingly as it is decreased the yield decreases. De-
creasing the residence time also decreases the specific energy input per molecule
of CO2 and therefore increases the energy efficiency. When the yield drops
too low the effect of the lower specific energy input is negated and the energy

efficiency starts to drop again.

dissociated through the dissociative pathways but as the CO2 density decreases

electron energy is more likely to be lost in reactions with CO and so eventually

the chance of the electron energy being deposited into CO2 channels that cause

dissociation is so small that no more can be dissociated and a maximum yield is

obtained.



Chapter 7

Two-Photon Absorption Laser

Induced Fluorescence of Atomic

Oxygen and Carbon Monoxide

7.1 The Advantages to Using TALIF

In the previous chapter the analysis of the production pathways of carbon monox-

ide showed that the recycling of atomic oxygen produced in the dissociation of

CO2 to further produce CO and O2 is very important in the dissociation process

in these plasmas and is an efficient way of dissociating CO2. It is not possible to

detect atomic oxygen using FTIR spectroscopy and it would also not be possible

to measure atomic oxygen in the far effluent as it is a very short lived species.

However it is possible to detect atomic oxygen using Two-photon absorption laser

induced fluorescence (TALIF) [134–136].

TALIF is not only capable of detecting atomic oxygen, and other species

of interest such as carbon monoxide, but also it is possible to position the laser

so that it passes just into the effluent of the plasma, millimetres from the plasma

itself where atomic oxygen will still be present in the gas and the carbon monoxide

densities can be compared to those measured using the FTIR to show whether, as

the model predicts, there is little chemistry occurring in the effluent. The measured

ground state densities can be compared to the densities in the simulations to see

90
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if they are in good agreement, and if so it provides further evidence to support

the pathway analysis for the dissociation of CO2.

TALIF is an active and direct diagnostic technique. This means that the

laser will interact with the plasma effluent and requires calibration in order to

determine the absolute densities of the measured species. Ideally, a diagnostic

should be passive and direct, meaning that all of the information analysed comes

from the plasma itself and requires no external stimulus and does not require

calibration to obtain absolute densities. However practicality must be considered

in experiments and often active techniques are required in order to obtain a signal

strong enough to detect. For atomic species the energy of the photons required

to stimulate an excited state from which to detect the fluorescence, can be so

large that the wavelength of the photon is in the vacuum ultra-violet region of the

electromagnetic spectrum. These wavelengths are readily absorbed by atmospheric

species and so is not often used to detect species at atmospheric pressure [89, 137,

138]. By using two-photon excitation the laser wavelengths can be in the ultra-

violet region. However, by using two-photon absorption the required energy is

approximately halved so that it is not absorbed by atmospheric species and can

be used in atmospheric conditions. Therefore TALIF can be used instead of LIF

for these experiments. The cost of using TALIF instead of LIF comes in the

required laser intensities as the likelihood of two photons being absorbed is much

lower than a single photon and the fluorescence signal is much lower and greater

laser intensities are required for detectable fluorescence signals.

7.2 Two-Photon Absorption Laser Induced flu-

orescence

The absolute ground state densities of species can be measured using TALIF by

considering the excitation process from the ground state into an excited state and

the subsequent decay producing a fluorescence photon. Figure 7.1 shows a simple

three state system to demonstrate TALIF. In order to obtain ground state densities

the fluorescence signal must be calibrated with a gas of known density. For gases

such as atomic oxygen that cannot be provided in a bottle of known densities a

calibration gas must be used with a two-photon resonance in the same spectral

region as the species of interest [139].
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Figure 7.1: The TALIF process for a three state system. An electron is ex-
cited from the ground state, E1, into an excited state, E2, where there are
then multiple available processes. The electron could be excited beyond the
ionisation energy through Γ or de-excite through radiative decay, A2k, or col-
lisional quenching Q. The radiative decay into state E3 releases a photon with

the desired wavelength for detection.

The population density of the excited state, n2, and the ground state, n1, are

given by equations 7.1 and 7.2 respectively, where R(t) is the excitation rate, A

is the fluorescence rate of the excited state, Q is the quenching rate and Γ(t) is

the ionisation rate. These continuity equations simply state that the only way

the ground state is depopulated is through excitation and the excited state is

populated through excitation from the ground state and is depopulated through

fluorescence, quenching and ionisation.

d

dt
n2(t) = R(t)n1(t)− (A+Q+ Γ(t))n2(t) (7.1)

d

dt
n1(t) = −R(t)n1(t) (7.2)

The rate of excitation in TALIF is given in equation 7.3 where G is the photon

statistic factor, which is 2 for a stochastic multi-mode field [140]. σ is the photon

excitation cross section, g(ν) is the normalised line profile, Io is the laser intensity

and hν is the photon energy. The rate of excitation depends on the square of all
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the terms except the line profile due to two resonance photons being required for

the excitation.

R(t) = G2σ2g(ν)
(Io(t)
hν

)2
(7.3)

In order to be able to determine the ground state density of a species by

measuring the fluorescence the different channels of depopulation of the excited

state must be considered accurately. Since the depopulation of the excited state

through fluorescence is how the ground state density is measured it is the most

obvious form of de-excitation to consider. The total decay rate is given in equation

7.4 and is the sum all of possible rates into lower states, k. The decays rate

of interest is the fluorescence decay rate into state E3, A23. It is possible to

calculate the natural lifetime of the state from this decay rate, simply by taking

the reciprocal of the decay rate.

A2 =
∑
k

A2k (7.4)

In an atmospheric pressure plasma the system is highly collisional and so

collisional quenching, Q, must also be considered. In collisional quenching the

excited state is depopulated through collisions and the energy of the excited state

is not given off as a fluorescence photons and therefore if collisional quenching

is not taken into account the ground state density will be underestimated due

to there being less fluorescence signal than would be expected in a collisionless

system.

Collisional quenching also reduces the effective lifetime of the excited state so

that the lifetime calculated during a TALIF experiment will be much lower than

the natural lifetime of the species. Different plasma species quench species at

different rates. If the main quenching species densities and their quenching rates

are known the lifetime of a species can be calculated using equation 7.5. In a highly

collisional atmospheric pressure plasma the quenching rate is very important to

the overall accuracy of the ground state density and is the largest lost process for

the excited energy state.



Chapter 7 Two-Photon Absorption Laser Induced Fluorescence of Atomic
Oxygen and Carbon Monoxide 94

Q =
∑
q

nqkq (7.5)

Quenching coefficients can be measured for species of interest by measuring

the decay rate against the partial pressure of the quenching gas [136, 141–143]

and the natural lifetime of the species can also be calculated by extrapolating the

measured lifetimes to a partial pressure of zero. Equation 7.5 shows, however,

that knowing the quenching rate coefficient is not the only value that needs to be

known for measuring the quenching rate. The density of the species also needs to

be known in order to calculate the quenching rate and this can be problematic for

certain species. The density of the carrier gases are well known as they are inert

and controlled by the mass flow controllers. Therefore in the case of argon, an

effective quencher, most of the quenching is done by a species of known density.

However for helium the densities of CO2, CO and O2 can have a large effect on the

overall quenching rate and the exact densities of these species is not known at the

point of the TALIF measurement. The model can be used to obtain approximate

species densities at this point with some confidence due to the good agreement with

the FTIR results, but this does add more uncertainty into the measurements. This

uncertainty can be overcome by measuring the effective lifetime directly during the

measurements because of the use of a pico-second laser. This will be explained in

more detail subsequently in this chapter.

The last loss mechanism to consider is ionisation, where a third photon ex-

cites an electron in the excited state so that it has sufficient energy to ionise and

therefore will not decay into the fluorescence state. For small laser intensities the

ionisation rate is negligible and the excited state will not be depleted in this way.

The ionisation rate is given in equation 7.6. Therefore if the laser intensity is

kept low enough that photo-ionisation is negligible only collisional quenching and

fluorescence need to be considered to calculate the ground state density.

Γ(t) =
σi
hν
Io(t) (7.6)

In order to determine if photo-ionisation is occurring the fluorescence signal

of a species is measured with a varying laser energy and intensity. In a regime

where photo-ionisation is negligible the fluorescence signal will be proportional

to the square of the intensity and for the regime where photo-ionisation becomes
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Figure 7.2: The fluorescence signal of CO as a function of the square of the
laser energy, showing how for the low laser energies where photo-ionisation is
negligible the fluorescence signal is linearly dependent on the square of the
intensity. However after 300 µJ2 the fluorescence signal begins to saturate and

photo-ionisation is having a significant effect on the excited state density.

important this proportionality will no longer be the case and the iCCD signal will

become saturated. Figure 7.2 shows a saturation to determine laser energies where

photo-ionisation does not have to be considered in the analysis of the fluorescence

signal.

Figure 7.2 shows the fluorescence signal of CO as a function of the square

of the laser energy. There is a clear linear dependence on the square of the laser

energy for low laser energies where photo-ionisation is negligible. For laser energies

of more than 300 µJ2 photo-ionisation becomes a prominent process and saturation

of the fluorescence signal starts to occur. In order to simplify the analysis of the

fluorescence signal the laser energy used in the measurements is kept in the regime

that is linearly dependent on the square of the laser intensity so photo-ionisation

does not need to be considered.
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7.3 Calibration of the Fluorescence Signal

In order to obtain the ground state densities of species the fluorescence signal

for the plasma must be normalised to the fluorescence signal of a known density.

This is easy for the case of carbon monoxide where a bottle can be used to fill a

chamber of a known volume and temperature to a known pressure and therefore

the density can be calculated. For atomic oxygen, however, it is not possible to

obtain a stable chamber as it is energetically favourable for oxygen to be diatomic

and so in order to calibrate the fluorescence signal of atomic oxygen a noble gas

is often used [139].

Using an inert gas means that it is straightforward to have a known density

in the same way as carbon monoxide. When choosing a noble gas to use the

transition from the ground state to the excited state must be in a similar spectral

region to the species of interest. This is to ensure that the laser system has the

same spatial spectral and temporal shape [144]. For atomic oxygen the noble

gas used is xenon. The two photon excitation wavelength for atomic oxygen is

225.65 nm and for xenon it is 224.31 nm, therefore a quantitative comparison

between the two fluorescence signals can be made as long as the regime used is

linearly dependent on the intensity squared. Photo-ionisation will exhibit different

dependencies on laser intensity with different gases and then calibration will not

be possible.

In order to determine the ground state density of a species of interest from

a reference gas ratios of the fluorescence signals, SR for the reference gas and SX

for the species of interest, are taken and the ground state density of species of

interest, nX , can be determined using equation 7.7.

nX =
ηR
ηX

TR
TX

(
λR
λX

)2
σ2
R

σ2
R

a23R
a23X

(
ER
EX

)2
SX
SR

nR (7.7)

η is the detection sensitivity and T the optical transmission which are both

either known or easy to determine experimentally to a high level of precision,

and the wavelengths, λ, of the excitation photons are also known. The ratio of

the two-photon excitation cross sections, σ, are taken from the literature. The

individual cross-sections for the species of interest and the inert gas, in this case

atomic oxygen and xenon, are not known but their ratios have been measured



Chapter 7 Two-Photon Absorption Laser Induced Fluorescence of Atomic
Oxygen and Carbon Monoxide 97

experimentally with good precision, estimated to be 20% [136]. As wavelengths

for the species of interest and reference gas are in the same spectral region only the

total energy, E, of the laser pulse, for both the calibration and the measurement of

the species of interest, is required and the optical branching ratios are known from

the natural radiative decay rates and the effective decay rates measured during

the experiment.

In the case of carbon monoxide the ratio of signals is still required to determine

the ground state densities but many of the terms in equation 7.7 will be one due

to the calibration gas being the same as the gas of interest. This reduces much

of the dependence on literature values. The wavelengths used for the experiment

and reference gas are exactly the same and so the laser properties will also be the

same.

7.3.1 Pico-second TALIF

For a low pressure plasma the decay rate of the excited state is small and the

lifetime of the excited state is relatively long, on the order of tens of nanoseconds.

For these plasmas a nanosecond pulsed laser, typically a 5 ns pulse width, is

sufficient to ensure that the rate of excitation is small compared to the rate of

decay, 1/A. Therefore the excitation can be considered to be instantaneous and

the decay of the excited state through fluorescence can be monitored and the decay

rate, A, measured.

Due to the highly collisional environment of an atmospheric pressure plasma

the lifetime of the excited state reduces from on the order of tens of nanoseconds

to nanoseconds. This clearly causes a problem with measuring the decay rate, A,

as for a nanosecond pulsed laser the time-scale of the laser pulse width is on the

same order of magnitude as the lifetime of the species of interest. In this case the

decay of the excited state becomes convoluted with the laser pulse and the decay

rate cannot be measured and quenching coefficients must be used. This then limits

the accuracy of the measurements as not all quenching coefficients are known or

if they are they may not be known to sufficient accuracy.

Using a laser with a pulse width on the order of hundreds of picoseconds for

atmospheric pressure conditions means that the laser pulse width will be small

when compared to the lifetime of the excited state and therefore the decay rate
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Figure 7.3: A Schematic of the TALIF set-up.

will be possible to measure by monitoring the fluorescence signal. Measuring of

the decay rate is performed using an intensified charge coupled device (iCCD) that

can resolve the fluorescence of the excited state on a time-scale of nanoseconds to

monitor the decay of the signal with respect to time to obtain the decay rate (for a

detailed explanation of the experimental procedure see [145]). A schematic of the

experimental set-up is given in Figure 7.3. The laser used was a EKSPLA PL2251

series Nd:YAG pump laser and the iCCD used was an Andor iStar DH344T18U-73.

7.4 Measuring the Atomic Oxygen Density

In order to determine if atomic oxygen is being recycled to produce more CO the

atomic oxygen density in the effluent needs to be measured and compared to the

simulation values and the density of carbon monoxide. If all of the carbon monox-

ide produced is not from the recycling reaction then the atomic oxygen density

should be of a similar order of magnitude to the carbon monoxide density. It is un-

likely to be exactly the same due to atomic oxygen being more energetically table

in a molecular form. If the atomic oxygen density compares well with the atomic

oxygen density in the simulations then it gives credit to the pathway analysis and

would appear likely that atomic oxygen is being recycled.

The two-photon excitation wavelengths used for measuring atomic oxygen are

given in Figure 7.4 along with the two-photon excitation scheme for xenon, used

for the calibration. The wavelength of the fluorescence signal is also given in this

figure which is taken from [136] which includes the whole process for measuring
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Figure 7.4: The two-photon excitation scheme used for the TALIF measure-
ments for atomic oxygen and xenon for the calibration. The figure includes the

wavelength of the excitation and the fluorescence and is taken from [136].

the ground state density of atomic oxygen. The laser energy was kept constant

for the measurements at 20 µJ as this energy is before the TALIF signal starts to

saturate, shown by figure 7.5.
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Figure 7.5: The fluorescence signal of O as a function of the square of the
laser energy, showing how for the low laser energies where photo-ionisation is
negligible the fluorescence signal is linearly dependent on the square of the
intensity. A laser energy of 20 µJ was used for the measurements as this value

is before the signal starts to become saturated.



Chapter 7 Two-Photon Absorption Laser Induced Fluorescence of Atomic
Oxygen and Carbon Monoxide 100

7.4.1 Admixture Variation

In order to be able to compare the atomic oxygen densities with the simulations

and the FTIR experiments they must be performed under the same conditions

and, as before, these experiments were performed with a total flow rate of 1 slm

and a plasma power of 30 W.

7.4.1.1 Argon

The measurements of atomic oxygen density with respect to CO2 admixture are

shown in Figure 7.6 and there is reasonable agreement between the TALIF mea-

surements and the simulation results which are also plotted. The absolute densities

between the TALIF results and the simulations do not align precisely over a factor

of two difference between them. However, both the TALIF measurements and the

rates governing the global models have uncertainties associated with them. The

systematic error in the two photon excitation cross section is not shown in the

error bar in these measurements due to it been constant across all measurements

and is approximately 20 % [136].

The general trend observed in Figure 7.6 is similar between the experimental

measurements and the simulation. There is some discrepancy in the smallest

CO2 admixture measured where in the TALIF measurement the atomic oxygen

density lowers. This is likely to be due to the differences seen in yield for the

low CO2 admixtures where it has been observed to be close to 100% by the FTIR

measurements but slightly below 90% for the simulations.

The trend in atomic oxygen densities observed is very different to the one ob-

served for carbon monoxide in previous chapters. This suggests that there is not a

simple splitting of CO2 producing carbon monoxide and atomic oxygen, that would

produce the same trend. Since the highest atomic oxygen densities are observed

for the CO2 admixtures that have the highest yields of CO and not the highest

densities of CO it may be concluded that atomic oxygen reacts frequently with

other admixture species. Since the highest atomic oxygen densities are observed

where the CO density is lowest, the results of the pathway analysis seem accurate

and atomic oxygen reacts to produce carbon monoxide. According to the pathway

analysis the main production pathway of atomic oxygen is the dissociation of CO2

through collisions with the carrier gas and the main loss mechanism is reacting
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Figure 7.6: The density of atomic oxygen as a function of CO2 admixture for
an argon plasma with a plasma power of 30 W and flow rate of 1 slm measured
using TALIF and compared to the simulation densities. There is reasonable
agreement between the TALIF measurements and the simulation with both
following the same general trend. The atomic oxygen density is almost two
orders of magnitude lower than the carbon monoxide density measured in the
FTIR which suggests that atomic oxygen is being recycled to create more carbon

monoxide.

with vibrationally excited CO2 to produce CO. Therefore the highest atomic oxy-

gen densities would be expected for the highest yields, and not the highest CO

density, as this is where production of atomic oxygen is highest be the destruction

pathways are lowest, as observed in Figure 7.6.

7.4.1.2 Helium

Figure 7.7 shows the atomic oxygen density as a function of CO2 admixture for the

case of a helium carrier gas for both the TALIF measurements and the simulations.

The absolute densities are in better agreement than for the argon case however

the overall trend observed is not.

For the simulation results a very similar trend to the argon case is observed

but the density for helium in slightly higher than for argon due to more atomic

oxygen recycling occurring in the argon case due to a higher production of the
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Figure 7.7: The density of atomic oxygen as a function of CO2 admixture for
a helium plasma with a plasma power of 30 W and a flow rate of 1 slm compared
to the simulation densities. The agreement between the TALIF measurements
and the simulations is less good for helium than for argon but the absolute

densities are still in reasonable agreement.

dissociative asymmetric vibrational states of CO2 in accordance with the pathway

analysis in the previous chapter. For the TALIF measurements the trend observed

is similar to the carbon monoxide density but the absolute values are an order of

magnitude in difference. The atomic oxygen density appears to be fairly constant

for high CO2 admixtures as it is for carbon monoxide but the large difference in

absolute density shows that it is not a simple splitting of CO2 into CO and O.

7.4.1.3 Lifetime Comparison

In order to measure absolute densities the lifetime of the excited species is also

measured and the comparison between the lifetimes in the two carrier gases can

provide more information on the difference between the two. Figure 7.8 shows the

lifetime of the excited state of atomic oxygen in helium and argon.

The lifetime of the excited species is always higher in helium than in argon

and this shows that argon is a much more effective quencher than helium. The

magnitude of the lifetime for both gases also shows why picosecond TALIF is
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Figure 7.8: The lifetimes of the excited state of atomic oxygen in argon and
helium. The lifetime in the helium plasma is much larger than in argon for very
small CO2 admixtures where the carrier gas is responsible for the majority of the
collisional quenching. Therefore it is clear that argon is a much more efficient
quencher than helium. The fairly close lifetimes for high CO2 admixtures shows
that the carrier gas admixture must also be considered when calculating the
lifetime meaning that it can be difficult to obtain accurate lifetime measurements

if they are not measured directly.

needed to measure species at atmospheric pressure as the lifetime for all cases is

only a few nanoseconds. As the CO2 admixture is increased the lifetime of the

excited state of atomic oxygen decreases for both carrier gases. Therefore the

admixture gas is having a noticeable, and is the case of helium very significant,

effect on the effective lifetime of the species. The excited state of atomic oxygen

these lifetimes could be calculated, using quenching coefficients [136, 146], to en-

deavour to provide accurate results but the exact concentrations of each species

is not known. Quenching coefficients can also have a large uncertainty associated

with them. For instance there is an order of magnitude difference in the helium

quenching coefficient for Niemi et al. [136] and Bittner et al. [146], so although

it is possible to calculate the lifetime using the coefficients from Bittner et al.

the calculated lifetime is 1.8 ns and using the helium rate from Niemi et al. the

calculated lifetime is 4.2 ns for a 0.5% CO2 admixture in helium. Comparing this

to Figure 7.8 there is good agreement for the Niemi et al. quenching coefficient

but the Bittner et al. lifetime is much lower. In order to calculate the lifetimes
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using the quenching coefficients the densities of the quenching species need to be

known. These densities are usually not known and therefore the global model

can be used to provide the relative species densities, but for this to be accurate

the global model must also accurately predict all the quenching species densities.

These uncertainties can be avoided by measuring the lifetime directly. In order to

measure the absolute densities accurately the lifetimes need to be measured for

each specific measurement. Since the excitation wavelengths for TALIF of atomic

oxygen and carbon monoxide are similar, 225.65 nm and 230.10 nm respectively,

carbon monoxide could effectively quench atomic oxygen as they have at least one

similar energetic state.

7.4.2 Flow Variation

As well as varying the admixture to see if the atomic oxygen density supports the

pathway analysis for the recombination of atomic oxygen it is also possible to vary

the flow rate. Reducing the flow rate will increase the residence time of the gas in

the plasma and this should increase the yield of CO. Increasing the dissociation

of CO2 should also increase the atomic oxygen density unless the atomic oxygen

is being used to create more CO. However it is also possible that the increased

residence time would simply provide more time in which the atomic oxygen could

recombine with itself or O2 and reduce the density in this way without having an

effect on the CO density.

7.4.2.1 Argon

Figure 7.9 shows the atomic oxygen densities as a function of the flow rate for

an argon plasma with a constant plasma power of 30 W and a constant CO2

admixture of 1.5% for both TALIF measurements and the simulation. The trend

observed in the TALIF measurements is what would be expected if atomic oxygen

recycling was a common pathway for the production of carbon monoxide. As the

flow rate decreases the residence time increases and the yield of CO is expected

to increase. Since the dissociation of CO2 is increasing the production of atomic

oxygen is also increasing and so if atomic oxygen where not being recycled it

would be expected that the atomic oxygen density would increase with increased

residence time. Since the opposite trend is observed in the TALIF measurements
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Figure 7.9: Atomic oxygen density in an argon plasma with a plasma power
of 30 W and a constant CO2 admixture of 1.5% as a function of flow rate.
The trend in the experimental densities is what would be expected for atomic
oxygen recycling with a longer residence time producing more carbon monoxide
through atomic oxygen recycling. There is a reasonable agreement between the

experimental and simulation results, however the trends are quite different.

it would seem that atomic oxygen is being used to produce more carbon monoxide

as predicted by the pathway analysis of the model.

The comparison between the experimental measurements and the simulation

in Figure 7.9 is not conclusive. The absolute densities are of a similar order of

magnitude for the lower flow rates but the trends observed are slightly different.

The trend in the simulations is constant across the different flow rates and this

leads to a considerable difference in absolute density for the large flow rate val-

ues. This is most likely due to the lower yields producing smaller atomic oxygen

densities for high flow rates and the extra atomic oxygen produced for lower flow

rates is always used in further reactions and so the production is always matching

destruction in the model whilst this is not true in the experiment and there is

clearly some uncertainty in the rates of the atomic oxygen reactions.
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7.4.2.2 Helium

Figure 7.10 shows the atomic oxygen density as a function of the flow rate for

a fixed plasma power of 30 W and a fixed CO2 admixture of 1.5% for both the

TALIF measurements and the simulation. The experiment and the simulation

results have reasonable agreement, within an order of magnitude, and the general

trend between the two is also in reasonable agreement. Overall the smallest flow

rates have the lowest atomic oxygen densities as is the case with argon. Slower

flows have been shown in Chapter 5 to give higher conversions of CO2 and therefore

the production of atomic oxygen will also be higher. The trend observed however

is that slower flows have lower atomic oxygen densities and this would indicate

that atomic oxygen is been reused after the initial dissociation of CO2 to produce

more CO and O2. Since the lower flow rates increase the residence time it is also

possible that atomic oxygen is been depleted by other means such as recombination

with itself, but this is not possible to determine experimentally and if the carbon

monoxide density shows the opposite trend with flow rate, as expected, it seems
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Figure 7.10: Atomic oxygen density as a function of flow rate for a helium
plasma with a plasma power of 30 W and a CO2 admixture of 1.5%. There is
again reasonable agreement between the experiment and simulations with the
absolute densities being of the same order of magnitude. The general trends
also agree fairly well with the lowest flow rates having the lowest atomic oxygen
density, which would suggest atomic oxygen is being used to produce more

carbon monoxide.
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reasonable to conclude that the recycling of atomic oxygen is an efficient and

important dissociation process.

7.4.2.3 Lifetime Comparison

Figure 7.11 shows the variation in lifetimes for the flow variation for both argon

and helium. Since the CO2 admixture is constant for all the measurements as

the density of the carrier gas the only things that will affect the value of the

lifetime is the species present in the admixture at the end of the plasma which will

be different for each measurement with more carbon monoxide and less carbon

dioxide in low flow rate measurements and vice versa for high admixtures and

the gas temperature. A higher gas temperature will decrease the lifetime of the

state due to increased quenching rates and this could also potentially explain the

observed trend, but it has not been measured.

 1

 1.2

 1.4

 1.6

 1.8

 2

 2.2

 2.4

 2.6

 2.8

 0  200  400  600  800  1000 1200 1400 1600 1800 2000 2200

L
if
e
ti
m

e
 (

n
s
)

Flow rate (sccm)

Argon
Helium

Figure 7.11: The lifetimes of the excited state of atomic oxygen as a function
of the total flow rate of the input gases with a constant 1.5% CO2 admixture.
The lifetime changes substantially for helium due to the effect of small yields
of carbon monoxide being produced for high flows, as the admixture remains
constant it is only the contents of the admixture that will affect the lifetime.
For argon the lifetime is fairly constant as argon is the most effective quencher.

The lifetime for argon is fairly constant for the different flow rates and this is

expected as argon is a very effective quencher and its density remains unchanged
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throughout the measurements. The lifetime for the 200 sccm flow rate reduces

drastically for both argon and helium and this is likely due to the high degree of

dissociation expected for the smallest flow rate. For helium, however, the lifetime

is changing for the different flow rates due to helium being a poor quencher of

atomic oxygen and a large proportion of the collisional quenching coming from the

admixture despite the smaller densities. As the conversion starts to increase with

smaller admixtures the lifetime reduces suggesting that CO is more effective at

quenching atomic oxygen than CO2 but both are not as effective as argon, largely

due to their respective densities. The quenching coefficients of atomic oxygen for

CO and CO2 given in [146] are 4.9x10−16 m3s−1 and 6.6x10−16 m3s−1 respectively,

and since these are very similar the large decrease in lifetimes of the excited state

for the 200 sccm flow seems to be due to the increased gas temperature.

7.5 Measuring the Carbon Monoxide Density

Measuring the carbon monoxide density using TALIF is done in much the same

way as atomic oxygen. The wavelength used for the two photon excitation and

the fluorescence wavelengths are obviously different for carbon monoxide and the

two-photon excitation used is 230.15 nm and the fluorescence signal is 486 nm in

accordance with [147].

The main difference between using TALIF to measure carbon monoxide as

opposed to atomic oxygen is that it is possible to store carbon monoxide in a

known quantity and therefore carbon monoxide measurements can be calibrated

with itself. Being able to calibrate the signal with a signal of exactly the same gas

means that many of the approximations used for the unstable species are no longer

present. The main source of uncertainty in the atomic oxygen measurements comes

from the ratio of the excitation cross sections, which for atomic oxygen and xenon

has an uncertainty of ∼20% [136]. Whilst the excitation cross sections are also

not known for carbon monoxide, as with atomic oxygen and xenon, the ratio of

the carbon monoxide cross section with the calibration gas is known to be one and

this eliminates the main source of uncertainty in TALIF.
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7.5.1 Admixture Variation

The admixture variation measurements were performed under the same conditions

as the FTIR experiments, plasma power of 30 W and flow rate of 1 slm, to directly

compare the carbon monoxide densities at the start of the effluent and far into

the effluent. According to the simulation results there should not be any large

difference between these two densities as carbon monoxide is a stable molecule

and there is very little recombination in the effluent for the relatively low gas

temperature in these plasmas.

7.5.1.1 Argon

The carbon monoxide densities as a function of admixture in an argon carrier gas

are shown in Figure 7.12 for the TALIF measurements and the simulation. For

small CO2 admixtures there is reasonable agreement between the TALIF measure-

ments and the simulation densities, however there is some discrepancy for the high

CO2 admixtures.
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Figure 7.12: Carbon monoxide densities measured using TALIF for a constant
plasma power of 30 W and flow rate of 1 slm. There is a reasonable agreement
between the TALIF measurements and the simulations for low CO2 admixtures,
however for the higher values there is some discrepancy between the two values.
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The TALIF measurements are performed just at the exit of the plasma less

than 2 mm into the effluent. This is because atomic oxygen is a very short lived

species and cannot be measured far into the effluent like carbon monoxide. Whilst

carbon monoxide is a stable species that will not decay further into the effluent it is

also a diatomic molecule. Diatomic molecules have more degrees of freedom than

atoms as whilst they may be in the electronic ground state they are not necessarily

in the vibrational ground state. Like CO2, CO also has many vibrationally excited

states up to the dissociation energy of 11.3 eV [148].

Just millimetres into the effluent it is still possible that carbon monoxide

exists in a vibrationally excited state that would have relaxed down to the ground

state by the time it would have reached the FTIR. If the carbon monoxide molecule

is vibrationally excited the two photon excitation wavelength used would not have

the correct energy to excite the molecule into a state that will fluoresce with

a photon wavelength the camera is detecting. Therefore it is possible that by

measuring the carbon monoxide density just in the effluent of the plasma the

density measured is much lower than expected.

Figure 7.13 shows the carbon monoxide density from the simulations that

include vibrational states of carbon monoxide in a similar manner as for CO2 by

using cross-sections to obtain electron impact excitation rate coefficients [149].

The ground state density at the end of the plasma is then plotted as well as

the ground state density 2.5 mm into the effluent to cover the region where the

TALIF measurements are performed. The area between the two simulation points

is shaded as the TALIF measurements were performed between those two points.

The agreement between the experiment and simulation is now much improved

but there is still some disagreement for the CO2 admixtures where gamma mode

was observed in the FTIR experiments and it follows that if these admixtures are

still in gamma mode the amount of ground state carbon monoxide depletion from

vibrational excitation would be increased and the measured densities from TALIF

would be lower than what is predicted by the model.

7.5.1.2 Helium

In a helium carrier gas the results are much the same as for argon. Figure 7.14

shows that the carbon monoxide density measured by TALIF is still consistently
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Figure 7.13: Comparing the TALIF measurements to just the ground state
carbon monoxide densities in simulations that includes vibrational states of
carbon monoxide at the exit of the plasma and 2.5 mm into the effluent there
is much better agreement between the results. Therefore it seems likely that a
significant portion of the carbon monoxide density is still vibrationally excited at
the point where the TALIF measurements are performed leading to significantly

lower carbon monoxide densities detected.

lower for all CO2 admixtures than the simulation density. The overall trend how-

ever does agree well with the FTIR measurements which is to be expected as no

discontinuity was seen in the helium measurements as there was with argon.

Figure 7.15 shows the TALIF measurements again compared with the ground

state densities of carbon monoxide for simulations including the vibrational states

of carbon monoxide as applied in the case of argon stated previously. As previously

the agreement between the model and the simulation is improved with the TALIF

measurements better matching the ground state densities of carbon monoxide just

at the exit of the plasma. The simulation is over-predicting the ground state

density of carbon monoxide. However, the simulations have always over-predicted

the yield of carbon monoxide in helium and so this result is not unexpected. This

Figure shows that is a considerably amount of vibrational excitation of carbon

monoxide in the plasma, as with CO2, but it is not dissociated due to the high

bond energy of the molecule. This also supports the analysis of electron energy

loss fractions that showed a significant amount of electron energy lost to carbon
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Figure 7.14: Carbon monoxide densities measured using TALIF for a constant
plasma power of 30 W and flow rate of 1 slm. As with argon the TALIF
measurements are consistently lower than the simulation density but the overall

trend is similar to that of the FTIR measurements.

monoxide vibrational excitation at the exit of the plasma.

Therefore it is reasonable to conclude that the difference in ground state

densities observed between the FTIR and TALIF experiments is due to electron

induced vibrational states of CO still existing just into the effluent although they

all decay back to the ground state by the time the gas reaches the FTIR gas

cell. In order to determine if vibrational excitation is the cause of the discrepancy

the TALIF measurements can be repeated further into the effluent where the

excited carbon monoxide molecules have decayed back to the ground state using

vibrational cross sections as described in Laporta et al. [149]. The simulation can

be used to determine the appropriate distance.

7.5.1.3 Relaxation of Vibrationally Excited Carbon Monoxide

Whilst measuring just into the effluent is necessary for short lived atomic species

such as atomic oxygen it does not give ideal results for diatomic molecules such

as carbon monoxide the total density of the species are to be measured. Figure

7.16 shows that both the atomic oxygen and carbon monoxide density change
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Figure 7.15: For a simulation that includes vibrational states of carbon
monoxide the ground state densities of carbon monoxide agree very well with
the TALIF measurements. The simulation densities for the ground state of car-
bon monoxide are taken at the exit of the plasma and 2.5 mm into the effluent

in order to include the area where the TALIF measurements are performed.

drastically just outside the plasma. For the effluent simulations the input power

is set to zero after 5 cm as that is the length of the electrodes and this causes the

electron temperature to drop to zero and as such no electron dependent reactions

occur afterwards. As such the production pathways for species such as atomic

oxygen and vibrationally excited molecules drop to zero and the species density

drops.

Within the first 5 mm of the effluent simulation, which was performed in an

argon carrier gas with an admixture of 1.5% with a plasma power of 30 W and

a flow rate of 1 slm, the ground state density of carbon monoxide reaches the

same density as the previous simulations without the vibrational states of carbon

monoxide. Therefore by measuring one or two centimetres into the effluent all

of the carbon monoxide should have decayed back down to the ground state and

the TALIF measurements should more closely match the FTIR experiments. The

corresponding atomic oxygen densities at these distances have decayed to too low

a level to be detected by TALIF however, showing the necessity to measure as

close to the plasma as is possible in that case. Since the laser profile used for

the TALIF measurements has a finite width it is possible to spatially resolve the
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Figure 7.16: The species densities of ground state CO2, CO, O2, O3 and O
in an argon plasma with a 1.5% CO2 admixture with a plasma power of 30 W
and a flow rate of 1 slm. The ground state density of carbon monoxide rises
sharply after the plasma for the first 5 mm until it reaches steady state due
to the relaxation of vibrational states. This region is the region in which the
TALIF measurements are performed and so this is likely to have an effect on

the measured ground state density.

species density in the effluent and through this method it is possible to measure the

decay rate of vibrationally excited carbon monoxide under the effluent conditions.

7.5.1.4 Lifetime

The minimum distance needed for all of the vibrational states of CO to decay will

be different depending on the carrier gas. Figure 7.17 shows that argon is a very

effective quencher of the excited state of carbon monoxide. Argon is so effective

at quenching CO that it was not possible to accurately measure the decay rate

using the iCCD. Although it was possible to detect the decay of the fluorescence

signal in argon, it was too quick to obtain enough data points to reliably fit a ex-

ponential decay to the data and as such the absolute density measurements were

not accurate. As a consequence it proved necessary to use quenching coefficients

to calculate the effective lifetime for the conditions expected and then calculate

the absolute density. The quenching coefficients are calculated from cross-sections
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[143] for the different plasma species by multiplying them by the thermal veloc-

ity. There is a temperature dependence in the quenching rates which could be

important for measurements performed at the exit of the plasma.

 0

 1

 2

 3

 4

 5

 6

 7

 0  0.25  0.5  0.75  1  1.25  1.5  1.75  2  2.25  2.5

L
if
e
ti
m

e
 (

n
s
)

CO2 admixture (%)

Argon
Helium

Figure 7.17: The lifetimes of the excited state of carbon monoxide in both a
helium and argon carrier gas. As with the atomic oxygen lifetimes argon is a
much more effective quencher than helium, so much so that the lifetime of the
exited state in argon was calculated using quenching coefficients due to it being
too low to accurately measure using the iCCD. There is also a large variation in
the lifetime for a helium carrier gas showing that the CO2 density has a larger

effect on the lifetime than the helium density.

The lifetime of the excited state of CO for argon remains fairly constant with

CO2 admixture because argon is a far more effective quencher, due to the much

higher density, than the other species. Since argon is shown to be a much more

effective quencher of electronically excited carbon monoxide than helium it is also

reasonable to assume that it is a much more effective quencher of vibrationally

excited CO2. This would mean that it is unlikely that an argon carrier gas would

produce higher yields of carbon monoxide if the main dissociation pathway was

through vibrational up-pumping and therefore the pathway analysis showing a

two-step dissociation process seems like a more likely pathway.

The lifetime of the excited state of carbon monoxide in a helium carrier gas

becomes smaller as the CO2 admixture is increased. This is due to both carbon

monoxide and carbon dioxide been more effective quenchers than helium and so
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as the helium density decreases and the density of other plasma species increases

the lifetime of the excited state of CO decreases.

7.5.2 Measuring the Carbon Monoxide Density in the Far

Effluent

By repeating the CO density measurements in the far effluent via TALIF the

measured density should much more closely reflect the total density of carbon

monoxide due to the relaxation of the vibrational states. The first vibrational

state of carbon monoxide has a vibrational energy of 0.27 eV which is equivalent

to 3133 K. This is an order of magnitude higher than the gas temperature and

therefore the gas temperature is not hot enough to populate the vibrational levels

and due to electron impact excitation not being present in the far effluent there is

no production of vibrationally excited CO. In order to keep the effluent free from

contamination from the set-up used in the FTIR experiments was used and the

laser was positioned just above the end of the swagelok piping.

The effluent TALIF measurements for an argon plasma are shown in Figure

7.18 along with TALIF measurements at the exit of the plasma and the simulation

results. There is very good agreement between the TALIF measurements and the

simulation for the effluent conditions. The effluent TALIF measurements are also

consistently greater in magnitude than the measured densities just at the exit of

the plasma. Therefore it is reasonable to deduce that there is a large amount of

vibrationally excited carbon monoxide just in the effluent of the plasma that will

affect the measured densities by reducing the fluorescence signal. The density of

vibrationally excited carbon monoxide can also be deduced by taking the difference

between the two densities. There is no indication of gamma mode being observed

in the TALIF measurements however, even though the same plasma source is

being used. This is most likely due to the surface of the electrodes been changed

from continued usage as they are no longer copper in colour but blackened due to

overheating.

The small CO2 admixture values in Figure 7.18 are high in comparison to

the simulation values. Since the yield of carbon monoxide in this region is nearly

100% the TALIF values are clearly too high as they equate to far more than a

yield of 100% of carbon monoxide. However the data points are well within error
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Figure 7.18: A comparison between the simulation densities in the effluent
and at the exit of the plasma with the TALIF measurement at the exit of the
plasma and in the effluent in an argon plasma with a plasma power of 30 W and 1
slm flow rate. There is very good agreement between the effluent measurements
and the corresponding simulation densities. For low CO2 admixtures the TALIF
densities are too high and correspond to CO yields of far over 100%. This is
due to the calculating the lifetime using quenching coefficients predicting a very

short lifetime.

of measured values. The region for the overly high densities is most likely caused

by the quenching coefficients used to calculate the lifetime of the excited state of

carbon monoxide.

If the lifetimes in argon followed the same trend as for helium in Figure

7.17 then the lifetime for the small CO2 admixtures would be higher and the

measured densities lower. The lifetimes would also then follow the same trend

as the atomic oxygen lifetimes. The lifetimes calculated for the argon cause are

clearly dominated by the argon quenching rate as the lifetime is constant with

CO2 admixture. Therefore the quenching rate with argon is likely to be too high

and causing larger measured densities. The iCCD should not have difficulty in

measuring lifetimes of 0.5 ns and higher. The calculated lifetime is a realistic

value as it is much smaller than what the iCCD can comfortably measure but it

will increase the error in the measurement as there is an error associated with the

quenching rates.
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Figure 7.19: A comparison between the simulation densities in the effluent
and at the exit of the plasma with the TALIF measurement at the exit of the
plasma and in the effluent in a helium plasma with a plasma power of 30 W
and 1 slm flow rate. The density is measured in the effluent is once again
consistently higher than what was measured at the exit of the plasma. The
agreement between the TALIF measurements and the simulation is about as

good as for the FTIR and the simulation results.

Figure 7.19 shows the effluent measurements for the helium case. Once again

the density measured in the far effluent is consistently higher than the those for

the exit of the plasma. The agreement between the simulation and the model

is once again not as substantive for helium as argon. However, the agreement

for helium between the far effluent TALIF measurements and the FTIR measure-

ments is similar. The observed trend does differ slightly to the trend in the FTIR

measurements for the higher admixtures of CO2. There is a much more clearly

defined maximum in the TALIF measurements and since this occurs for the same

CO2 admixtures as where the gamma mode was observed in the argon FTIR mea-

surements but not TALIF, it can be concluded that there is likely to be a lower

electron density in the high CO2 admixture conditions in the reactors current state

as opposed to previously. This has implications in the utilisation of the plasma

source as for certain admixtures the condition of the electrodes seems to be crucial

for optimum performance.
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7.5.2.1 Comparison Between TALIF and FTIR Densities
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Figure 7.20: A comparison between the absolute ground state carbon monox-
ide densities measured using the FTIR and TALIF with respect to CO2 admix-
ture. The absolute densities measured using the FTIR are shown in red and
TALIF in blue and the helium results are denoted using crosses and argon solid
shapes. The absolute densities measured using the two different diagnostic tech-
niques are in good agreement and almost all agree within the errorbars. The
largest difference comes from the high CO2 admixtures where gamma mode was

observed in the FTIR measurements and not in TALIF.

The absolute ground state carbon monoxide density measurements using the

two different diagnostics of FTIR and TALIF are shown in Figure 7.20 with respect

to CO2 admixture with both methods having a constant flow rate of 1 slm and

plasma power of 30 W. There is very good agreement between the two diagnostic

methods with the majority of the data points agreeing within error. The FTIR

measures a higher carbon monoxide density than TALIF except in argon for the

lowest CO2 admixtures where the TALIF measurements predict a yield of over

100% and the causes were discussed in the previous section where the lifetimes of

the excited carbon monoxide states were measured. The disagreement in the high

CO2 admixtures where gamma mode was observed for the FTIR measurements

was also discussed in the previous section, where carbon monoxide densities were

measured in the effluent using TALIF. TALIF also has an advantage over FTIR

as a diagnostic as it can be employed locally and with spatial resolution.
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Figure 7.21: The carbon monoxide density measured using TALIF, in the
far effluent, plotted against the same measurements using the FTIR. There
is a linear trend observed between the two diagnostics measured, as expected
as the different diagnostics methods should not depend on plasma parameters.
The maximum in CO density also occurs for the same CO2 admixture. However
since gamma mode was not observed in the TALIF measurements in the effluent
there is a discrepancy in the linear trend observed when the FTIR measurements

showed signs of a gamma mode.

The good agreement between the absolute carbon monoxide densities means

that there will also be good agreement between the yield and energy efficiency

of the dissociation process since the specific energy input is the same for each

diagnostic method. The good agreement between the two different diagnostic

method also provide more validity to the two different methods and provides more

confidence in the results presented as it is unlikely that both methods would be

over or under-predicting the carbon monoxide density by the same amount. These

results also show that, for alpha mode at least, the performance of the reactor is

very consistent in yield at each time in use and can continue to produce high yields

even after long periods of use. This is important information for the potential of

an industrial use for this plasma.

Since both the FTIR and TALIF measurements in the far effluent are showing

the same trend with respect to CO2 admixture, they should show a linear trend

with respect to each other as each diagnostic method should not depend on the

plasma parameters. Figure 7.21 shows that there is a linear dependence between
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the FTIR and TALIF measurements in the far effluent. At least for the majority of

the measurements, there is a deviation from this trend for the FTIR measurements

in gamma mode, which was not observed in the TALIF measurements in the far

effluent. The maximum in CO density is also observed for the same CO2 admixture

in the alpha mode and so the remaining data points would be expected to follow the

linear trend in the opposite direction, as observed for the 1.75% CO2 admixture.

7.5.2.2 Vibrational Carbon Monoxide Density

Figure 7.22 shows the vibrational state densities of carbon monoxide deduced

from the TALIF measurements. The vibrational states measured will consist of

all those present in the effluent of the plasma but it is the lowest energy states

that will be the most densely populated, although it is not possible to resolve these

densities into individual vibrational states. This would, however, be possible in an

FTIR with a small enough path length but would be very difficult to achieve at

atmospheric pressure. Raman spectroscopy would be the best method to measure

vibrational states of CO and CO2.

There is not a clearly defined trend in the argon TALIF results due to the

lifetime of the excited state being calculated instead of measured and this will

add extra uncertainty to those measurements that becomes apparent when taking

the difference between the two densities. However there is a clear trend in the

helium measurements and a good agreement in trends and reasonable agreement

in density between TALIF and the simulations. The vibrational state density is

usually higher in argon compared to helium, which is expected as not only is the

carbon monoxide density higher the electron density and temperature are also

predicted to be higher by the model and these factors would lead to an increase

in vibrational excitation. The density of the vibrational states are shown to be

between 40-50% of the total carbon monoxide density.

There is more of a trend in the helium vibrational state densities which differs

slightly from the trend observed in the ground state density. The maximum in

the vibrational state density in helium is observed for a CO2 admixture of 1%

whilst the maximum ground state density is for a 1.5% admixture according to

the TALIF measurements. This difference in maximum densities can be explained

by considering the quenching of the vibrational states. As observed in the lifetime

measurements increasing the CO2 admixture in helium increases the quenching
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Figure 7.22: By finding the difference between the ground state densities in
the far effluent and just at the exit of the plasma it is possible to determine the
vibrationally excited densities of carbon monoxide for both the TALIF mea-
surements and the simulation. The majority of this density will be populated
with very low energy states and will demonstrate the amount of electron energy
that is ’wasted’ at the end of the plasma when the carbon monoxide density is
at its highest. The vibrational carbon monoxide density is higher in the simula-
tions compared to the experiment due to either uncertainties in the vibrational

excitation reaction cross sections or the quenching rates.

of the electronically excited carbon monoxide state and appears to also increase

the quenching of the vibrational energy states and supports the pathway analysis

results of a two step dissociation process as whilst the vibrational densities are

quite high there is also clearly a high level of quenching.

7.5.3 Flow Variation

Now that the absolute ground state density can be accurately measured through

TALIF, measuring the absolute density of CO with respect to the total flow rate

of the plasma and comparing the trend to that of atomic oxygen will provide the

best insight into whether it seems that atomic oxygen is being recycled to produce

more carbon monoxide and oxygen.
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7.5.3.1 Argon
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Figure 7.23: The absolute carbon monoxide density as a function of the total
flow rate of the gas with a constant CO2 admixture of 1.5% and plasma power
of 30 W in argon. The overall trend in the carbon monoxide density is similar
between the TALIF measurements and the simulations under the same condi-
tions with an increased residence time from the decreased flow rate increasing
the carbon monoxide density. This is opposite to the trend observed in atomic
oxygen which suggests that atomic oxygen is being used to produce more carbon

monoxide.

The absolute carbon monoxide densities measured in the far effluent of the

plasma using TALIF in an argon carrier gas with respect to the total flow rate

of the gas are shown in Figure 7.23. The measurements were performed using a

constant CO2 admixture of 1.5% and plasma power of 30 W, the same as those used

for the atomic oxygen flow variation. The overall trend of the carbon monoxide

density is similar to that of the simulation with the absolute densities agreeing

within error. However the predicted yield is much higher in the simulation for the

lowest flows but the agreement improves as the flow rate is increased.

The trend in carbon monoxide density is the exact opposite of the one ob-

served for the atomic oxygen density where the density would decrease with de-

creasing flow. This strongly suggests that atomic oxygen is reacting with excited

CO2 to produce more CO. As the residence time increases the amount of suffi-

ciently excited CO2 and also the rate of the recycling reaction increases and the
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carbon monoxide density increases. The main loss channels of carbon monoxide

is the reverse reaction to CO2 but the atomic oxygen density has been shown to

decrease and so the CO losses do not significantly increase. If there was a sim-

ple splitting of CO2 the same trend would be expected between carbon monoxide

and atomic oxygen densities but the observed trends are those expected from the

pathway analysis work.

7.5.3.2 Helium
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Figure 7.24: The absolute carbon monoxide density as a function of the total
flow rate of the gas with a constant CO2 admixture of 1.5% and a plasma power
of 30 W in helium. The model predicts a far more sharply increasing density
with reducing total flow and always predicts a higher carbon monoxide density,
as have all of the helium simulations. There is also a maximum density obtained
in the helium carrier gas with the density remaining 1.5 X 1017 cm−3 for both

200 and 400 sccm.

Figure 7.24 shows the carbon monoxide density as a function of flow rate for

the helium carrier gas. The agreement between the model and the experiment is

not as good for the helium case and although the general trend is similar there are

a few points of difference. As with the argon case as the residence time increases

the carbon monoxide density increases which is once again the opposite trend to

the atomic oxygen density and so helium, like argon, appears to show that atomic

oxygen is used to produce carbon monoxide in the plasma.
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There is a maximum carbon monoxide density, and therefore conversion, ob-

served in the helium case. For both the 200 and 400 sccm total flow rate points

the carbon monoxide density peaks at 1.5 X 1017 cm−3 which is only a yield of

40.89 %. Higher yields have been presented in this work with smaller CO2 admix-

tures in helium and so this only appears to be a limit for this particular admixture.

Since the model doesn’t show the same limit, and has always been more inaccurate

than the argon model, there is clearly still more to be understood in how helium

interacts with the admixture in these plasmas.

A possible explanation for this limit can be found in the electron energy loss

fractions shown in the previous chapter. Since a significant amount of electron

energy is lost through collisions with the carrier gas and as more CO2 is converted

more electron energy is lost into excited states of carbon monoxide and therefore it

is possible that very little electron energy is being deposited into CO2 dissociation

channels, and Figure 7.25 supports this.
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Figure 7.25: The electron energy loss fractions in a helium CO2 plasma with
a 40% conversion into CO as seen in the 200 and 400 sccm flow rates. For
the reduced electric field range seen in these plasmas approximately 90% of
the electron energy is being deposited into non-dissociative electron energy loss

channels.

Approximately 90% of the electron energy is being deposited into channels

that do not lead to dissociation, most of the energy is being lost to CO excitations

but there is still a significant amount lost to effective momentum transfer with
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the carrier gas and symmetric stretches of CO2. The gas fractions put into the

Bolsig+ calculations are those of the conditions measured in the far effluent of

the 400 sccm total flow rate condition presented in this section and therefore it

shows that even though the residence time is doubled for the 200 sccm case most

of the electron energy will not possibly lead to dissociation. However since some

energy is still going into dissociative channels it does not explain why no increase

is conversion is seen. The simulation is not showing this effect because of the lack

of excited carbon monoxide states included for simplicity and ease of determining

conversion rates. Including a full set of vibrational states should improve the

agreement between the experiments and simulation.

7.5.3.3 Lifetime
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Figure 7.26: The lifetimes of the excited state of carbon monoxide in both
argon and helium carrier gases. Again the argon lifetimes are calculated from
quenching rates and there is little difference with flow rate. For helium the
lifetime reduces as the flow rate reduces as self quenching has a substantial

effect on the lifetime.

Figure 7.26 shows the lifetime of the excited state of carbon monoxide for

the flow rate variations. As the argon case lifetimes are again calculated from the

quenching coefficients the lifetime is remaining constant for all conditions which

will lead to some uncertainty in the measured densities. For the helium case
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the lifetime reduces with decreasing flow rate. This is due to the increased self

quenching as the conversion increases with the increased residence time. Since the

admixture remains constant the carrier gas density is also constant and it is only

the contents of the admixture that changes. Therefore the reduction in lifetime

must be due to self-quenching, or O2, as the CO2 density reduces with admixture.

Looking at the quenching coefficients for CO, [143], both O2 and CO should be

effective at quenching the state as the quenching rate for O2 is approximately

twice that of self quenching but the density is approximately half due to molecular

oxygen forming for roughly every two CO2 dissociation reactions. Since a large

difference in lifetime is observed for the 200 and 400 sccm measurements it seems

unlikely that the conversion is the same for each case as if the conversion is the same

the gas mixture should be the same and the measured lifetime should be the same

since the measurement was performed in the far effluent where the temperature

should be the same for all measurements.

7.5.3.4 Comparison to the FTIR Measurements
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Figure 7.27: A Comparison of the Absolute Densities of Carbon Monoxide
Measured Using TALIF and FTIR as a Function of Flow. The FTIR measure-
ments are shown in blue and the TALIF measurements in red with the argon
carrier gas results shown using crosses and the helium, squares. The agreement
is once again very good with most data points agreeing within error with the

FTIR always yielding a higher absolute density.
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The absolute ground state densities measured using TALIF and FTIR spec-

troscopy are shown in Figure 7.27. Once again there is very good agreement

between the measured densities using the two different diagnostics with most the

data points agreeing within their respective errors. The densities measured using

FTIR spectroscopy are also consistently higher than the TALIF measurements as

well as having a smaller error associated with them. Therefore FTIR spectroscopy

appears to be a better diagnostic method for measuring ground state CO densi-

ties but TALIF has many other advantages such as the ability to measure short

lived atomic species and the potential to spatially resolve the absolute densities

by moving the laser beam with respect to the exit of the plasma [77].

The maximum yield observed in the helium TALIF measurements was not

observed in the FTIR measurement and this could be due to the measured lifetime

as stated earlier but the flow controller used for the FTIR measurements also had

a minimum flow rate of 200 sccm and so can be considered the least accurate data

point for the FTIR measurements whilst the minimum flow on the flow controller

used for the TALIF measurements was 100 sccm and as such the CO2 admixture

in the FTIR experiments was likely slightly below 1.5%.

Through the complementary nature of experimental and computational work

the radio frequency atmospheric pressure plasma for the conversion of CO2 has

been well characterised and understood with operating regimes discovered to pro-

vide a high range of yields with very good energy efficiencies for the yields ob-

tained. However, in order for these plasmas to be successfully implemented on an

industrial scale the ease of utilisation must also be investigated.
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Utilising the Carbon Monoxide

Whilst the focus of this work has currently been on converting CO2 to produce

CO and optimise the system, this is only the first step on the way to producing

an industrial technology. Whilst optimising the yield and energy efficiency are

vital for showing the potential of plasma reactors for the conversion of CO2 it is

equally vital to show that the carbon monoxide produced is able to be utilised

effectively to give the desired results. This can be achieved either through the

direct utilisation of CO or by attempting to separate the gases [150].

In order to test how effectively the carbon monoxide produced can be utilised

it is necessary to test the technology on a chemical application. For the most

energetically efficient plasma reactors, such as microwave plasmas, the aim is to

produce carbon neutral fuels through combining the carbon monoxide with hydro-

gen to produce syngas. For the plasma reactor shown in this work the high yields

obtained with low energy efficiencies compared to the microwave plasmas shows

these plasmas to be more useful as a greener source of carbon monoxide than dry

reforming of methane.

Since the plasma runs in atmospheric pressure and standard temperatures a

chemical application that requires carbon monoxide and also runs in these condi-

tions is a perfect test for utilising the carbon monoxide as the effluent can simply

be run through the reaction vessel. Although the effluent is mostly comprised of

the carrier gas, which will be argon for the chemical applications due to the high

yields of CO obtained and the sustainability of the argon compared to helium, the

carrier gas is inert and should not interfere with the reactions.

129
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8.1 Using the Carbon Monoxide for Chemical

Synthesis

The reaction of choice used to test the usability of the carbon monoxide is the

hydroxycarbonylation of aryl halides into aromatic acids, which is simple to oper-

ate and reacts in ambient conditions [151]. The reaction the carbon monoxide has

been used for is shown in Figure 8.1. This reaction has been shown to produce

high yields of product, up to 90%, with high selectivities using a palladium cata-

lyst. Therefore if the carbon monoxide from the plasma effluent can replicate the

high yields of product the plasma reactor could be used as a method of turning

waste CO2 into a valuable product. Aromatic acids such as the one produced in

this reaction are useful in pharmaceuticals and agrochemicals.

Figure 8.1: The reaction being used to test the usability of the carbon monox-
ide as described in [151]. The reaction being used is the hydroxycarbonylation
of aryl halides into aromatic acids and has been shown to produce high yields

with high selectivities under ambient conditions.

The conditions used to produce the carbon monoxide used were selected to

produce high yields of carbon monoxide whilst also trying to have the highest con-

centration of carbon monoxide in the effluent and therefore a 1% CO2 admixture

was used in a total flow of 0.5 slm with an argon carrier gas and a plasma power

of 30 W. The yield of carbon monoxide is over 90% with the effluent containing

2.26 X 1017 cm−3. The effluent was bubbled into the reaction mixture for 4 hours

in accordance with the experimental procedure in the literature and the reaction

mixture was analysed using nuclear magnetic resonance (NMR) to measure the

yield of product.

The first results of trying to utilise the carbon monoxide where far from ideal

with 0% conversion achieved and the literature results where repeated with pure

carbon monoxide from a bottle. This was due to the ozone produced by the

plasma reacting with the palladium catalyst and preventing it from catalysing the
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Reaction time (hours) Concentration of Catalyst (mole %) Product (%)
2 2 4
2 10 12
2 20 10
4 10 11

Table 8.1: The percentage of product produced from the carbon monoxide
produced by the plasma with respect to the concentration of the palladium cat-
alyst and the time allowed for the reaction. Increasing the concentration of the
catalyst provides some improvement in yield but not indefinitely. Increasing the
reaction time also does not provide any improvement in the yield and therefore

it appears that the catalyst is still being compromised.

reaction and therefore the reaction would not occur under ambient conditions.

Whilst stopping the plasma from producing ozone is very difficult removing ozone

from the effluent is not. There are catalytic ozone scrubbers in production that

are possible to add the gas lines after the plasma and before the reaction mixture

to remove the ozone from the effluent. The effectiveness of the scrubber was tested

using the FTIR and it was observed to remove the ozone peaks from the infra-red

signal without having an impact in the carbon monoxide density.

Having removed the ozone from the plasma effluent and by using a less vis-

cous version of the reaction solvent to allow the effluent to better defuse into the

reaction mixture the plasma created carbon monoxide was able to produce 4% of

the desired product, far from the desired 90% but an improvement. By increasing

the concentration of the palladium catalyst in the reaction mixture the conver-

sion was increased to 12% as shown in Table 8.1 with only two hours of bubbling

time but by doubling both the reaction time and the concentration of the catalyst

no improvement in the yield was seen. This suggests that the catalyst is being

compromised by something else in the effluent.

Since the ozone has been removed from the scrubber and argon is inert the

only main products left that could be affecting the reaction are the unreacted

CO2 and the O2 produced. The reaction in question is strongly alkaline and CO2

reacting with water to form carbonic acid is well known. Water is present in

the reaction mixture for the formation of aromatic acids and the formation of

carbonic acid would change the pH of the reaction significantly enough to prevent

high yields of aromatic acids. Figure 8.2 shows the pH of the reaction mixture for

pure CO from a bottle and plasma produced CO with respect to the reaction time.

It is clear that a significant amount of acid is being produced by the unreacted
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CO2 in the plasma produced carbon monoxide and this is preventing the same

yields of aromatic acids being formed.
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Figure 8.2: By monitoring the pH of the hydroxycarbonylation of aryl halides
into aromatic acids for both pure CO from a bottle and plasma produced CO it
is clear that an acid is being produced during the plasma produced CO experi-
ments and this is having a significant effect on the yield of aromatic acids. The
acid being produced is carbonic acid from the unreacted CO2 and water in the
reaction mixture and further experiments showed that even for conditions were
the CO2 conversion was close to 100% enough would reach the aryl halides to

affect the yield of aromatic acids.

A lime water trap was added to the gas lines to trap the unreacted CO2 and

smaller CO2 admixtures of 0.5% were used to try and limit the amount of CO2

reaching the reaction mixture but no significant increase was seen in the yield

of aromatic acids. Whilst the yields achieved using the plasma produced carbon

monoxide were low and far from those of pure carbon monoxide some yield was

observed. Therefore the problems with utilising the carbon monoxide are largely

down to issues with separating the product, CO, from the reactant CO2 which

only highlights the need to consider how the carbon monoxide can be used once

produced. Another method to utilise the carbon monoxide that was considered

was to selectively remove the carbon monoxide from the effluent and store it for

future use.
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8.2 Storing the Carbon Monoxide for Future Util-

isation

Carbon monoxide is known to be soluble in polar aprotic solvents such as dimethyl

sulfoxide (DMSO) and dimethyl formamide (DMF). A polar aprotic solvent is

one that will dissolve many salts but does not possess an acidic hydrogen atom.

However DMF is thought to be carcinogenic and so is not a suitable and DMSO

can irritate the skin and therefore propylene carbonate has also been considered

as a solvent into which the carbon monoxide can be dissolved for later use and

thus remove the problem of unreacted CO2.

Figure 8.3: The saturation of dimethyl formamide with carbon monoxide from
the plasma and pure carbon monoxide. The plasma produced carbon monoxide
is not saturated due to the presence of ozone in the effluent which can easily be

removed using a scrubber.

Figure 8.3 shows the attempts to saturate the solvent DMF with carbon

monoxide. The plasma produced carbon monoxide is shown to not have saturated

the solvent due to the presence of ozone in the effluent which can easily be removed

with an ozone scrubber. The plasma used to try and saturate the DMF was a

1% CO2 admixture in a helium plasma with a plasma power of 30 W. There is

evidence though that CO is stored in the DMF allowing for temporary reversible

storage. This allows for the plasma produced CO to be transported and used in

different reactions, allowing the utilisation of plasma produced CO. Trapping of

CO into polar aprotic solvents is one potential method of separating CO from the

other exhaust gases but more work is needed to demonstrate the capability of this

method on a large scale.



Chapter 9

Conclusion

The aim of this work was to investigate the effectiveness of an atmospheric pressure

radio frequency plasma reactor for the conversion of waste carbon dioxide into

carbon monoxide, a valuable chemical feedstock. Many different plasma sources

have been studied for the conversion of CO2 with varying degrees of success, some

efficient and some able to achieve high yields, but there has always been a trade-

off between the yield and energy efficiency. Radio-frequency atmospheric pressure

plasmas are of interest due to their low cost of running and ability to be easily

scaled to commercially viable industrial levels.

The plasma reactor design used differs slightly to the standard radio-frequency

atmospheric pressure design [77, 78] with an electrode gap of only 0.5 mm. This

was to allow easy use of argon as a carrier gas and also compare argon and helium

as carrier gases for producing desired species in a plasma. The driving frequency

used was also different from the standard for this type of plasma. 40.68 MHz

was used due to the higher electron densities and plasma powers that could be

obtained with high driving frequencies.

The plasma reactor was immediately shown to be highly capable of converting

CO2 into CO with high selectivity, achieving conversions of nearly 100% for CO2

admixtures below 1% with plasma powers of 30 W. However as with all the other

plasma sources this high conversion came with low energy efficiencies with the

highest yield having a conversion efficiency of only 4.52%. The best results were

always shown to be in argon due to the higher conversion in an argon carrier gas

with the same specific energy inputs per molecule of CO2 used when only changing

the carrier gas. The conversion in helium was often found to be only about half

134
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what could be achieved in argon and the reasons behind this formed a large part

of this study.

In comparison to other plasma reactors for converting CO2 the source used

in this study has much higher specific energy inputs per molecule of CO2. This

is because many other plasma reactors have focused on plasmas that can operate

in pure CO2 and the plasma in this study has small admixtures of CO2 in a

carrier gas, greatly reducing the density of CO2 molecules in the plasma even

when compared to plasma reactors operating below atmospheric pressure. This

causes low energy efficiencies but the operating power is much lower than other

plasma sources requiring only tens of Watts instead of hundreds or even thousands.

Whilst these plasmas are not suited for producing carbon neutral fuel from a CO2

emitting energy source. Due to their high yields and ease of use they are ideally

suited for running when surpluses of renewable energy sources are in the grid, as

a result of high levels of wind or sun on a particular day. Running these plasmas

off solely renewable energy sources would result in a net reduction in CO2 levels,

or at least net zero.

This study has shown that the yield of carbon monoxide drops with increasing

CO2 admixture up to the maximum admixture studied of 2.5% and this trend

is expected to continue until it is no longer possible to ignite a plasma. The

corresponding energy efficiency however, does not show the same trend and reaches

a maximum at 1.5% in alpha mode for argon, 2% in gamma mode, and 2.25% in

helium. The energy efficiency trend was shown to match that of the absolute

carbon monoxide density with the maximum energy efficiency corresponding to

the maximum carbon monoxide density. The most energetically efficient CO2

admixture also contains the highest density of carbon monoxide but does not

correspond to the most CO2 converted.

A global model, Global Kin was used to simulate the gas kinetics of the

plasma and was shown to correlate with the experimental results. It can therefore

be used to provide insight of the plasma that either cannot or was not measured

experimentally. The model showed that both the electron temperature and density

for both argon and helium decrease with increasing CO2 admixture. The electrons

eventually becoming to few and/or too cold to produce more carbon monoxide;

thus the density of carbon monoxide decreases. This result is important as it can be

used to tailor the plasma to produce the most effective plasma for the application.
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For instance the electron temperature and density can be influenced by using non-

sinusoidal tailored waveforms which then increase the yield and energy efficiency

further and the increased electron density in gamma mode results in the increased

carbon monoxide densities observed.

The electron temperature and density were also shown to be higher in argon

than helium and this goes part of the way to explaining the higher conversion

seen in the majority argon plasmas. The electron energy distribution functions

were also shown to be more favourable for CO2 conversion in argon than helium.

Since the bond energy of CO2 is 5.5 eV and the energy required for direct electron

impact dissociation is over 7 eV, having a higher density of electrons in this energy

range leads to a greater chance of electrons dissociating CO2 and therefore the

distribution of electron energies were shown to be better in argon than helium.

Looking at the electron energy loss fractions for the same reduced electric

field values as observed in the global model show that a large reason for the

difference in yield and therefore energy efficiency between argon and helium is

due to only a small percentage of the electron energy being lost to momentum

exchanges with argon, whilst nearly a quarter of the electron energy is lost in

momentum exchanges with helium. This difference in energy losses is due to the

Ramsauer minimum which means that electrons can essentially pass through argon

atoms whilst they will collide with helium and therefore less of the electron energy

will go into desirable channels that dissociate CO2.

Observing the electron energy losses in the plasma with an admixture com-

prised of what is expected at the end of the plasma rather than the start also

showed that a significant amount of the electron energy is lost in collisions with

carbon monoxide. Therefore as the plasma evolves less, and less of the electron

energy is deposited in desirable channels and more is wasted in other excitation

processes. Increasing the flow rate decreases the electron energy losses to the prod-

ucts and leads to an increase in energy efficiency until the yield becomes so low

that it negates the lower specific energy input.

The global model was also used to observe how the densities of the plasma

species change throughout the plasma and the species densities where shown to

not be in equilibrium at the exit of the plasma. Therefore a variation of the flow

rate was performed to ascertain whether the conversion would be increased with

increased residence time and to see if the energy efficiency would increase. A
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1.5% CO2 admixture was used for this variation as it provided the highest energy

efficiency in alpha mode. The model was shown to correlate once again with the

experimental results; the yields of carbon monoxide increasing with decreasing

flow rate and the energy efficiency increasing with increasing flow rate (due to

the loss in yield being outweighed by the reduction in specific energy input per

molecule of CO2). A new maximum energy efficiency of 9% was achieved for a

yield of over 50%. Whilst this energy efficiency is still too low to produce fuels

with a net reduction in CO2 it does show that radio-frequency plasmas can achieve

efficiencies equivalent to those of DBD plasmas with higher conversions.

Pathway analysis of the chemical reactions was also performed on the global

model results to provide insight into how the carbon monoxide is produced and

ascertain whether improvements can be made. The pathway analysis shows that

the carbon monoxide produced was produced in the desirable and energetically

efficient manner and the low energy efficiencies are only a result of the low partial

pressures of CO2 in these plasmas. It also illustrates that a two step process was

observed for the dissociation of CO2 with electrons exciting the carbon dioxide

molecule close to the dissociation limit and then collisions with either the carrier

gas or the atomic oxygen produced from dissociation to complete the dissociation.

Direct electron impact dissociation was also shown to be important but not to the

same extent as the two step dissociation.

Vibrational up-pumping was not observed in these plasmas which is not un-

expected due to the highly collisional nature of atmospheric pressure plasmas and

the low gas temperatures meaning that only single quantum transitions will occur

during vibrational energy exchange. Due to the singe quantum transitions the

highest energy levels that lead to dissociation were not populated through up-

pumping as the vibrational state was more likely to collide with the carrier gas

or atomic oxygen than vibrationally excited CO2 due to the large difference in

densities and therefore reaction rates.

The backward reaction of carbon monoxide and atomic oxygen was also seen

to be very low in rate and therefore the carbon monoxide produced remains very

stable in the plasma and the plasma effluent. This result was expected as the

FTIR measurements were performed in the far effluent and where showing very

high yields of CO for small CO2 admixtures. However as the species in the ad-

mixture evolve throughout the plasma more ozone starts to be produced through

the three body recombination of atomic oxygen and molecular oxygen which is an
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undesirable reaction that reduces the amount of atomic oxygen that can be used

to produce more carbon monoxide.

However the accuracy of the pathway analysis depends entirely on the ac-

curacy of the reaction rate coefficients, which are notorious for inaccuracy and

changing by orders of magnitude depending on the study. Therefore the results

of the pathway analysis could change considerably with different reaction rates or

even within the error of the reaction rates used. Since the dissociation of CO2

was found to be a two step process, the first step been electron impact vibrational

excitation, the error in the reaction rate for the first step also has a big impact

on the results of the model. The reaction rates for the electron impact vibrational

excitation of CO2 are calculated from cross-section data depending on the elec-

tron energy distribution function. Therefore the cross-sections used would also

have a large impact on the results of the model. The cross-sections for almost all

of these processes are approximated using the Fridman approximation, and there-

fore there is already a large uncertainty included in these rates and the accuracy

of the approximated rates depends not only on the accuracy and validity of the

approximation used but also of the cross-section used from which to calculate the

approximations.

There are also many approximations used in the changing of the activation

energy of the reaction rates in accordance with the vibrational energy of the CO2

vibrational state in the reaction. The activation energy of the reaction and the

amount the activation energy is lowered by the vibrationally excited CO2 molecule

have the affect of determining which asymmetric states of CO2 will dissociate.

In this work it was found that only asymmetric states with an energy over 4.5

eV would dissociate through the two main dissociation reactions, however this

depends entirely upon the approximations used in lower the activation energy and

the activation energies in the rate coefficient. Changing either of these would

change which CO2 states dissociate and therefore would affect the yield of CO

and the pathway analysis. Therefore the pathway analysis results hinge on trying

to accurately reflect the plasma chemistry through the assumptions used and must

be validated to experimental data in order to have any relevance.

TALIF measurements were performed to measure both the atomic oxygen

and carbon monoxide densities for the first time on a plasma of this type. The

atomic oxygen density was found to be orders of magnitude lower than the carbon

monoxide density which would not be the case if there was a simple dissociation
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of CO2 into CO and O. The trends observed in the densities of atomic oxygen and

carbon monoxide for a flow variation where shown to be opposite to one another.

Therefore this appears to support the pathway analysis results of atomic oxygen

being used to react with CO2 to produce more CO, which is a highly desirable

result for efficient conversion of CO2. The experiment however, only provides a

qualitative view of the atomic oxygen dynamics and does not conclusively show the

recycling of atomic oxygen as predicted by the pathway analysis. More in-depth

experiments would be required to show that this is occurring more conclusively

and these are discussed in the next section.

TALIF measurements performed on carbon monoxide were also shown to

be able to give a value for the vibrational state density of carbon monoxide by

measuring at the exit of the plasma and the far effluent. It would also be of interest

and possible to measure the increase in carbon monoxide density as a function of

distance into the effluent and measure the rate of decay of the vibrational states

of carbon monoxide and potentially other molecular species that can be detected

using TALIF. The TALIF measurements were also shown to agree well with the

FTIR measurements adding validity to both diagnostic techniques and the yields

reported in this study.

Finally the carbon monoxide was utilised to demonstrate both the ability

of the plasma to produce usable CO and the difficulty of separating the carbon

monoxide from the other plasma species. Both unreacted CO2 and ozone were

found to cause problems for the ability to utilise the carbon monoxide produced.

The ozone produced could be easily removed with a catalytic scrubber but the

CO2 proved to be more difficult to handle. The carbon monoxide produced by a

plasma was shown to be usable but with far less effect than pure carbon monoxide.

However it was also shown that it is possible to dissolve the carbon monoxide in a

solvent to remove it selectively from the effluent. However, more investigation is

needed into how to utilise effectively the carbon monoxide produce by a plasma.

This work has shown that radio-frequency atmospheric pressure plasmas can

convert CO2 with very high yields and high energy efficiencies for the correspond-

ing yields. However the energy efficiencies are still low in comparison to other

types of plasma reactors such as microwave plasmas. The argon CO2 plasmas

were shown to put electron energy into the desirable channels for efficient dissoci-

ation thereby allowing these plasmas to perform better than others of that achieve

the same yields. In order to convert CO2 the most efficiently through plasmas is by
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means of a plasma reactor designed to operate in high CO2 densities, to keep the

specific energy inputs low, and have a reduced electric field value that will lead to

a high proportion of the electron energy being deposited in the desirable channels.

More work however needs to be done on how to use the carbon monoxide once it

is produced in order for plasma produced carbon monoxide to become viable in a

commercially viable industrial setting.

9.1 Outlook and Future Studies

The Phelps cross section set [115] was used for this study and the reasons be-

hind this were discussed in chapter 6. However since this cross section set made

the basis for all of the approximations used to determine the electron impact vi-

brational excitation reactions, which are vital to the dissociation of CO2, a large

amount of the uncertainty in the model comes from this reaction set. Although

the 7 eV electronic excitation of CO2 was shown to be a good approximation for

direct electron impact dissociation, the pathway analysis shows that asymmetric

vibrational excitation is much more important to the overall conversion process.

Therefore determining the best cross section database for asymmetric vibrational

excitation of CO2 should provide the most accurate dissociation reactions overall.

Therefore it is important to use other cross section databases for CO2 in the model

and apply the Fridman approximation again to determine which database would

provide the most accurate results for these plasmas and how much variance there

is between the different databases.

In order to validate the recycling of atomic oxygen, which was shown to be im-

portant in the pathway analysis of the model, more in-depth TALIF experiments

are required. It is possible with TALIF to get highly spatially resolved measure-

ments due to the small beam width of the laser. It would therefore be possible

to provide a small increase in atomic oxygen density at a point in the plasma,

either through a small increase in plasma power for a finite amount of time or the

a brief addition of more oxygen into the plasma admixture. Since the addition of

more atomic oxygen would only be for a finite amount of time the atomic oxygen

density would soon decay and return to the same density as before the addition.

It would be possible to measure the decay of the atomic oxygen density over time.

By considering the particle balance of atomic oxygen in steady state and the main
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production and destruction reactions from the pathway analysis it would be pos-

sible to get a more in-depth picture of the reaction dynamics of atomic oxygen.

This would be done by comparing the trend seen in the decay of atomic oxygen to

what would be expected from a particle balance equation for atomic oxygen using

the main production and destruction reactions from the pathway analysis.

This kind of experiment could also be performed for carbon monoxide. The

addition of carbon monoxide to the plasma would be much easier than the addition

of atomic oxygen due to carbon monoxide been available in bottles and therefore

could easily be added to the plasma admixture and the pathway analysis has

shown CO to be very stable in these plasmas due to the high bond energy of the

molecule. By adding a small amount of CO over a small finite time, as with the

atomic oxygen case, again the decay of the CO density could be measured using

TALIF. Since CO is shown to be stable in the plasma it would be expected that

the decay in density would come mostly from the diffusion of the added gas out

of the laser profile. But this would also occur in the atomic oxygen case and it is

important to understand the timescale over which this occurs.

These dynamic experiments could also be performed in the model. It is

possible in the global model to introduce small finite spikes in power at a certain

time in the simulation as well the introduction of new species to the admixture at a

certain time. Therefore the decay of the species of interest could also be observed

in the model and compared to the TALIF experiments to be used as a further

point of validation of the model to determine if atomic oxygen is indeed been

recycled. If the decay trends observed are the same between the model and the

TALIF experiments then more quantitative evidence of atomic oxygen recycling

would be obtained and provide more validation of the pathway analysis results

presented in this thesis.



Appendix A

List of Species

List of Species

Neutral Species Ar, He, CO2, CO, O2, O, O3, C

Excited Species CO2(va-vd), CO2(v1-v21), O2v, COv, O*, O2*, Ar*, Ar**, Ar2*, He*, He2*

Charged Species e−, CO+
2 , Ar+, Ar+2 , He+, He+2 , O+

2 , O−
2 , O+

4 , O−
4 , O+, O−, C+, CO+, O−

3
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Appendix B

Chemical Reaction Set

No. Reaction A1 (cm3s−1) B C2 (K) Ref

Charged Particle Reactions

(1) e− + Ar→ Ar + e− σ(ε) [125]

(2) e− + Ar→ Ar∗ + e− σ(ε) [125]

(3) e− + Ar→ Ar∗∗ + e− σ(ε) [125]

(4) e− + Ar→ Ar∗ + e− σ(ε) [125]

(5) e− + Ar→ Ar+ + e− + e− σ(ε) [125]

(6) e− + Ar∗ → Ar + e− σ(ε) [125]

(7) e− + Ar∗ → Ar∗∗ + e− σ(ε) [125]

(8) e− + Ar∗ → Ar+ + e− + e− σ(ε) [125]

(9) e− + Ar+ → Ar+ + e− σ(ε) [125]

(10) e− + Ar+ → Ar σ(ε) [125]

(11) e− + Ar∗∗ → Ar + e− σ(ε) [125]

(12) e− + Ar∗∗ → Ar∗ + e− σ(ε) [125]

(13) e− + Ar∗∗ → Ar+ + e− + e− σ(ε) [125]

(14) e− + Ar+2 → Ar+2 + e− σ(ε) [125]

(15) e− + Ar+2 → Ar∗ + Ar σ(ε) [125]

(16) e− + He→ He + e− σ(ε) [126]

(17) e− + He→ He∗ + e− σ(ε) [126]

(18) e− + He→ He+ + e− + e− σ(ε) [126]

(19) e− + He∗ → He∗ + e− σ(ε) [126]

(20) e− + He∗ → He+ + e− + e− σ(ε) [126]

(21) e− + He∗ → He + e− σ(ε) [126]

(22) e− + He+ → He+ + e− σ(ε) [126]
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(23) e− + He+ → He∗ + e− σ(ε) [126]

(24) e− + He+2 → He+2 + e− σ(ε) [88]

(25) e− + He+2 → He + He∗ σ(ε) [88]

(26) e− + CO2 → CO2 + e− σ(ε) [107]

(27) e− + CO2Vi
→ CO2Vj

+ e− σ(ε) [64]

(28) e− + CO2 → CO + O− σ(ε) [107]

(29) e− + CO2 → CO+
2 + e− + e− σ(ε) [107]

(30) e− + CO2 → CO + O∗ + e− σ(ε) [107]

(31) e− + CO+
2 → CO+

2 + e− σ(ε) [107]

(32) e− + CO+
2 → CO + O σ(ε) [107]

(33) e− + CO→ CO + e− σ(ε) [152]

(34) e− + CO→ COv + e− σ(ε) [123]

(35) e− + CO→ C + O + e− σ(ε) [123]

(36) e− + CO→ COv + e− σ(ε) [123]

(37) e− + CO→ CO+ + e− + e− σ(ε) [123]

(38) e− + CO→ CO+ + e− + e− σ(ε) [123]

(39) e− + CO→ C+ + O + e− + e− σ(ε) [123]

(40) e− + CO→ C + O+ + e− + e− σ(ε) [123]

(41) e− + O2 → O2 + e− σ(ε) [115]

(42) e− + O2 → O− + O σ(ε) [115]

(43) e− + O2 → O2 ∗+e− σ(ε) [115]

(44) e− + O2 → O + O + e− σ(ε) [115]

(45) e− + O2 → O∗
2 + e− σ(ε) [115]

(46) e− + O2 → O+
2 + e− + e− σ(ε) [115]

(47) e− + O2 → O + O + e− σ(ε) [115]

(48) e− + O2 → O + O+ + e− + e− σ(ε) [115]

(49) e− + O+
2 → O+

2 + e− σ(ε) [115]

(50) e− + O− → O− + e− σ(ε) [153]

(51) e− + O→ O + e− σ(ε) [153]

(52) e− + O→ O∗ + e− σ(ε) [153]

(53) e− + O→ O + e− σ(ε) [153]

(54) e− + O→ O+ + e− + e− σ(ε) [153]

(55) e− + O2 → O2v + e− σ(ε) [115]

(56) e− + O∗
2 → O∗

2 + e− σ(ε) [115]

(57) e− + O∗
2 → O− + O σ(ε) [115]

(58) e− + O∗
2 → O2 + e− σ(ε) [115]
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(59) e− + O∗
2 → O + O + e− σ(ε) [115]

(60) e− + O∗
2 → O∗

2 + e− σ(ε) [115]

(61) e− + O∗
2 → O+

2 + e− + e− σ(ε) [115]

(62) e− + O∗
2 → O + O + e− σ(ε) [115]

(63) e− + O∗ → O∗ + e− σ(ε) [115]

(64) e− + O∗ → O + e− σ(ε) [115]

(65) e− + O∗ → O+ + e− + e− σ(ε) [115]

(66) e− + O3 → O3 + e− σ(ε) [118]

(67) e− + O3 → O− + O2 σ(ε) [119]

(68) e− + O3 → O−
2 + O σ(ε) [119]

(69) e− + O−
3 → O−

3 + e− σ(ε) [119]

(70) e− + O2v → O2v + e− σ(ε) [115]

(71) e− + O2v → O− + O σ(ε) [115]

(72) e− + O2v → O2 + e− σ(ε) [115]

(73) e− + O2v → O∗
2 + e− σ(ε) [115]

(74) e− + O2v → O + O + e− σ(ε) [115]

(75) e− + O2v → O∗
2 + e− σ(ε) [115]

(76) e− + O2v → O+
2 + e− + e− σ(ε) [115]

(77) e− + O2v → O + O + e− σ(ε) [115]

(78) e− + O2v → O+ + O + e− + e− σ(ε) [115]

(79) Ar+ + e− + e− → AR∗ + e− 5.0× 10−27 -4.5 0 [88]

(80) Ar+ + e− → Ar∗ 4.0× 10−13 -0.5 0 [88]

(81) Ar+ + Ar→ Ar + Ar+ 5.66× 10−10 0.5 0 [88]

(82) Ar+ + e− + e− → Ar + e− 7.0× 10−27 0 0 [154]

(83) Ar+ + e− + e− → Ar∗∗ + e− 7.18× 10−27 -4.5 0 [155]

(84) Ar+ + e− + Ar→ Ar∗∗ + Ar 3.0× 10−28 0 0 [155]

(85) Ar+ + Ar + Ar→ Ar+2 + Ar 2.5× 10−31 0 0 [156]

(86) Ar+2 + e− → Ar∗∗ + Ar 1.9× 10−07 -0.55 0 [157]

(87) Ar+2 + e− → Ar+ + Ar + e− 1.36× 10−06 -1.0 2.094 [158]

(88) Ar+2 + e− → Ar + Ar 2.738× 10−05 -0.67 0 [154]

(89) Ar∗ + Ar∗ → Ar+ + Ar + e− 1.00× 10−10 0 0 [157]

(90) Ar∗ + Ar∗ → Ar+2 + e− 6.30× 10−10 -0.5 0 [155]

(91) Ar∗ + Ar∗∗ → Ar+ + Ar + e− 1.20× 10−09 0 0 [88]

(92) Ar∗∗ + Ar∗∗ → Ar+ + Ar + e− 5.00× 10−10 0 0 [157]

(93) Ar∗∗ + Ar→ Ar+2 + e− 2.00× 10−9 0 0 [154]

(94) O + O + Ar→ O2 + Ar 9.26× 10−34 -1.0 0 [120]
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(95) Ar∗ + O2 → Ar + O2 1.12× 10−09 0 0 [87]

(96) Ar∗ + O→ Ar + O 8.10× 10−12 0 0 [87]

(97) Ar∗ + O2 → Ar + O + O 5.80× 10−11 0 0 [87]

(98) Ar+ + O2 → O+
2 + Ar 5.00× 10−11 0 0 [159]

(99) Ar+ + O→ O+ + Ar 6.40× 10−12 0 0 [159]

(100) Ar+ + O− → Ar + O 2.70× 10−07 0 0 [159]

(101) Ar + O+ → O + Ar+ 2.10× 10−11 0 0 [159]

(102) Ar + O+
2 → O2 + Ar+ 2.10× 10−11 0 0 [159]

(103) Ar+2 + O2 → Ar + Ar + O+
2 1.00× 10−10 0 0 [160]

(104) O−
2 + Ar+ → O2 + Ar 1.00× 10−07 0 0 [161]

(105) O−
2 + Ar+2 → O2 + Ar + Ar 1.00× 10−07 0 0 [161]

(106) O− + Ar+2 → O + Ar + Ar 1.00× 10−07 0 0 [161]

(107) O−
3 + Ar+ → O3 + Ar 1.00× 10−07 0 0 [161]

(108) O−
3 + Ar+2 → O3 + Ar + Ar 1.00× 10−07 0 0 [161]

(109) O−
2 + CO+

2 → CO2 + O2 5.00× 10−07 -0.5 0 [162]

(110) Ar+ + O3 → O+
2 + Ar + O 4.00× 10−11 0.5 0 [162]

(111) Ar+ + CO2 → CO+
2 + Ar 5.00× 10−10 0.5 0 [162]

(112) Ar+ + CO→ CO+ + Ar 4.00× 10−11 0.5 0 [162]

(113) Ar+2 + CO2 → CO+
2 + Ar + Ar 1.10× 10−09 0 0 [163]

(114) Ar+2 + CO→ CO+ + Ar + Ar 8.50× 10−10 0 0 [163]

(115) He+ + O∗ → O+ + He 5.00× 10−11 0.5 0 [83]

(116) He+ + O∗
2 → O+

2 + He 3.30× 10−11 0.5 0 [83]

(117) He+ + O∗
2 → O+ + O + He 1.07× 10−09 0.5 0 [83]

(118) He+ + O→ O+ + He 5.00× 10−11 0.5 0 [83]

(119) He+ + O2 → O+
2 + He 3.30× 10−11 0.5 0 [83]

(120) He+ + O3 → O+ + O2 + He 1.07× 10−09 0.5 0 [83]

(121) He+ + O2 → O+ + O + He 1.07× 10−09 0.5 0 [83]

(122) O−
3 + He+ → O3 + He 2.00× 10−07 1.0 0 [83]

(123) O−
2 + He+ → O2 + He 2.00× 10−07 1.0 0 [83]

(124) He+ + He + He→ He + He+2 6.60× 10−32 0 0 [86]

(125) O+
2 + He + O2 → He + O+

4 3.90× 10−30 -3.2 0 [86]

(126) O+
4 + He∗ → O+

2 + O2 + He 1.00× 10−10 0 0 [86]

(127) O+
2 + O−

4 → O2 + O2 + O2 + He 1.00× 10−31 -2.5 0 [86]

(128) O+
4 + O− + He→ O + O2 + O2 + He 1.00× 10−31 -2.5 0 [86]

(129) O+
4 + O−

2 + He→ O2 + O2 + O2 + He 1.00× 10−31 -2.5 0 [86]

(130) O+
4 + O−

3 + He→ O3 + O2 + O2 + He 1.00× 10−31 -2.5 0 [86]
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(131) O+
4 +O−

4 +He→ O2 +O2 +O2 +O2 +He 1.00× 10−31 -2.5 0 [86]

(132) O−
4 + He∗ → O2 + O2 + He + e− 3.00× 10−10 0 0 [86]

(133) O−
2 + O2 + O2 → O2 + O−

4 3.50× 10−31 -1.0 0 [86]

(134) O+
2 + O2 + O2 → O+

4 + O2 3.90× 10−30 -3.2 0 [86]

(135) O+
4 + O∗ → O+

2 + O + O2 1.00× 10−10 0 0 [64]

(136) O+
2 + O2 + M→ M + O+

4 3.90× 10−42 0 0 [64]

(137) O−
4 + O∗ → O + O2 + O2 + e− 1.00× 10−10 0 0 [64]

(138) O−
4 + O2∗ → O2 + O2 + O2 + e− 1.00× 10−10 0 0 [64]

(139) O−
4 + e− + e− → O2 + O2 + e− 9.80× 10−15 0 0 [64]

(140) O−
4 + O+

2 → O2 + O2 + O2 1.00× 10−07 0 0 [161]

(141) O−
4 + O+

4 → O2 + O2 + O2 + O2 1.00× 10−07 0 0 [161]

(142) O+
4 + O2 → O+

2 + O2 + O2 3.30× 10−06 -4.0 5030 [164]

(143) O+
4 + O∗

2 → O+
2 + O2 + O2 1.00× 10−10 0 0 [164]

(144) O+
4 + O→ O+

2 + O3 3.00× 10−10 0 0 [164]

(145) O+
4 → O+

2 + O2 7.36× 10−10 -0.5 0 [165]

(146) O+
4 + e− → O2 + O2 2.20× 10−07 0 0 [88]

(147) O+ + O2 → O+
2 + O 2.00× 10−11 -0.4 0 [165]

(148) e− + O2 + O2 → O−
2 + O2 3.00× 10−31 -1.0 1300 [164]

(149) e− + O + O2 → O2 + O− 1.00× 10−31 0 0 [164]

(150) e− + O + O2 → O−
2 + O 1.00× 10−31 0 0 [164]

(151) e− + O3 + O2 → O−
3 + O2 3.00× 10−29 -1.0 1300 [164]

(152) O−
2 + O2 → O2 + O2 + e− 2.70× 10−10 0.5 5590 [164]

(153) O−
2 + O∗

2 → O2 + O2 + e− 2.00× 10−10 0 0 [164]

(154) O− + O∗
2 → O3 + e− 3.00× 10−10 0 0 [164]

(155) O−
2 + O→ O3 + e− 1.50× 10−10 0 0 [164]

(156) O−
3 + O→ O2 + O2 + e− 3.00× 10−10 0 0 [164]

(157) O− + O2 → O3 + e− 5.00× 10−15 0 0 [164]

(158) O−
2 + O→ O− + O2 3.30× 10−10 0 0 [164]

(159) O−
2 + O3 → O2 + O−

3 4.00× 10−10 0 0 [164]

(160) O− + O∗
2 → O−

2 + O 1.00× 10−10 0 0 [164]

(161) O− + O3 → O−
3 + O 5.30× 10−10 0 0 [164]

(162) O−
3 + O→ O−

2 + O2 3.20× 10−10 0 0 [164]

(163) O− + O+
2 → O2 + O 2.60× 10−08 0.44 0 [164]

(164) O− + O+
2 → O + O + O 2.00× 10−07 -0.5 0 [164]

(165) O− + O+ → O + O 2.70× 10−07 -0.5 0 [164]

(166) O− + O→ O2 + e− 3.00× 10−10 -0.5 0 [164]
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(167) O− + O2 → O2 + O + e− 6.90× 10−10 0 0 [164]

(168) O−
2 + O+ → O + O2 1.00× 10−07 0 0 [166]

(169) O−
2 + O+

2 → O2 + O2 1.00× 10−07 0 0 [166]

(170) O−
3 + O+ → O3 + O 1.00× 10−07 0 0 [166]

(171) O−
3 + O+

2 → O3 + O2 1.00× 10−07 0 0 [166]

(172) O+
2 + O−

3 → O2 + O3 2.00× 10−07 -1.0 0 [64]

(173) O−
3 + Ar+ → O3 + Ar 2.00× 10−07 1.0 0 [163]

(174) O−
3 + O2 → O3 + O2 + e− 2.30× 10−11 0 0 [163]

(175) e− + O2 + M→ O−
2 + M 2.00× 10−31 0 0 [162]

(176) e− + O+
2 → O∗ + O 2.00× 10−07 -0.5 0 [162]

(177) e− + O3 → e− + O2 + O∗ 1.00× 10−09 0.5 0 [162]

(178) e− + e− + O+ → e− + O∗ 5.00× 10−27 0 0 [162]

(179) e− + e− + C+ → C + e− 5.00× 10−27 0 0 [162]

(180) CO+
2 + O2 → O+

2 + CO2 5.60× 10−11 0.5 0 [64]

(181) CO+
2 + O→ O+ + CO2 9.62× 10−11 0.5 0 [64]

(182) CO+
2 + O→ O+

2 + CO 1.64× 10−10 0.5 0 [64]

(183) CO+
2 + CO→ CO2 + CO+ 1.90× 10−12 0.5 0 [162]

(184) CO+ + CO2 → CO+
2 + CO 1.10× 10−09 0.5 0 [64]

(185) CO+ + O2 → CO + O+
2 1.40× 10−10 0.5 0 [64]

(186) CO+ + O→ CO + O+ 1.40× 10−10 0.5 0 [167]

(187) CO+ + O−
2 → CO + O2 2.00× 10−07 -0.5 0 [162]

(188) O+ + CO2 → CO+
2 + O 1.00× 10−09 0.5 0 [162]

(189) O− + O2 → O−
2 + O 1.50× 10−12 0.5 0 [162]

(190) O− + CO→ CO2 + e− 5.50× 10−10 0.5 0 [64]

(191) O− + O+ + M→ O2 + M 1.20× 10−25 -1.5 0 [162]

(192) O− + CO+
2 → CO2 + O 3.00× 10−06 -0.5 0 [162]

(193) O− + CO+ → O + CO 2.00× 10−07 -0.5 0 [162]

(194) C+ + O− → C + O 5.00× 10−08 -0.5 0 [162]

(195) C+ + O−
2 → C + O2 5.00× 10−08 -0.5 0 [162]

(196) O+ + CO2 → CO + O+
2 9.40× 10−10 0 0 [168]

(197) O+ + CO2 → O + CO+
2 4.50× 10−10 0 0 [64]

(198) C+ + CO2 → CO + CO+ 1.10× 10−09 0 0 [64]

(199) O+ + CO→ O + CO+ 4.90× 10−12 0.5 4580 [64]

(200) C+ + CO→ C + CO+ 5.00× 10−13 0 0 [64]

(201) CO+ + C→ C+ + CO 1.10× 10−10 0 0 [64]

(202) O+
2 + C→ CO+ + O 5.20× 10−11 0 0 [64]
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(203) e− + C→ e− + C 3.83× 10−13 0 0 [24]

(204) e− + C→ e− + e− + C+ 1.40× 10−14 0 0 [24]

(205) O+
2 + C→ C+ + O2 5.20× 10−11 0 0 [64]

(206) CO+
2 + O→ CO + O+

2 1.64× 10−10 0 0 [64]

(207) CO+
2 + O→ O+ + CO2 9.62× 10−11 0 0 [64]

(208) CO+
2 + O2 → CO2 + O+

2 5.30× 10−11 0 0 [64]

(209) CO+ + O→ CO + O+ 1.40× 10−10 0 0 [64]

(210) CO+ + O2 → CO + O+
2 1.20× 10−10 0 0 [64]

(211) C+ + O2 → CO + O+ 6.20× 10−10 0 0 [64]

(212) C+ + O2 → CO+ + O 3.80× 10−10 0 0 [64]

(213) O+ + O2 → O + O+
2 1.90× 10−11 -0.5 0 [64]

(214) O− + O2 + M→ O−
3 + M 3.00× 10−28 -1 0 [64]

(215) O− + O3 → O + O−
3 8.00× 10−10 0 0 [64]

(216) O− + O3 → O2 + O2 + e− 3.00× 10−10 0 0 [64]

(217) O−
3 + O3 → O2 + O2 + O2 + e− 3.00× 10−10 0 0 [64]

(218) O+ + O3 → O+
2 + O2 1.00× 10−10 0 0 [64]

(219) O+ + O + M→ O+
2 + M 1.00× 10−29 0 0 [64]

(220) O−
3 + O→ O3 + O− 1.00× 10−13 0 0 [64]

(221) O−
2 + O+ + M→ O3 + M 2.00× 10−25 0 0 [64]

(222) O−
2 + O+ → O + O2 2.70× 10−07 0 0 [64]

(223) O−
2 + O+

2 → O2 + O + O 4.20× 10−07 0 0 [64]

(224) O−
2 + O+

2 + M→ O2 + O2 + M 2.00× 10−25 0 0 [64]

(225) O− + O+
2 + M→ O3 + M 2.00× 10−25 0 0 [64]

(226) O− + M→ O + M + e− 4.00× 10−12 0 0 [64]

(227) e− + CO+
2 → C + O2 3.94× 10−07 -0.4 0 [64]

(228) e− + CO+ → C + O 3.68× 10−08 -0.55 0 [64]

(229) e− + O3 + M→ O−
3 + M 5.00× 10−31 -0.5 0 [64]

(230) e− + O + M→ O− + M 1.00× 10−31 0 0 [64]

(231) e− + O+
2 + M→ O2 + M 1.00× 10−26 0 0 [64]

(232) e− + O+ + M→ O + M 1.00× 10−26 0 0 [64]

(233) e− + CO→ e− + e− + CO+ 1.44× 10−16 0.0 0 [24]

(234) e− + CO2vi → e− + e− + CO+ + O 9.10× 10−13 0.5 12.94 (eV) [163]

(235) e− + CO2vi → e− + e− + C+ + O2 9.10× 10−13 0.5 12.94 (eV) [163]

(236) e− + CO2vi → e− + e− + O+ + CO 9.10× 10−13 0.5 12.94 (eV) [163]

(237) e− + CO2vi → e− + e− + O+
2 + C 4.55× 10−13 0.5 12.94 (eV) [163]

(238) e− + CO→ e− + C + O 1.00× 10−12 0 0 [163]
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(239) e− + COv → e− + C + O 1.00× 10−12 0 0 [163]

(240) e− + CO2 → O− + CO 5.00× 10−13 1.5 0 [163]

(241) e− + CO→ O− + C 8.00× 10−15 1 0 [163]

(242) e− + O3 → e− + e− + O+
2 + O 3.20× 10−11 0.5 12.94 (eV) [163]

Neutral Particle Reactions

(243) O + O3 → O2 + O2 3.10× 10−14 0.75 1575 [65]

(244) O3 + CO→ CO2 + O2 4.00× 10−25 0 0 [64]

(245) CO2 + C→ CO + CO 1.00× 10−15 0 0 [64]

(246) O + C + M→ CO + M 2.14× 10−29 -3.08 2114 [64]

(247) O∗ + O3 → O2 + O2 5.04× 10−10 0.5 0 [169]

(248) O∗ + CO→ CO + O 4.70× 10−11 0 62.54 [170]

(249) O∗ + CO→ CO2 8.00× 10−11 0 0 [169]

(250) O2v + M→ O2 + M 1.00× 10−12 0.5 0 [171]

(251) O∗
2 + CO2 → CO2 + O2 3.01× 10−19 0 0 [172]

(252) O∗
2 + O2 → O + O3 2.95× 10−21 0.5 0 [173]

(253) O∗ + O→ O + O 2.54× 10−12 0 0 [174]

(254) O∗ + O∗
2 → O + O2 1.00× 1011 0.5 0 [175]

(255) O∗ + CO2 → O + CO2 2.50× 10−10 0.5 0 [169]

(256) O∗ + CO2 → O2 + CO 2.01× 10−10 0 0 [110]

(257) O3 + M→ O2 + O + M 3.32× 10−09 0 11700 [122]

(258) O2 + M→ O + O + M 5.17× 10−10 0 58410 [109]

(259) C + O2 → CO + O 2.60× 10−11 0.5 0 [176]

(260) O + O + M→ O2 + M 5.21× 10−35 0 900 [109]

(261) O∗ + O3 → O2 + O + O 1.20× 10−10 0.5 0 [177]

(262) O + O2 + M→ O3 + M 6.90× 10−34 0 0 [121]

(263) COv + M→ CO + M 1.00× 10−12 0.5 0 [171]

(264) CO + O3 → O2 + CO2 4.00× 10−25 0.5 0 [105]

(265) CO + O + M→ CO2 + M 1.70× 10−33 0 1510 [109]

(266) CO + O2 → CO2 + O 4.20× 10−12 0 24000 [109]

(267) Ar∗ + CO→ C + O + Ar 1.40× 10−11 0.5 0 [129]

(268) Ar∗ + CO2 → Ar + CO + O 5.30× 10−10 0.5 0 [129]

(269) He∗ + CO2 → He + CO + O+ + e− 4.80× 10−10 0 0 [98]

(270) He∗ + CO2 → He + CO+ + O + e− 6.00× 10−10 0 0 [98]

(271) He∗ + CO2 → He + CO+
2 + e− 6.00× 10−10 0 0 [98]

(272) He∗ + O2 → O+
2 + He + e− 2.54× 10−10 0.5 0 [83]

(273) He∗ + O3 → O+
2 + O + He + e− 2.54× 10−10 0.5 0 [83]
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(274) He∗ + O→ O+ + He + e− 2.54× 10−10 0.5 0 [83]

(275) He∗ + O∗ → O+ + He + e− 2.54× 10−10 0.5 0 [83]

(276) He∗ + He∗ → He + He+ + e− 4.50× 10−10 0 0 [178]

(277) He∗ + He∗2 → He + He + He+ + e− 5.00× 10−10 0 0 [178]

(278) He∗ + He∗ → He+2 + e− 1.05× 10−09 0 0 [178]

(279) He∗ + He∗ → He+ + He + e− 4.50× 10−08 0 0 [178]

(280) He∗ + He∗2 → He+2 + He + e− 1.28× 10−10 0 0 [178]

(281) He∗ + He∗2 → He+ + He + He + e− 2.25× 10−09 0 0 [178]

(282) He∗2 + He∗2 → He+2 + He + He + e− 1.28× 10−10 0 0 [178]

(283) He∗2 + He∗2 → He+ + He + He + He + e− 2.25× 10−09 0 0 [178]

(284) He∗2 + CO→ CO+ + He + He + e− 5.21× 10−10 0 0 [98]

(285) He∗2 + CO2 → CO+
2 + He + He + e− 9.66× 10−10 0 0 [98]

(286) Ar∗2 + e− → Ar + Ar + e− 1.00× 10−09 0 0 [179]

(287) Ar∗∗ + Ar + M→ Ar∗2 + M 3.00× 10−33 0.5 0 [180]

(288) Ar∗∗ + O2 → O∗ + O + Ar 2.10× 10−10 0.5 0 [129]

(289) Ar∗∗ + O3 → O∗ + O2 + Ar 2.10× 10−10 0.5 0 [129]

(290) Ar∗ + O3 → O∗ + O2 + Ar 2.10× 10−10 0.5 0 [129]

(291) Ar∗ + O2 → O∗ + O + Ar 2.10× 10−10 0.5 0 [129]

(292) He∗ + He + He→ He∗2 + He 2.00× 10−40 0 0 [83]

(293) He + O∗ → He + O 1.00× 10−13 0 0 [86]

(294) He + O3 → He + O + O2 1.56× 10−09 0 11400 [86]

(295) He + He + He∗ → He + He∗2 1.50× 10−34 0 0 [86]

(296) O∗
2 + He→ O2 + He 8.00× 10−21 0.5 0 [83]

(297) O + O + He→ O∗
2 + He 9.88× 10−41 -0.63 0 [83]

(298) O3 + O3 → O + O2 + O3 1.60× 10−15 0 11400 [64]

(299) O3 + O→ O + O + O2 9.40× 10−17 0 11400 [64]

(300) O∗ + O2 → O + O+
2 3.20× 10−11 0 67 [181]

(301) O∗
2 + O→ O2 + O 2.00× 10−16 0 0 [181]

(302) O∗
2 + O2 → O2 + O2 3.00× 10−18 0 200 [181]

(303) O∗
2 + O3 → O2 + O2 + O 5.20× 10−11 0 2840 [181]

(304) O∗
2 + O∗

2 → O2 + O2 1.80× 10−16 0 560 [181]

(305) CO2Vi
+ Ar→ CO + O + Ar 1.49× 10−11 -0.58 65000 [108]

(306) CO2Vi
+ He→ CO + O + He 1.49× 10−11 -0.58 65000 [108]

(307) CO2Vi
+ O→ CO + O2 2.80× 10−11 0 26500 [109]

(308) CO2Vi
+ O2 → CO + O + O2 3.72× 10−10 0 60451 [61]

(309) CO2Vi
+ CO2 → CO + O + CO2 3.72× 10−10 0 60451 [61]
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(310) CO2Vi
+ CO→ CO + O + CO 3.72× 10−10 0 60451 [61]

CO2 Vibrational Reactions

(311) CO2Vx + Ar→ CO2Vx−1 + Ar 1.38× 10−14 0 0 [111]

(312) CO2Vi
+ Ar→ CO2Vi−1

+ Ar 9.08× 10−17 0 0 [111]

(313) CO2Vx + He→ CO2Vx−1 + He 1.10× 10−13 0 0 [111]

(314) CO2Vi
+ He→ CO2Vi−1

+ He 1.10× 10−15 0 0 [111]

(315) CO2Vx + M→ CO2 + M 7.14× 10−08 exp(−177T
−1/3
g +451T

−2/3
g ) [65]

(316) CO2Vi
+ M→ CO2Vi−1

+ M 1.43× 10−05 exp(−252T
−1/3
g +685T

−2/3
g ) [65]

(317) CO2Vi
+ CO2 → CO2Vi−1

+ CO2Vx 2.13× 10−05 exp(−242T
−1/3
g +633T

−2/3
g ) [65]

(318) CO2Vi
+ CO2Vj

→ CO2Vi−1
+ CO2Vj+1

1.80× 10−11 exp(24.7T
−1/3
g −65.7T

−2/3
g ) [65]

Rate coefficients in the form A( T
300)Bexp(−C

T
) for heavy particle collisions, unless otherwise stated,

and A(TBe )e(
−C
Te

) for electron impact collisions.
1 cm6s−1 for three body collisions.

2 eV for electron impact reactions, as stated in the table.
Vi corresponds to the asymmetric (1-21) CO2 vibrational states and Vx the symmetric (a-d).
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xenon of laser diagnostic methods based on two-photon absorption. Journal

of Chemcial Physics, 108:9362, 1998.

[140] R. Loudon. The Quantum Theory of Light. Oxford University Press, 3rd

Edition edition, 2000.
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