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Abstract

This thesis uses the Pitzer model to investigate the equilibrium of aqueous species formed after the absorption of CO2 by chemical solvents. Since the parameters in the Pitzer equations are unknown for some species involved in the equilibrium, new expressions that correlate the virial parameters in the Pitzer equations with the ionic radii and charges of the species are derived. Further, since some ionic radii are unavailable in the literature, new expressions are derived to estimate these unknown ionic radii. Furthermore, a case study involving MEA, DEA and NH3 is investigated using the expressions that correlate the parameters in the Pitzer equations with the ionic radii and charges. Finally, a mineral carbonation process involving NH3 as the chemical solvent is simulated in Aspen Plus, and this process aims to investigate the precipitation of calcium carbonate using the fly ash generated in power plants. 
As a conclusion, the calculated activity and osmotic coefficients of the aqueous species obtained using the equations that correlate the virial coefficients in the Pitzer equations with the ionic radii and charges are in good agreement with the experimental data from the literature up to a temperature 150 °C. Likewise, the expressions derived to estimate the unknown ionic radii produces results that are in good agreement with the literature data. Furthermore, the case study involving MEA, DEA and NH3 shows that the correlating equations accurately predict speciation and partial pressures up to a solvent mass fraction of about 20%. Finally, a comprehensive analysis involving the conversion of the pure CO2 produced in the amine capture plants into a solid is presented, and as a result this new process is capable not only of reducing the electricity consumption of the MEA capture plant by about 18%, but also to produce a product that may be potentially reutilized in industry, namely the PCC. 
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1. [bookmark: _Toc498940416][bookmark: _Toc520640860][bookmark: _Toc498013660][bookmark: _Toc498014033][bookmark: _Toc498014200][bookmark: _Toc498014220][bookmark: _Toc498014339]CHAPTER 1
 INTRODUCTION
1.1 [bookmark: _Toc520640861][bookmark: _Toc431458778]Introduction
Greenhouse gas mitigation has been growing in importance due to the need to control climate change. Carbon Capture and Sequestration (CCS) using chemical solvents is one of the options to lower carbon dioxide emissions and make utilization of fossil fuels more sustainable. Although extensive research has been performed on this topic, optimizations are still required in order to make this technology more efficient and less costly. To achieve this, a deeper understanding of the equilibrium involving the carbon capture using chemical solvents is required. In this context, this thesis aims to bring new insights in terms of equilibrium modelling.
The equilibrium involving highly concentrated aqueous solutions is normally investigated using semi-empirical equations, which contain fitting parameters that can be only obtained through regression against experimental data. In contrast, this thesis aims to present a new formulation to estimate the equilibrium involving highly concentrated aqueous solutions using only the ionic radii and charges of the species involved in the equilibrium. Further, since in many instances the ionic radii of these aqueous species are unknown, it is also an objective of this thesis to develop new equations that allows a reliable estimation of these unknown ionic radii. Furthermore, this thesis aims to demonstrate the capabilities of this new equilibrium model based on the ionic radii and the ionic charges to predict the equilibrium involving the most common chemical solvents used for carbon capture purposes, i.e. MEA, DEA and NH3. Finally, it is also a goal of the thesis to investigate the production of Precipitated Calcium Carbonate (PCC) using fly ash and pure CO2 from amine capture plants, using the knowledge acquired during the investigation of the equilibrium involving NH3 as well as experimental data from the literature. This new process aims to reduce the overall energy consumption of the amine based capture, as well as the production of a potentially re-utilizable product.
To achieve these aims, first empirical equations correlating the second virial coefficients in the Pitzer equations with the ionic radii and charges of the aqueous species are derived at a temperature of 25 °C. Second, these equations are extended to non-ambient temperatures. Third, new equations are developed to estimate the ionic radii of the aqueous species to which the information on ionic radii is not available in the literature. Fourth, the prediction capability of these equations are proven using a study case involving MEA, DEA and NH3, which are three of the most important solvents utilized for chemical absorption purposes. Finally, the production of Precipitated Calcium Carbonate (PCC) using fly ash and pure CO2 from amine capture plants is investigated through a simulation in Aspen Plus.
All of these topics are discussed in detail in the Chapters 2 to 7, whereas this introduction aims to set the context of the thesis, as well to present the aims and objectives of the thesis.
1.2 [bookmark: _Toc498940417][bookmark: _Toc520640862]Energy and Importance of CCS
Energy is essential to the welfare of the world’s population because it provides power for lighting, heating, air conditioning, drying, communications, cars, electrical devices, etc. Also, energy is an essential ingredient of any industrial process. Indeed, the industrial sector consumes about 54% of the total delivered energy [2]. Examples of very energy-intense manufacturing industries include food, pulp and paper, refining, iron and steel and cement [2]. Further, the worldwide industrial energy consumption is expected to continue increasing by an average of about 1.2% per year [2]. 
Energy can be produced in several ways, with the most common way being the burning of fossil fuels, which includes essentially oil, natural gas and coal. However, the energy produced in this way is not considered to be clean, because massive amounts of CO2 are emitted as a consequence of the combustion reactions, which pollute the air and contribute to the increase in the average global temperatures [3]. In this way, in the past 15 years an unprecedented growth of the renewable energy has been observed [4], which represents a much cleaner way of producing energy. Examples of renewable energy include solar, marine, hydropower, wind, geothermal, biomass, etc. However, the scale of energy production using renewables is still very small compared to the energy produced using fossil fuels. For instance, coal alone is responsible for the production of 40% of the world’s electricity, whereas natural gas is responsible for 22% of the generated power produced globally [4]. These numbers suggest that replacing these fossil fuel sources of energy may be challenging even in the medium term. In this context, Carbon Capture and Storage (CCS), which consists of a group of technologies capable to collect, concentrate and store the CO2 produced industrially [3], constitutes an important alternative to make the utilization of fossil fuels cleaner and less aggressive for the environment. That is the reason this thesis deals with the CCS technology.
1.3 [bookmark: _Toc498076611][bookmark: _Toc498940418][bookmark: _Toc520640863]Motivation for Carbon Capture and Storage
The motivation for performing Carbon Capture and Storage (CCS) lies in the fact that the CO2 emissions are significantly contributing to the global warming phenomena and this can have disastrous consequences. For instance, an increase in the global temperatures of about 4 °C above pre-industrial levels can cause substantial species extinction, food insecurity, extreme weather events, as well as risk to unique and threatened systems [5]. Therefore, mitigation pathways are required to be created to constrain warming to below 2 °C above pre-industrial levels [5]. 
In fact, the impacts of global warming caused by emissions of greenhouse gases (GHG) are already happening.  It has already been observed that there are changes in the salinity of the ocean due to a change in the global water cycle, the shrinking of the glaciers worldwide, as well as the increase of the sea level by about 0.19 m [5] over the period from 1901 to 2010. Indeed, these problematic events are likely to worsen if no measures are taken to control global warming. 
As shown in Table 1.1, 78% of the CO2 emissions are associated to power generation [3]. Therefore, this should be the main target for CCS consideration for a drastic reduction of the CO2 emissions, which is required in order to limit global warming to less than 2 °C compared to pre-industrial levels.
Although there is a general consensus that the CO2 emissions need to be significantly reduced, the costs associated with the CCS technologies still represent a major threat to their implementation. Moreover, the energy required to operate the CO2 capture systems reduces the overall efficiency of the power generation or other processes, leading to a substantial increase in the fuel consumption. In this way, minimization of energy required to capture the CO2  is a major concern, and this has been the aim of several research activities [6]. 

[bookmark: _Ref498943916][bookmark: _Toc497399101][bookmark: _Toc506731340]Table 1.1: Profile by process or industrial activity of major CO2 sources with emissions of more than 0.1 million tons of CO2 (MtCO2) per year [3]. 
	Process
	Number of emitters
	Emission (MtCO2/yr)

	Fossil fuels
	
	

	     Power
	4,942
	10,539

	     Cement production
	1,175
	932

	     Refineries
	638
	798

	     Iron and steel industry
	269
	646

	     Petrochemical industry
	470
	379

	     Oil and gas processing
	-
	50

	     Other sources
	90
	33

	Biomass
	
	

	     Bioethanol and bioenergy
	303
	91

	Total
	7,887
	13,468


1.4 [bookmark: _Toc498076612][bookmark: _Toc498940419][bookmark: _Toc520640864]Overview of the Carbon Capture Technologies
The three main existing technologies are as follows [6]: 
- Oxy-fuel combustion capture
- Pre-combustion capture
- Post-combustion capture
1.4.1 [bookmark: _Toc498076613][bookmark: _Toc498940420][bookmark: _Toc520640865]Oxy-fuel Combustion Capture
Oxy-fuel combustion consists of burning the fuel using a mixture containing pure oxygen and recycled flue gas, and this generates a flue gas containing a high concentration of CO2, which is easier to capture. Less nitrogen also results in a substantial reduction in the formation of NOx [7]. This technique has a major energy penalty, which is the separation of the oxygen from the air in the air separation unit. Cryogenic separation is used to produce a stream of oxygen that is as rich as 95% in purity [8]. 
1.4.2 [bookmark: _Toc498076614][bookmark: _Toc498940421][bookmark: _Toc520640866]Pre-combustion Capture
In this technology, a synthetic gas composed of H2 and CO2 is created [9], and then the CO2 is separated by physical absorption, and the H2 can be utilized as a fuel. This technique requires high investment and production costs, which are majors drawbacks for its implementation [9]. 
1.4.3 [bookmark: _Toc498076615][bookmark: _Toc498940422][bookmark: _Toc520640867]Post-combustion Capture
In the post-combustion capture, the CO2 is removed from the flue gas after the combustion. Several post-combustion technologies can be found in the literature [10], including adsorption, chemical and physical absorption, cryogenics separation, membrane absorption, membrane-based separation and mineral carbonation.
1.4.3.1 [bookmark: _Toc498076616][bookmark: _Toc498940423][bookmark: _Toc520640868]Adsorption
In this process, a liquid or a gas adheres to a solid surface, and then the adsorbent can be regenerated either by a pressure or temperature swing [11]. The main drawbacks of this technique is its low adsorption capacity and low selectivity [10]. 
1.4.3.2 [bookmark: _Toc498076617][bookmark: _Toc498940424][bookmark: _Toc520640869]Physical Absorption
This involves physical absorption of the CO2 in a solvent at high pressures. This requires flue gas pressurization, which is energy intensive, and this makes this process uneconomical [12]. 
1.4.3.3 [bookmark: _Toc498076618][bookmark: _Toc498940425][bookmark: _Toc520640870]Cryogenic Separation
In this process, CO2 is condensed at very low temperatures. Since the refrigeration costs are high, this process is only applicable to high CO2 concentration flue gases, typically coming from oxy-fuel processes [10]. 
1.4.3.4 [bookmark: _Toc498076619][bookmark: _Toc498940426][bookmark: _Toc520640871]Membrane Absorption
In the membrane absorption, the membrane is used to enhance the contact between the gas stream and the liquid solvent, and this membrane may or may not be selective with regards to the CO2. Moreover, the separation efficiency depends on the concentration of the CO2, which should be much higher than 20% [10].
1.4.3.5 [bookmark: _Toc498076620][bookmark: _Toc498940427][bookmark: _Toc520640872]Membrane Separation
In the membrane separation, the membrane selectively separates the CO2 from the flue gas. However, this selectivity is usually low, and hence both the fraction of the CO2 captured and the CO2 purity are low [10]. Nevertheless, these membranes can be used to concentrate the CO2 from the flue gas that goes to an amine capture plant, which can be an important application of these materials [13]. 
1.4.3.6 [bookmark: _Toc498076621][bookmark: _Toc498940428][bookmark: _Toc520640873]Chemical Absorption
Chemical absorption has been the most widely accepted post-combustion method. Basically, the flue gas is absorbed by a solution that is capable of reacting chemically with CO2 in a reversible manner. This solvent is in general an aqueous alkaline solvent, usually amine. Figure 1.1 shows a schematic of the chemical absorption/desorption process [14]. As can be seen in this figure, the CO2 captured in the absorber is stripped from the solution and a pure CO2 stream is sent for compression while the regenerated solvent is sent back to the absorber. The heating in the stripping section, as well as the gas compression, are energy intensive processes that impose significant energy penalties to a power plant. 
[image: ]
[bookmark: _Ref498358564][bookmark: _Toc498095463][bookmark: _Toc498095333][bookmark: _Toc497399024][bookmark: _Toc498342421][bookmark: _Toc506731279]Figure 1.1. Schematic of the chemical absorption associated to the post-combustion technique [14]. 
1.4.3.6.1 [bookmark: _Toc498940429][bookmark: _Toc520640874]Chemical Absorption Using Amine
Chemical absorption using amines, especially MEA, has been considered to be one of the most important capture technologies. Basically, flue gas is cooled down to a suitable temperature for absorption (between 40-60oC) and then it is sent to an absorption tower where CO2 reacts chemically with amine in a series of chemical reactions. A blower is required to blow the flue gas through the CO2 absorption tower in order to overcome the pressure drop at the tower. The CO2 bounded amine is then sent to a stripper where CO2 is released at high temperatures (between 100-140oC). A process flow diagram related to this system is presented in Figure 1.2 [15]. 
[image: ]
[bookmark: _Ref432069179][bookmark: _Toc498095464][bookmark: _Toc498095334][bookmark: _Toc497399025][bookmark: _Toc498342422][bookmark: _Toc506731280]Figure 1.2. A schematic of the chemical absorption process using MEA [15]. 
The chemical reactions involved in the chemical absorption and the release of the CO2 are thermodynamically reversible. High temperatures are favourable for gas production (or CO2 release), while low temperatures are favourable for gas absorption, and this temperature swing is the main parameter used to control the chemical absorption process. Some of the key parameters have a substantial influence on the chemical absorption process [16]:
- Flow rate: determines the size of the absorber, which influences the overall cost not only in terms of capital costs, but also in terms of electricity consumption. Also, the taller the tower, the higher is the pressure drop, and consequently the required blowing capacity.
- CO2 content in the flue gas: a low CO2 content means a lower driving force to absorption, which makes the absorption process slower and consequently the absorption towers are required to be taller. Further, as mentioned above, the size of the absorber influences both the capital and operating costs.
- CO2 removal: can be controlled by the size of the absorption tower as well as the MEA recirculation load. A very high removal implies high capital and operating costs, and hence an 85% CO2 removal has been considered a reasonable number in most of the publications that deal with MEA based capture.
- Energy requirements: Basically this includes the electricity required to operate pumps, blowers and compressors, as well as the thermal energy that must be spent in order to strip the CO2 and recover the MEA solvent.
- Cooling requirements: Used to cool down flue gas to a suitable temperature before entering the absorption tower. Also, cooling is required to recover the steam from the stripping process.
The flue gas pre-treatment is an important issue to be taken into consideration regarding the MEA based capture. Normally, flue gas is in general produced at temperatures above about 100oC, and hence this gas needs to be cooled down prior to the absorption step. Moreover, the flue gas contains other acid components, such as NOx and SOx that can interact with the solvent and cause its degradation, thus reducing the absorption capacity. In this sense, the removal of these acid components prior to capture is essential. In the case of coal fired power plants, fly ash and soot present in the flue gas may plug the absorber and depending on the level of these contaminants precautions may be required [3]. 
The heat requirement related to the leading absorption technologies ranges between 2.7 and 3.3 GJ/tCO2, depending on the process considered and the flue gas conditions. Further, typical values for electricity requirements are between 0.6 and 0.11 GJ/tCO2 for coal fired power plants and between 0.21 and 0.33 GJ/tCO2 for natural gas combined cycles. In addition, the compression of CO2 to 110 bar requires about 0.4 GJ/tCO2  [3]. 
1.4.3.7 [bookmark: _Toc498940430][bookmark: _Toc520640875]Mineral Carbonation
Mineral Carbonation is the fixation of the CO2 as a solid carbonate. Calcite (CaCO3), dolomite (Ca.0.5MgO.5CO3), magnesite (MgCO3) and siderite (FeCO3) [3] are examples of solid carbonates that can be precipitated using CO2. In nature, such reactions occur naturally on a geological time scale (millions of years) and it is called silicate weathering, and these silicates are sources of alkaline and alkaline-earth metals that are able to consume atmospheric CO2 [17]. 
The total mass of CO2 currently in the atmosphere is approximately 800 Gt. This number is small when compared to the 39 million Gt of CO2 that can be found in carbonate rocks such as marble, limestone and chalk as well as in the earth’s crust [18]. 
Magnesium based silicates xMgO.ySiO2.zH2O are favoured for mineral carbonation because they are available in significant amounts worldwide. In fact, these natural silicate resources are capable of binding all the existent fossil fuel-bound carbon [19]. Examples of magnesium silicates of interest for CCS include olivines, forsterites and serpentines [18].
The mineral carbonation can be carried out either in situ, where the carbon dioxide is injected directly into a mineral formation, or ex situ, where the carbonation is performed in chemical processing plants. Normally, the CO2 reacts with metal oxides and the result of this reaction is both the precipitation of carbonate salts and the liberation of heat.
Mineral carbonation reactions are favoured at low temperatures, whereas at high temperatures the reverse reaction, called calcination, is preferential [20]. The challenge for the mineral carbonation is to find ways of accelerating the carbonation and exploit the heat of reaction in order to reduce the global energy consumption [17]. 
Although the molar abundances of magnesium and calcium silicates in the earth’s crust are similar, rocks containing magnesium silicate exhibit higher MgO concentration (up to 50% w/w) than rocks containing calcium silicates, e.g. basalts, which have a CaO content of about 10% in weight [17]. Deposits of wollastonite, the most abundant calcium-rich silicate, are much rarer than those of magnesium silicates. The composition of these silicates that are rich in MgO and CaO, as well as an estimation of the amount of rock required to absorb 1 ton of CO2, are given in Table 1.2 [21]. 
[bookmark: _Ref432067365][bookmark: _Ref432067348][bookmark: _Toc497399102][bookmark: _Toc506731341][bookmark: _Ref432067355]Table 1.2: Composition of the various minerals that are rich in CaO and MgO and their CO2‑specific sequestration characteristics [21]. 
	Rock
	MgO (wt%)
	CaO (wt%)
	 (ton rock/ton CO2)

	Dunite (olivine)
	49.5
	0.3
	1.8

	Serpentine
	40
	0
	2.3

	Wollastonite
	-
	35
	3.6

	Talc
	44
	0
	2.1

	Basalt
	6.2
	9.4
	7.1


One potential alternative to the mineral carbonation exists in the form of industrial alkaline wastes, which can provide the calcium and/or the magnesium (in a lower extent) required to convert the CO2 into carbonates [17]. The various alkaline wastes that could potentially be used for mineral carbonation purposes are listed in Table 1.3 In terms of CaO/MgO content, the pulverized fuel ash from coal fired power plants can contain a calcium content up to 65% by weight, bottom ash that is about 20% by weight CaO, fly ash from municipal waste incinerators that is about 35% by weight CaO, de-inking ash from paper recycling that is about 35% by weight CaO, and stainless steel slag that can contain about 65% by weight CaO and MgO [17]. Although industrial wastes and mining tailings provide a low cost source of alkalinity and are readily available and reactive, they can be found in a much smaller scale compared to minerals, and thus they are more suitable for niche markets, e.g. on an individual plant level only [22].
Mineral carbonation process routes can be divided into direct and indirect methods. In the direct method, the mineral is carbonated in one step, while in the indirect methods the reactive components (Ca, Mg, hydroxides, etc.) are first extracted from the mineral matrix and then carbonated in a different stage [17].
1.4.3.7.1 [bookmark: _Toc498940431][bookmark: _Toc520640876][bookmark: _Ref432069823][bookmark: _Ref497392507][bookmark: _Toc497399103]Direct Methods
Direct methods can be sub-divided into gas-solid carbonation and aqueous mineral carbonation. 
- Gas-solid carbonation is the direct reaction of CO2 with solid mineral or alkaline waste, which is a very simple straightforward method. However, it suffers from very low reaction rates and it has been practically abandoned [17]. 
- Aqueous carbonation involves combination of three coexistent mechanisms in a single reactor, as follows: (i) the carbon dioxide reacts with water to produce a mildly acidic environment with bicarbonate, (ii) the Ca/Mg are leached from a mineral matrix, facilitated by the protons presented, and (iii) magnesium and calcium carbonate precipitates [17]. Silicate dissolution is the rate-limiting step, and consequently research efforts have been focused on improving the kinetics of the silicate dissolution using a wide range of additives, as well as by varying operating conditions such as temperature, pressure, CO2 concentration, solid to liquid ratio, and particle size [17]. 
[bookmark: _Ref520636019][bookmark: _Toc506731342]Table 1.3: List of industrial wastes that have been investigated for mineral carbonation purposes [22]. 
	Industrial alkaline Wastes
	Industrial Sector

	Argon Oxygen decarbonisation (AOD) slag
	Steel manufacture

	Air pollution control fly ash – (AP)
	

	Biomass ash
	Energy production

	Blast furnace slag
	Steel manufacture

	Bottom ash
	Energy production

	Industrial brines
	Energy production

	Cement wastes (e.g. kiln dust)
	Cement

	Chrysotile mining tailings
	Asbestos mining

	Coal-combustion fly ash
	Energy production

	Ladle slag
	Steel manufacture

	Lignite combustion fly ash
	Energy production

	Mining tailings (e.g. platinum, asbestos)
	Mining

	MSWI ash
	Municipality

	Nirex reference vault backfill
	Radioactive waste management

	Oil shale ashes
	Oil extraction

	Paper mill waste
	Paper manufacture

	Paper wastewater incineration ash
	Paper manufacture

	Pressed lime-waste composites
	

	Steelmaking slag
	Steel manufacture


1.4.3.7.2 [bookmark: _Toc498940432][bookmark: _Toc520640877]Indirect Methods
Indirect carbonation is a route whereby the overall process is divided in two or more steps, i.e. the dissolution of calcium and magnesium from the feedstock occurs separately from the step involving the dissolution of CO2 and the precipitation of carbonates [17]. 
1.5 [bookmark: _Toc520640878]Electrolyte Solutions
Most of the current thermodynamic models for electrolyte solutions have evolved from the Debye‑Hückel model. This model assumes that the particles are spherical, and only  long range coulombic interactions between ions take place [23], [24]. Although this model can only be applied to calculate the mean activity coefficients of dilute solutions, i.e. below 0.001 molal, its theoretical framework brings important insights to the topic of electrolyte solutions [23]. In particular, this model is not able to describe more concentrated solutions because it neglects the short-range interactions [23], which become dominant as the ionic strength of the aqueous solutions increase. However, a theory capable of predicting the effect of short-range interactions using only a theoretical approach is still unavailable in the literature, and hence most the models developed after the Debye‑Hückel model use empirical terms to take into account these short-range forces, including the Pitzer model [25].
The Debye‑Hückel model was further extended by including the ionic radii, and this extended equation was able to accurately predict the activity coefficients of the aqueous species up to a concentration of 0.01 molal [23]. This gives an indication that the ionic radii of the species are a key parameter required to account for the effect of the short-range interactions. This is because all the properties of the solution that becomes relevant as the solution becomes more concentrated, such as hydration by the shell of water molecules surrounding the ions, the ion pairing, the dispersion forces, the predominance of repulsive or attractive short-range forces, the structure maker and structure breaker character of a particular ion, etc. are to some extent a function of the ionic radii and charges of the species. This is why in this thesis an attempt is made to correlate the activity and osmotic coefficients with the ionic radii and charges.
In terms of the semi-empirical models that evolved from the Debye‑Hückel model, perhaps the most important is the Pitzer model, which was derived by the chemist Pitzer [25], which assumed that the excess Gibbs energy is a linear combination of virial terms representing short-term forces. This model is not only capable to describe the behavior of the electrolytes up to a molality of 6 molal [26], but also it can be used to investigate a mixture of electrolytes [27]. However, one drawback of this model is the fundamental assumption that the electrolytes are completely dissociated, which is not entirely true in some cases. For example, Pitzer and Mayorga [26] tabulated the virial parameters describing ZnCl2, but there is experimental evidence that this electrolyte forms at least four additional species, namely ZnCl+, ZnCl2,   and  [28]. Therefore, the values reported by Pitzer and Mayorga [26] are likely to represent an average contribution of these species. That is why, before correlating the Pitzer parameters with the ionic radii and charges, it is necessary to separate the ions that truly completely dissociates, and that is because clearly the electrolytes that do not dissociate cannot be represented by a single ionic radius and a single ionic charge. 
Correlating the parameters in the Pitzer model with the ionic radii and charges is an important contribution of this thesis, and its effectiveness is demonstrated in the case study presented in Chapter 5. This makes the Pitzer model more predictive and more suitable to the investigations of mixture of electrolytes.
1.6 [bookmark: _Toc498940433][bookmark: _Toc520640879]Aims and Objectives
The aims and objectives of this thesis are as follows:
(i) Develop expressions to estimate the activity and osmotic coefficients of aqueous species based on the properties of the solutions, more specifically the ionic radii and charges at 25 °C.
(ii) Investigate the temperature dependence of the expressions developed in (i).
(iii) Derive expressions to estimate the thermochemical radii of complex ions, as well as their ionic volumes. This is because the expressions developed in (i) and (ii) require knowledge of the ionic radii, which in many instances are not available in the literature, and thus these quantities need to be estimated. Since the value of the ionic radii is in general very similar to the value of the thermochemical radii, then this estimation is achieved by using the thermochemical radii as a substitute for the ionic radii.   
(iv) Use the expressions developed in (i), (ii) and (iii) to investigate the equilibrium involving the most common chemical solvents used to perform carbon capture, namely MEA, DEA and NH3.
(v) Investigate a mineral carbonation route involving recirculation of NH3 to convert the pure CO2 produced in the amine capture plant into a Precipitated Calcium Carbonate (PCC). This is achieved by simulating the process in Aspen Plus, using not only the knowledge of the equilibrium investigated in (iv), but also experimental data from the literature. 
1.7 [bookmark: _Toc498940434][bookmark: _Toc520640880]Organization of the Thesis
This thesis forms a coherent body of work, and it is organized in 7 chapters, as follows:
In Chapter 1, an introduction is given to set the context in which this research is situated. Further, in this chapter the aims and objectives of the thesis are described, as well as the way the thesis is organized.
In Chapter 2, a new correlation between the second virial coefficients in the Pitzer equations and the ionic radii and charges is presented. This new equation can be used to estimate the activity coefficients of the aqueous species involved in the equilibrium at 25 °C.
In Chapter 3, the expressions developed in Chapter 2, which correlate the second virial coefficients in the Pitzer equations with the ionic radii and charges, are extended to non-ambient temperatures. Also, a new formulation to calculate the apparent relative molal enthalpy is presented.
In Chapter 4, new expressions correlating the thermochemical radii of the aqueous species with their individual components are developed. These expressions are important because the equations derived in Chapters 2 and 3 require the knowledge of the ionic radii, which in many instances are not available in the literature. 
In Chapter 5, the expressions developed in Chapters 2 to 4 are used to investigate the equilibrium involving the most important chemical solvents that are used to perform carbon capture, namely MEA, DEA and ammonia.
In Chapter 6, the amine capture plant is integrated with an ammonia mineral carbonation plant. This is achieved by converting the pure CO2 produced in the amine capture plant into a Precipitated Calcium Carbonate (PCC) in the ammonia mineral carbonation plant. This not only generates a new product that can be potentially reutilized, but also reduces the electricity consumption of the amine capture plant.
In Chapter 7, the conclusions as well as some possible future works are presented.
[bookmark: _Toc498940435]

2. [bookmark: _Toc520640881]CHAPTER 2 ESTIMATION OF THE PITZER PARAMETERS FOR 1−1, 2−1, 3−1, 4−1, 2−2 SINGLE ELECTROLYTES AT 25 °C
This thesis deals with equilibrium involving carbon capture and storage using chemical solvents. Also, the mineral carbonation process involving fly ash is analysed in this study.
This chapter is based on the paper “Estimation of the Pitzer Parameters for 1−1, 2−1, 3−1, 4−1, and 2−2 Single Electrolytes at 25 °C”, which was published in the Journal of Chemical & Engineering Data, with the author of this thesis being the main author of the paper. In addition, this paper was published as follows: 
Simoes, M. C.; Hughes, K. J.; Ingham, D. B.; Ma, L.; Pourkashanian, M. Estimation of the Pitzer Parameters for 1−1, 2−1, 3−1, 4−1, and 2−2 Single Electrolytes at 25 °C. J. Chem. Eng. Data 2016, 61, 2536−2554.
This paper presents a novel approach to calculate the second virial coefficients in the Pitzer equations using empirical equations that correlate these coefficients with the ionic radii and the ionic charges of the species involved in the equilibrium at 25 °C. This is novel because the second virial coefficients in the Pitzer equations are usually obtained by regression against experimental data, whereas in this paper they are calculated based on the properties of the solution. Therefore, this new approach makes the Pitzer equations more predictive, and hence less dependent on the experimental data. This is important to the investigation of systems involving mixture of many species, to which the determination of the individual activity coefficients is more difficult to obtain. Also, this is important to investigate systems to which experimental data are difficult to be obtained, e.g. experiments involving radioactive materials. 





1. 
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2.1 [bookmark: _Toc498940436][bookmark: _Toc520640882]Abstract
The Pitzer model is one of the most important thermodynamic models to predict the behavior of aqueous electrolyte solutions, especially at high ionic strengths. However, most of the parameters in the Pitzer equations have to be obtained experimentally and this represents an important drawback to this model. Therefore, in order to make the Pitzer equations less dependent on experimental data and more dependent on the properties of the solution, new equations that correlate the Pitzer equations with the properties of the solution have been successfully developed for 1-1, 2-1, 3-1, 4-1 and 2-2 electrolytes. In particular, these equations were developed for two cases: (i) considers the original Pitzer equations and (ii) considers some simplifications to the Pitzer equation (assuming). In particular, for case (ii), the second virial coefficients   of the Pitzer equations were re-estimated using published experimental data of the osmotic coefficient obtained from the literature. As a conclusion, both the simplified and the original Pitzer equations presented a very good match with this published experimental data for the osmotic coefficients. Additionally, the second virial coefficients  for both cases were successfully correlated with the ionic radius and the ionic charge, and this is confirmed by the very high coefficients of determination achieved (R2>0.96). However, these new equations are valid only to cases in which no significant ion association occurs, which is also the basic premise of the original Pitzer model.
2.2 [bookmark: _Toc498940437][bookmark: _Toc520640883]Introduction
The Pitzer model is a semi-empirical model that is very important for the understanding of the behavior of ions dissolved in water. This model was first described by the chemist Kenneth Pitzer and it characterizes interactions amongst the ions and the solvent through linear combinations of parameters involving a virial expansion of the excess Gibbs free energy [25]. Moreover, this model is very efficient at predicting the behavior of the electrolyte solutions ranging from infinitely diluted solutions to very concentrated ones, up to a molality of 6mol/kg [29]. On the other hand, the Pitzer model is largely empirical and the virial parameters representing short-range interactions cannot be directly correlated to the properties of the solution, and thus cannot be extrapolated for different cases. In fact, this is an important drawback of the Pitzer model since in many cases the experiments required to obtain the parameters in the Pitzer equations are very difficult to perform, e.g. experiments involving radioactive species [30]. Therefore, finding a way to correlate the virial terms in the Pitzer equation with the properties of the solution is highly important.
Some attempts at describing the dependence of the second virial coefficients on the properties of the solution, especially with regards to the ionic radii, can be found in the literature. Weian et al. [31] reformed the Pitzer osmotic equation in order to obtain relationships between the second virial parameters and the ionic radii, and the equations obtained could satisfactorily predict the parameters  in the Pitzer equations for some 1-1 electrolytes. However, the values of ionic radii used by Weian et al. [31] to calculate the second virial parameters were not the ones available in the literature, but rather values adjusted to fit the experimental data for the osmotic and activity coefficient. Consequently, this model cannot be easily extended to different electrolytes, since the values of the ionic radii found by Weian et al. [31] do not coincide with the tabulated values of ionic radii and hydrated radii available in the literature, e.g. Marcus [32]. 
Another attempt to correlate the virial coefficients in the Pitzer equation with the properties of the solution was made by Rosenberg et al. [30]. They estimated the second and third virial coefficients for RaBr2, RaCl2 and RaSO4 as a function of the hydrated radii of the ions using a linear regression involving chlorides of magnesium, calcium, barium and strontium, which belong to the same group of the periodic table as the radium ion. Despite a very clear linear trend between the parameter  and the hydrated radii of the ions being achieved, the parameters  and  presented a poor linear correlation. However, this was considered a reasonable approach by Rosenberg et al. [30] due to the unavoidable lack of experimental data.
Finally, Zareen et al. [33] used the dielectric constants of the water at different temperatures as well as the ionic radii to estimate the activity coefficients of salt mixtures by a Monte Carlo Simulation procedure. The good agreement with experimental data achieved reinforces the strong connection between the ionic radii and the activity coefficients of the species for concentrated solutions, which indicates that the second virial parameters of the Pitzer equations may also have a strong connection with the ionic radii of the species.
In terms of the properties of the solution, it is important to note that diluted solutions (in this study, diluted solutions refers to the maximum ionic strength that can be covered by the Debye-Huckel model, i.e. approximately 0.01 molal) behave differently from concentrated solutions. While the diluted solutions can be well explained by the Debye-Huckel theory, which assumes that ions are geometrical points that have no volume of exclusion and these ions do not come into contact with each other [34], concentrated solutions require a more complex analysis, and this can be attributed to the fact that the point ion assumption is no longer valid. This is because ions can now come into contact with each other, and the cloud of orbiting electrons surrounding their nuclei creates a harsh repulsive core that does not allow overlapping [34]. On top of this, other properties of the solution become more and more relevant as the solution shifts from diluted to concentrated, such as the effect of the hydration by the shell of water molecules surrounding the ions, the ion pairing, the geometry of the ion that is not always spherical, the dispersion forces, the predominance of repulsive or attractive short-range forces, the structure maker and structure breaker character of a particular ion, etc. Considering all of these important properties, the second virial coefficients can be interpreted as a result of the combination of all of these properties together, but the weighting of each property to the final numerical value of the virial coefficients may vary from case to case. Nevertheless, it is evident that the size of the ions may have a distinguishable importance, since all the relevant properties of the solution mentioned are to some degree linked to the dimension of the ion, e.g. hydration, ion pairing and dispersion forces.
Therefore, this study aims to find the correlations between the Pitzer equation parameters and the properties of the solution, as well as the understanding of the physical meaning of these interaction parameters. To achieve this, two cases are analyzed, in the first case considering the original Pitzer equation for the osmotic coefficient and in the second case by considering some simplifications to this equation. For the simplified case, the second virial coefficients  were re-estimated using the available published data on the osmotic coefficient.
2.3 [bookmark: _Toc498940438][bookmark: _Toc520640884]Thermodynamic Model and Simplifications to the Pitzer Equations
2.3.1 [bookmark: _Toc498940439][bookmark: _Toc520640885]The Pitzer Model
The Pitzer model was developed in order to incorporate the effect of short-range forces between pairs of ions as well as the dependence of these forces on the ionic strength [25]. This model was developed assuming a virial expansion of the Gibbs free energy  truncated in the third term, in a similar fashion to the viral expansion that was derived to account for the non-ideal behaviour observed in gases at high pressure conditions [35]. In fact, if the Pitzer model requires more virial terms to achieve precision, these new terms have to be derived considering rigorous mathematical and thermodynamics analysis. The Pitzer equation for the osmotic coefficient of single electrolytes can be expressed as follows [25]: 
			(2.1)
where the terms and  are given as follows [36]: 
										(2.2)
				(2.3)
[bookmark: _Ref498358273]									(2.4)
[bookmark: _Ref498358275]										(2.5)
For all the electrolytes, except 2-2 electrolytes [26]: 
									(2.6)
For the 2-2 electrolytes [36]: 
									(2.7)
2.3.2 [bookmark: _Toc498940440][bookmark: _Toc520640886]Simplifying the Pitzer Equation for the Osmotic Coefficient
The correlation of the Pitzer parameters with the properties of the solution is not a simple task, since this equation requires a large number of parameters (,) to be determined in order to accurately represent the behaviour of the various electrolytes in aqueous solutions. Thus, the elimination of the parameters that do not significantly impact on the precision of the Pitzer equation would be very convenient and useful, since this simplification would allow the estimation of the activity and osmotic coefficients in a much simpler way. In this context, there are three parameters that appear to be the most promising candidates to set to zero, namely the parameters, for the following reasons:
· The parameters are only required for 2-2 electrolytes, and they represent corrections for the anomalous behavior of these 2-2 electrolytes considering concentrations lesser than 0.1M. [36] Moreover, Pitzer [35] stated that the omission of  introduce systematic errors at high concentrations. Therefore, this approximation would be suitable only when intermediate molalities are the range of interest. This maximum molality to which this approximation is valid is evaluated in the discussion section.
· The effect of the third virial coefficient is small and sometimes negligible according to Pitzer et al. [26], and for this reason eliminating this coefficient appears also to be a promising option to be analyzed.
For the condition all zero, equation (2.1) can be simplified as follows:
			(2.8)
2.3.3 [bookmark: _Toc498940441][bookmark: _Toc520640887]Re-estimating the Second Virial Coefficients in the Pitzer Equation for the Osmotic Coefficient
The re-estimation of the second virial coefficients of the Pitzer equations is important because it allows the estimation of the impact of eliminating the parameters in the accuracy of the Pitzer model. In contrast to Pitzer et al. [26], who estimated the second virial coefficients based mainly on the experimental data of the osmotic and activity coefficients recommended by Robson and Stokes [37]–[41], which were obtained in the 1960s, this study also includes newer published data for the osmotic coefficients, e.g. [42]–[49] as well as data from some secondary sources, such as Goldberg et al. [50]–[53] and Hamer et al. [54]. These sources are secondary sources in the sense that their work includes tables of recommended values rather than experimental data. Particularly, these secondary sources were used because these authors performed a very rigorous selection of consistent experimental data for the osmotic coefficient from the literature, including several sources and different measurement methods, e.g. isopiestic, vapor pressure measurements, freezing point depression, etc. Then, the measurements that presented large uncertainties were eliminated, and hence only reliable values were used to generate the tables of recommended values for the osmotic coefficients.
The second virial coefficients were re-estimated by reforming equation (2.8) to the Y=AX+B format, as follows:
						(2.9)
where:
										(2.10)
										(2.11)
											(2.12)
											(2.13)
Therefore, a plot of Y as a function of X can be used to obtain the second virial coefficients  and.
2.3.4 [bookmark: _Toc498940442][bookmark: _Toc520640888]Correlation accuracy relative to the uncertainty of the data
The majority of the data for the osmotic coefficients used in this study were taken from Hamer et al. [54], Goldberg et al. [50]–[53], Robinson and Stokes [37]–[40] and Stokes [41]. While the data from Robinson and Stokes [37]–[40] and Stokes [41] was based only on the isopiestic method, Hamer et al. [54] and Goldberg et al. [50]–[53] also included other measurement methods to generate their tables of recommended values for the osmotic coefficients, e.g. vapor-pressure lowering, electromotive forces (emfs) of galvanic cells without liquid junctions, emfs of galvanic cells with transference, freezing point depression, etc. 
In terms of these measurement methods, the isopiestic vapor pressure method is very accurate, being better than 1% at molalities above approximately 0.1 mol/kg, but this method is not very precise for more dilute solutions [55]. In this case, the freezing point depression is the most precise method, but this method has the disadvantage that additional calculations are required to convert the value found at lower temperatures to higher temperatures [56]. Regarding direct vapor pressure measurements, this method is less accurate than is the isopiestic method since these vapor pressure measurements are more sensitive to temperature variations than the isopiestic method [57]. Finally, Emf measurements can yield very accurate results near room temperature for systems where reversible and reproducible electrodes have been developed [55]. 
In terms of reliability, the tables of activities and osmotic coefficients from Robinson and Stokes [37]–[40] and Stokes [41] are well-known and widely accepted and used in the chemical literature [58], and thus these tables represent a consistent source of information. Likewise, the tables of activities and osmotic coefficients generated by Hamer et al. [54], Goldberg et al. [50]–[53] are very reliable because as mentioned just above, these authors performed a very rigorous selection of consistent experimental data (including in several cases the data from Robinson and Stokes [37]–[40] and Stokes [41]), comprising several sources and different measurement methods, in order to finally come up with the best values for the osmotic coefficients. 
Therefore, based on the high accuracy of the methods to estimate the osmotic coefficients as well as the high reliability of the sources of information used in this work, it appears that the impact of the uncertainty of the data in the correlation accuracy is low.
2.4 [bookmark: _Toc498940443][bookmark: _Toc520640889]Results
2.4.1 [bookmark: _Toc498940444][bookmark: _Toc520640890]Re-estimating the Second Virial Coefficients for the Simplified Pitzer Equation
Table 2.1 shows the re-estimated second virial coefficients  and based on the assumption that are zero, as well as the standard deviations associated with the estimation of these parameters, which were calculated as follows [59]:
									(2.14)
Table 2.1 also shows the maximum molality to which the calculations for the simplified case presented are in very good agreement with the experimental data, with less than 3% difference between the calculated osmotic coefficient and the experimental osmotic coefficient in most cases. Furthermore, Table 2.1 shows the coefficients, as well as the standard deviations and maximum molalities related to the original Pitzer equation for the osmotic coefficient, and these values were obtained from the literature [26], [35], [36], [42], [49], [60]. Finally, Table 2.1 includes the classification of each ion in terms of its effects on the structure of water, which can be either by increasing the stability of the water-water interactions (structure makers or kosmotropes) or by disrupting it (structure breakers or chaotropes). Ions that have strong interactions with water can increase its structuring and, thus, they are structure-makers or kosmotropes, whereas some ions that have weak interactions with water tend to decrease its structuring and, therefore, they are structure breakers or chaotropes [61]. Normally, chaotropes are large and of low charge and kosmotropes are small and highly charged [61]. The classification adopted in this study was based on the criteria established by Marcus [62], which is a function of the Gibbs free energy accounting for the effect of the solute on the number of hydrogen bonds in which a water molecule participates.
A comparison between the estimations considering the simplified and the complete Pitzer equation can be visualized in Figure 2.1. This figure shows that on one hand the original Pitzer equation fits more accurately the experimental data than the simplified equation, but on the other hand it shows the simplified Pitzer equation can also provide a very satisfactory match with the experimental data of osmotic coefficient. Therefore, the simplifications to the Pitzer equation appear to be acceptable and only slightly less accurate than the original Pitzer equation.
2.4.2 [bookmark: _Toc498940445][bookmark: _Toc520640891]The Trends Between the Second Virial Coefficient in the Pitzer Equations and the Properties of the Solution
On considering the simplifications applied to the Pitzer equation for the osmotic coefficient, only two parameters need to be correlated with the properties of the solution, namely  and. However, before starting these correlations, it is important to identify which electrolytes are likely to form ion pairs or complexes. This is because the second virial coefficients were estimated assuming that ions are completely dissociated (or slightly associated) in the aqueous media and this assumption is not valid for some of the electrolytes listed in Table 2.1.
[image: ]
[bookmark: _Ref498356034][bookmark: _Toc433011618][bookmark: _Toc433277697][bookmark: _Toc498342423][bookmark: _Toc506731281]Figure 2.1. Standard deviation of different electrolytes calculated using the original Pitzer equation and the simplified Pitzer equation. The electrolyte number follows the order of the electrolyte appearance in Table 2.1 (: original Pitzer equation, +: simplified Pitzer equation).
According to Marcus et al. [63], the difference between ion pairs and complexes is that the ion pairs are held by long-range, non-directional electrostatic forces, whereas the complexes are formed by short-range, spatially directed covalent interactions. On the other hand, Marcus et al. [63] state that this difference is largely semantic because there is no method for determining the origins of the attractive forces that hold the species together and thus complexes and ion pairs should be seen as essentially indistinguishable. Therefore, no effort will be employed in order to rigorously group species in ion pairs or complexes.
[bookmark: _Ref498339482][bookmark: _Toc506731343]Table 2.1: Re-estimated second virial coefficients and  for 1-1, 2-1, 3-1, 4-1, 1-2 and 2-2 electrolytes at 25 oC. The ionic radius of the ions (rc and ra) were taken from Marcus [32],[66], except for the perchlorate ion, which was taken from Roobottom [67].
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	1-1 electrolytes

	AgNO3
	-0.0576
	-0.1489
	0.010
	[54]
	5.00
	
	-0.0856
	0.0025
	0.00
	0.0059
	0.001
	[26]
	6.00
	1.15
	1.79
	c
	c

	CsBr
	0.0276
	0.0195
	0.003
	[54]
	5.00
	
	0.0279
	0.0139
	0.00
	0.0000
	0.002
	[26]
	5.00
	1.7
	1.96
	c
	c

	CsCl
	0.0307
	0.0717
	0.004
	[54]
	8.50
	
	0.0300
	0.0558
	0.00
	0.0004
	0.002
	[26]
	5.00
	1.7
	1.81
	c
	c

	CsF
	0.1138
	0.3346
	0.004
	[54]
	3.50
	
	0.1306
	0.2570
	0.00
	-0.0043
	0.002
	[26]
	3.50
	1.7
	1.33
	c
	k

	CsI
	0.0121
	0.1124
	0.002
	[54]
	3.00
	
	0.0244
	0.0262
	0.00
	-0.0037
	0.001
	[26]
	3.00
	1.7
	2.2
	c
	c

	CsNO2
	0.0203
	0.1518
	0.006
	[68]
	5.00
	
	0.0427
	0.0600
	0.00
	-0.0051
	0.004
	[26]
	6.00
	1.7
	1.92
	c
	c

	CsNO3
	-0.0741
	-0.0794
	0.003
	[54]
	1.50
	
	-0.0758
	-0.0669
	0.00
	0.0000
	0.002
	[26]
	1.40
	1.7
	1.79
	c
	c

	CsOH
	0.1313
	0.4219
	0.001
	[54]
	1.20
	
	0.1500
	0.3000
	0.00
	0.0000
	-
	[26]
	1.20
	1.7
	1.33
	c
	k

	HBr
	0.2180
	0.2692
	0.004
	[54]
	3.00
	
	0.1960
	0.3564
	0.00
	0.0083
	-
	[26]
	3.00
	0.3
	1.96
	k
	c

	HCl
	0.1788
	0.2936
	0.006
	[54]
	8.00
	
	0.1775
	0.2945
	0.00
	0.0008
	-
	[26]
	6.00
	0.3
	1.81
	k
	c

	HClO4
	0.2133
	0.0306
	0.017
	[54]
	5.50
	
	0.1747
	0.2931
	0.00
	0.0082
	0.002
	[26]
	5.50
	0.3
	2.25
	k
	c

	HI
	0.2373
	0.4291
	0.004
	[54]
	4.00
	
	0.2362
	0.3920
	0.00
	0.0011
	-
	[26]
	3.00
	0.3
	2.2
	k
	c

	HNO3
	0.0995
	0.4008
	0.006
	[54]
	3.50
	
	0.1119
	0.3206
	0.00
	0.0010
	0.001
	[26]
	3.00
	0.3
	1.79
	k
	c

	KBr
	0.0485
	0.2805
	0.003
	[54]
	5.50
	
	0.0569
	0.2212
	0.00
	-0.0018
	0.001
	[26]
	5.50
	1.38
	1.96
	c
	c

	KBrO3
	-0.1221
	0.2435
	0.002
	[54]
	0.50
	
	-0.1290
	0.2565
	0.00
	0.0000
	0.001
	[26]
	0.50
	1.38
	1.91
	c
	c

	KCl
	0.0451
	0.2268
	0.001
	[54]
	4.84
	
	0.0484
	0.2122
	0.00
	-0.0008
	0.0005
	[26]
	4.80
	1.38
	1.81
	c
	c

	KClO3
	-0.0946
	0.2485
	0.0003
	[54]
	0.70
	
	-0.0960
	0.2481
	0.00
	0.0000
	0.001
	[26]
	0.70
	1.38
	2
	c
	c

	KF
	0.0842
	0.2052
	0.014
	[54]
	14.00
	
	0.0809
	0.2021
	0.00
	0.0009
	0.001
	[26]
	2.00
	1.38
	1.33
	c
	k

	KH2PO4
	-0.0685
	-0.1035
	0.003
	[54]
	1.80
	
	-0.0678
	-0.1042
	0.00
	0.0000
	0.003
	[26]
	1.80
	1.38
	2.38
	c
	c

	KHCO3
	-0.0188
	0.0730
	0.001
	[42]
	1.00
	
	-0.0220
	0.0900
	0.00
	0.0000
	-
	[42]
	1.00
	1.38
	1.85
	c
	c

	KI
	0.0573
	0.3689
	0.005
	[54]
	4.50
	
	0.0746
	0.2517
	0.00
	-0.0041
	0.005
	[26]
	4.50
	1.38
	2.2
	c
	c

	KNO2
	0.0087
	0.0967
	0.003
	[68]
	6.00
	
	0.0151
	0.0150
	0.00
	0.0007
	0.003
	[26]
	5.00
	1.38
	1.92
	c
	c

	KNO3
	-0.0592
	-0.0451
	0.006
	[54]
	3.50
	
	-0.0816
	0.0494
	0.00
	0.0066
	0.006
	[26]
	3.50
	1.38
	1.79
	c
	c

	KOH
	0.1457
	0.1971
	0.025
	[54]
	14.00
	
	0.1298
	0.3200
	0.00
	0.0041
	-
	[26]
	5.50
	1.38
	1.33
	c
	k

	KSCN
	0.0303
	0.3086
	0.003
	[54]
	5.00
	
	0.0416
	0.2302
	0.00
	-0.0025
	0.001
	[26]
	5.00
	1.38
	2.13
	c
	c

	LiBr
	0.1998
	0.2022
	0.018
	[54]
	7.00
	
	0.1748
	0.2547
	0.00
	0.0053
	0.002
	[26]
	2.50
	0.69
	1.96
	k
	c

	LiBrO3
	0.0882
	0.2541
	0.002
	[46]
	5.00
	
	0.0893
	0.2157
	0.00
	0.0000
	0.001
	[35]
	5.00
	0.69
	1.91
	k
	c

	LiCl
	0.1667
	0.2465
	0.032
	[54]
	13.00
	
	0.1494
	0.3074
	0.00
	0.0036
	0.001
	[26]
	6.00
	0.69
	1.81
	k
	c

	LiClO3
	0.1526
	0.3131
	0.008
	[46]
	4.20
	
	0.1705
	0.2294
	0.00
	-0.00524
	0.002
	[35]
	4.20
	0.69
	2
	k
	c

	Table 2.1. Continued

	
	Simplified Pitzer Equation , with
	
	Original Pitzer Equation, with (data from the literature)
	
	
	
	

	
	


	


	Stand. Dev. ()
	Ref. of
	Max. Mol. (mol.kg-1)
	
	
	
	
	
	Stand. Dev. ()
	Ref.
	Max. Mol. (mol.kg-1)
	
()
	
()
	Cation
(kosm. or chao.)
	Anion
(kosm. or chao.)

	LiClO4
	0.1950
	0.4307
	0.007
	[54]
	4.50
	
	0.1973
	0.3996
	0.00
	0.0008
	0.002
	[26]
	3.50
	0.69
	2.25
	k
	c

	LiI
	0.1990
	0.4795
	0.013
	[54]
	3.00
	
	0.2104
	0.3730
	0.00
	0.0000
	0.006
	[26]
	1.40
	0.69
	2.2
	k
	c

	LiNO2
	0.1075
	0.3906
	0.017
	[68]
	6.00
	
	0.1336
	0.3250
	0.00
	-0.0053
	0.003
	[26]
	6.00
	0.69
	1.92
	k
	c

	LiNO3
	0.1153
	0.4488
	0.011
	[54]
	5.50
	
	0.1420
	0.2780
	0.00
	-0.0055
	0.001
	[26]
	6.00
	0.69
	1.79
	k
	c

	LiOH
	0.0457
	-0.1257
	0.005
	[54]
	3.00
	
	0.0150
	0.1400
	0.00
	0.0000
	-
	[26]
	4.00
	0.69
	1.33
	k
	k

	NaBr
	0.1005
	0.2720
	0.010
	[54]
	9.00
	
	0.0973
	0.2791
	0.00
	0.0012
	0.001
	[26]
	4.00
	1.02
	1.96
	c
	c

	NaBrO3
	-0.0046
	0.1201
	0.006
	[54]
	2.50
	
	-0.0205
	0.1910
	0.00
	0.0059
	0.001
	[26]
	2.50
	1.02
	1.91
	c
	c

	NaCl
	0.0798
	0.2677
	0.008
	[54]
	6.14
	
	0.0765
	0.2664
	0.00
	0.0013
	0.001
	[26]
	6.00
	1.02
	1.81
	c
	c

	NaClO3
	0.0257
	0.2373
	0.002
	[54]
	3.50
	
	0.0249
	0.2455
	0.00
	0.0004
	0.001
	[26]
	3.50
	1.02
	2
	c
	c

	NaClO4
	0.0505
	0.2952
	0.004
	[54]
	6.00
	
	0.0554
	0.2755
	0.00
	-0.0012
	0.001
	[26]
	6.00
	1.02
	2.25
	c
	c

	NaF
	0.0197
	0.2237
	0.0004
	[54]
	0.983
	
	0.0215
	0.2107
	0.00
	0.0000
	0.001
	[26]
	1.00
	1.02
	1.33
	c
	k

	NaH2PO4
	-0.0246
	-0.1126
	0.009
	[54]
	3.50
	
	-0.0533
	0.0396
	0.00
	0.0080
	0.003
	[26]
	6.00
	1.02
	2.38
	c
	c

	NaHCO3
	0.0290
	0.0380
	0.000
	[60]
	1.00
	
	0.0277
	0.0411
	0.00
	0.0000
	-
	[60]
	1.00
	1.02
	1.85
	c
	c

	NaI
	0.1259
	0.3038
	0.009
	[54]
	11.00
	
	0.1195
	0.3439
	0.00
	0.0018
	0.001
	[26]
	3.50
	1.02
	2.2
	c
	c

	NaNO2
	0.0478
	0.1776
	0.003
	[68]
	3.00
	
	0.0641
	0.1015
	0.00
	-0.0049
	0.005
	[26]
	5.00
	1.02
	1.92
	c
	c

	NaNO3
	0.0036
	0.1978
	0.001
	[54]
	6.00
	
	0.0068
	0.1783
	0.00
	-0.0007
	0.001
	[26]
	6.00
	1.02
	1.79
	c
	c

	NaOH
	0.1080
	0.1927
	0.009
	[54]
	6.00
	
	0.0864
	0.2530
	0.00
	0.0044
	-
	[26]
	6.00
	1.02
	1.33
	c
	k

	NaSCN
	0.0952
	0.3609
	0.004
	[54]
	7.00
	
	0.1005
	0.3582
	0.00
	-0.00303
	0.001
	[26]
	4.00
	1.02
	2.13
	c
	c

	NH4Br
	0.0505
	0.2350
	0.001
	[47]
	2.50
	
	0.0624
	0.1947
	0.00
	-0.0044
	0.001
	[26]
	2.50
	1.48
	1.96
	c
	c

	NH4Cl
	0.0399
	0.2661
	0.002
	[54]
	4.00
	
	0.0522
	0.1918
	0.00
	-0.0030
	0.001
	[26]
	6.00
	1.48
	1.81
	c
	c

	NH4ClO4
	-0.0064
	-0.0648
	0.005
	[69]
	2.10
	
	-0.0103
	-0.0194
	0.00
	0.0000
	0.004
	[35]
	2.00
	1.48
	2.25
	c
	c

	NH4H2PO4
	-0.0455
	-0.5631
	0.009
	[70]
	3.50
	
	-0.0704
	-0.4156
	0.00
	0.0067
	0.003
	[35]
	3.50
	1.48
	2.38
	c
	c

	NH4I
	0.0463
	0.3583
	0.004
	[48]
	4.00
	
	0.0570
	0.3157
	0.00
	-0.0031
	0.002
	[35]
	7.50
	1.48
	2.2
	c
	c

	NH4NO3
	-0.0140
	0.0895
	0.004
	[54]
	11.00
	
	-0.0154
	0.1120
	0.00
	0.0000
	0.001
	[35]
	6.00
	1.48
	1.79
	c
	c

	NH4SCN
	0.0174
	0.3320
	0.004
	[49]
	5.00
	
	0.0245
	0.2615
	0.00
	-0.0013
	0.001
	[49]
	8.00
	1.48
	2.13
	c
	c

	RbBr
	0.0331
	0.2057
	0.002
	[54]
	5.00
	
	0.0396
	0.1530
	0.00
	-0.0014
	0.001
	[26]
	5.00
	1.49
	1.96
	c
	c

	RbCl
	0.0382
	0.1827
	0.003
	[54]
	6.00
	
	0.0441
	0.1483
	0.00
	-0.0010
	0.001
	[26]
	5.00
	1.49
	1.81
	c
	c

	RbF
	0.0834
	0.4198
	0.005
	[54]
	2.50
	
	0.1141
	0.2842
	0.00
	-0.0105
	0.002
	[26]
	3.50
	1.49
	1.33
	c
	k

	RbI
	0.0346
	0.1786
	0.002
	[54]
	5.00
	
	0.0397
	0.1330
	0.00
	-0.0011
	0.001
	[26]
	5.00
	1.49
	2.2
	c
	c

	RbNO2
	0.0054
	0.0557
	0.002
	[68]
	6.00
	
	0.0269
	-0.1553
	0.00
	-0.0037
	0.002
	[26]
	5.00
	1.49
	1.92
	c
	c

	RbNO3
	-0.0629
	-0.0909
	0.005
	[54]
	3.00
	
	-0.0789
	-0.0172
	0.00
	0.0053
	0.001
	[26]
	4.50
	1.49
	1.79
	c
	c

	1-2 electrolytes

	(NH4)2SO4
	0.0349
	0.6801
	0.007
	[43]
	5.00
	
	0.0409
	0.6585
	0.00
	-0.0012
	0.004
	[26]
	5.50
	1.48
	2.4
	c
	c

	K2SO4
	0.0481
	0.8619
	0.006
	[43]
	0.80
	
	0.0500
	0.7793
	0.00
	0.0000
	0.002
	[26]
	0.70
	1.38
	2.4
	c
	c

	Li2SO4
	0.1231
	1.4417
	0.008
	[43]
	3.00
	
	0.1363
	1.2705
	0.00
	-0.0040
	0.002
	[26]
	3.00
	0.69
	2.4
	k
	c

	Table 2.1. Continued

	
	Simplified Pitzer Equation , with
	
	Original Pitzer Equation, with (data from the literature)
	
	
	
	

	
	


	


	Stand. Dev. ()
	Ref. of
	Max. Mol. (mol.kg-1)
	
	
	
	
	
	Stand. Dev. ()
	Ref.
	Max. Mol. (mol.kg-1)
	
()
	
()
	Cation
(kosm. or chao.)
	Anion
(kosm. or chao.)

	Na2SO4
	0.0366
	0.9084
	0.007
	[43]
	3.00
	
	0.0196
	1.1130
	0.00
	0.0050
	0.003
	[26]
	4.00
	1.02
	2.4
	c
	c

	2-1 electrolytes

	Ba(ClO4)2
	0.2960
	1.8167
	0.015
	[38]
	1.60
	
	0.3614
	1.5758
	0.00
	-0.0313
	0.003
	[26]
	2.00
	1.36
	2.25
	k
	c

	BaBr2
	0.2716
	2.0187
	0.013
	[52]
	2.30
	
	0.3146
	1.5698
	0.00
	-0.0160
	0.001
	[26]
	2.00
	1.36
	1.96
	k
	c

	BaCl2
	0.2246
	1.7213
	0.014
	[52]
	1.79
	
	0.2628
	1.4963
	0.00
	-0.0194
	0.001
	[26]
	1.79
	1.36
	1.81
	k
	c

	BaI2
	0.3861
	1.9611
	0.011
	[52]
	2.00
	
	0.4219
	1.6868
	0.00
	-0.0174
	0.003
	[26]
	1.80
	1.36
	2.2
	k
	c

	Ca(ClO4)2
	0.4273
	1.9530
	0.029
	[38]
	5.00
	
	0.4511
	1.7565
	0.00
	-0.0050
	0.005
	[26]
	2.00
	1
	2.25
	k
	c

	CaBr2
	0.3795
	1.7029
	0.012
	[52]
	3.25
	
	0.3816
	1.6133
	0.00
	-0.0026
	0.002
	[26]
	2.00
	1
	1.96
	k
	c

	CaCl2
	0.3118
	1.7044
	0.024
	[52]
	6.00
	
	0.3159
	1.6140
	0.00
	-0.0003
	0.003
	[26]
	2.50
	1
	1.81
	k
	c

	CaI2
	0.4357
	1.8225
	0.002
	[52]
	1.90
	
	0.4379
	1.8068
	0.00
	-0.0008
	0.001
	[26]
	2.00
	1
	2.2
	k
	c

	Co(ClO4)2
	0.5493
	1.6522
	0.035
	[53]
	3.50
	
	0.5303
	1.9643
	0.00
	0.0076
	0.015
	this study
	3.50
	0.75
	2.25
	k
	c

	Co(NO3)2
	0.2815
	1.7480
	0.020
	[53]
	3.25
	
	0.3119
	1.6905
	0.00
	-0.0076
	0.003
	[26]
	5.50
	0.75
	1.79
	k
	c

	CoBr2
	0.3986
	1.9156
	0.021
	[53]
	3.75
	
	0.4270
	1.6598
	0.00
	-0.0007
	0.002
	[26]
	2.00
	0.75
	1.96
	k
	c

	CoCl2
	0.3113
	1.7699
	0.020
	[53]
	3.00
	
	0.3643
	1.4753
	0.00
	-0.0152
	0.004
	[26]
	3.00
	0.75
	1.81
	k
	c

	CoI2
	0.5108
	1.7666
	0.028
	[53]
	4.25
	
	0.5213
	1.6725
	0.00
	-0.0047
	0.010
	[26]
	2.00
	0.75
	2.2
	k
	c

	Cu(ClO4)2
	0.5138
	1.8475
	0.029
	[50]
	3.50
	
	0.5076
	1.8749
	0.00
	0.0044
	0.010
	this study
	3.50
	0.73
	2.25
	k
	c

	Cu(NO3)2
	0.2477
	1.8031
	0.022
	[50]
	3.50
	
	0.3168
	1.4303
	0.00
	-0.0219
	0.002
	[26]
	2.00
	0.73
	1.79
	k
	c

	CuBr2
	0.3408
	1.9977
	0.009
	[50]
	1.25
	
	0.3616
	1.8575
	0.00
	-0.00902
	0.007
	this study
	1.25
	0.73
	1.96
	k
	c

	CuCl2
	0.2513
	1.5432
	0.006
	[50]
	1.00
	
	0.3080
	1.3763
	0.00
	-0.0404
	0.003
	[26]
	2.00
	0.73
	1.81
	k
	c

	FeCl2
	0.3155
	1.7278
	0.008
	[53]
	2.00
	
	0.3359
	1.5323
	0.00
	-0.0086
	0.002
	[26]
	2.00
	0.78
	1.81
	k
	c

	Mg(ClO4)2
	0.5230
	1.9144
	0.021
	[41]
	3.00
	
	0.4961
	2.0085
	0.00
	0.0096
	0.002
	[26]
	2.00
	0.72
	2.25
	k
	c

	MgBr2
	0.4470
	1.6462
	0.026
	[52]
	5.50
	
	0.4327
	1.7528
	0.00
	0.0031
	0.004
	[26]
	5.00
	0.72
	1.96
	k
	c

	MgCl2
	0.3765
	1.5968
	0.024
	[52]
	4.50
	
	0.3524
	1.6815
	0.00
	0.0052
	0.003
	[26]
	4.50
	0.72
	1.81
	k
	c

	MgI2
	0.5267
	1.4252
	0.045
	[52]
	5.00
	
	0.4902
	1.8041
	0.00
	0.0079
	0.003
	[26]
	5.00
	0.72
	2.2
	k
	c

	Mn(ClO4)2
	0.5518
	1.7120
	0.021
	[50]
	3.50
	
	0.5316
	2.1996
	0.00
	0.0061
	0.013
	this study
	3.50
	0.83
	2.25
	k
	c

	MnBr2
	0.3747
	2.0363
	0.015
	[50]
	2.50
	
	0.3971
	1.7686
	0.00
	-0.0070
	0.011
	this study
	2.50
	0.83
	1.96
	k
	c

	MnCl2
	0.2919
	1.6033
	0.010
	[50]
	1.50
	
	0.3272
	1.5503
	0.00
	-0.0205
	0.003
	[26]
	2.50
	0.83
	1.81
	k
	c

	Ni(ClO4)2
	0.5453
	1.7027
	0.022
	[53]
	2.75
	
	0.5273
	1.9156
	0.00
	0.0089
	0.019
	this study
	3.50
	0.69
	2.25
	k
	c

	Ni(NO3)2
	0.2970
	2.1632
	0.025
	[71]
	4.00
	
	0.3037
	2.1307
	0.00
	-0.0032
	0.015
	this study
	5.00
	0.69
	1.79
	k
	c

	NiBr2
	0.4181
	1.7725
	0.018
	[53]
	4.25
	
	0.4181
	1.7725
	0.00
	0.0000
	0.018
	this study
	4.25
	0.69
	1.96
	k
	c

	NiCl2
	0.3306
	1.6622
	0.014
	[53]
	3.25
	
	0.3479
	1.5810
	0.00
	-0.0037
	0.002
	[26]
	2.50
	0.69
	1.81
	k
	c

	Sr(ClO4)2
	0.3879
	1.8158
	0.013
	[38]
	2.50
	
	0.4269
	1.5668
	0.00
	-0.0131
	0.002
	[26]
	2.50
	1.13
	2.25
	k
	c

	Table 2.1. Continued

	
	Simplified Pitzer Equation , with
	
	Original Pitzer Equation, with (data from the literature)
	
	
	
	

	
	


	


	Stand. Dev. ()
	Ref. of
	Max. Mol. (mol.kg-1)
	
	
	
	
	
	Stand. Dev. ()
	Ref.
	Max. Mol. (mol.kg-1)
	
()
	
()
	Cation
(kosm. or chao.)
	Anion
(kosm. or chao.)

	Sr(NO3)2
	0.0992
	1.6050
	0.005
	[41]
	1.00
	
	0.1346
	1.3800
	0.00
	-0.0199
	0.002
	[26]
	2.00
	1.13
	1.79
	k
	c

	SrBr2
	0.3321
	1.7626
	0.002
	[52]
	2.00
	
	0.3311
	1.7115
	0.00
	0.0012
	0.001
	[26]
	2.00
	1.13
	1.96
	k
	c

	SrCl2
	0.2823
	1.5771
	0.009
	[45]
	3.80
	
	0.2858
	1.6673
	0.00
	-0.0013
	0.003
	[26]
	4.00
	1.13
	1.81
	k
	c

	SrI2
	0.4043
	1.9170
	0.004
	[52]
	2.00
	
	0.4013
	1.8600
	0.00
	0.0027
	0.001
	[26]
	2.00
	1.13
	2.2
	k
	c

	Zn(ClO4)2
	0.5444
	1.6016
	0.031
	[51]
	3.25
	
	0.5060
	1.7970
	0.00
	0.0113
	0.003
	[26]
	2.00
	0.75
	2.25
	k
	c

	Zn(NO3)2
	0.2990
	1.9419
	0.018
	[51]
	3.00
	
	0.3481
	1.6913
	0.00
	-0.0157
	0.001
	[26]
	2.00
	0.75
	1.79
	k
	c

	ZnBr2
	0.3378
	2.0164
	0.008
	[51]
	0.80
	
	0.4660
	1.6343
	0.00
	-0.1079
	0.007
	[26]
	1.60
	0.75
	1.96
	k
	c

	ZnCl2
	0.0959
	2.2348
	0.031
	[51]
	13.00
	
	0.2602
	1.6425
	0.00
	-0.0880
	0.006
	[26]
	1.20
	0.75
	1.81
	k
	c

	ZnI2
	0.4536
	2.1785
	0.013
	[51]
	1.00
	
	0.4821
	1.9455
	0.00
	-0.0143
	0.002
	[26]
	0.80
	0.75
	2.2
	k
	c

	2-2 electrolytes

	CdSO4
	0.2358
	2.3479
	0.010
	[39]
	3.50
	
	0.2053
	2.6170
	-48.07
	0.0114
	0.002
	[36]
	3.50
	0.95
	2.4
	k
	c

	CuSO4
	0.2347
	2.4875
	0.004
	[43]
	1.40
	
	0.2358
	2.4850
	-47.35
	-0.0012
	0.003
	[36]
	1.40
	0.73
	2.4
	k
	c

	MgSO4
	0.2842
	2.8749
	0.009
	[43]
	2.50
	
	0.2210
	3.3430
	-37.23
	0.0250
	0.004
	[36]
	3.00
	0.72
	2.4
	k
	c

	MnSO4
	0.2414
	2.6899
	0.011
	[43]
	2.50
	
	0.2010
	2.9800
	0.00
	0.0182
	0.003
	[36]
	4.00
	0.83
	2.4
	k
	c

	NiSO4
	0.2268
	2.6082
	0.008
	[43]
	1.60
	
	0.1702
	2.9070
	-40.06
	0.0366
	0.005
	[36]
	2.50
	0.69
	2.4
	k
	c

	ZnSO4
	0.2565
	2.4986
	0.005
	[43]
	2.00
	
	0.1949
	2.8830
	-32.81
	0.0290
	0.004
	[36]
	3.50
	0.75
	2.4
	k
	c

	3-1 electrolytes

	AlCl3
	0.7047
	5.7690
	0.010
	[39]
	1.80
	
	0.6993
	5.8447
	0.00
	0.0027
	0.005
	[26]
	1.60
	0.53
	1.81
	k
	c

	CeCl3
	0.5562
	5.5669
	0.043
	[39]
	1.80
	
	0.6125
	5.4847
	0.00
	-0.0311
	0.010
	[26]
	1.80
	1.01
	1.81
	k
	c

	Cr(NO3)3
	0.6136
	5.6223
	0.024
	[39]
	1.20
	
	0.7040
	5.1847
	0.00
	-0.0590
	0.004
	[26]
	1.40
	0.62
	1.79
	k
	c

	CrCl3
	0.6661
	5.7568
	0.018
	[39]
	1.20
	
	0.7364
	5.2553
	0.00
	-0.0451
	0.005
	[26]
	1.20
	0.62
	1.81
	k
	c

	EuCl3
	0.5742
	5.7733
	0.033
	[39]
	1.80
	
	0.6247
	5.5900
	0.00
	-0.0264
	0.007
	[26]
	1.80
	0.95
	1.81
	k
	c

	LaCl3
	0.5495
	5.7110
	0.039
	[39]
	1.80
	
	0.6105
	5.4873
	0.00
	-0.0320
	0.007
	[26]
	1.80
	1.05
	1.81
	k
	c

	NdCl3
	0.5592
	5.5343
	0.027
	[39]
	1.60
	
	0.6117
	5.4027
	0.00
	-0.0284
	0.007
	[26]
	2.00
	0.98
	1.81
	k
	c

	PrCl3
	0.5497
	5.6079
	0.026
	[39]
	1.60
	
	0.6020
	5.4540
	0.00
	-0.0280
	0.006
	[26]
	2.00
	1
	1.81
	k
	c

	ScCl3
	0.6426
	5.5572
	0.029
	[39]
	1.60
	
	0.7000
	5.3187
	0.00
	-0.0323
	0.005
	[26]
	1.80
	0.75
	1.81
	k
	c

	SmCl3
	0.5697
	5.6701
	0.027
	[39]
	1.60
	
	0.6220
	5.5153
	0.00
	-0.0280
	0.010
	[26]
	1.80
	0.96
	1.81
	k
	c

	YCl3
	0.5989
	5.5042
	0.031
	[39]
	1.80
	
	0.6399
	5.4440
	0.00
	-0.0226
	0.007
	[26]
	1.80
	0.9
	1.81
	k
	c

	4-1 electrolytes

	Th(NO3)4
	0.8148
	12.0772
	0.012
	[37]
	0.40
	
	0.9663
	11.3875
	0.00
	-0.1846
	0.010
	[26]
	1.00
	0.94
	1.81
	k
	c

	ThCl4
	0.9008
	14.7995
	0.050
	[39]
	1.00
	
	1.0138
	13.3313
	0.00
	-0.1034
	0.006
	[26]
	1.00
	0.94
	1.79
	k
	c


The following electrolytes from Table 2.1 were identified in the literature as electrolytes that could form ion pairs or complexes [64], [65]:
· 1-1 electrolytes: According to Collins [64], combinations of kosmotrope cations with kosmotrope anions as well as chaotrope cations with chaotrope anions tend to lead to the formation of ion pairs, because the association in this case is energetically favorable. Therefore, only combinations of chaotrope-kosmotrope and kosmotrope-chaotrope will be considered for the 1-1 electrolytes, with the exception of NaF, which forms ion pairs [65].
· All the 1-2 electrolytes listed in Table 2.1 [65].
· The following 2-1 electrolytes[65]: Co(NO3)2, Cu(NO3)2, CoCl2, CuBr2, CuCl2, MnCl2, Ni(NO3)2, NiBr2, NiCl2, Sr(NO3)2, Zn(NO3)2 ZnBr2, ZnCl2, ZnI2. 
· All the 2-2 electrolytes listed in Table 2.1 tend to form complexes [36], [65]. However, Pitzer et al. [36] stated that these 2‑2 electrolytes could be well represented without the assumption of association equilibrium, and for this reason these electrolytes will be retained in the analysis.
· 3-1 electrolytes: it was not identified any electrolyte forming ion pairs/complexes.
· 4-1 electrolytes: Th(NO3)4 [72].
After eliminating the electrolytes that are more likely to form ion pairs or complexes, now the attention can be focused on the trends between the second virial coefficients and the properties of the solution. The properties of the solution investigated were: zM, zX, rM, rX, rhM and rhX. Several trials were performed to fit the second virial coefficients of the Pitzer equation with these properties and finally it was found that both  and have strong correlations with zM, zX and |rM-rX|, as illustrated in Figures 2.2 to 2.5. Figures 2.2 and 2.3 contain the relationships for  considering the simplified Pitzer equation () and the original Pitzer equation () respectively, whereas Figures 2.4 and 2.5 contain the relationships for considering these two same cases, respectively. As it can be seen in Figures 2.2 and 2.3, a very good correlation among the, the ionic charge and the ionic radius was found, and this is reflected in the high coefficients of determination achieved (R2=0.96 for the simplified Pitzer equation, R2=0.97 for the original Pitzer equation). Likewise, in Figures 2.4 and 2.5, it is possible to observe that the parameter also has a very strong correlation (R2=0.99 for both the simplified and the original Pitzer equation) with the ionic charge and the ionic radius, but with a quadratic correlation rather than a linear one. Furthermore, it can be observed that there are no significant differences between the curves considering the simplified and the original Pitzer equation and this means that the elimination of the parameters,    did not cause significant changes in the values of  and . 
To summarize, the second virial coefficient  for the simplified Pitzer equation and for the original Pitzer equation can be respectively expressed as follows:
				(2.15)
				(2.16)
Also, the second virial coefficient for the simplified Pitzer equation and for the complete Pitzer equation can be respectively expressed as follows:
							(2.17)
							(2.18)
2.5 [bookmark: _Toc520640892]Discussion
As mentioned before in the introduction section, the Pitzer equation coefficients can be interpreted as being the combination of several properties of the solution with different weighting factors. As shown before in the results section, the Pitzer equation can be satisfactorily simplified to an equation containing only the two second virial coefficients  and, and these coefficients were shown to be strongly dependent on the ionic radii of the species as well as the ionic charge, see Figures 2.2 to 2.5. In addition to this, some other important aspects related to the properties of the aqueous solution are discussed below.
[image: ]
[bookmark: _Ref498356075][bookmark: _Toc498342424][bookmark: _Toc506731282]Figure 2.2. Relationship between the second virial coefficient , the ionic charge and the absolute difference between the ionic radius of the cation and the anion for the simplified Pitzer equation, i.e.  (: 1-1 electrolytes, +: 2-1 electrolytes, : 2-2 electrolytes, : 3-1 electrolytes, : 4-1 electrolytes, dashed line: linear regression).

[image: ]
[bookmark: _Ref498356087][bookmark: _Toc498342425][bookmark: _Toc506731283]Figure 2.3. Relationship between the second virial coefficient , the ionic charge and the absolute difference between the ionic radius of the cation and the anion for the original Pitzer equation, i.e.  (: 1-1 electrolytes, +: 2-1 electrolytes, : 2-2 electrolytes, : 3-1 electrolytes, : 4-1 electrolytes, dashed line: linear regression).
 [image: ]
[bookmark: _Ref498356093][bookmark: _Toc498342426][bookmark: _Toc506731284]Figure 2.4. Relationship between the second virial coefficient, ionic charge and the absolute difference between the ionic radius of the cation and the anion for the simplified Pitzer equation, i.e. (: 1-1 electrolytes, +: 2-1 electrolytes, : 2-2 electrolytes, : 3-1 electrolytes, : 4-1 electrolytes, dashed line: polynomial regression).
[image: ]
[bookmark: _Ref498356099][bookmark: _Toc498342427][bookmark: _Toc506731285]Figure 2.5. Relationship between the second virial coefficient, ionic charge and the absolute difference between the ionic radius of the cation and the anion for the original Pitzer equation, i.e.  (: 1-1 electrolytes, +: 2-1 electrolytes, : 2-2 electrolytes, : 3-1 electrolytes, : 4-1 electrolytes, dashed line: polynomial regression).
2.5.1 [bookmark: _Toc520639988][bookmark: _Toc520640893][bookmark: _Toc520639989][bookmark: _Toc520640894][bookmark: _Toc498940447][bookmark: _Toc520640895]Comparison Plots Involving the Original Pitzer Model, the Simplified Pitzer Model, the Correlation Equations and the Experimental Data
2.5.1.1 [bookmark: _Toc498940448][bookmark: _Toc520640896]1-1 Electrolytes
The comparison plots related to the 1-1 electrolytes can be visualized in Figures 2.6 and 2.7. As it can be seen in these figures, all electrolytes analyzed can be well described by both the simplified Pitzer model and the original Pitzer model, but the original Pitzer model is slightly more accurate in general. Likewise, the correlating equations (Equations (2.15) and (2.17)) predict very well the behavior of the chlorides, bromides, iodides and perchlorates, but these equations generally fail to predict the properties of bromates, nitrates, nitrites, hydroxides and fluorides, and this is probably due to the high tendency of these ions to form ion pairs or complexes.
2.5.1.2 [bookmark: _Toc498940449][bookmark: _Toc520640897]1-2 Electrolytes
The comparison plots related to the 1-2 electrolytes can be visualized in Figure 2.8. Since these electrolytes form ion pairs [65], hence only the simplified Pitzer equation and the original Pitzer equation were included in comparison with the experimental data. This figure shows that all electrolytes analyzed can be well described by both the simplified Pitzer model and the original Pitzer model, but the original Pitzer model is slightly more precise in general.
2.5.1.3 [bookmark: _Toc498940450][bookmark: _Toc520640898]2-1 Electrolytes
The comparison plots related to the 2-1 electrolytes can be visualized in Figure 2.9. Since the nitrates, nitrites, bromates were excluded from the analysis due to the formation of ion pairs (please refer to the results section to more details), then only chlorides, bromides, iodides and perchlorates were used to estimate the correlating equations (Equations (2.15) and (2.17)). As stated previously in the analysis of 1-1 electrolytes, the chlorides, bromides, iodides and perchlorates can be well predicted not only by the simplified Pitzer equation and the original Pitzer equation, but also by the correlating equations (Equations (2.15) and (2.17)). It is possible to confirm this good agreement between the three equations and the experimental data in Figure 2.9.
2.5.1.4 [bookmark: _Toc498940451][bookmark: _Toc520640899]2-2 Electrolytes
The comparison plots related to the 2-2 electrolytes can be visualized in Figure 2.10. This figure shows that the original Pitzer model predicts well the behavior of the electrolytes over the entire range of concentration, in contrast to the simplified Pitzer model and the correlating equations (Equations (2.15) and (2.17)), which are able to predict the behavior of the electrolytes only up to a molalitity of 2 mol/kg.  In fact, the superiority of the original Pitzer model is not unexpected, because this model contains more parameters than the other two models to account for different interactions, e.g. ion-pairing. Moreover, the fact that the simplified equation was not able to explain molalities above 2 mol/kg can be attributed to the omission of the term , which according to Pitzer [35] introduces a systematic error in the calculated values at high concentrations.
(a)[image: ](b)[image: ] 
(c)[image: ](d) [image: ]
(e)[image: ] (f)[image: ]
 (g)[image: ] (h)[image: ]
[bookmark: _Ref498356327][bookmark: _Toc506731286]Figure 2.6. Comparison plots of 1-1 electrolytes involving chlorides, bromides, iodides and perchlorates: (a) HCl, (b) LiCl, (c) HBr, (d) CsBr, (e) RbBr, (f) HI, (g) HClO4, (h) LiClO4 (: Experimental data for the osmotic coefficient from the literature (see references in Table 2.1), solid lines: original Pitzer model, dashed lines: simplified Pitzer model, dotted lines: correlating equations (Equations (2.15) and (2.17))).


(a)[image: ] (b)[image: ] 
(c)[image: ](d) [image: ] 
(e)[image: ] (f)[image: ] 
(g)[image: ](h) [image: ]
[bookmark: _Ref498356330][bookmark: _Toc506731287]Figure 2.7. Comparison plots of 1-1 electrolytes involving nitrates, nitrites, bromates, hydroxides and fluorides: (a) HNO3, (b) LiBrO3, (c) LiNO2, (d) RbNO2, (e) CsF, (f) RbF, (g) KOH, (h) NaOH (: Experimental data for the osmotic coefficient from the literature (see references in Table 2.1), solid lines: original Pitzer model, dashed lines: simplified Pitzer model, dotted lines: correlating equations (Equations (2.15) and (2.17))).

(a)[image: ](b) [image: ] (c)[image: ](d) [image: ]
[bookmark: _Ref498356379][bookmark: _Toc506731288]Figure 2.8. Comparison plots comprising the following 1-2 electrolytes: (a) Na2SO4, (b) K2SO4, (c) (NH4)2SO4, (d) Li2SO4 (: Experimental data for the osmotic coefficient from the literature (see references in Table 2.1), solid lines: original Pitzer model, dashed lines: simplified Pitzer model).
It is also possible to see in Figure 2.10 that in some cases the correlating equations (Equations (2.15) and (2.17)) did not produce results as accurate as the simplified Pitzer model and the original Pitzer model, e.g. MgSO4 and NiSO4, but the error did not exceed 10% in any molality analyzed. Nevertheless, in most cases the correlating equations (Equations (2.15) and (2.17)) agreed well with the experimental data.
2.5.1.5 [bookmark: _Toc498940452][bookmark: _Toc520640900]3-1 Electrolytes
The comparison plots related to the 3-1 electrolytes can be visualized in Figure 2.11. This figure shows that the original Pitzer model is slightly more accurate than the simplified Pitzer model and the correlating equations (Equations (2.15) and (2.17)).  Moreover, this figure shows systematic errors at molalities above 1 mol/kg for both the simplified Pitzer equation and the correlating equations (Equations (2.15) and (2.17)), and these errors can be attributed to the omission of the term  in these equations, which accounts for interactions between triplets of ions. Nevertheless, the only case that the correlating equations (Equations (2.15) and (2.17)) were not able to fit the experimental data within a 6% precision was relative to the Cr(NO3)3, and this is expected since nitrates normally tend towards the ion-pair formation.
(a)[image: ](b)[image: ](c)[image: ](d)[image: ]
(e)[image: ] (f)[image: ] (g)[image: ](h) [image: ]
[bookmark: _Ref498356396][bookmark: _Toc506731289]Figure 2.9. Comparison plots involving the following 2-1 electrolytes: (a) CaCl2, (b) MgCl2, (c) MgBr2, (d) CoBr2, (e) BaI2, (f) Cu(ClO4)2, (g) Zn(NO3)2, (h) Sr(ClO4)2 (: Experimental data for the osmotic coefficient from the literature(see references in Table 2.1), solid lines: original Pitzer model, dashed lines: simplified Pitzer model, dotted lines: correlating equations (Equations (2.15) and (2.17))).


(a)[image: ](b)[image: ](c)[image: ](d)[image: ](e)[image: ](f)[image: ]
[bookmark: _Ref498356434][bookmark: _Toc506731290]Figure 2.10. Comparison plots involving the following 2-2 electrolytes: (a) MgSO4, (b) NiSO4, (c) MnSO4, (d) CuSO4, (e) ZnSO4, (f) CdSO4 (: Experimental data for the osmotic coefficient from the literature (see references in Table 2.1), solid lines: original Pitzer model, dashed lines: simplified Pitzer model, dotted lines: correlating equations (Equations (2.15) and (2.17))).


(a)[image: ](b)[image: ](c)[image: ](d)[image: ]
[bookmark: _Ref498356464][bookmark: _Toc506731291]Figure 2.11. Comparison plots involving the following 3-1 electrolytes: (a) AlCl3, (b) LaCl3, (c) EuCl3, (d) Cr(NO3)3 (: Experimental data for the osmotic coefficient from the literature (see references in Table 2.1), solid lines: original Pitzer model, dashed lines: simplified Pitzer model, dotted lines: correlating equations (Equations (2.15) and (2.17))).
(a)[image: ](b) [image: ]
[bookmark: _Ref498356482][bookmark: _Toc506731292]Figure 2.12. Comparison plots involving the following 4-1 electrolytes: (a) ThCl4, (b) Th(NO3)4 (: Experimental data for the osmotic coefficient from the literature (see references in Table 2.1), solid lines: original Pitzer model, dashed lines: simplified Pitzer model, dotted lines: correlating equations (Equations (2.15) and (2.17))).
2.5.1.6 [bookmark: _Toc498940453][bookmark: _Toc520640901]4-1 Electrolytes
The comparison plot related to the 4-1 electrolytes can be visualized in Figure 2.12. This figure shows that neither the original Pitzer model nor the simplified Pitzer model and the correlating equations (Equations (2.15) and (2.17)) fit very well the experimental data. In fact, more 4-1 electrolytes would need to be investigated in order to come to any conclusion regarding the accuracy of the models analyzed. However, information about 4-1 electrolytes is limited in the literature.
2.5.2 [bookmark: _Toc498940454][bookmark: _Toc520640902]Case Study to Demonstrate the Predictability of the Correlating Equations (Equations (2.15) and (2.17))
In order to demonstrate the good predictability of the correlating equations (Equations (2.15) and (2.17)), a case study involving rare-earth perchlorates was analyzed. The experimental data for the osmotic coefficients related to these rare-earth perchlorates were taken from Libus et al. [73]. Moreover, the ionic radii used were taken from Marcus [32], except for the perchlorate ion, which was taken from Roobottom [67]. 
The predicted values of   and  calculated by the correlating equations (Equations (2.15) and (2.17)) are shown in Table 2.2. Also, the comparison between the osmotic coefficients calculated by the correlating equations (Equations (2.15) and (2.17)) and the experimental osmotic coefficients related to these rare-earth perchlorates can be visualized in Figure 2.13. Particularly, this figure shows a remarkable agreement between the predicted values and the experimental ones, and this confirms the good reliability of these equations to estimate the values of    and .
2.5.3 [bookmark: _Toc498940455][bookmark: _Toc520640903]Simplified Pitzer Equation versus Original Pitzer Equation
It has been shown that the effects of the coefficients  are small and it is in general a good approximation to estimate the activity and osmotic coefficients without these parameters. 
In terms of, the elimination of these parameters cause systematic errors at molalities higher than 2 mol/kg, and hence this approximation should not be performed if the molality of interest exceeds this value. In the case of, this coefficient accounts for the short-range interaction of triplets of ions and the small influence of this parameter in the estimations of the osmotic coefficients suggests that these triplets of ions are not very abundant in the aqueous solution at moderate concentrations up to 6 M. However, especially at higher values of ionic strength, the presence of the in the Pitzer equation improves the accuracy of the results and this is because the ions become closer to each other and then the probability of interactions of triplets of ions increases. Therefore, if this parameter is available then there is no reason to disregard it, but if this value is not available, the analysis performed suggests that it is a good approximation to estimate the activity and osmotic coefficients without this coefficient.
[bookmark: _Ref520641016][bookmark: _Toc506731344]Table 2.2. Estimated values of   and  using the correlating equations (Equations (2.15) and (2.17)).
	Electrolyte
	
	
	
	
	
	Standard
Deviation
()
	Maximum
molality
(mol.kg-1)
	
()
	
()

	La(ClO4)3
	
	
	
	0.7808
	5.9231
	0.105
	4.50
	1.05
	2.25

	Pr(ClO4)3
	
	
	
	0.7995
	5.9529
	0.124
	4.50
	1
	2.25

	Nd(ClO4)3
	
	
	
	0.8070
	5.9647
	0.124
	4.50
	0.98
	2.25

	Sm(ClO4)3
	
	
	
	0.8145
	5.9763
	0.077
	4.50
	0.96
	2.25

	Gd(ClO4)3
	
	
	
	0.8220
	5.9879
	0.093
	4.50
	0.94
	2.25

	Dy(ClO4)3
	
	
	
	0.8333
	6.0050
	0.077
	4.50
	0.91
	2.25

	Ho(ClO4)3
	
	
	
	0.8371
	6.0107
	0.066
	4.50
	0.9
	2.25

	Er(ClO4)3
	
	
	
	0.8409
	6.0163
	0.063
	4.50
	0.89
	2.25

	Tm(ClO4)3
	
	
	
	0.8447
	6.0219
	0.065
	4.50
	0.88
	2.25

	Yb(ClO4)3
	
	
	
	0.8485
	6.0275
	0.065
	4.50
	0.87
	2.25

	Lu(ClO4)3
	
	
	
	0.8522
	6.0331
	0.033
	4.00
	0.86
	2.25


2.5.4 [bookmark: _Toc498940456][bookmark: _Toc520640904]Repulsive and Attractive Forces
According to Pitzer et al. [26], the value of the second virial coefficient can be either positive or negative depending on the net predominance of the repulsive or attractive short-range forces. In other words, low values of  and indicates an important contribution of the short-range attractive forces to the net short-range forces, whereas high values of these coefficients indicate an important influence of short-range repulsive forces. In this context, it is interesting to observe in Figures 2.2 to 2.5 that the values of  and increase as the absolute difference between the ionic radii of the cation and the anion increases, and this suggests that combinations of ions with different sizes lead to a net predominance of short-range repulsive forces. This is in agreement with Pitzer et al. [26], who stated that “we expect a larger repulsive effect for like-charged ions when there is a difference in size”. Likewise, the values of the second virial coefficients increase as the ionic charge of the cation increases, and this also indicates the predominance of repulsive forces. In contrast, the second virial coefficients decrease as the ionic charge of the anions increases and this indicates that the anions tend to contribute to the attenuation of the short-range repulsive forces. This is in agreement with the fact that all of the 1-2 and 2-2 electrolytes investigated in this study are forming to some extent ion pairs or complexes, which is associated to the attractive short-range forces.
2.5.5 [bookmark: _Toc498940457][bookmark: _Toc520640905]Ion Pairing and Complex Formation
The Pitzer equations were not originally created to deal with ion pairing or complex formation phenomena, except for 2-2 electrolytes where corrections for ion pairings were provided [26], [36]. With the increased use of Raman spectroscopy and other investigation methods, it has been found that many of the electrolytes considered by Pitzer in his analysis as completely dissociated can actually form ion pairs/complexes in a significant scale, and thus these electrolytes require different theoretical treatments. Nevertheless, it is interesting to see how these excluded electrolytes behave in comparison with the electrolytes with smaller probability of forming ion pairs/complexes, and for this reason these two groups were plotted together in Figures 2.14 and 2.15, which refer to the simplified Pitzer equation and the original Pitzer equation, respectively. In particular, it can be seen in both Figures 2.14 and 2.15 that the values of  are lower for electrolytes that form ion pairs/complexes than for those that do not, and as mentioned before in the discussions of repulsive and attractive forces, these low values of  indicate an important contribution of the short-range attractive forces to the net short-range forces. Likewise, electrolytes forming ion pairs/complexes tend to have lower values of, but this behaviour changes for the 2-1 electrolytes for the simplified Pitzer equation case, see Figure 2.14. However, since the original Pitzer equation did not present this unexpected behavior in a significant proportion then this increase of  for 2-1 electrolytes can be at least partially attributed to the absence of the factor. Also, this increase of  for the 2-1 electrolytes can be explained by the presence of 2-2 electrolytes that are formed by speciation, e.g. the electrolyte ZnCl2 forms the species [65], that in association with Zn2+ add interactions of the type 2-2 to the aqueous system, and as shown in Figure 2.4 these 2-2 electrolytes have higher values of .
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[bookmark: _Ref498356515][bookmark: _Toc506731293]Figure 2.13. Comparison plots showing the predictability of the correlation equations (Equations (2.15) and (2.17)) applied to rare-earth perchlorates: (a) La(ClO4)3, (b) Pr(ClO4)3, (c) Nd(ClO4)3, (d) Sm(ClO4)3, (e) Gd(ClO4)3, (f) Dy(ClO4)3, (g) Ho(ClO4)3, (h) Er(ClO4)3, (i) Tm(ClO4)3, (j) Yb(ClO4)3, (k) Lu(ClO4)3 (: Experimental data of osmotic coefficients from the literature (see references in Table 2.1), dotted lines: correlating equations (Equations (2.15) and (2.17))).
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[bookmark: _Ref498356567][bookmark: _Toc506731294]Figure 2.14. The coefficients (a) , and (b) with and without ion pairing/complex formation for the simplified Pitzer equation, i.e. (+: ion pairing/complex formation, : highly dissociated electrolytes, dashed lines from (a) and (b): regression considering only highly dissociated electrolytes). 
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[bookmark: _Ref498356568][bookmark: _Toc506731295]Figure 2.15. The coefficients (a) , and (b) with and without ion pairing/complex formation for the original Pitzer equation, i.e. (+: ion pairing/complex formation, : highly dissociated electrolytes, dashed lines from (a) and (b): regression considering only highly dissociated electrolytes).
To summarize, the knowledge of the values of  and and the comparison with the curve containing electrolytes that are unlikely to form ion pairs/complexes can give a good indication about the possible formation of ion pairs/complexes as well as formation of species of higher valence.
2.5.6 [bookmark: _Toc498940458][bookmark: _Toc520640906]Structure Breaking and Structure Making Ions
As mentioned before in the results section, according to the Collins [64], ions with similar affinities with the water molecules tend to form stable ion pairs [74]. In particular, this rule was very important to systematically eliminate the 1-1 electrolytes that are more likely to form ion pairs. In fact, the low values of  and presented by all of the 1-1 electrolytes with similar affinities with the water molecules provides very strong evidence of the formation of ions pairs, and this is because as mentioned before in the discussions of repulsive and attractive forces, these low values indicate important contributions of the short-range attractive forces to the net short-range forces. Furthermore, Pitzer [26]  also observed that ions with similar affinities with the water molecules tend to have lower values of  and. Finally, it is possible to find in the literature experimental and theoretical evidence of the formation of ion pairs for ions with similar affinities with water. For example, Moskovits et al. [75] investigated the ion pair formation in alkali hydroxides using Raman Spectroscopy. Likewise, Gujt et al. [76] studied ion pairing associated to alkali metal halides using the electrical conductivity and the Monte Carlo computer simulation methods. In the same way, Chen et al. [77] investigated ion pairing and cluster formation in strong 1-1 electrolytes by making direct comparison of the results from detailed molecular dynamics simulations to experimentally observed properties of these 1-1 electrolytes.
2.5.7 [bookmark: _Toc498940459][bookmark: _Toc520640907]Geometry of the Ions
Most of the cations analyzed in this study are fairly spherical, and thus no conclusion can be made regarding the influence of the geometry of the cations on the values of the second virial coefficients based on the data analyzed. In fact, most of the cations with complex geometries were not investigated in this study due to the lack of data in the literature, especially with regards to the thermochemical/ionic radii as well as the ion pair formation. 
Regarding the anions, some of them have complex geometries, including the anions NO2, SCN and NO3 that are not exactly spherical. Considering these three anions, the first two, NO2 and SCN, did not present any unexpected behavior, and this is in contrast to the nitrate ion that formed ion pairs/complexes in most of the cases analyzed. However, it is not possible to conclude that the geometry of the anion was the reason for this anomalous behavior of the nitrate ion, because the other two non-spherical ions NO2 and SCN behaved normally. 
Consequently, based on the set of data analyzed it is not possible to come to any conclusion about the influence of the geometry of the cations and anions on the values of the second virial coefficients.
2.5.8 [bookmark: _Toc498940460][bookmark: _Toc520640908]Hydrated Radius of the Ions
As mentioned before in the results section, several trials were performed to fit the second virial coefficients with the hydrated radii, but they all failed. On the other hand, it was found that there is a very good correlation between the second virial coefficients and the ionic radii (R2>0.96), and this reinforces that the second virial coefficients are more strongly connected to the ionic radii than the hydrated radii. 
2.5.9 [bookmark: _Toc498940461][bookmark: _Toc520640909]Dispersion Forces
Despite the fact that dispersion forces may have an influence on the values of the second virial coefficients, a more sophisticated analysis is required in order to account for these effects, but this is not within the scope of this study. 
2.5.10 [bookmark: _Toc498940462][bookmark: _Toc520640910]Effects of Temperature on Virial Coefficients
The effects of temperature on the virial coefficients are not known in general, but these effects are very important because many industrial processes deal with temperatures different from 25 oC.  However these effects are beyond the scope of the present study but could be the subject of future research work.
2.6 [bookmark: _Toc498940463][bookmark: _Toc520640911]Conclusions
2.6.1 [bookmark: _Toc498940464][bookmark: _Toc520640912]Simplifications to the Pitzer Equation
Some simplifications to the Pitzer equation have been suggested and analyzed, and these include the elimination of the terms in the Pitzer equation. Both the simplified and the original Pitzer equation can estimate the activity and osmotic coefficients with very high degree accuracy, but the original Pitzer equation is slightly more precise.
2.6.2 [bookmark: _Toc498940465][bookmark: _Toc520640913]Estimation of the Second Virial Parameters to the Simplified Pitzer Equation
The second virial coefficients  and were re-estimated for 122 inorganic electrolytes using published experimental data for the osmotic coefficients, see Table 2.1. This re-estimation was performed only for the simplified Pitzer equation, and this was because most of the coefficients of the original Pitzer equation can be found in the literature. Nevertheless, it was found that in most cases, the elimination of the factors  did not cause significant changes to the values of  and.
2.6.3 [bookmark: _Toc498940466][bookmark: _Toc520640914]Correlation between the Second Virial Coefficients, Ionic Radii and Ionic Charges
The second virial coefficients  and were correlated with the properties of the solution, more particularly with the ionic charge and the ionic radii. This correlation found was very strong and this is confirmed by the high values of the coefficients of determination (R2>0.96). However, this correlation was only possible to be achieved after eliminating from the analysis the electrolytes that have high probability of forming ion pairs/complexes. In fact, the Pitzer equations were not originally created to account for ion pairs/complexes, and thus it is justifiable to eliminate these factors in order to understand the meaning of the second virial coefficients as well as how the formation of ion pairs/complexes influences the values of the second virial coefficients.
The following relationships for  were achieved for the simplified and for the original Pitzer equation, respectively:
	 (R2=0.96)						
	 (R2=0.97)		
Also, the following relationships for were achieved for the simplified and for the original Pitzer equation, respectively:
	(R2=0.99)						
	(R2=0.99)		
2.6.4 [bookmark: _Toc498940467][bookmark: _Toc520640915]Comparison Plots Involving the Original Pitzer Model, the Simplified Pitzer Model, the Correlating Equations and the Experimental Data
Comparison plots were generated in order to illustrate the agreement between the experimental data for the osmotic coefficients and the three models analyzed, i.e. the original Pitzer model, the simplified Pitzer model and the correlating equations (Equations (2.15) and (2.17)). In summary, the three models agree well with the experimental data for the osmotic coefficients, being the original Pitzer model slightly more accurate, and this is because this model contains more parameters to account for the various types of ion interactions in the aqueous solutions. However, the correlating equations (Equations (2.15) and (2.17)) failed to predict the behavior of bromates, nitrites, nitrates, hydroxides and fluorides, and this indicates that these anions are likely to form ion pairs. 
2.6.5 [bookmark: _Toc498940468][bookmark: _Toc520640916]Case Study to Demonstrate the Predictability of the Correlating Equations (Equations (2.15) and (2.17))
A case study involving rare-earth perchlorates was analyzed in order to demonstrate the predictability of the correlating equations (Equations (2.15) and (2.17)). As a conclusion, the predictions agreed remarkably well with the experimental data for the osmotic coefficients, and this reinforces the reliability of these equations to estimate the properties of single electrolytes in aqueous solutions.
2.6.6 [bookmark: _Toc498940469][bookmark: _Toc520640917]Correlation between the Second Virial Coefficients and the Properties of the Solution
The second virial coefficients were discussed in terms of the properties of the solution, as follows:
· Attractive and repulsive forces: Low values of the second virial coefficients represent a significant contribution of the short-range attractive forces, whereas high values represent a significant contribution of the short-range repulsive forces. Also, short-range repulsive forces are enhanced as the ionic charge of the cation increases. In contrast, the short-range repulsive forces are attenuated as the ionic charge of the anion increases, and good evidence of this is the formation of ion pairs/complexes for all of the 1-2 and 2-2 electrolytes analyzed, since the formation of ion pairs are related to short-range attractive forces.
· Ion pairing/complex formation: The electrolytes analyzed that are more likely to form ion pairs/complexes presented in general lower values of   and than electrolytes that are unlikely to form ion pairs, and these low values indicate important contributions of the attractive short-range forces to the net short-range forces. 
· Structure breakers and structure makers: It has been shown that ions with similar affinity with water tend to form stable ion pairs.
· Geometry: Since most of the ions analyzed are almost spherical, it was not possible to precisely identify the influence of the geometry of the ions on the values of the second virial coefficients.
· Hydrated radius: No strong correlation between the second virial coefficients and the hydrated radius was achieved.
· Dispersion forces: The effect of the dispersion forces on the values of the second virial coefficients could not be identified based on the data analyzed, and a more sophisticated analysis would need to be performed in order to account for these effects.
· Temperature: The effects of temperature on the virial coefficients are not known in general, but they are very important in numerous practical situations.  However, these effects are beyond the scope of the present study but could be the subject of future research work.
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3. [bookmark: _Toc498940471][bookmark: _Toc520640919]CHAPTER 3 
TEMPERATURE DEPENDENCE OF THE PARAMETERS IN THE PITZER EQUATIONS
This chapter is based on the paper “Temperature Dependence of the Parameters in the Pitzer Equations”, which was published in the Journal of Chemical & Engineering data, with the author of this thesis being the main author of the paper. In addition, this paper was published as follows: 
Simoes, M. C.; Hughes, K. J.; Ingham, D. B.; Ma, L.; Pourkashanian, M. Temperature Dependence of the Parameters in the Pitzer Equations. J. Chem. Eng. Data 2017, 62, 2000−2013.
This paper extends the study presented in Chapter 2 to non-ambient temperatures. The novelty, as in Chapter 2, is that in the literature the activity and osmotic coefficients at different temperatures are based on regression against experimental data, whereas in this paper a new approach to estimate these properties at non-ambient temperatures is presented using the ionic radii and charges of the species involved in the equilibrium. In addition, this paper presents a new formulation to calculate the apparent relative molal enthalpy using the ionic radii and charges of the species involved in the equilibrium.  









3. 
3.1 [bookmark: _Toc498940472][bookmark: _Toc520640920]Abstract
The effects of temperature on the virial coefficients in the Pitzer equations are not known in general, and this is because the vast majority of experiments performed to investigate the properties of the aqueous electrolytes were conducted only at a temperature of 25 °C. Consequently, most of the parameters in the Pitzer equations that are available in the literature were estimated at this temperature. Therefore, finding a way to estimate the virial coefficients at different temperatures is highly important. To achieve this, new equations that correlate the virial coefficients with the temperature and the properties of the ions, i.e. ionic radius and ionic charge are derived. As a result, these new derived equations were able to accurately predict the apparent relative molal enthalpies at 25 °C, as well as the activity and osmotic coefficients at temperatures up to 150 °C for electrolytes that are unlikely to form ion pairs. Moreover, comparison plots are presented to demonstrate the good agreement between the predictions of the correlating equations and the experimental data obtained from the literature.
3.2 [bookmark: _Toc498940473][bookmark: _Toc520640921]Introduction
The Pitzer equations are semi-empirical equations developed in the 1970s by the chemist Kenneth S. Pitzer [25], and these equations have been extensively used in the literature to calculate the thermodynamic properties of the electrolytes, especially at high molalities. These equations evolved from the Debye-Hückel model as well as from other more realistic methods, e.g. the Guggenheim model, on basis of theoretical insights [25]. In addition, a key improvement of the Pitzer model is the recognition of the ionic strength dependence of short‑range forces in binary interactions. Later, the Pitzer equations [25], which were originally conceived to describe the osmotic and activity coefficients of aqueous electrolytes, were further developed to also describe enthalpy and heat capacity [78]. The enthalpy version of the Pitzer equations, for instance, is important for the development of this study.
If on one hand the properties of the electrolytes in aqueous solutions have been extensively studied at a temperature 25 °C, on the other hand only a few studies have been performed to investigate these properties at different temperatures. For instance, investigations related to the influence of the temperature on the thermodynamic properties of the solution, such as heat capacity, enthalpy, osmotic and activity coefficients over a wide range of temperatures are practically limited to the studies performed by Holmes at al. [79]–[88], Silvester and Pitzer [78] and Wang et al. [89]. Therefore, the task of modeling the temperature dependence of the Pitzer equation parameters is highly challenging due to the lack of experimental data. At the same time, this lack of experimental data from the literature implies that the equations developed in this study can be very valuable, because they can be applied to a large set of electrolytes for which the information on the osmotic and activity coefficients is still unknown.
Likewise, the literature is very scarce in terms of modeling. The most important attempt of calculating the activity coefficients at different temperatures was performed by Criss and Millero [90]. In their investigation, both the apparent relative molal heat capacities and the apparent relative molal enthalpies at 25 °C were used to estimate the activity coefficients for 1-1 electrolytes in the temperature range 0 to 75 °C and at molalities between 0 and 2 mol.kg-1. Although they obtained a good agreement between the predictions and the experimental data for the activity coefficients, there was no attempt to extend the validity of these equations to temperatures higher than 75 °C, and also to higher concentrations. Also, no examples were provided by Criss and Millero in their follow-up paper [91] to demonstrate that the model produced to calculate the osmotic and activity coefficients for 1-1 electrolytes [90] at non-ambient temperatures would also be applicable for higher valence electrolytes. In addition, no attempt has been made to correlate the activity coefficients with the properties of the ions, e.g. the ionic radius and the ionic charge.
In contrast to Criss and Millero [90], this study not only investigates the activity and osmotic coefficients over a wider range of temperatures, but also over a broader range of molalities. In addition, the activity and osmotic coefficients of higher valence electrolytes were included in the analysis. To achieve this, firstly the temperature derivatives of the virial parameters in the Pitzer equations are fitted to the experimental data of apparent relative molal enthalpy obtained from the literature at 25 °C. Secondly, these temperature derivatives are correlated with the properties of the solutions for electrolytes that are unlikely to form ion pairs. Thirdly, these correlations are used to predict the activity and osmotic coefficients at higher temperatures and concentrations. Finally, the predictions obtained through the correlating equations are compared with the experimental data for the osmotic and activity coefficients obtained from the literature.
3.3 [bookmark: _Toc498940474][bookmark: _Toc520640922]General Equations
3.3.1 [bookmark: _Toc498940475][bookmark: _Toc520640923]Extended Pitzer Equations
The Pitzer equation that correlates the temperature derivatives of the virial coefficients and the apparent relative molal enthalpy is given as follows [78]: 
	(3.1)
where
										(3.2)
				(3.3)
								(3.4)
								(3.5)
										(3.6)
								(3.7)
3.3.2 [bookmark: _Toc498940476][bookmark: _Toc520640924]Method of Fitting and Data Used
The least mean squares was the fitting method chosen to estimate the parameters in the Pitzer equation for the apparent relative molal enthalpy [78]. This is achieved by minimizing the following objective function:
							(3.8)
In terms of the data used, they were obtained from reliable sources from the literature, as follows. For all 1-1 electrolytes, it was adopted from the tabulations produced by Parker [92], which constitute a reviewed concise database, except for CsBr, CsCl, CsI, HBr, HI, NH4Cl, RbBr, RbCl and RbI for which the apparent relative molal enthalpy data were taken from more recent references [93]–[96], which are the same references that were used by Silvester and Pitzer [97]. For higher valence electrolytes, all the references adopted [98]–[104] coincide with the references used by Pitzer et al. [105] and Silvester and Pitzer [97], except for BaCl2, CaCl2 and SrCl2, which were taken from the concise recommended values from Holmes et al. [106], as well as for MgCl2, which was from the experimental data reported by Jahn and Wolf [107]. Also, two electrolytes that had not been included in the investigations performed by Pitzer et al. [105] and Silvester and Pitzer [97] were included in this study, namely Ba(ClO4)2 [108] and Cr(ClO4)3 [109]. Finally, it is important to mention that the electrolytes for which the information on the apparent relative molal enthalpy is available only at molalities up to 0.1 mol.kg-1 were not included in this study, e.g. BaBr2, MgBr2 and SrBr2 [97], and this is because the virial coefficients in the Pitzer equations are normally estimated by considering a broader range of concentrations that also include the molalities higher than 0.1 mol.kg-1.
3.3.3 [bookmark: _Toc498940477][bookmark: _Toc520640925]Correlations between the Temperature Derivatives and the Properties of the ions
The ionic charge and the radius of the ions were correlated with the temperature derivatives in Table 3.1 using the equations as follows:
						(3.9)
						(3.10)
						(3.11)
If the electrolyte is chaotrope, then  and  refer to the hydrated radius [32], otherwise  and  refer to the ionic radius [32]. The electrolytes were classified as either kosmotropes or chaotropes using the criteria indicated by Marcus [62], which takes into account the influence of the solutes on the average number of hydrogen bonds in which a water molecule participates.
3.3.4 [bookmark: _Toc498940478][bookmark: _Toc520640926]Integration of the Equations (3.9) to (3.11) with Respect to the Temperature
The integration of the Equations (3.9) to (3.11) with respect to the temperature between TR (25 °C) and T gives the values of the virial coefficients as follows:
			(3.12)
			(3.13)
			(3.14)
These equations are simpler than the equations that are normally used to describe the temperature dependence of the virial terms in the Pitzer equations, including those developed by Silvester and Pitzer [78] as well as those derived by Criss and Millero [90]. However, in the discussion section we demonstrate that these equations are accurate enough to describe the behavior of the electrolytes with low tendency to form ion pairs up to 150 °C. 
3.4 [bookmark: _Toc498940479][bookmark: _Toc520640927]Results
Two cases have been analyzed in this study, as follows: (i) considers the temperature derivatives of the three virial parameters,  and, and (ii) considers the temperature derivatives of only two virial parameters, namely  and, with the temperature derivative of the  term being set to zero. In particular, case (ii) is important because normally the  term is not required at molalities below 2 mol.kg-1, and thus it can be disregarded [26].
3.4.1 [bookmark: _Toc498940480][bookmark: _Toc520640928]Temperature Derivatives of the Virial Parameters in the Pitzer Equation
Tables 3.1 and 3.2 show the temperature derivatives of the virial parameters in the Pitzer equation for the apparent relative molal enthalpy [78] that were obtained by fitting Equation (3.1) to the experimental data for the apparent relative molal enthalpy from the literature for cases (i) and (ii), respectively. These tables include only the electrolytes that are unlikely to form ion pairs. They do not include the following electrolytes that are likely to form ion pairs: (i) 1-1 electrolytes: nitric and perchloric acids [110], as well as alkali metal hydroxides and fluorides. In particular, the alkali metal hydroxides and fluorides were excluded because the results obtained in a previous study [111], using the equations that correlate the virial coefficients with the properties of the ions, presented a poor agreement with the experimental data. Furthermore, it is possible to find in the literature experimental evidence that shows that these alkali metal hydroxides and fluorides tend to the ion pair formation. For instance, Manohar and Atkinson [112] investigated the association constants of the alkali metal fluorides using spectrophotometry and Moskovits and Michaelian[75] used Raman spectroscopy to investigate ion pair formation of aqueous alkali hydroxides, (ii) all 1-2 and 2-2 electrolytes [36], [65], (iii) all 2-1 and 3-1 electrolytes nitrates [26], [65].
Moreover, Tables 3.1 and 3.2 show the radius of the cation and the anion, and these data were taken from Marcus [32], [66]. Also, Tables 3.1 and 3.2 include the maximum molalities to which the parameters in the Pitzer equation for the apparent relative molal enthalpy were fitted.  Finally, the standard deviations of the fit are shown in Tables 3.1 and 3.2, and these standard deviations were calculated as follows:
								(3.15)
3.4.2 [bookmark: _Toc498940481][bookmark: _Toc520640929]Value of the Fitting Parameters in Equations (3.9) to (3.11)
The values of the constants  as well as the power terms are shown in Tables 3.3 and 3.4 for case (i) and case (ii), respectively. These parameters were obtained by minimization of the objective function represented by Equation (3.8).
Figures 3.1 to 3.5 illustrate the very good agreement between the values in Tables 3.1 and 3.2 and the results calculated from Equations (3.9) to (3.11) using the values in Tables 3.3 and 3.4. In particular, Figures 3.1 to 3.3 refer to case (i), whereas Figures 3.4 and 3.5 refer to case (ii). 
3.5 [bookmark: _Toc498940482][bookmark: _Toc520640930]Discussion
3.5.1 [bookmark: _Toc498940483][bookmark: _Toc520640931]Comparison Plots for the Apparent Relative Molal Enthalpy Using Data from Tables 3.1 and 3.2 as well as the Parameters Calculated through Equations (3.9) to (3.11)
In order to illustrate the agreement between the apparent relative molal enthalpies calculated through Equations (3.9) to (3.11) using the Constants and Power Terms from Tables 3.3 and 3.4 and the experimental data, comparison plots are provided in Figures 3.6 to 3.13. In particular, Figures 3.6 to 3.9 refer to case (i), whereas Figures 3.10 to 3.13 refer to case (ii). Also, the curves obtained by using the values in Tables 3.1 and 3.2 are included to demonstrate the quality of the fit. As can be seen in these figures, in all cases the apparent relative molal enthalpies calculated through Equations (3.9) to (3.11) are in a good agreement with the experimental data obtained from the literature. Indeed, the percentage difference between the calculated values and the experimental ones did not exceed 20% in the vast majority of the electrolytes analyzed.
[bookmark: _Ref498435287][bookmark: _Toc506731345]Table 3.1. Temperature derivatives of the virial parameters in the Pitzer equation for the apparent relative molal enthalpy at 25 °C for the three-parameter case, case (i).
	
	
	
	
	standard deviation ()
	maximum molality (mol.kg-1)
	

	cation (kosm. or chao.)
	anion (kosm. or chao.)
	Ref.

	1-1 electrolytes

	CsBr
	8.1095
	2.6800
	-
	4.07
	0.94
	2.19, 2.31
	c
	c
	[95]

	CsCl
	7.4629
	1.9600
	-1.0491
	4.32
	3.00
	2.19, 2.24
	c
	c
	[92], [96]

	CsI
	9.9150
	3.4200
	-
	1.10
	0.72
	2.19, 2.46
	c
	c
	[95]

	HBr
	-2.1526
	0.4827
	-0.5388
	2.61
	6.00
	0.3, 2.31
	k
	c
	[93]

	HCl
	-3.5024
	0.2889
	-0.4713
	1.77
	4.50
	0.3, 2.24
	k
	c
	[92]

	HI
	0.2745
	0.7560
	-0.9632
	1.15
	3.00
	0.3, 2.46
	k
	c
	[94]

	KBr
	8.1489
	1.2200
	-0.8517
	3.09
	5.55
	2.12, 2.31
	c
	c
	[92]

	KCl
	6.8104
	0.8941
	-0.8338
	1.11
	5.00
	2.12, 2.24
	c
	c
	[92]

	KI
	9.5603
	1.6000
	-0.8623
	4.36
	7.00
	2.12, 2.46
	c
	c
	[92]

	KSCN
	10.5000
	1.8600
	-0.9674
	7.95
	7.00
	2.12, 2.42
	c
	c
	[92]

	LiBr
	-1.7403
	0.9195
	-0.2860
	3.98
	6.00
	0.69, 2.31
	k
	c
	[92]

	LiCl
	-1.7834
	0.7848
	-0.4326
	2.17
	6.00
	0.69, 2.24
	k
	c
	[92]

	LiClO4
	0.7680
	0.6067
	-0.9464
	1.20
	3.50
	0.69, 2.69
	k
	c
	[92]

	NaBr
	7.8676
	1.0100
	-0.9741
	2.70
	7.00
	2.18, 2.31
	c
	c
	[92]

	NaCl
	7.5248
	0.7709
	-1.1318
	3.01
	6.00
	2.18, 2.24
	c
	c
	[92]

	NaClO3
	11.0000
	2.2200
	-1.2914
	4.86
	6.00
	2.18, 2.33
	c
	c
	[92]

	NaClO4
	12.6000
	2.3000
	-1.5263
	6.08
	6.00
	2.18, 2.69
	c
	c
	[92]

	NaI
	9.0878
	0.9640
	-1.0924
	1.29
	6.00
	2.18, 2.46
	c
	c
	[92]

	RbBr
	6.2918
	2.2200
	-
	1.49
	0.95
	2.13, 2.31
	c
	c
	[95]

	RbCl
	5.5763
	1.4800
	-
	0.24
	0.80
	2.13, 2.24
	c
	c
	[95]

	RbI
	8.5816
	2.3900
	-
	0.39
	0.71
	2.13, 2.46
	c
	c
	[95]

	2-1 electrolytes

	Ba(ClO4)2
	17.8000
	6.8400
	-3.1921
	6.34
	2.68
	1.36, 2.69
	k
	c
	[108]

	BaCl2
	4.6486
	3.9700
	-
	8.50
	1.00
	1.36, 2.24
	k
	c
	[106]

	Table 3.1. Continued

	Ca(ClO4)2
	7.1800
	5.5100
	-2.6402
	14.64
	4.63
	1, 2.69
	k
	c
	[101]

	CaCl2
	1.3476
	3.0900
	-1.3762
	11.74
	4.00
	1, 2.24
	k
	c
	[106]

	Co(ClO4)2
	4.9958
	5.5800
	-3.4295
	11.36
	4.00
	0.75, 2.69
	k
	c
	[102]

	
	
	
	
	standard deviation ()
	maximum molality (mol.kg-1)
	

	cation (kosm. or chao.)
	anion (kosm. or chao.)
	Ref.

	Mg(ClO4)2
	5.3685
	4.5400
	-3.6048
	3.91
	3.00
	0.72, 2.69
	k
	c
	[103]

	SrCl2
	5.0989
	2.1800
	-2.2236
	10.70
	4.00
	1.13, 2.24
	k
	c
	[106]

	Zn(ClO4)2
	5.6794
	5.2200
	-3.7395
	14.14
	4.12
	0.75, 2.69
	k
	c
	[100]

	MgCl2
	-3.5888
	3.6400
	-1.0651
	26.04
	5.70
	0.72, 2.24
	k
	c
	[107]

	Mn(ClO4)2
	3.9598
	5.0400
	-3.3534
	5.68
	3.70
	0.83, 2.69
	k
	c
	[101]

	Ni(ClO4)2
	5.9971
	5.0600
	-3.6067
	15.09
	4.00
	0.69, 2.69
	k
	c
	[102]

	Sr(ClO4)2
	11.4000
	5.4900
	-3.0617
	6.18
	3.00
	1.13, 2.69
	k
	c
	[103]

	3-1 electrolytes

	Cr(ClO4)3
	9.9101
	18.4600
	-4.9757
	19.50
	2.00
	0.62, 2.69
	k
	c
	[109]

	Dy(ClO4)3
	12.3000
	15.5700
	-6.5529
	10.55
	2.10
	0.91, 2.69
	k
	c
	[99]

	DyCl3
	-2.6157
	9.3700
	-2.8488
	27.67
	3.63
	0.91, 2.24
	k
	c
	[98]

	Er(ClO4)3
	12.8000
	15.5300
	-6.6620
	11.27
	2.10
	0.89, 2.69
	k
	c
	[99]

	ErCl3
	-2.4578
	9.6900
	-2.7512
	22.43
	3.78
	0.89, 2.24
	k
	c
	[98]

	EuCl3
	-0.5535
	8.9800
	-2.9860
	15.25
	3.59
	0.95, 2.24
	k
	c
	[98]

	Gd(ClO4)3
	13.1000
	15.2300
	-6.2780
	7.74
	2.10
	0.94, 2.69
	k
	c
	[99]

	GdCl3
	-1.6124
	9.0600
	-2.8839
	15.98
	3.59
	0.94, 2.24
	k
	c
	[98]

	HoCl3
	-2.3094
	9.5000
	-2.9022
	23.98
	3.69
	0.9, 2.24
	k
	c
	[98]

	La(ClO4)3
	15.8000
	14.9000
	-7.0068
	8.86
	2.10
	1.05, 2.69
	k
	c
	[99]

	LaCl3
	-0.2252
	10.2300
	-2.8655
	34.21
	3.90
	1.05, 2.24
	k
	c
	[98]

	Lu(ClO4)3
	13.2000
	15.6600
	-6.6954
	10.68
	2.10
	0.86, 2.69
	k
	c
	[99]

	LuCl3
	-2.3574
	9.9800
	-2.5270
	30.29
	4.13
	0.86, 2.24
	k
	c
	[98]

	Nd(ClO4)3
	16.8000
	15.5100
	-6.9414
	9.12
	2.10
	0.98, 2.69
	k
	c
	[99]

	NdCl3
	1.9337
	9.3600
	-3.2802
	8.65
	3.93
	0.98, 2.24
	k
	c
	[98]

	Pr(ClO4)3
	16.4000
	15.6300
	-6.9115
	9.69
	2.10
	1, 2.69
	k
	c
	[99]

	PrCl3
	1.7724
	9.3500
	-3.3215
	12.63
	3.89
	1, 2.24
	k
	c
	[98]

	Sm(ClO4)3
	15.5000
	15.5600
	-6.4438
	9.40
	2.10
	0.96, 2.69
	k
	c
	[99]

	SmCl3
	0.8108
	9.0300
	-3.1777
	12.93
	3.64
	0.96, 2.24
	k
	c
	[98]

	TbCl3
	-2.4506
	9.4000
	-2.9216
	18.81
	3.57
	0.92, 2.24
	k
	c
	[98]

	TmCl3
	-2.1937
	9.6800
	-2.7239
	24.83
	3.88
	0.88, 2.24
	k
	c
	[98]

	YbCl3
	-2.3389
	10.0200
	-2.6074
	26.80
	4.00
	0.87, 2.24
	k
	c
	[98]


[bookmark: _Ref498435318][bookmark: _Toc506731346]Table 3.2. Temperature derivatives of the virial parameters in the Pitzer equation for the apparent relative molal enthalpy at 25 °C for the two-parameter case, case (ii).
	
	
	
	
	standard deviation ()
	maximum molality (mol.kg-1)
	
  
	cation (kosm. or chao.) 
	anion (kosm. or chao.)
	Ref.

	1-1 electrolytes

	CsBr
	8.1095
	2.6800
	-
	4.07
	0.94
	2.19, 2.31
	c
	c
	[95]

	CsCl
	7.2001
	1.9400
	-
	7.42
	1.10
	2.19, 2.24
	c
	c
	[92], [96]

	CsI
	9.9150
	3.4200
	-
	1.10
	0.72
	2.19, 2.46
	c
	c
	[95]

	HBr
	-2.6820
	0.5497
	-
	2.80
	2.00
	0.3, 2.31
	k
	c
	[93]

	HCl
	-4.2554
	0.4517
	-
	2.67
	2.00
	0.3, 2.24
	k
	c
	[92]

	HI
	-1.2084
	1.0600
	-
	2.75
	2.00
	0.3, 2.46
	k
	c
	[94]

	KBr
	7.0888
	1.4000
	-
	2.93
	2.00
	2.12, 2.31
	c
	c
	[92]

	KCl
	5.5660
	1.1500
	-
	2.62
	2.00
	2.12, 2.24
	c
	c
	[92]

	KI
	8.6342
	1.7200
	-
	3.07
	2.00
	2.12, 2.46
	c
	c
	[92]

	KSCN
	9.7339
	1.8800
	-
	5.93
	2.00
	2.12, 2.42
	c
	c
	[92]

	LiBr
	-2.4598
	1.1100
	-
	3.80
	2.00
	0.69, 2.31
	k
	c
	[92]

	LiCl
	-2.6506
	0.9945
	-
	1.05
	2.00
	0.69, 2.24
	k
	c
	[92]

	LiClO4
	-0.6910
	0.9115
	-
	2.56
	2.00
	0.69, 2.69
	k
	c
	[92]

	NaBr
	6.5946
	1.2300
	-
	2.41
	2.00
	2.18, 2.31
	c
	c
	[92]

	NaCl
	5.9813
	1.0600
	-
	4.94
	2.00
	2.18, 2.24
	c
	c
	[92]

	NaClO3
	9.4378
	2.4800
	-
	4.65
	2.00
	2.18, 2.33
	c
	c
	[92]

	NaClO4
	10.8000
	2.6000
	-
	8.35
	2.00
	2.18, 2.69
	c
	c
	[92]

	NaI
	7.4507
	1.5300
	-
	3.14
	2.00
	2.18, 2.46
	c
	c
	[92]

	RbBr
	1.9493
	0.6074
	-
	2.14
	2.00
	2.13, 2.31
	c
	c
	[95]

	RbCl
	6.2918
	2.2200
	-
	1.49
	0.95
	2.13, 2.24
	c
	c
	[95]

	RbI
	5.5763
	1.4800
	-
	0.24
	0.80
	2.13, 2.46
	c
	c
	[95]

	2-1 electrolytes

	Ba(ClO4)2
	8.5816
	2.3900
	
	0.39
	0.71
	1.36, 2.69
	k
	c
	[108]

	BaCl2
	10.7000
	9.6400
	-
	57.69
	2.68
	1.36, 2.24
	k
	c
	[106]

	Ca(ClO4)2
	4.6486
	3.9700
	-
	8.50
	1.00
	1, 2.69
	k
	c
	[101]

	CaCl2
	6.0295
	5.5100
	-
	1.61
	0.74
	1, 2.24
	k
	c
	[106]

	Co(ClO4)2
	-1.3055
	4.0900
	-
	26.08
	2.00
	0.75, 2.69
	k
	c
	[102]

	Mg(ClO4)2
	2.1573
	6.0800
	-
	4.16
	1.00
	0.72, 2.69
	k
	c
	[103]
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	SrCl2
	8.3455
	6.2400
	-
	4.33
	1.00
	1.13, 2.24
	k
	c
	[106]

	Zn(ClO4)2
	-2.4449
	6.4000
	-
	111.91
	4.00
	0.75, 2.69
	k
	c
	[100]

	
	
	
	
	standard deviation ()
	maximum molality (mol.kg-1)
	
  
	cation (kosm. or chao.) 
	anion (kosm. or chao.)
	Ref.

	MgCl2
	1.5257
	5.5500
	-
	5.04
	1.00
	0.72, 2.24
	k
	c
	[107]

	Mn(ClO4)2
	-4.0373
	3.4200
	-
	10.90
	1.38
	0.83, 2.69
	k
	c
	[101]

	Ni(ClO4)2
	2.0721
	5.3300
	-
	0.97
	0.55
	0.69, 2.69
	k
	c
	[102]

	Sr(ClO4)2
	2.9793
	5.5600
	-
	4.19
	1.00
	1.13, 2.69
	k
	c
	[103]

	3-1 electrolytes

	Cr(ClO4)3
	2.4800
	5.8400
	-
	4.76
	1.00
	0.62, 2.69
	k
	c
	[109]

	Dy(ClO4)3
	1.9229
	22.2300
	-
	58.91
	1.50
	0.91, 2.69
	k
	c
	[99]

	DyCl3
	4.1202
	18.9000
	-
	37.92
	1.10
	0.91, 2.24
	k
	c
	[98]

	Er(ClO4)3
	-5.2373
	9.9100
	-
	32.97
	1.10
	0.89, 2.69
	k
	c
	[99]

	ErCl3
	4.4530
	18.9200
	-
	37.30
	1.10
	0.89, 2.24
	k
	c
	[98]

	EuCl3
	-5.1215
	10.3200
	-
	27.03
	1.10
	0.95, 2.24
	k
	c
	[98]

	Gd(ClO4)3
	-3.7989
	10.0200
	-
	26.99
	1.10
	0.94, 2.69
	k
	c
	[99]

	GdCl3
	5.2190
	18.4500
	-
	36.79
	1.10
	0.94, 2.24
	k
	c
	[98]

	HoCl3
	-4.6657
	10.0000
	-
	28.08
	1.10
	0.9, 2.24
	k
	c
	[98]

	La(ClO4)3
	-5.1911
	10.2300
	-
	30.04
	1.10
	1.05, 2.69
	k
	c
	[99]

	LaCl3
	6.9001
	18.5200
	-
	38.12
	1.10
	1.05, 2.24
	k
	c
	[98]

	Lu(ClO4)3
	-2.6345
	10.5300
	-
	34.48
	1.10
	0.86, 2.69
	k
	c
	[99]

	LuCl3
	4.8416
	19.0600
	-
	38.54
	1.10
	0.86, 2.24
	k
	c
	[98]

	Nd(ClO4)3
	-4.4425
	10.1700
	-
	27.43
	1.10
	0.98, 2.69
	k
	c
	[99]

	NdCl3
	7.9619
	19.1000
	-
	37.49
	1.10
	0.98, 2.24
	k
	c
	[98]

	Pr(ClO4)3
	-1.8436
	10.7000
	-
	26.07
	1.10
	1, 2.69
	k
	c
	[99]

	PrCl3
	7.6008
	19.2200
	-
	36.38
	1.10
	1, 2.24
	k
	c
	[98]

	Sm(ClO4)3
	-2.0276
	10.6700
	-
	28.20
	1.10
	0.96, 2.69
	k
	c
	[99]

	SmCl3
	7.2794
	18.9100
	-
	33.62
	1.10
	0.96, 2.24
	k
	c
	[98]

	TbCl3
	-2.9533
	10.3900
	-
	21.81
	1.10
	0.92, 2.24
	k
	c
	[98]

	TmCl3
	-5.3550
	10.2100
	-
	35.11
	1.10
	0.88, 2.24
	k
	c
	[98]

	YbCl3
	-4.7105
	10.1900
	-
	28.41
	1.10
	0.87, 2.24
	k
	c
	[98]



[bookmark: _Ref498435482][bookmark: _Toc506731347]Table 3.3. Coefficients in Equations (3.9) to (3.11) for case (i).
	
	-1.40×10-3
	
	2.72×10-4
	
	1.38×10-4

	
	3.34×10-4
	
	4.62×10-6
	
	-3.56×10-5

	
	1.408
	
	2.664
	
	1.631

	
	1.556
	
	7.264
	
	0.909

	
	1.452
	
	4.868
	
	1.810



[bookmark: _Ref498435489][bookmark: _Toc506731348]Table 3.4. Coefficients in Equations (3.9) to (3.11) for case (ii).
	
	-1.61×10-3
	
	1.94×10-5

	
	3.73×10-4
	
	2.76×10-5

	
	1.030
	
	2.712

	
	1.485
	
	5.092

	
	1.390
	
	3.561
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[bookmark: _Ref498422623][bookmark: _Toc506731296]Figure 3.1. Parity plots comparing the values in Table 3.1 for  with those calculated through Equation (3.10) for case (i) (dotted line: trendline, : 1-1 electrolytes, +: 2-1 electrolytes, : 3-1 electrolytes).
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[bookmark: _Toc506731297]Figure 3.2. Parity plots comparing the values in Table 3.1 for  with those calculated through Equation (3.11) for case (i) (dotted line: trendline, : 1-1 electrolytes, +: 2-1 electrolytes, : 3-1 electrolytes).
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[bookmark: _Ref498427166][bookmark: _Toc506731298]Figure 3.3. Parity plots comparing the values in Table 3.1for   with those calculated through Equation (3.12) for case (i) (dotted line: trendline, : 1-1 electrolytes, +: 2-1 electrolytes, : 3-1 electrolytes).
[image: ]
[bookmark: _Ref498423736][bookmark: _Toc506731299]Figure 3.4. Parity plots comparing the values in Table 3.2 for  with those calculated through Equation (3.10) for case (ii) (dotted line: trendline, : 1-1 electrolytes, +: 2-1 electrolytes, : 3-1 electrolytes).
[image: ]
[bookmark: _Ref498422626][bookmark: _Toc506731300]Figure 3.5. Parity plots comparing the values in Table 3.2 for  with those calculated through Equation (3.11) for case (ii) (dotted line: trendline, : 1-1 electrolytes, +: 2-1 electrolytes, : 3-1 electrolytes).
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[bookmark: _Ref498432324][bookmark: _Toc506731301]Figure 3.6. Comparison plots of 1-1 electrolytes considering kosmotrope/chaotrope combinations: (a) HBr, (b) HCl, (c) HI, (d) LiBr, (e) LiCl, (f) LiClO4 for case (i) [: Experimental data for the apparent relative molal enthalpy from the literature (see references in Table 3.1), dashed line: calculated through Equations (3.9) to (3.11), solid line: calculated through the parameters in Table 3.1)].
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[bookmark: _Toc506731302]Figure 3.7. Comparison plots of 1-1 electrolytes considering chaotrope/chaotrope combinations: (a) CsCl, (b) KBr, (c) KI, (d) NaBr, (e) NaClO4, (f) RbBr for case (i) [: Experimental data for the apparent relative molal enthalpy from the literature (see references in Table 3.1), dashed line: calculated through Equations (3.9) to (3.11), solid line: calculated through the parameters in Table 3.1)].
[image: ]
[bookmark: _Toc506731303]Figure 3.8. Comparison plots of 2-1 electrolytes: (a) BaCl2, (b) CaCl2, (c) Co(ClO4)2, (d) MgCl2, (e) Ni(ClO4)2, (f) Zn(ClO4)2 for case (i) [: Experimental data for the apparent relative molal enthalpy from the literature (see references in Table 3.1), dashed line: calculated through Equations (3.9) to (3.11), solid line: calculated through the parameters in Table 3.1)].
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[bookmark: _Ref498432490][bookmark: _Toc506731304]Figure 3.9. Comparison plots of 3-1 electrolytes: (a) ErCl3, (b) LaCl3, (c) YbCl3, (d) Gd(ClO4)3, (e) Nd(ClO4)3, (f) Sm(ClO4)3 for case (i) [: Experimental data for the apparent relative molal enthalpy from the literature (see references in Table 3.1), dashed line: calculated through Equations (3.9) to (3.11), solid line: calculated through the parameters in Table 3.1)].
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[bookmark: _Ref498433273][bookmark: _Toc506731305]Figure 3.10. Comparison plots of 1-1 electrolytes considering kosmotrope/chaotrope combinations: (a) HBr, (b) HCl, (c) HI, (d) LiBr, (e) LiCl, (f) LiClO4 for case (ii) [: Experimental data for the apparent relative molal enthalpy from the literature (see references in Table 3.2), dashed line: calculated through Equations (3.9) to (3.11), solid line: calculated through the parameters in Table 3.2)].
[image: ]
[bookmark: _Toc506731306]Figure 3.11. Comparison plots of 1-1 electrolytes considering chaotrope/chaotrope combinations: (a) CsCl, (b) KBr, (c) KI, (d) NaBr, (e) NaClO4, (f) RbBr for case (ii) [: Experimental data for the apparent relative molal enthalpy from the literature (see references in Table 3.2), dashed line: calculated through Equations (3.9) to (3.11), solid line: calculated through the parameters in Table 3.2)].
[image: ]
[bookmark: _Toc506731307]Figure 3.12. Comparison plots of 2-1 electrolytes: (a) BaCl2, (b) CaCl2, (c) Co(ClO4)2, (d) MgCl2, (e) Ni(ClO4)2, (f) Zn(ClO4)2 for case (ii) [: Experimental data for the apparent relative molal enthalpy from the literature (see references in Table 3.2), dashed line: calculated through Equations (3.9) to (3.11), solid line: calculated through the parameters in Table 3.2)].
[image: ]
[bookmark: _Ref498432329][bookmark: _Toc506731308]Figure 3.13. Comparison plots of 3-1 electrolytes: (a) ErCl3, (b) LaCl3, (c) YbCl3, (d) Gd(ClO4)3, (e) Nd(ClO4)3, (f) Sm(ClO4)3 for case (ii) [: Experimental data for the apparent relative molal enthalpy from the literature (see references in Table 3.2), dashed line: calculated through Equations (3.9) to (3.11), solid line: calculated through the parameters in Table 3.2)].
3.5.2 [bookmark: _Toc498940484][bookmark: _Toc520640932]Comparison Plots Involving the Activity and Osmotic Coefficients Calculated through Equations (3.12) to (3.14) and the Experimental Data obtained from the Literature 
As mentioned before in the results section, Equations (3.12) to (3.14) are simpler than the equations that are normally used in the literature to describe the temperature dependence of the virial coefficients in the Pitzer equations, including those developed by Silvester and Pitzer [78] as well as those derived by Criss and Millero [90]. However, Figures 3.14 to 3.18 related to case (i) as well as Figures 3.19 to 3.23 related to case (ii) show that these equations do a very good job at predicting the activity and osmotic coefficient up to 150 °C, although these simpler equations may not be applicable for electrolytes with a high tendency to form ion pairs at non-ambient temperatures, such as electrolytes formed by chaotrope/chaotrope combinations. For example, the temperature dependence of the osmotic coefficients for KCl solutions investigated by Holmes et al. [79] is very irregular, with the curve at 298.15 K being located between the curve at 382 K and the curve at 413 K. On the other hand, in this same study [79] it is easy to note that the osmotic coefficients for CaCl2 and MgCl2 change linearly with the temperature, and this reinforces the assumption that the electrolytes with lower tendency to form ion pairs tend to have a more linear variation of their properties with the temperature. 
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[bookmark: _Ref498439572][bookmark: _Ref498439518][bookmark: _Toc506731309]Figure 3.14. Comparison plots of 1-1 electrolytes: (a) HBr, (b) HCl [Symbols: experimental activity coefficients obtained from the literature [54], [113], [114] for case (i) (: 0 °C, : 25 °C, : 50 °C, : 60 °C); Lines: calculated activity coefficients using Equations (3.12) to (3.14)  (dash dotted line: 0 °C, solid line [26]: 25 °C, dashed line: 50 °C, dotted line: 60 °C)].
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[bookmark: _Toc506731310]Figure 3.15. Comparison plots of 1-1 electrolytes: (a) LiBr, (b) LiCl [Symbols: experimental osmotic coefficients obtained from the literature [54], [85], [87] for case (i) (: 25 °C, : 109.81 °C, : 140.21 °C); Lines: calculated osmotic coefficients using Equations (3.12) to (3.14)  (dash dotted line: 25 °C, solid line [26]: 109.8 °C, dashed line: 140.2 °C)].
[image: ]
[bookmark: _Toc506731311]Figure 3.16. Comparison plots of 2-1 electrolytes for case (i): (a) BaCl2, (b) MgCl2, (c) SrCl2 [Symbols: experimental osmotic coefficients obtained from the literature [52], [79], [81] (: 25 °C, : 109.8 °C, : 140.2 °C); Lines: calculated osmotic coefficients using Equations (3.12) to (3.14)  (dash dotted line [26]: 25 °C, solid line: 109.8 °C, dashed line: 140.2 °C)].
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[bookmark: _Ref498441232][bookmark: _Toc506731312]Figure 3.17. Comparison plots of 2-1 electrolytes for case (i): (a) CaBr2, (b) CaCl2 [Symbols: experimental osmotic coefficients obtained from the literature [52], [115], [116] (: 25 °C, : 100 °C, : 150 °C); Lines: calculated osmotic coefficients using Equations (3.12) to (3.14)  (dash dotted line [26]: 25 °C, solid line: 100 °C, dashed line: 150 °C)].
[image: ]
[bookmark: _Ref498439574][bookmark: _Ref498439521][bookmark: _Toc506731313]Figure 3.18. Comparison plots of 3-1 electrolytes [39], [117] for case (i): AlCl3 [Symbols: experimental osmotic coefficients obtained from the literature (: 25 °C, : 70.4 °C); Lines: calculated osmotic coefficients using Equations (3.12) to (3.14) (dash dotted line [26]: 25 °C, solid line: 70.4 °C)].
[image: ]
[bookmark: _Ref498439794][bookmark: _Toc506731314]Figure 3.19. Comparison plots of 1-1 electrolytes: (a) HBr, (b) HCl [Symbols: experimental activity coefficients obtained from the literature [54], [113], [114] for case (ii) (: 0 °C, : 25 °C, : 50 °C, : 60 °C); Lines: calculated activity coefficients using Equations (3.12) to (3.14) (dash dotted line: 0 °C, solid line [111]: 25 °C, dashed line: 50 °C, dotted line: 60 °C)].
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[bookmark: _Toc506731315]Figure 3.20. Comparison plots of 1-1 electrolytes: (a) LiBr, (b) LiCl [Symbols: experimental osmotic coefficients obtained from the literature [54], [85], [87] for case (ii) (: 25 °C, : 109.81 °C, : 140.21 °C); Lines: calculated osmotic coefficients using Equations (3.12) to (3.14)  (dash dotted line: 25 °C, solid line [111]: 109.8 °C, dashed line: 140.2 °C)].
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[bookmark: _Toc506731316]Figure 3.21. Comparison plots of 2-1 electrolytes for case (ii): (a) BaCl2, (b) MgCl2, (c) SrCl2 [Symbols: experimental osmotic coefficients obtained from the literature [52], [79], [81] (: 25 °C, : 109.8 °C, : 140.2 °C); Lines: calculated osmotic coefficients using Equations (3.12) to (3.14) (dash dotted line [111]: 25 °C, solid line: 109.8 °C, dashed line: 140.2 °C)].
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[bookmark: _Ref498441246][bookmark: _Toc506731317]Figure 3.22. Comparison plots of 2-1 electrolytes for case (ii): (a) CaBr2, (b) CaCl2 [Symbols: experimental osmotic coefficients obtained from the literature [52], [115], [116] (: 25 °C, : 100 °C, : 150 °C); Lines: calculated osmotic coefficients using Equations (3.12) to (3.14)  (dash dotted line [111]: 25 °C, solid line: 100 °C, dashed line: 150 °C)].
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[bookmark: _Ref498439800][bookmark: _Toc506731318]Figure 3.23. Comparison plots of 3-1 electrolytes [39], [117] for case (ii): AlCl3 [Symbols: experimental osmotic coefficients obtained from the literature (: 25 °C, : 70.4 °C); Lines: calculated osmotic coefficients using Equations (3.12) to (3.14)  (dash dotted line [111]: 25 °C, solid line: 70.4 °C)].
The percentage differences between all the experimental values and all the calculated values shown in Figures 3.14 to 3.23 at all the temperatures analyzed can be visualized in Figures 3.24 and 3.25 for case (i) and case (ii), respectively. As can be seen, the accuracy of the estimations was within 5% in most cases, and this confirms that Equations (12) to (14) are very efficient at predicting the values of the osmotic and activity coefficients at temperatures up to 150 °C.
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[bookmark: _Ref498440009][bookmark: _Toc506731319]Figure 3.24. Percentage difference between all the experimental and the calculated values from Figures 3.14 to 3.18 at all the temperatures analyzed for case (i) (: 1-1 electrolytes, +: 2-1 electrolytes, : 3-1 electrolytes).
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[bookmark: _Ref498440010][bookmark: _Toc506731320]Figure 3.25. Percentage difference between all the experimental and the calculated values from Figures 3.19 to 3.23 at all the temperatures analyzed for case (ii) (: 1-1 electrolytes, +: 2-1 electrolytes, : 3-1 electrolytes).
3.5.3 [bookmark: _Toc498940485][bookmark: _Toc520640933]Pressure Effects
The effect of pressure on the activity coefficients has not been investigated in this study because the relevant data is very scarce in the literature. All the activity and osmotic coefficients used in this study were taken at pressures equal to or lower than the saturation pressure. 
3.5.4 [bookmark: _Toc498940486][bookmark: _Toc520640934]Predicting the Properties of the Electrolytes that were not Included in Tables 3.1 and 3.2 
Both CaBr2 in figures 3.17 and 3.22 and AlCl3 in figures 3.18 and 3.23 are examples of electrolytes that were not included in Tables 3.1 and 3.2 due to the lack of data for the apparent relative molal enthalpy at 25 °C, but could be accurately described by the Equations (12) to (14). This demonstrates that Equations (12) to (14) are very reliable and efficient to estimate the values of the virial coefficients at different temperatures for electrolytes with lower tendency to form ion pairs.
3.5.5 [bookmark: _Toc498940487][bookmark: _Toc520640935]Predicting the Properties of the Chaotrope/Chaotrope Combinations 
In contrast to kosmotrope/chaotrope combinations, electrolytes containing chaotrope/chaotrope combinations could not be accurately predicted using Equations (12) to (14) at non-ambient temperatures. In this case, more complex equations are required, probably involving the second derivative of the virial parameters in the Pitzer equations, in a similar manner to Criss and Millero [90], which predict the osmotic and activity coefficients of  aqueous solutions containing NaCl using both the first and the second derivative of the virial parameters in the Pitzer equations.
3.5.6 [bookmark: _Toc498940488][bookmark: _Toc520640936]Comparison between Calculated and Literature Values for HCl Considering Case (i) and Case (ii)
As illustrated in Figures 3.14b and 3.19b, the agreement between the calculated and the literature values for HCl is very good. However, it is important to note that the experimental data on the activity coefficients for HCl [114] are very accurate, since these data were obtained from cell potential difference, and thus it is clear that the full precision of these data cannot be obtained from the models developed in this study, which are based on correlations obtained from calorimetric data. In this context, Tables 3.5 and 3.6 are included in order to allow a more detailed comparison between the experimental data on the activity coefficients [114] and the calculated ones. As can be seen in these tables, these percentage errors can be as large as 13% at high molalities, but they are relatively small at molalities less than 5 mol.kg-1. This illustrates the good consistency of the models developed in this study.
[bookmark: _Ref498443190][bookmark: _Toc506731349]Table 3.5. Comparison between calculated and literature data for HCl at 50 °C for case (i).
	molality (mol.kg-1)
	Calculated Activity Coefficients
	Literature Activity Coefficients [114]
	Percentage
deviation

	3
	1.205
	1.161
	3.8%

	4
	1.571
	1.505
	4.4%

	5
	2.077
	1.973
	5.3%

	6
	2.776
	2.598
	6.9%

	7
	3.737
	3.416
	9.4%

	8
	5.061
	4.467
	13.3%



[bookmark: _Ref498443191][bookmark: _Toc506731350]Table 3.6. Comparison between calculated and literature data for HCl at 50 °C for case (ii).
	molality (mol.kg-1)
	Calculated Activity Coefficients
	Literature Activity Coefficients [114]
	Percentage
deviation

	3
	1.189
	1.161
	2.4%

	4
	1.542
	1.505
	2.5%

	5
	2.029
	1.973
	2.9%

	6
	2.697
	2.598
	3.8%

	7
	3.611
	3.416
	5.7%

	8
	4.862
	4.467
	8.8%


3.6 [bookmark: _Toc498940489][bookmark: _Toc520640937]Conclusions
The temperature derivatives of the virial parameters in the Pitzer equations were fitted to the experimental data of the apparent relative molal enthalpy obtained from the literature at 25 °C, and then these temperature derivatives were correlated with the properties of the solutions for electrolytes that are unlikely to form ion pairs. In particular, these correlations obtained were very strong, and this is confirmed by the high coefficients of determination achieved, with R2 ≥ 0.95 in all cases. Then, these correlating equations were used to predict both the apparent relative molal enthalpies at 25 °C and the activity and osmotic coefficients up to 150 °C, considering only the electrolytes with a lower tendency to form ion pairs. Finally, comparison plots were provided to show the remarkable agreement between the predictions obtained through the correlating equations and the experimental data obtained from the literature.













4. [bookmark: _Toc498940490][bookmark: _Toc520640938]CHAPTER 4 
ESTIMATION OF THE THERMOCHEMICAL RADII AND IONIC VOLUMES OF COMPLEX IONS
This chapter is based on the paper “Estimation of the Thermochemical Radii and Ionic Volumes of Complex Ions”, which was published in the Inorganic Chemistry Journal, with the author of this thesis being the main author of the paper. In addition, this paper was published as follows: 
Simoes, M. C.; Hughes, K. J.; Ingham, D. B.; Ma, L.; Pourkashanian, M. Estimation of the Thermochemical Radii and Ionic Volumes of Complex Ions. Inorg. Chem. 2017, 56, 7566−7573 DOI: 10.1021/acs.inorgchem.7b01205
The equations developed in the Chapters 2 and 3 are related to the estimation of the second virial coefficients in the Pitzer equations and require knowledge of the ionic radii of the aqueous species involved in the equilibrium. In this chapter, a novel method to estimate the thermochemical radii of complex ions using the ionic radii of their monoatomic forming ions is presented. In addition, this paper presents a new expression for calculating the volume of these complex cations.  










4. 
4.1 [bookmark: _Toc498940491][bookmark: _Toc520640939]Abstract
The estimation of the thermochemical radius is very important because most of the properties of the electrolyte solutions are, to some extent, linked to this property. Also, these thermochemical radii can be used to estimate lattice energies, which can be a very important parameter to be evaluated when assessing the possibility of synthesizing new inorganic materials. This study presents a formulation for estimating the thermochemical radii of complex ions. More specifically, these thermochemical radii are estimated using a weighted sum based on the radii of the contributing cations and anions. Also, the influence of the ionic charge on these thermochemical radii is assessed and discussed. Finally, the parameters obtained from the estimation of the thermochemical radii of complex cations are used to estimate cation volumes, and this estimation is then validated through comparison with literature values. As a result, the equations developed for thermochemical radii of complex ions produce predictions that are accurate to within 15% in general, whereas the equation developed to estimate cation volumes produces predictions that are accurate to within 20% considering cation volumes greater than 70 Å3.
4.2 [bookmark: _Toc498940492][bookmark: _Toc520640940]Introduction
The thermochemical radius plays a very important role in electrolyte solutions since most of the interactions between the ions in the solution are, to some extent, distance-dependent. For instance, the thermodynamic, transport, kinetics and solvation are highly dependent on the size of the ions [111], [118]. In addition to this, the thermochemical radii can be used to calculate the lattice energy of the crystals, for example, either via the Kapustinskii equation [119], which has been more recently generalized by Glasser [120], or through the volume based equations developed by Jenkins et al. [121], and these lattice energies can be important parameter to be evaluated when assessing the feasibility of synthesizing new inorganic materials [121]. In terms of the equations that can be used to calculate the lattice energies, it is important to note that the volume based equations [121] have emerged largely to replace the Kapustinskii’s equation [119], and the advantage of these volume based equations is that they can gain their data from either the density or the set of lattice constants, and a structural determination is not required, as a recent article produced by Glasser and Jenkins [122] demonstrates.
In terms of modeling, the only attempt found in the literature to estimate the thermochemical radii based on its monatomic ions was performed by Solís-Correa et al. [123]. In their study, the thermochemical radii of polyatomic ions with a general formula  are calculated taking into account the ionic and the covalent character of the M-X bond, with the covalent character being obtained through the Pauling electronegativity values. Although in some cases the results were in a good agreement with the literature values, their method of calculation in general was only effective in describing ions that have a nearly spherical symmetry.
In contrast to Solís-Correa et al. [123], this study aims to estimate the thermochemical radii for any polyatomic anion regardless of the geometry and chemical formula. To achieve this, a new expression containing fitting parameters is suggested, and these fitting parameters are obtained using the data of the thermochemical radii obtained from the literature [67], [124].
4.3 [bookmark: _Toc498940493][bookmark: _Toc520640941]General Equations
4.3.1 [bookmark: _Toc497398972][bookmark: _Toc498940494][bookmark: _Toc520640942]Predominance of Ionic or Covalent Bonds
The complex anions were treated in this study as fundamentally ionic bonded because these complex anions are formed predominantly by metal/non-metal bonds, whereas complex cations were treated as fundamentally covalently bonded, because they are predominantly formed by non-metal/non-metal bonds. It is important to note that we are not assuming that the bond is purely ionic or purely covalent. Rather, these bonds are treated as either predominantly covalent or predominantly ionic. For instance, for complex anions, the difference of electronegativity between the forming cations and the forming anions was higher than 1 in over 82% of the cases analyzed, whereas for complex cations this difference of electronegativity was higher than 1 in only about 23% of the cases. This suggests that the most electronegative atoms forming a complex anion will tend to accumulate electron density, and hence the shape of these atoms will tend to be more spherical. In contrast, the complex cations, which are formed predominantly by covalent bonds, will tend to have a more homogeneous electron density between the atoms involved in the bond, and thus they will tend to have a non-spherical shape.
4.3.2 [bookmark: _Toc498940495][bookmark: _Toc520640943]Complex Anions
Complex anions are predominantly formed by ionic bonds, but the covalent contribution in some of the cases analyzed can be significant. Therefore, ideally the thermochemical radii of the complex anions should be modeled taking into account the covalent character of the bond, and in this case quantum mechanics is the most suitable theory to describe the geometry of the single monatomic ions that form the complex anion, since this theory accounts for orbital shapes, orbital overlapping, electron densities, etc. However, before introducing excessive complexities to the model, it is reasonable first to test if these complex anions can be described through a more classical view, in which the cations and the anions are represented as hard spheres that do not overlap [125]. In this context, if the thermochemical radii obtained through this simplified model agrees well with the tabulated thermochemical radii from the literature [67], [124], then this simplification can be regarded as satisfactory, otherwise it should be disregarded and replaced by more sophisticated methods, such as the ones involving quantum mechanics theory.
In terms of equations, it is assumed that the thermochemical radius of a complex anion with a chemical formula  may be correlated with its forming single ions as follows:
					(4.1)
In other words, the thermochemical radius of a complex anion is summation of spherical ion volumes, converted to a radius by cube root. Also, this equation accounts for the contribution of repulsion between income electrons. This volume dependence becomes more evident if the term 4π/3 is multiplied in both sides of Equation (4.1). Further, in Equation (4.1)  and are the number of cationic and anionic species, respectively. In addition, there is one unknown parameter, the power term , which can be obtained by fitting Equation (4.1) to the reference values obtained from the literature [67], [124] of the thermochemical radii. Finally, the term  accounts for the increase in the volume of the complex anions due to the extra repulsion produced by the incoming electrons. For example, this term explains the different thermochemical radii [67] of the and the , which are 2.49 Å and 2.78 Å, respectively.

4.3.3 [bookmark: _Toc498940496][bookmark: _Toc520640944]Complex Cations
In contrast to complex anions, complex cations are predominantly formed by covalent bonds, and thus the simplification suggested for the complex anions, which is based on the assumption of hard spheres that do not overlap, will clearly not be directly applicable for this case. However, in a similar manner to the complex anions, it is worth evaluating if a simpler model can be employed to describe these complex cations. In this context, after several evaluations have been performed, it has been found that by changing the power terms of the monatomic ions radii in Equation (4.1) into fitting parameters would be the best way to account for the more irregular shapes of these monatomic ions. In this case, a constant  is required in order to make this new equation dimensionally consistent. Therefore, the equation assumed to investigate the thermochemical radii of complex cations with a chemical formula  is as follows:
					(4.2)
where , and  are fitting parameters, and  is the ionic charge of the complex cation, which in this case accounts for contraction of the radius due to the deficit of electrons. In contrast to the complex anions, the  and  are the covalent radii [126], since as mentioned above the bonds between ions forming the complex cations are predominantly covalent. As for complex anions, the agreement between the calculated thermochemical radii and the literature values will support the assumption that Equation (4.2) is suitable to describe the thermochemical radii of the complex cations.
4.4 [bookmark: _Toc498940497][bookmark: _Toc520640945]Method of Fitting and Data Used
The power term  in Equation (4.1) was estimated using linear regression.  Regarding the terms in Equation (4.2), namely the constant  and the power terms  and, they were estimated using a nonlinear least squares method, which is based on the minimizing of the following objective function:
							(4.3)
In terms of the data used, the data tabulated by Roobottom et al. [67] were selected as the main reference, and this is because these data represent a large self-consistent set of thermochemical radii. In particular, these radii were estimated via the Kapustinskii equation [119], [124], as well as using a correlation between the lattice potential energy and the inverse cube root of the volume per molecule [67]. It is important to note that Kapustinskii equation [119], [124] contains a constant 0.0345, and this assumption of constancy is a vital part of the thermochemical radii as developed by Roobottom et al. [67].
4.5 [bookmark: _Toc498940498][bookmark: _Toc520640946]Results
4.5.1 [bookmark: _Toc498940499][bookmark: _Toc520640947]Value of the terms , ,  and 
The value of the term  in Equation (4.1) obtained through linear regression is (0.057±0.005).  Regarding the terms in Equation (4.2), namely the constant  and the power terms  and , which were obtained through the minimization of the objective function represented by Equation (4.3), the values obtained were (1.249±0.013) , (-0.264±0.025) and (1.50±0.11), respectively. It is important to note that the constant, which has  units, makes Equation (4.2) dimensionally consistent.  Also, it is important to mention that the value of 1.50 was rounded from 1.496.
4.5.2 [bookmark: _Toc498940500][bookmark: _Toc520640948]Thermochemical Radii of Complex Anions
The complex anions tabulated in the literature [67], [124] were divided in two sets of data: (i) containing only metal - non-metal bonds, and (ii) containing other combinations. The term  in Equation (4.1) was estimated using dataset (i), whereas dataset (ii) was used to test the predictability capacities of this equation. Dataset (i) was selected to estimate the term  in Equation (4.1) because this equation was derived assuming predominance of ionic bonds over covalent bonds, and this predominance is normally more pronounced in metal- non-metal bonds.  A comparison between the calculated values of  using Equation (4.1) and the literature values [67], [124] of  from dataset (i) is presented in Figure 4.1. As can be seen in this figure, the agreement between the thermochemical radii calculated through Equation (4.1) and the literature values [67], [124] is remarkably good. In addition, Figure 4.2 shows the percentage deviation between the calculated and the literature values [67], [124], and as can be seen in this figure, a deviation less than 10% was achieved in over 97% of the cases analyzed. Finally, more detailed information is shown in Table A.1 in the Supporting Information, which contains the values of , , , . The values of  and  were taken from the Shannon tabulation [127], except for N3- and H⁻, which were taken from Roobottom et al. [67] and Sato et al. [128], respectively. In particular, the value of Sato et al. [128] was selected because their reported radius explains better the bond distance obtained by electron diffraction [129] for the BH4⁻ anion, which is about 1.20 Å, as well as the bond distance reported for the ReH9⁻ ion [130], which is about 1.70 Å. This becomes evident when the contribution of the B3+ and Re7+ ions for the bond distance, which are 0.27 Å and 0.53 Å [127], respectively, is removed. In this case, the H⁻ anion becomes 0.93 Å and 1.17 Å, respectively, which is closer to the value of 1.28 Å reported by Sato et al. [128].
Additionally, the values of  were taken from Roobottom et al. [67], which also include most of the values of the thermochemical radii tabulated by Jenkins et al.9. It is important to note that the selection of the values of  and  has to take into account not only the ionic charge, but also the coordination number. This is because the ionic radii depend on these two quantities to be accurately defined. However, it has been found that selecting the ionic radii at a coordination number of 6 do not cause any significant impact on the results. Indeed, this simplification is very convenient because most of the information on the ionic radii is tabulated for this coordination number. Therefore, the values in Table A.1 are mainly based on a coordination number of 6. 
[image: ]
[bookmark: _Ref498678512][bookmark: _Toc506731321]Figure 4.1. Parity plots comparing the reference values of thermochemical radii [67], [124] in Table A.1 in the supporting information with those calculated using Equation (4.1) (solid line: y=x line, ○: thermochemical radii).
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[bookmark: _Ref498678576][bookmark: _Toc506731322]Figure 4.2. Percentage difference between the calculated and the reference values [67], [124] of the thermochemical radii using dataset (i).
Table A.2 in the Supporting Information shows the dataset (ii), which contains complex anions with a higher covalent character. This dataset is important for two reasons: first because it demonstrate the capability of Equation (4.1) to predict the thermochemical radii of complex anions that were not included in the fitting shown in Figure 4.1, and second because it demonstrates that even in cases in which the covalent contribution is significant, a good estimation can still be obtained by applying Equation (4.1). Furthermore, Table A.2 contains the values of , , ,  using the same references for , ,  as Table A.1 [67], [124], [128], apart from the covalent radii of carbon ions, which were taken from Cordero et al. [126]. Likewise in Table A.1, the values of  and  in Table A.2 were selected at a coordination number of 6, whenever possible. In contrast to Table A.1, Table A.2 contains a comment column, and in this column it has been shown that even in cases in which the values of  are unknown, these values can be estimated based on reasonable approximations. Conversely, these approximations were not applicable to, since in this case this radius is only tabulated for a specific ionic charge. For instance, the nitrogen anion is tabulated8 only for the charge -3, and then no other ionic charge is available to generate a curve that would allow the estimation of, for example, the Nitrogen with a charge of -1. In addition to this, the comment column shows some data that were excluded due to unclear or insufficient information. For example, it was not possible to find the structure of the SNCl5(CH3CN)⁻ anion in the literature. 
Figure 4.3 shows the agreement between dataset (ii) [67], [124] and the calculated values using Equation (4.1). As can be seen in this figure, Equation (4.1) was able to predict the values of the thermochemical radii for complex anions that were not included in the fitting shown in Figure 4.1. In addition, over 97% of the cases analyzed were accurate to within 15%, whereas over 87% were accurate to within 10%.
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[bookmark: _Ref498678639][bookmark: _Toc506731323]Figure 4.3. Percentage difference between the calculated and the reference values [67], [124] of the thermochemical radii using dataset (ii).
4.5.3 [bookmark: _Toc498940501][bookmark: _Toc520640949]Thermochemical Radii of Complex Cations
The complex cations tabulated in the literature [67], [124] were divided in two datasets: (i) containing complex cations with a electronegativity difference between constituent cation and anionic ligands less than 0.5, and (ii) containing higher differences of electronegativity. The constant  and the power terms  and  in  Equation (4.2) were estimated using dataset (i), whereas dataset (ii) was used to test the capability of  Equation (4.2) to predict the thermochemical radii of complex cations that were not used to estimate these fitting parameters. In particular, dataset (i) was selected to estimate the parameters,  and  because Equation (4.2) was derived assuming predominance of covalent bonds, and thus it is important to choose the set of data with lower influence of the ionic character of the bond. A comparison between the calculated values of  using  Equation (4.2) and the dataset (i) [67], [124] is presented in Figure 4.4. As can be seen in this figure, the agreement between the thermochemical radii calculated through  Equation (4.2) and the literature values [67], [124] is good. In addition to this, Figure 4.5 shows the percentage deviation between the calculated and the dataset (ii) [67], [124], and as can be seen in this figure, a deviation less than 10% was achieved in over 88% of the cases analyzed. Finally, more detailed information is shown in Table A.3 in the Supporting Information, which contains the values of , , , ,  and . The values of  and  were taken from Cordero et al. [126]. Additionally, the values of  were taken from Roobottom et al. [67] and Jenkins et al.9. Finally, the values of  were taken from Jenkins et al. [121]. It is important to note that the  and  are the covalent radii, rather than the ionic radii. Since these values are independent on the ionic charge and the coordination number, then the oxidation states are not shown in this table. 
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[bookmark: _Ref498684219][bookmark: _Toc506731324]Figure 4.4. Parity plots comparing the reference values of thermochemical radii [67], [124] in Table A.3 in the Supporting Information with those calculated using  Equation (4.2)  (solid line: y=x line, ○: thermochemical radii).
Table A.4 in the Supporting Information shows the dataset (ii), which contains complex cations with differences of electronegativity higher than 0.5, i.e. polar covalent bond. This dataset shows the effectiveness of Equation (4.2) to predict the values of the thermochemical radii for complex cations that were not involved in the estimation of,  and. The values of , ,  and were taken from the same references as Table A.3 [67], [121], [124], [126].  In contrast to Table A.3, Table A.4 contains a comment column, and the purpose of this column is mainly to show the data that were not considered in the analysis due to apparent inconsistencies in the values of the thermochemical radii. For instance, the thermochemical radii of Se172+ should lie between Se192+ Se102+, but the reported value [67] of 2.36 Å is even lower than the value reported for Se102+, which is 2.53 Å. Also, if the consistency cannot be assessed, then the data are not used. For example, the complex cations with charges +3 and +4, namely I153+ and Te2(su)64+, were not included in the analysis because there are no other complex cations with similar ionic charges that could be compared with them. 
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[bookmark: _Ref498684237][bookmark: _Toc506731325]Figure 4.5. Percentage difference between the calculated and the reference values [67], [124] of the thermochemical radii using the dataset (i).
Figure 4.6 illustrates the agreement between dataset (ii) [67], [124] and the calculated values using  Equation (4.2). As can be seen in this figure,  Equation (4.2) was able to predict with a good accuracy the values of the thermochemical radii for complex anions that were not included in the fitting shown in Figure 4.4. More specifically, over 93% of the cases analyzed were accurate to within 15%, whereas over 75% were accurate to within 10%.
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[bookmark: _Ref498684259][bookmark: _Toc506731326]Figure 4.6. Percentage difference between the calculated and the reference values [67], [124] of the thermochemical radii involving the dataset (ii).
4.5.4 [bookmark: _Toc498940502][bookmark: _Toc520640950]Volume Correlations for the Complex Cations
The volume based equations developed by Jenkins et al. [121] have emerged largely to replace Kapustinskii’s equation [119], although it was evolved from it. These equations correlate the lattice energies with the molecular volume of the salt, and the advantage of these equations is that they can gain their data from either the density or the set of lattice constants, and a structural determination is not required. In their approach, the free space in the crystal structure is assigned to the anion volumes, and then these anion volumes are then further employed to generate cation volumes. It is important to note that this procedure has been improved by Glasser and Jenkins [131], but this improvement was applied for only 43 cations and anions. Therefore, we have maintained the paper from Jenkins et al. [121] as the main reference for the ionic volumes, since this paper includes a much larger database.  In this context, it is interesting to evaluate if these cation volumes correlate with the ionic radii of the single ions forming the complex cations. To achieve this, the following correlation was assumed:
					(4.4)
This equation is similar to Equation (4.2), and includes the same power terms  and. This is because in theory these parameters should be nearly the same since they are both related to the volume of the cation.   In contrast, a new constant is required to be added, and this constant is different from since the left hand side of  Equation (4.2) is  rather than. Also, this constant accounts for any free space not assigned to the anion volume. As in  Equation (4.2), the constant  was estimated using dataset (i) in Table A.3, whereas dataset (ii) in Table A.4 was used to test the predictability capacities of  Equation (4.4). The linear regression was the method used to estimate the constant, and the value obtained was (23.61±0.32) Å2. 
A comparison between the calculated values of  and the dataset (i) [121] is presented in Figure 4.7. As can be seen in this figure, the agreement between the calculated and the reference values is very good. In addition to this, Figure 4.8 illustrates the percentage difference between datasets (i) and (ii) [121] and the calculated values using  Equation (4.4). As can be seen in this figure, over 79% of the cases analyzed were accurate to within 20%, but in some cases the disagreements were more pronounced. In fact, these disagreements were higher for volumes less than 70 Å3, as illustrated in Figure 4.9, which shows that over 90% of the cases analyzed were accurate to within 20% for volumes higher than 70 Å3. Thus,  Equation (4.4) can be in general recommended to estimate cation volumes that exceed 70 Å3, which paradoxically are the cations structurally more complex. Nevertheless, it is remarkable how well the parameters  and, which were estimated via the thermochemical radii, could describe the volume of the complex cations, which were obtained from a completely different database. This clearly illustrates the consistency of the methodology utilized in this study.
[image: ]
[bookmark: _Ref498684370][bookmark: _Toc506731327]Figure 4.7. Parity plots comparing the reference values of the cation volume [121] with those calculated using  Equation (4.4)  (solid line: y=x line, ○: cation volume).
[image: ]
[bookmark: _Ref498684381][bookmark: _Toc506731328]Figure 4.8. Percentage difference between the calculated and the reference values [67], [124] of the cation volume considering all the complex cations analysed.
[image: ]
[bookmark: _Ref498684438][bookmark: _Toc506731329]Figure 4.9. Percentage difference between the calculated and the reference values [67], [124] of the cation volume considering only volumes higher than 70 Å3.
4.6 [bookmark: _Toc498940503][bookmark: _Toc520640951]Discussion
4.6.1 [bookmark: _Toc498940504][bookmark: _Toc520640952]Complex Anions
On developing  Equation (4.1), three assumptions were made as follows: (i) the complex anions are predominantly formed by ionic bonds, and thus these single ions could be modeled as cotangent spheres that do not overlap; (ii) the thermochemical radius of complex anions is dependent on the volume of their single ion components, and (iii) an expansion term represented by  is required, since incoming electrons may increase repulsion, and consequently may increase the ionic radii.
Regarding the assumption (i), it is important to note that the precision of  Equation (4.1) to predict the complex anions with higher ionic character was higher than the accuracy of this equation to represent complex anions with higher influence of covalent bonds. This becomes evident when Figure 4.2 is compared to Figure 4.3, since in the Figure 4.2 over 97% of the anions were accurate to within 10%, whereas in Figure 4.3 over 97% were accurate to within 15%, which is represents 5% deterioration in accuracy. Nevertheless, 15% is still a very high accuracy considering the simplicity of  Equation (4.1) in contrast to the complexity of the anions analyzed. For instance, although the sulfate ion contains only covalent bonds, i.e. the electrons are not completely transferred from the sulfur atom to the oxygen atom, the agreement between the calculated value, 2.31 Å, and the literature value [67], 2.18 Å, was very good, to within 5%, and this shows that  Equation (4.1) is effective at predicting the values of the thermochemical radii of complex anions even for cases in which the bonds are not entirely ionic. Also, it is important to note that improvements can be made in  Equation (4.1) to improve its accuracy, at the expense of sacrificing its simplicity. For instance, this model can be refined by incorporating into it important effects such as polarizability, orbital overlapping, electron density, etc.
With regards to the assumption (ii), the volumes of the individual ions have proven to be very strongly correlated to the thermochemical radii of complex anions, since  Equation (4.1) is very accurate at describing the thermochemical radii of these complexes.
Finally, the assumption that income electrons increase repulsion, i.e. assumption (iii), has also been proven correct, since the power term obtained by linear regression was positive. This term increases the radii of the complex anions by about 4% for an ionic charge of -2, and about 7% for an ionic charge of -3. However, if the extra electron is added to a higher energy level, then this increase in radius can be even stronger, as in the case of the O3-, which is twice as large as the O2- ion. 
4.6.1.1 [bookmark: _Toc498940505][bookmark: _Toc520640953]Extending Predictions beyond the Roobottom et al. Database for Complex Anions
In order to demonstrate that the predictability capacities of  Equation (4.1) extend beyond the Roobottom et al. database [67], this  Equation (4.1) was used to estimate the GeO44- thermochemical radius, which is not included in their database. The thermochemical radius of this ion can be calculated via Kapustinskii’s equation [119], using Born - Fajans - Haber cycle lattice energies available in the literature [132] for Ca2GeO4 and Ba2GeO4, which are 7306 kJ/mol and 6643 kJ/mol, respectively. Considering the Goldschmidt radius [133] for Ca2+ and Ba2+ ions, the resultant thermochemical radius is 2.55 Å for Ca2GeO4 and 2.58 Å for Ba2GeO4, and this represents a thermochemical radius of (2.56±0.02) Å, not including the errors associated to the lattice energies estimations. If this same thermochemical radius is calculated via  Equation (4.1), using the ionic radii of 0.53 Å and 1.40 Å for the Ge+4 and O2- ions [127], respectively, the resultant thermochemical radius is 2.38 Å. This represents a difference of only 7.1 %.

4.6.2 [bookmark: _Toc498940506][bookmark: _Toc520640954]Complex Cations
Complex cations are far more complex than complex anions, since their geometry is more irregular and their forming single ions are not spherical, since the bonds between them are predominantly covalent. Also, the literature values reported for complex cations are in general less accurate than are the values for the complex anions. Therefore, it is not unexpected that the agreement between experimental and calculated data for complex cations is not as good as the agreement achieved for complex anions. Nevertheless, this agreement was better than 15% in the vast majority of the cases analyzed, see Figures 4.5 and 4.6.
Three assumptions were made for the complex cations on deriving  Equation (4.2): (i) bonds are predominantly covalent, (ii) the thermochemical radius of complex cations is dependent on the radii of their single ion components and (iii) a contraction term represented by  is required, since the deficit of electrons increases the attraction towards the positively charge nucleus. 
Regarding the assumption (i), it is important to note that the precision of  Equation (4.2) to predict the complex anions with higher covalent character was higher than the accuracy of this equation to represent complex cations with higher influence of ionic bonds. This becomes evident when Figure 4.5 is compared to Figure 4.6, since in Figure 4.5 over 97% of the cations were accurate to within 15%, whereas in the Figure 4.6 a lower percentage of 93% was accurate to within 15%. Nevertheless, likewise stated to the complex anions, this precision can possibly be improved if refinements are incorporated to the model, such as the effects of polarizability, orbital overlapping, electron density, etc.
With regards to the assumption (ii), the covalent radii of the individual ions have proven to be very strongly correlated to the thermochemical radii of complex cations, since the agreement between calculated and literature values [67], [124] was good in general.
Finally, the assumption that the deficit of electrons causes contraction of the thermochemical radius of complex cations, i.e. assumption (iii), has also been proven correct, since the power term is negative. For instance, this term reduces the radii of complex cations about 17% for an ionic charge of +2. 
4.6.2.1 [bookmark: _Toc498940507][bookmark: _Toc520640955]Extending Predictions beyond the Roobottom et al. Database for Complex Cations
In order to demonstrate that the predictability capacities of  Equation (4.2) extend beyond the Roobottom et al. database [67], this equation can be used to estimate for example the PH4+ thermochemical radius, which is not included in their database. The thermochemical radius of this ion can be calculated via Kapustinskii’s equation [119], using lattice energies available in the literature [134] for PH4Br and PH4I, which are 616.3 kJ/mol and 590.8 kJ/mol, respectively. Using these values, the resultant thermochemical radius is 1.60 Å for PH4Br and 1.52 Å for PH4I, and this represents a thermochemical radius of (1.56±0.04) Å, not including the experimental errors to obtain the lattice energy. If this same thermochemical radius is calculated via  Equation (4.2), using the covalent radii from the literature [126], the resultant thermochemical radius is 1.52 Å, and this represents a difference of only 3 %.
4.6.3 [bookmark: _Toc498940508][bookmark: _Toc520640956]Volume Correlations for the Complex Cations
The parameters obtained for  Equation (4.2), namely the power terms  and were used to estimate the volume of the cations, and then these estimations were compared with the values available in the literature [121]. This comparison, illustrated in Figure 4.7, presented a very high coefficient of determination (R2=0.956), which is remarkable considering that the ion volumes are estimated using a completely different methodology from the one used to estimate the thermochemical radii. Therefore, these agreements indicate good consistency of the methodology used to estimate both the thermochemical radii and the ion volumes for complex cations. 
In order to show the applicability of these equations, the case of the tetrasulfur dication S42+ can be analyzed. Jenkins et al. [121] estimated the volume of this cation based on extrapolation of the known ion volumes of Se42+ and Te42+, and the value obtained was 84 Å3. Applying  Equation (4.4) to estimate this cation volume, the value of 77 Å3 is obtained, which differs only 9% from the value presented by Jenkins et al. [121]. However, in cases in which either extrapolations or interpolations are difficult to be performed,  Equation (4.4) becomes a very important alternative for the estimation of the cation volumes, and consequently for the estimation of the lattice energies.
As mentioned in the results section, Equation (4.4) is more accurate for volumes higher than 70 Å3. However, it is important to note that the literature data at volumes less than 70 Å3 are not in general very accurate either. For instance, the NH4+ is tabulated as (21 ± 15) Å3, i.e. an error as large as 71%. Nevertheless, volumes higher than 70 Å3 can be in general associated to cations that are more structurally complex, and for these cations volume estimations are in general more difficult to be performed. Therefore, Equation (4.4) can be a very useful in estimating the volume of these structurally complex cations within a reasonable accuracy.
4.6.4 [bookmark: _Toc498940509][bookmark: _Toc520640957]Electrolyte Solutions
Marcus [118] compared the Pauling crystal ionic radii for a coordination number of 6 with the ionic radii in solution, which can be obtained for example via X-ray diffraction. As a result, both the Pauling crystal radii and the solution ionic radii were very similar in size, and this indicates that the radii obtained in crystals gives a good indication of the radii that the ions have in aqueous solutions. Therefore, it is interesting to compare the results obtained in this study for the complex ions with those reported by Marcus [32], [62], [118], and this is done in Table A.5 in the Supporting Information. As can be seen in this table, the thermochemical radii of complex ions are in good agreement with the ionic radii obtained in aqueous solutions. Also, it is interesting to observe that the calculated values of the thermochemical radii using Equations (4.1) and (4.2) are in many instances closer to the values reported by Marcus [32], [62], [118] than are the literature values [67], [124]. This is another good indication of the consistency of Equations (4.1) and (4.2). Finally, the UO22+ ion, which is not included in Roobottom et al. database [67], is another example that illustrates the good predictability capacities of  Equation (4.2), since the percentage difference between the predicted value and the aqueous ionic radius reported by Marcus21 was only 7%.
4.7 [bookmark: _Toc498940510][bookmark: _Toc520640958]Conclusions
A new approach to calculate the thermochemical radius of polyatomic ions has been presented. In particular, an expression that correlates the thermochemical radii of the polyatomic ions with their forming single ions was developed and validated using reference values of the thermochemical radii obtained from the literature [67], [124]. Likewise, a new approach to estimate the volumes of complex cations is presented and validated using literature values. Moreover, the results of the thermochemical radii are compared with the ionic radii of these complex ions in aqueous solutions. As a conclusion, the new expressions developed in this study produce results that were in a very good agreement with the literature values. In addition, these equations can be refined to improve their accuracy, and these possible improvements are discussed in the text, and these refinements could be the subject of future investigations. 

















5. [bookmark: _Toc498940511][bookmark: _Toc520640959]CHAPTER 5 
PREDICTING SPECIATION OF AMMONIA, MEA AND DEA USING ONLY THE IONIC RADIUS AND THE IONIC CHARGE
This chapter is based on the paper “Predicting speciation of Ammonia, MEA and DEA using only the ionic radius and the ionic charge”, which was published in the Industrial & Engineering Chemistry Research Journal, with the author of this thesis being the main author of the paper, as follows:
Simoes, M. C.; Hughes, K. J.; Ingham, D. B.; Ma, L.; Pourkashanian, M. Predicting Speciation of Ammonia, Monoethanolamine, and Diethanolamine Using Only Ionic Radius and Ionic Charge. Ind. Eng. Chem. Res. 2018, 57 (6), 2346–2352 DOI: 10.1021/acs.iecr.7b04250.
In the Chapters 2 and 3, new equations to calculate the second virial coefficients in the Pitzer equations were derived. Since these equations require the knowledge of the ionic radii, and this information is not always available in the literature, then a new approach to calculate these radii was developed in Chapter 4. In this context, Chapter 5 aims to apply the equations developed in the Chapters 2, 3 and 4 in a case study involving the most common chemical solvents used to perform carbon capture, namely Ammonia, MEA and DEA.  









5. 
5.1 [bookmark: _Toc498940512][bookmark: _Toc520640960]Abstract
This study investigates the speciation of CO2 involving the most common solvents used to capture carbon from the flue gas, i.e. ammonia, MEA and DEA. This requires the knowledge of both the activity coefficients of the species involved and the equilibrium constants of the relevant reactions. In contrast to the equilibrium constants, which can be obtained from the literature, the activity coefficients of the aqueous species are required to be estimated. Normally, semi-empirical models are used to estimate these activity coefficients, i.e. equations that contain unknown parameters that are obtained through regression against experimental data. In contrast, in this study the activity coefficients are predicted using equations that require only the knowledge of the ionic radii and charges of the species involved in the equilibrium. As a conclusion, the model developed shows a very good agreement with the experimental data obtained, either from spectroscopy or from Vapor Liquid Equilibrium (VLE), up to a solvent mass fraction of 20%.  
5.2 [bookmark: _Toc498940513][bookmark: _Toc520640961]Introduction
The increase of the CO2 levels in the atmosphere significantly contributes to an increase in the global temperatures. Moreover, climate change can impose several threats to humanity, such as risks to unique and threatened systems, extreme weather events that can cause breakdown of the infrastructure and critical services such as electricity, water supply, food insecurity, etc [135]. Therefore, it is important to find options to tackle these CO2 emissions. In this context, one of the most important options available is the carbon capture and storage (CCS) using chemical solvents, such as ammonia and several types of amines, including the alkanolamines MEA, DEA, MDEA, etc. Therefore, understanding and modelling the chemistry related to these chemical solvents is highly important.
Several models describing the equilibrium involving ammonia-based solvents [136]–[144] and alkanolamine-based solvents [145]–[155] can be found in the literature. A common feature of all of these models is that they use semi-empirical equations to estimate the activity coefficients of the species, and these equations contain parameters that can only be obtained through regression against experimental data, normally VLE experimental data. Thus, these models are not predictive, since normally they cannot be used to estimate the equilibrium beyond the range in which experimental data are available. In contrast, this study uses expressions developed previously [111] to calculate the activity coefficients, and these expressions require only the knowledge of the properties of the solutions. In particular, these expressions correlate the second virial coefficients in the Pitzer equations  and  with the ionic radii and the charges of the species involved in the equilibrium, which are in general known properties. Nevertheless, if a given ionic radius is not tabulated in the literature, it can be estimate using a model developed in another previous study[156], which presents a formulation to calculate the ionic radius of complex ions using the sizes of their individual components.
5.3 [bookmark: _Toc498940514][bookmark: _Toc520640962]Equilibrium Model
The equilibrium model developed in this study is based on (i) the chemical equilibrium in the aqueous phase, (ii) the phase equilibrium, (iii) the electroneutrality principle, and (iv) the mass balance of the species. 
5.3.1 [bookmark: _Toc498940515][bookmark: _Toc520640963]Chemical Equilibrium in the Aqueous Phase
A series of reactions occurs during the CO2 absorption in aqueous ammonia/amine, as follows [139], [146]: 
Dissolution of CO2 into the aqueous phase:
										(5.1)
Dissolution of amine/ammonia into the aqueous phase [139], [147]: 
									(5.2a) 
									(5.2b)
Water Dissociation:
  								(5.3)
Carbon dioxide ionization:
  						(5.4)
Bicarbonate ionization:
								(5.5)
Amine/ammonia protonation:
							(5.6a)
						(5.6b)
Amine/ammonia carbamate hydrolysis
				(5.7a)
					(5.7b)
The equilibrium constants of the reactions represented by Equations (5.3) to (5.7) are given as follows:
								(5.8)
								(5.9)
								(5.10)
								(5.11a)
								(5.11b)
							(5.12a)
							(5.12b)
In terms of equilibrium constants, these were taken from the literature and are shown in Table 5.1. In addition, the temperature dependence of these equilibrium constants is expressed as follows [139]: 
						(5.13)
[bookmark: _Ref498703698][bookmark: _Toc506731351]Table 5.1. Temperature dependence of the Equilibrium Constants of the Ca-Cl-NH3-CO2-H2O system: .
	Reaction /
Constant Equation
	
	
	
	
	Ref.

	
	1.409×102
	
	2.248×101
	1.345×104
	[139]

	
	1.023×102
	2.798×102
	1.451×101
	7.726×103
	[139]

	
	1.167×102
	-2.246×102
	1.811×101
	9.137×103
	[139]

	
	7.996×10-1
	7.484×103
	
	8.095×103
	[147]

	
	2.890×100
	
	
	3.635×103
	[147]

	
	6.794×100
	
	
	5.928×103
	[157]

	
	4.515×100
	
	
	3.417×103
	[157]

	
	9.797×101
	1.101×102
	1.506×101
	5.914×103
	[139]

	
	2.015×101
	5.031×103
	4.017×100
	6.041×102
	[139]


In terms of the activity coefficients, the Pitzer model [25]–[27], [36], [158] was selected to estimate these properties, and the relevant equations are presented elsewhere [159]. Considering these equations, apart from  and, all the other parameters describing interactions between ionic species are set to zero. Normally  and are treated as empirical parameters. In contrast, as mentioned in the introduction, in this study and  are not treated as empirical parameters. Instead, expressions that correlate these parameters with the ionic radii and charges [111] are used, and these expressions are as follows:   
						(5.14)
											(5.15)
where , , ,  and.
Some of the species considered in this study, e.g. and  have unknown ionic radii, but they can be estimated using expressions developed in a previous study [156], as follows:
						(5.16)
					(5.17)
The estimated virial parameters  and  are shown in Tables 5.2, along with the ionic radii considered in the calculations.
[bookmark: _Ref498703720][bookmark: _Toc506731352]Table 5.2. Estimated virial parameters in the Pitzer equations for NH3-CO2-H2O system at 25 °C.
	Species M,X
	 Estimated
	 Estimated
	
	
	reference 
	reference 

	NH3-CO2-H2O

	
	0.1891
	0.3552
	0.30
	1.85
	[66]
	[32]

	
	0.1180
	0.3233
	1.48
	1.85
	[32]
	[32]

	
	0.0776
	0.2778
	1.48
	1.33
	[32]
	[32]

	
	0.1065
	0.4125
	0.30
	1.78
	[66]
	[32]

	
	0.0790
	0.3687
	1.48
	1.78
	[32]
	[32]

	
	0.2494
	0.3676
	0.30
	1.59
	[66]
	this study

	
	0.1724
	0.3456
	1.48
	1.59
	[32]
	this study

	MEA-CO2-H2O

	
	0.0887
	0.2882
	1.60
	1.85
	this study
	[32]

	
	0.0584
	0.3082
	1.60
	1.33
	this study
	[32]

	
	0.0678
	0.3125
	1.60
	1.78
	this study
	[32]

	
	0.2504
	0.3678
	0.30
	1.61
	[66]
	this study

	
	0.1399
	0.3305
	1.60
	1.61
	this study
	this study

	DEA-CO2-H2O

	
	0.0748
	0.2749
	1.48
	1.85
	this study
	[32]

	
	0.0691
	0.3227
	1.48
	1.33
	this study
	[32]

	
	0.0625
	0.3272
	1.48
	1.78
	this study
	[32]

	
	0.2699
	0.3711
	0.30
	1.61
	[66]
	this study

	
	0.1396
	0.3283
	1.48
	1.61
	this study
	this study



5.3.2 [bookmark: _Toc498940516][bookmark: _Toc520640964]Vapour-Liquid Equilibrium (VLE)
The amines investigated in this study are highly soluble in water, and thus Equation (2a) can be disregarded for these amines. In contrast, ammonia is not as soluble in water as are the amines, and hence Equation (2b) is required to be taken into consideration. The gas-liquid equilibrium involving CO2 and NH3 can be calculated using Henry’s law [146], as follows:
										(5.18)
where is the Henry constant, which can be calculated as follows:
						(5.19)
with the constants  to  being shown in Table 5.3 [160]. 
For water, the gas-liquid equation is given as follows [136]: 
										(5.20)
where  is the vapour phase fugacity coefficient, which can be calculated using the Redlich-Kwong equations [161],  is the water activity, which can be calculated by the Pitzer equation [159] and  is the fugacity of the liquid water, which can be calculated as follows [162]: 
													(5.21)
[bookmark: _Ref498703783][bookmark: _Toc506731353]Table 5.3. Parameters for the Henry’s constant in MPa kg/mol [160]: .

	Compound
	
	
	
	
	
	Ref. 

	
	3.932×100
	
	
	1.879×103
	3.551×105
	[160]

	
	1.929×102
	1.441×102
	2.875×101
	9.624×103
	
	[160]


5.3.3 [bookmark: _Toc498940517][bookmark: _Toc520640965]Electroneutrality Principle
The electroneutrality principle is based on the fact that the aqueous solutions as a whole have zero net charge.[34] On applying this principle to the NH3‑CO2‑H2O system, the following equation is obtained:
			(5.22)
Likewise, if the electroneutrality principle is applied for the Amine‑CO2‑H2O system, the following equation is obtained:
		(5.23)
5.3.4 [bookmark: _Toc498940518][bookmark: _Toc520640966]Mass Balance of the Species
Using the mass conservation principle, the following equations can be obtained for the NH3‑CO2‑H2O system:
				(5.24)
						(5.25)
Likewise, using the mass conservation principle, the following equations can be obtained for the Amine‑CO2‑H2O system:
				(5.26)
					(5.27)
5.4 [bookmark: _Toc498940519][bookmark: _Toc520640967]Results
5.4.1 [bookmark: _Toc498940520][bookmark: _Toc520640968]CO2-NH3-H2O System
Table 5.4 shows a comparison between the calculated and the experimental values [163] obtained by 13C NMR spectroscopy at 25 °C. As can be seen in this table, there is in general a very good agreement between the calculated values obtained through Equations (5.14) and (5.15) and the experimental data [163]. However, it is important to note that at high concentrations this agreement slightly deteriorates. This is expected since at higher concentrations more terms are required to be added to the Pitzer equations, for instance to account for the interactions between triplets of ions, ion-neutral interactions, etc.  
[bookmark: _Hlk502509101]In terms of partial pressures, Figure 1.1 illustrates the agreement between the model and the VLE experimental data from the literature [1].  As can be seen in this figure, the agreement between calculated and experimental [1] partial pressures of CO2 at various molalities of NH3 at 20 °C is very good in general, but the accuracy decreases as the concentration increases. As explained above, this is because at higher concentrations more terms are required to be added to the Pitzer equations. In contrast, even at high concentrations, the model predicts very well the concentrations of NH3, and this is probably because for the ammonia-containing species two virial parameters suffice to accurately describe the behavior of these species in aqueous solutions. However, it is important to point out that according to Carrol et al. [164], at pressures higher than 10 bar the non-ideality of the neutral species in the aqueous solutions can no longer be neglected, and thus neutral-neutral and neutral-ions parameters are required to be added to the Pitzer equations. Likewise, the fugacity coefficients are also important to be taken into account at high pressures, and these coefficients can be easily calculated using for instance the Redlich-Kwong equations [161].
Although the parameters in Table 5.2 represent interactions at 25 °C, it is not a poor approximation to use these parameters to estimate the speciation at higher temperatures. This is because, according to Silvester and Pitzer [97], [165], even 20 degrees difference in temperature is not sufficient to cause a dramatic change in the virial parameters in the Pitzer equations. This can be confirmed in Figure 5.2, which contains a comparison between the calculated and the experimental values [166] at 60 °C. As illustrated in this figure, there is a good match between these calculated  experimental values [166] at 60 °C, which slightly deteriorates at higher concentrations.
5.4.2 [bookmark: _Toc520640969]CO2-MEA-H2O System
[bookmark: _Hlk502490232][bookmark: _Hlk502509494]Figure 5.3 illustrates the speciation involving the CO2-MEA-H2O system. As can be seen in this figure, both the model developed in this study and the Deshmukh‑Mather model [146] provide good agreement with the speciation data obtained by Raman spectroscopy [146], but the model developed in this study agrees, in general, better with the experimental data [146] at higher concentrations than the Deshmukh‑Mather model, except for the CO2. Nevertheless, it is important to note that the model obtained in this study is entirely based on the properties of the solution, i.e. the ionic radii and charges, whereas the Deshmukh‑Mather model is a semi-empirical model that requires regressed parameters. Therefore, it is indeed remarkable that both models have similar performances at describing the speciation involving aqueous MEA. The differences between the Deshmukh-Mather model [146] and this study can be further visualized in Figure 5.4, which illustrates quantitatively the differences between the predictions of the two models and the experimental data from the literature [146].
[bookmark: _Ref506722847][bookmark: _Toc506731354]Table 5.4. Comparison between calculated and experimental values[163] related to the speciation of the CO2-NH3-H2O system at 25 °C.
	Initial Values 
	Experimental[163] and Calculated Values 

	[NH3]o
	[CO2]o
	 experimental
	 calculated
	 experimental
	 calculated
	 experimental
	 calculated

	1.59
	1.14
	0.12
	0.13
	0.86
	0.81
	0.17
	0.20

	3.17
	2.27
	0.23
	0.30
	1.6
	1.50
	0.44
	0.45

	2.32
	1.42
	0.24
	0.25
	0.77
	0.78
	0.41
	0.39

	0.95
	0.5
	0.08
	0.09
	0.24
	0.28
	0.18
	0.13

	1.9
	1
	0.19
	0.21
	0.48
	0.46
	0.32
	0.33

	0.69
	0.24
	0.062
	0.060
	0.122
	0.109
	0.057
	0.074

	1.14
	0.48
	0.10
	0.11
	0.2
	0.20
	0.18
	0.16

	1.37
	0.6
	0.14
	0.14
	0.24
	0.25
	0.22
	0.21

	0.92
	0.36
	0.084
	0.087
	0.15
	0.16
	0.13
	0.12

	2.05
	0.95
	0.22
	0.23
	0.37
	0.36
	0.36
	0.36

	1.32
	0.45
	0.11
	0.13
	0.17
	0.15
	0.17
	0.18

	2.18
	0.91
	0.23
	0.24
	0.32
	0.29
	0.36
	0.38

	3.02
	1.35
	0.32
	0.36
	0.41
	0.41
	0.62
	0.58

	4
	1.67
	0.39
	0.49
	0.39
	0.40
	0.9
	0.79

	6.88
	3.18
	0.73
	0.91
	0.68
	0.73
	1.77
	1.54

	6.03
	2.73
	0.69
	0.79
	0.63
	0.63
	1.41
	1.31

	8.95
	4.27
	1.32
	1.17
	0.68
	0.97
	2.27
	2.13


In terms of pressures, Figure 5.5 illustrates the good agreement between the model developed in this study and the experimental pressure data [146]. However, in general the Deshmukh‑Mather model [146] agrees better with the experimental pressure data [146] than this study does. This is not unexpected since the empirical parameters in the Deshmukh‑Mather model[146] were obtained using VLE data, i.e. data on the CO2 pressure versus the CO2 concentration in aqueous solutions. 

[image: ]
[bookmark: _Toc506731330]Figure 5.1.Comparison between experimental partial pressures[1] [×: NH3=0.13 m, : NH3=0.51 m, : NH3=1.03 m, : NH3=2.11 m] and calculated partial pressures  [black line: NH3=0.13 m, red line: NH3=0.51 m, blue line: NH3=1.03 m, green line: NH3=2.11 m] at 20 °C: (a) NH3 partial pressures, and (b) CO2 partial pressures.  
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[bookmark: _Ref506733552][bookmark: _Toc506731331]Figure 5.2. Chemical speciation involving the NH3-CO2-H2O system at 60 °C: symbols represent experimental values[166] [: NH3, : , :, ×: , □: , ◊: ], and lines represent the calculated values [solid lines: this study]: (a) NH3,  and , and (b) , , .
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[bookmark: _Ref506725339][bookmark: _Toc506731332]Figure 5.3. Chemical speciation involving the MEA-CO2-H2O system in 20% aqueous MEA at 40 °C: symbols represent experimental values[146] [: MEAH+, □: , :, ×: , : , ◊: ], and lines represent calculated values [solid lines: this model, dashed lines: Deshmukh‑Mather model[146]]: (a) MEAH+, ,, and (b) , , .
[bookmark: _Hlk502492252][image: ]
[bookmark: _Ref506725539][bookmark: _Toc506731333]Figure 5.4. Residual plots between the Deshmuck-Mather model against the model developed in this study: symbols represent species [: , *: MEAH+,●:,□: , ■: , ×: ], and lines represent calculated values [solid lines: this model, dashed lines: Deshmukh‑Mather model[146]]: (a) MEAH+, ,, and (b) , , .
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[bookmark: _Ref506725626][bookmark: _Toc506731334]Figure 5.5. Total pressure as a function of the CO2 loading at 30 °C: symbols represent experimental values[146] [●=10% aqueous MEA, ○= 20% aqueous MEA], and lines represent calculated values obtained in this study [solid line: 10% aqueous MEA, dashed line: 20% aqueous MEA].  
5.4.3 [bookmark: _Toc520640970]CO2-DEA-H2O System
Figures 5.6 to 5.8 are examples that illustrate the good agreement between the predictions of this study and the experimental data [167] for the DEA-CO2-H2O system. In this case, the literature data is scarcer than in the two previous case studies. Nevertheless, the good agreement between the experimental and calculated values in both figures gives another indication of the good predictability capacity of the model presented in this study. Figure 5.6 shows the chemical speciation involving the DEA-CO2-H2O system at a temperature of 25 °C. As can be seen in this figure, the Deshmukh-Mather model [148] has also been included in the analysis, and this model predicts the carbamate with a slightly better accuracy than the model developed in this study. This slightly better agreement has been quantitatively illustrated in Figure 5.7, which shows the residual plots between the two models and the experimental data from the literature. In terms of the pressures, as can been seen Figure 5.8, both models are equally accurate in predicting the total pressures as a function of the CO2 loading, and have a very good agreement with the experimental data from the literature [167].
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[bookmark: _Ref506725777][bookmark: _Toc506731335]Figure 5.6. Chemical speciation involving the DEA-CO2-H2O system in 20% aqueous DEA at 25 °C: symbols represent experimental values[167] [:, ◊: ], and lines represent calculated values [solid lines: this model, dashed line: Deshmukh-Mather model[148]].
[bookmark: _Hlk502555769][image: ]
[bookmark: _Ref506726633][bookmark: _Toc506731336]Figure 5.7. Residual Plots comparing the experimental values[167] from the literature and the two models investigated to describe the DEA-CO2-H2O system in 20% aqueous DEA at 25 °C [solid lines: this model, dashed line: Deshmukh-Mather model[148]].
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[bookmark: _Ref506725788][bookmark: _Toc506731337]Figure 5.8. Total pressure as a function of the CO2 loading at 25 °C in 20% aqueous DEA [●=experimental values[167], solid line: this model, dashed line: Deshmukh-Mather model[148]]..
5.5 [bookmark: _Toc498940523][bookmark: _Toc520640971]Conclusions
A new approach to predict the equilibrium involving CO2 capture using chemical solvents is demonstrated in this study. In particular, the equilibrium is predicted using only the properties of the solution, i.e. the ionic radii and charges, in contrast to the models available in the literature, which require the previous knowledge of some experimental data to predict speciation. Moreover, comparison plots are provided to demonstrate the prediction abilities of the model as well as its limitations. As a conclusion, the model was able to accurately predict speciation involving chemical solvents up to a solvent mass fraction of 20%. Beyond this limit, more complex models are required.






6. [bookmark: _Toc498940524][bookmark: _Toc520640972]CHAPTER 6 
PROCESS SIMULATION OF A PRECIPITATED CALCIUM CARBONATE (PCC) PRODUCTION FROM FLY ASH 
This chapter is based on the paper “Process Simulation of a Precipitated Calcium Carbonate (PCC) Production from Fly Ash”, which was submitted to the 37th International Symposium on Combustion, with the author of this thesis being the main author of the paper, as follows:
Simoes, M. C.; Hughes, K. J.; Ingham, D. B.; Ma, L.; Pourkashanian, M. Process Simulation of a Precipitated Calcium Carbonate (PCC) Production from Fly Ash. In Proceedings of the Combustion Institute, 37; 2019. [Under Review]
In Chapter 5, a complete description of the equilibrium involving ammonia was presented. In this chapter, a mineral carbonation process involving recirculation of ammonia and production of a Precipitated Calcium Carbonated (PCC) is analysed. This paper is novel because it integrates the amine based capture plant with this mineral carbonation plant. This is achieved by converting the pure CO2 produced in the amine capture plant into a Precipitated Calcium Carbonate (PCC) in this mineral carbonation plant. This reduces substantially the consumption of electricity, and at the same time produces a product that can be potentially reutilized in industry. 









6. 
6.1 [bookmark: _Toc498940525][bookmark: _Toc520640973]Abstract
This study simulates the conversion of fly ash and purified carbon dioxide from an amine capture plant into Precipitated Calcium Carbonate (PCC), which is a product that can potentially be reutilized in industry. This reduces substantially the necessity to compress the gas after the stripping process, which is the most intensive stage in terms of electricity usage in an MEA based capture plant. Therefore, by using this approach, not only can a valuable product be produced, but also the amine capture plant as a whole can be optimized in terms of energy. To investigate this in more detail, the conversion of fly ash and carbon dioxide into PCC is simulated using Aspen Plus, and this simulation incorporates the efficiencies and experimental results obtained from the literature. As a result of the simulation, a very pure PCC product can be obtained after the drying stage, which can be reutilized if the criteria of shape and size are met. Furthermore, this new process reduces by about 18% the electricity required for a MEA based capture plant, and thus it reduces the net energy consumption of the amine capture plant by about 2%.
6.2 [bookmark: _Toc498940526][bookmark: _Toc520640974]Introduction
Although it is a general consensus that CO2 emissions significantly contributes to the increase in global temperatures, the costs associated to the reduction of these emissions still represent a major barrier for its implementation. Therefore, finding alternatives to reduce these costs is of paramount importance. 
Optimizations involving MEA based capture, which is generally recognized as the most mature CCS technique, have been the subject of extensive investigation in the literature [15], [168]–[171].  However, the vast majority of these investigations are related to the absorption and the stripping stages, and only little attention has been given to the compression stage, which is responsible for the majority of the electricity demand of the MEA capture process. In contrast, this study aims to optimize the compression system by reducing the amount of CO2 to be sent to this system. This is achieved by converting the majority of the pure CO2 from the stripping stage into a Precipitated Calcium Carbonate (PCC), and this not only reduces dramatically the CO2 compression requirements, but also produces a precipitate that can be potentially reutilized in industry, if the criteria of shape and size can be met. In fact, even if this precipitate is not reutilized, it constitutes a very safe way to store the CO2, since the calcium carbonate is a very stable solid. Moreover, storing CO2 as a solid avoids not only the cost of transport and the injection of the captured CO2 into depleted reservoirs, but also eliminates the need for long term monitoring of the storage facilities. Finally, since a waste is used as a source of calcium for the carbonation process, this mineral carbonation process also contributes to the optimization of the overall management of the residues.
The reactions involved in the conversion of CO2 and fly ash into PCC are expressed as follows [172]: 
First, CO2 is absorbed by an ammoniated brine rich in calcium chloride, which supplies the calcium required for the precipitation of CaCO3 to take place:
  (6.1)
Then, the NH4Cl generated after the precipitation of CaCO3 is employed to extract calcium ions from the fly ash and to regenerate the ammonia:
 (6.2)
One of the difficulties of simulating this process is that the absorption of CO2 via Equation (6.1) is only effective if it occurs with a great excess of NH3. Likewise, in the extraction stage shown in Equation (6.2), the dissolution of CaO is only efficient if a very large excess of NH4Cl is used. In addition, the NH3-NH4Cl ratio influences the pH, and consequently the efficiency of both the extraction and the absorption stage. In the simulation, this ratio was varied in such a way that the final pH of the extraction stage is 9.4, and this is because the majority of the experiments performed in the literature [140], [172], [173] show that beyond this value the extraction practically ends. 
6.3 [bookmark: _Toc498940527][bookmark: _Toc520640975]Introduction
A process block diagram illustrating the production of PCC using fly ash is presented in Figure 6.1. The pure CO2 stream from the MEA capture plant is sent to the bottom of the absorber, and as this stream flows up, it gets absorbed by the ammoniated brine rich in CaCl2, which flows down from the top of the absorber. Simultaneously, the CaCl2 present in the brine reacts with the CO2 absorbed and produces CaCO3. Then, the PCC slurry is sent to a solid-liquid separation stage, and the residual CO2 can be either sent back to the absorber of the amine capture plant or to its compression stage. Due to the high volume of liquid in the PCC slurry, the solid-liquid separation stage takes place first in a thickener and then in a filter. The overflow from the filter is sent to a washing stage, to recover some of the ammonia lost in the residual liquid, whereas its underflow is sent to the extraction stage, together with the overflow of the thickener. In the extraction stage, the CaO present in the fly ash gets dissolved by the liquid stream rich in NH4Cl from the solid-liquid separation stage, and as a consequence, both the ammonia and the CaCl2 get regenerated. Then, the slurry containing unreacted matter is sent to a solid-separation stage, which again consists of a thickener followed by a filter. The overflow from the filter is sent to a washing process to recover some of the ammonia lost in the liquor, whereas its underflow is recycled back to the absorber. The overflow from the thickener is split into two streams, one that flows back to the extraction reactor, in order to increase the solid-liquid ratio, and another that is recycled back to the absorption stage. 
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[bookmark: _Ref498880197][bookmark: _Toc498863602][bookmark: _Toc506731338]Figure 6.1. Process Block Diagram involving the production of PCC using pure CO2 from the amine capture plant [solid line: non-recycle streams, dashed line: recycle streams].
6.4 [bookmark: _Toc498940528][bookmark: _Toc520640976]Process Design Considerations
6.4.1 [bookmark: _Toc498940529][bookmark: _Toc520640977]Gas Composition and Flow Rate
The process is designed to treat the pure CO2 from the amine based capture plants. This CO2 is normally released at a temperature of approximately 118 °C and at pressures ranging from 1.5 to 1.8 atm [174]. The amount of CO2 to be processed in the mineral carbonation plant was estimated based on a 500 MW coal fired plant, which produces around 2.89 kmol/s of CO2 [16]. Assuming an efficiency of 85% for the amine capture plant, the net amount of CO2 to be fed in the mineral carbonation plant would be about 2.46 kmol/s. 
6.4.2 [bookmark: _Toc498940530][bookmark: _Toc520640978]Fly Ash Composition
It was assumed in the simulations that the value of ash composition and particle size is identical to those recommended by He et al. [140], namely: CaO: 30.47%, SiO2: 20.64%, Al2O3: 12.65%, SO3: 21.29%, Fe2O3: 7.1%, MgO: 5.0%, Na2O: 1.04%, K2O: 1.03%, P2O5: 0.78%, with 90% of the ash particles (on a volume basis) being smaller than 100 μm.
6.4.3 [bookmark: _Toc498940531][bookmark: _Toc520640979]Extraction Solvent 
The NH4Cl was selected because this solvent is highly selective with regards to the calcium. This selectivity according to Kodama et al. [172] can be as high as 99.6%. Further, according to He et al. [140], Precipitated Calcium Carbonate (PCC) derived from a NH4Cl leachate generates a pure calcite phase, which is similar to the composition of the commercial PCC, whereas the PCC derived from other leachates, namely NH4NO3-leachate and CH3COONH4‑leachate, are mixtures of calcite and vaterite. 
6.4.4 [bookmark: _Toc498940532][bookmark: _Toc520640980]Extraction Efficiency
The calcium extraction efficiency considered in this study is approximately 30%. This corresponds to solid-liquid ratio of 50 g/l, a solvent concentration of 1 mol/L, a residence time of 10 min and a temperature of 25 °C. These conditions were based on experimental data from the literature [140]. However, our simulation considers slightly more favourable conditions in terms of solvent concentration and temperature. More specifically, the NH4Cl concentration used in the simulation is about 3.5 mol/L and the temperature is around 40 °C. In order words, it is very likely that a better efficiency will be achieved using these conditions, and this means that a value of 30% is a conservative assumption.
6.4.5 [bookmark: _Toc498940533][bookmark: _Toc520640981]Calcium Selectivity
The amount of impurities dissolved can compromise the quality of the PCC produced. As mentioned above, a solid-liquid ratio of approximately 50 g/l and a solvent concentration of 3.5 mol/L of NH4Cl were adopted. These conditions not only enhance the calcium extraction, but also make it more selective. This can be confirmed in the figures 5 and 6 of the study produced by Mattila and Zevenhoven [173]. In figure 5 of their study [173], the higher the solid-liquid ratio, the higher is the removal of magnesium from the slag, i.e. a lower solid-liquid ratio reduces dissolution of magnesium. In contrast, as shown in figure 6 of their study [173], the lower the solid-liquid ratio, the higher is the dissolution of silica, but in this case the effect of the solvent concentration is more pronounced than the effect of the solid-liquid ratio. More specifically, the lowest silica dissolution is achieved at the highest concentrations of NH4Cl. Thus, a concentration of 3.5 mol/L tends to cause very little dissolution of silica.
6.4.6 [bookmark: _Toc498940534][bookmark: _Toc520640982]Carbonation Efficiency
According to Jilvero et al. [175], a carbonation efficiency of about 90% can be achieved if a CO2 loading of 0.2 is used. Since this is the CO2 loading adopted in this study, a similar efficiency is expected. 
6.4.7 [bookmark: _Toc498940535][bookmark: _Toc520640983]pH Control
Observing the experiments performed by He et al. [140], the final pH after the extraction is about 9.4. These results were also obtained in the experiments performed by Kodama et al. [172] as well as in the experiments performed by Mattila and Zevenhoven. [173] Therefore, the NH3/NH4 ratio is set in such a way that the final pH after the extraction in the simulation is less than 9.4. 
6.4.8 [bookmark: _Toc498940536][bookmark: _Toc520640984]Filtration
Tier et al. [176] performed filtering experiments using PCC produced from steelmaking slags, and they have concluded that the most suitable filters for this application are the pressure filters. According to their results, a low cake residual moisture content ranging from 12 to 14 wt% is achievable if these pressure filters are used. Therefore, this study considers the filtration using pressure filters as well as a cake residual moisture content of about 14 wt%.
6.5 [bookmark: _Toc498940537][bookmark: _Toc520640985]Results
6.5.1 [bookmark: _Toc498940538][bookmark: _Toc520640986]Simulation Flowsheet
The complete flowsheet used in the simulation can be visualized in Figure 6.2, where it can be seen that the process requires pumps, absorbers, thickeners, centrifuges, washing columns and extraction reactors. Therefore, it is in general more complex than the flowsheets comprising amine based capture, because it involves much solids handling. Also, heat exchangers are required to keep the temperature of the process low, since both the absorption and the extraction stages are exothermic. Nevertheless, since the temperatures in the simulation have been kept above 40 °C, no chillers are required and all the cooling tasks can be done using cooling water.
6.5.2 [bookmark: _Toc498940539][bookmark: _Toc520640987]Absorber Height
Due to the lack of data in the literature, the absorber height is calculated based on the methodology suggested by Kothandaraman [174], which compares the intrinsic mass transfer coefficient involved in both MEA and ammonia based captures. According to this study, the flux of CO2, , is related to the initial CO2 concentration  as follows [174]: 
							(6.3)
where  is the solvent concentration,  is the diffusivity of CO2 and  is the reaction rate constant, which for MEA and ammonia are as follows, respectively [174]: 
								(6.4)
								(6.5)
Comparing the mass flux using a 30% MEA solution (≈7 M) and the flux mass using a 2.7 mol/kg ammonia solution (≈2.7 M)  at 40 °C, assuming similar diffusivity of CO2, the following flux ratio is obtained:
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[bookmark: _Ref498880238][bookmark: _Toc498863603][bookmark: _Toc506731339]Figure 6.2. Simulation in Aspen Plus of the production of PCC using pure CO2 from the amine capture plant [solid lines: liquid only, dashed lines: slurry, dot dashed line: recycle stream].

				(6.6)
Considering absorption towers with the same diameter, and the same initial concentration of CO2, the tower involving the ammonia capture would be approximately 6 times taller than a typical MEA absorption tower. However, the MEA absorption towers reported in the literature are designed to treat CO2 from coal combustion, which contains a low CO2 concentration [16], around 13 mol%, whereas this study investigates a pure CO2 stream from the amine capture plant. Considering this, the flux ratio becomes as follows:
							(6.7)
Therefore, the ammonia absorption tower would be approximately 71% the height of a conventional MEA absorption tower. This would correspond to two towers of 13 m in height and 9 m in diameter. This height was achieved by multiplying the height of the amine absorption tower suggested by Joel et al. [177] by 0.71, see Equation (6.7).
6.5.3 [bookmark: _Toc498940540][bookmark: _Toc520640988]Extraction Reactor Size
Considering a circulating load of approximately 30 m3/s obtained in the simulation and a residence time of 10 minutes [140], see earlier extraction efficiency discussion, a reactor volume of approximately 18000 m3 is required. This would correspond to approximately 11 tanks of 12 m in diameter and 15 m in height. These large tanks require agitation, since solids are present. Moreover, this high volume of recirculation will require large pumps, which are electricity intensive. This illustrates the detrimental effect of a low calcium extraction efficiency, and suggests that any measure to optimize the calcium extraction efficiency would have a very positive impact on the process.
6.5.4 [bookmark: _Toc498940541][bookmark: _Toc520640989]PCC production
Based on the results found in the simulation, approximately 2.36 kmol/s of PCC can be produced, with a purity of about 98%. This is in accordance with the values obtained by Kodama et al. [172] experimentally. However, this product can be only considered marketable if an adequate morphology is achieved.
6.5.5 [bookmark: _Toc498940542][bookmark: _Toc520640990]Ammonia Slip
No significant slip of ammonia is expected from the absorber. Nevertheless, an ammonia unit recovery has been added to the flowsheet. In this unit, the make-up water of the plant is used as solvent to capture any ammonia that eventually slips from the absorber.
6.5.6 [bookmark: _Toc498940543][bookmark: _Toc520640991]Ammonia Losses in the Liquor
Due to the high volume of fly ash required in the process, the ammonia losses in the liquor are significant even after washing. Based on the results found in the simulation, a make-up of about 0.39 kmol/s of NH3 and 0.21 kmol/s of NH4Cl are expected to be lost in the liquor, which correspond to 2% ammonia losses.
6.5.7 [bookmark: _Toc498940544][bookmark: _Toc520640992]Cooling Water and Make-up Water
According to the simulation, about 61350 m3/h are required to remove the heat produced during the absorption of CO2 and extraction of calcium. In terms of make-up water, this is about 11 kmol/s and this is to replace the water lost in the moisture present, especially in the unreacted fly ash. 
6.5.8 [bookmark: _Toc498940545][bookmark: _Toc520640993]Energy Required
The energy requirements were mainly calculated based on the simulations performed and they are shown in Table 6.1, where it can be seen that this plant would require about 22 MW of electricity to produce the wet PCC. According to Fisher et al.[178], a MEA based capture plant capable to treat the flue gas from a 500 MW coal combustion requires about 35 MW for the compression work, 1 MW for the CO2 pump work, 2.9 MW for the rich/lean pump work, 5.4 MW for the cooling water pumps and 9.2 MW for the flue gas blower. This represents a total electricity consumption of 53.5 MW. In addition to that, about 492.3 MW of thermal energy is required for the reboiler duty [178].
Considering that this plant reduces the compression requirements by about 90%, i.e. about 31.5 MW, but requires additional 22 MW of electricity, then the net electricity reduction is about 9.5 MW, which represents a saving of about 17.8% in the total electricity consumption. In terms of the total energy required, i.e. electricity plus thermal energy, this 9.5 MW represents a saving of about 1.8% of energy. Nevertheless, if the PCC is to be re-utilized, then the product will have to be dried, and this according to the simulations would represent an additional duty of about 103 MW, which has to be incorporated in the final price of the product. 
6.5.9 [bookmark: _Toc498940546][bookmark: _Toc520640994]Disposal of the Final Residuals
The fly ash is usually disposed either wet or dry. In the dry method, the fly ash is transported by trucks and conveyors and disposed of by constructing a dry embankment  [179]. In the wet method, the fly ash is slurried, transported through pipelines and disposed in ash ponds or dumping areas near the plants [179]. Therefore, since the final residues produced in the process investigated in this study are wet, then this process is more compatible with power plants that dispose the fly ash using the wet method. This is because in this case the required disposal infrastructure is already available, and hence probably no significant modifications will be necessary for the plant to handle this new wet residue containing fly ash and PCC.   
[bookmark: _Ref498880329][bookmark: _Toc506731355]Table 6.1. Estimated electricity consumption involving the production of PCC using pure CO2 from the amine capture plant.
	
	
	Reference

	Pump 1
	1.19
	Simulation Aspen Plus

	Pump 2
	0.91
	Simulation Aspen Plus

	Pump 3
	1.67
	Simulation Aspen Plus

	Centrifuge 1
	0.71
	Assuming 1 kw per m3/h treated [180]

	Centrifuge 2
	7.82
	Assuming 1 kw per m3/h treated [180]

	Cooling Water
	8.54
	Simulation Aspen Plus

	Agitators
	0.61
	from Checalc website [181]

	Total
	21.45
	


6.6 [bookmark: _Toc498940547][bookmark: _Toc520640995]Conclusions
A comprehensive analysis of a mineral carbonation process to convert the CO2 produced in the stripping stage of the amine capture plant into precipitated calcium carbonate (PCC) is presented. Considering the CO2 produced in a 500 MW coal combustion plant as the basis for the calculations, this new process would require about 22 MW of electricity. However, this would avoid about 31.5 MW of electricity that would be required to compress the CO2 after the stripping stage, and this represents a significant saving in electricity. Nevertheless, this result can be largely improved if a better calcium extraction is achieved in the extraction stage. Finally, if the PCC produced meets the criteria of morphology, then the final product will have to be dried, and this would represent an additional duty of 103 MW, which needs to be incorporated into the final price of the product.
7. [bookmark: _Toc498013674][bookmark: _Toc498014047][bookmark: _Toc498014214][bookmark: _Toc498014234][bookmark: _Toc498014353][bookmark: _Toc498076635][bookmark: _Toc498940548][bookmark: _Toc520640996][bookmark: _Toc509972633]
CHAPTER 7 
CONCLUSIONS
7. 
7.1 [bookmark: _Toc520640997]Overall Conclusions 
The worldwide industrial energy consumption is expected to continue growing in the next years, and since most of this energy produced is associated to the burning of fossil fuels, then the emissions of carbon dioxide to the atmosphere are expected to continue growing. Consequently, the increase in the average global temperatures is foreseen to exceed the maximum acceptable limit of two degree Celsius above pre-industrial levels if no measures are put in place, and this can bring catastrophic consequences to the environment. In this context, Carbon Capture and Storage (CCS), which consists of a group of technologies capable to collect, concentrate and store the CO2 produced industrially, appears as an important alternative to tackling these carbon dioxide emissions in a large scale. However, CCS is still considered to be a very expensive solution, and then optimizations are required in order to make this technology more efficient and less costly. 
In terms of maturity, the most mature CCS technology is the chemical absorption using chemical solvents, which involves complex equilibria of aqueous species in aqueous solutions. Any attempt to optimize these chemical absorption processes will require a deep understanding of the chemical equilibria of the species that are formed once the carbon dioxide is absorbed by these chemical solvents. Besides to the equilibria investigation, this thesis also aims to investigate a novel way to make CCS more cost effective, and this is achieved by converting the carbon dioxide produced in the amine plants into a Precipitated Calcium Carbonate, which can be potentially reutilized in industry.
Equilibrium involving aqueous species are investigated in Chapters 2, 3 and 5. In Chapter 2, new expressions that correlate the second virial coefficients in the Pitzer equations with the ionic radii and charges at a temperature of 25 °C were derived. The close agreement of the calculated results with the experimental data from the literature provided validation for these expressions. In chapter 3, the expressions obtained in Chapter 2 are extended to non-ambient temperatures, and likewise Chapter 2 these expressions are validated by comparing the calculated results with the experimental results. In Chapter 5, the expressions obtained in Chapters 2 and 3 are applied to a case study involving the most common solvents used to perform chemical absorption, namely NH3, MEA and DEA. As a conclusion, the expressions obtained in Chapters 2 and 3 were very effective to estimate the equilibrium involving the species formed after absorption of CO2 by these solvents. 
Chapter 4 is dedicated to the estimation of the ionic radii, which are required in the expressions developed in Chapters 2 and 3. This is achieved by correlating the thermochemical radii with the ionic/covalent radii of the individual atoms forming a complex ion. Then, we demonstrate that the thermochemical radii is similar in magnitude to the ionic radii. As a conclusion, the expressions obtained to estimate the thermochemical radii of the aqueous species are accurate to within 15% in general, and this is demonstrated by comparing the calculated thermochemical radii with the experimental thermochemical radii from the literature.
Finally, in Chapter 6 a process simulation in Aspen Plus was performed, and this simulation investigates the precipitation of the pure carbon dioxide produced in the amine plants. The efficiencies and process parameters were taken from experimental data from the literature. As a conclusion, this new process reduces in 18% the overall electricity consumption of the amine plant, by replacing the compression stage by a calcium carbonate precipitation stage. This precipitated calcium carbonate (PCC) can be potentially reutilized in industry if it meets the criteria of purity and size.
7.2 [bookmark: _Toc520640998]Overall Recommendations
In the context of global warming and reduction of CO2 emissions, CCS using chemical solvents is in general considered the most important technology to achieve this reduction. Therefore, this thesis investigated the equilibrium involving these chemical absorptions, and this was done in Chapters 2 to 5. Also, cost optimization is still a very crucial to the CCS technologies, because this is the major threat to their implementation. Energy optimization is investigated in Chapter 6 using the equilibrium knowledge obtained in Chapters 2 to 5. Although Chapters 2 to 6 bring conclusive and important contributions to the energy field, some improvements can still be implemented in order to make the achievements of this thesis even more compelling, and these suggested improvements are described as follows:
In Chapter 2, correlating the third virial coefficient  in the Pitzer equations with the ionic radii and charges would allow the estimation of the activity and osmotic coefficients at much higher molalities. Also, other properties of the solution that can influence the value of these virial parameters, including hydration, dispersion forces, transport, conductivity, etc. could be incorporated in order to increase the precision of the correlating Equations (2.15) - (2.18).
In Chapter 3, in a similar fashion to Chapter 2, other properties of the solution that can influence the temperature dependence of the virial parameters, including hydration, dispersion forces, transport, conductivity, etc. could be taken into account in order to increase the precision of the correlating Equations (3.9) - (3.11). In addition, it is recommendable to increase the database of activity and osmotic coefficients at non-ambient temperatures, since this information is relatively scarce in the literature. Finally, it would be very recommendable to investigate the ion pair formation at non-ambient temperature, since this information is rarely available in the literature.
In Chapter 4, the thermochemical radii of the complex anions were modeled using simple semi-empirical expressions. A more sophisticated and precise method could be investigated using quantum mechanics to accurately describe the geometry of the single monatomic ions that form the complex ions. In addition, a theoretical investigation to understand the reasons why the thermochemical radii observed in crystals are very similar to the ionic radii observed in aqueous solutions would be very important, and it could contribute to a better understanding of the crystallization processes.
In Chapter 5, different solvents can be analyzed using the same methodology that was used to obtain the equilibrium involving MEA, DEA and Ammonia. Also, this methodology can be tested to other electrolyte solutions systems.
In Chapter 6, a new process was suggested to capture CO2 and to convert it to Precipitated Calcium Carbonate (PCC). This new process can be demonstrated in the laboratory in a steady state mode. Then, simulations can be refined in order to incorporate the results obtained in these tests. One of the main parameters to be investigated is the morphology of the PCC, because the reutilization of this product depends on its shape and size.
7.3 [bookmark: _Toc520640999]Estimation of the Pitzer Parameters for 1-1, 2-1, 3-1, 4-1, 2-2 Single Electrolytes at 25 °C (Chapter 2)
7.3.1 [bookmark: _Toc520641000]Conclusions
In Chapter 2 the equilibrium involving aqueous species is investigated. The conclusions are as follows:
· A simplification to the Pitzer equation for the osmotic coefficient was suggested. In particular, this simplification consists of setting to zero the terms. This is done to verify the impact of estimating the activity and osmotic coefficients using only two parameters,  and.
· The influence of the solute in the water structure was used to separate the electrolytes that are likely to form ion pairs. This is because these electrolytes are actually a mixture of species, and each specie has its own value of  and, as well as its own ionic radius and charge. Therefore, in order to correlate unique values of   and with unique values of ionic radii and charges, these species forming ion pairs were excluded from the analysis.
· Since the Pitzer equations that contain only two parameters  and were still accurate in estimating the activity and the osmotic coefficients, then the expressions that correlate the parameters in the Pitzer equations with the ionic radii and charges were developed considering only these two parameters, namely  and.  These expressions are represented by the Equations (2.15) to (2.18), and the results obtained by applying these expressions agree, in general, well with the experimental data available in the literature for the osmotic coefficients. To demonstrate these results, comparison plots are provided. 
· A case study to demonstrate the prediction capabilities of the Equations (2.15) - (2.18), involving the rare-earth perchlorates, was provided. In particular, this system was selected because the parameters  and had not been included in the fitting procedure that was used to obtain the terms in the Equations (2.15) - (2.18). As a result, the osmotic coefficients calculated by applying the Equations (2.15) - (2.18) were close to those reported in the literature, which gives an indication of the good prediction capabilities of these equations.
· The electrolytes that are likely to form ion pairs presented lower values of  and than the electrolytes that are not. This gives an indication, for these electrolytes, that they are likely to form ion pairs, and this is because low values of   and indicate that the attractive short-range forces contribute significantly to the net short-range forces.
· It has been demonstrated that ions with similar affinity with water tend towards the ion pair formation.
7.3.2 [bookmark: _Toc520641001]Recommendations
· Correlate the third virial coefficient  in the Pitzer equations with the ionic radii and charges. This would allow the estimation of the activity and osmotic coefficients at much higher molalities.
· The expressions correlating the second virial parameters , with the properties of the aqueous solutions have only taken into account the influence of the ionic radii and charges of the species involved in the equilibrium. However, many other properties of the solution can influence the value of these virial parameters, including hydration, dispersion forces, transport, conductivity, etc. Incorporating these properties into the expressions would increase their accuracy.
7.4 [bookmark: _Toc520641002]Temperature Dependence of the Parameters in the Pitzer Equations (Chapter 3)
7.4.1 [bookmark: _Toc520641003]Conclusions
In Chapter 3, the expressions developed in Chapter 2 are extended to non-ambient temperatures. The conclusions obtained in this investigation are as follows:
· The temperature dependence of the virial terms , and  was evaluated based on experimental data of the apparent relative molal enthalpy. This is because this property is a function of the first temperature derivatives of these virial terms. 
· These temperature derivatives obtained from the experimental data of the apparent relative molal enthalpy were then correlated with the ionic radii and charges of the species. These expressions are represented by Equations (3.9) - (3.11). As in Chapter 2, the electrolytes that form ion pairs were excluded from the analysis because they represent mixtures of electrolytes, rather than a single electrolyte. The results obtained by applying the Equations (3.9) - (3.11) to estimate the apparent relative molal enthalpy matched well the experimental data. Comparison plots are provided to demonstrate these results.
· Equations (3.9) - (3.11) were integrated with respected to the temperature, thus generating the equations (3.12) - (3.14), which represent the temperature dependence of the virial parameters in the Pitzer equations. The results obtained by applying these equations agreed well with the experimental data on the osmotic and activity coefficient up to a temperature of 150 °C. Comparison plots are provided to demonstrate this good agreement.
7.4.2 [bookmark: _Toc520641004]Recommendations
· In a similar fashion to Chapter 2, the correlations describing the temperature dependence of the parameters in the Pitzer equations took into consideration only the ionic radii and charges of the species involved in the equilibrium. Therefore, the accuracy of the correlating equations could be improved if more properties are taken into consideration, including hydration, dispersion forces, transport, conductivity, etc.
· Most of the values of activity and osmotic coefficients using reliable methods were obtained at 25 °C. In contrast, data on these properties at non-ambient temperatures are relatively scarce. Therefore, experiments to determine the properties of the aqueous solutions through reliable methods at non-ambient temperatures would be highly recommendable. Then, the correlating equations developed in Chapter 3 could be refined if reliable experimental data become available in the literature.
· Another relatively poorly explored subject in the literature is the formation of ion pairs. Even for the NaCl, which is one of the most investigate electrolytes in the literature, there are no conclusive reliable data that clearly demonstrate that this electrolyte does not form ion pairs. Although it is a general consensus that this ion pair formation does not happen for the NaCl, there is evidence from molecular dynamic simulations that his actually happens to a certain degree. It is important to note that the information on ion pair formation is even less abundant at non-ambient temperature, and hence experiments to investigate ion pair formation at these conditions would be highly important.
7.5 [bookmark: _Toc520641005]Estimation of the Thermochemical Radii and Ionic Volumes of Complex Ions (Chapter 4)
7.5.1 [bookmark: _Toc520641006]Conclusions
Since in Chapters 2 and 3, the knowledge of the ionic radii is required, in Chapter 4 new expressions to calculate these ionic radii are presented. The conclusions obtained in this investigation are as follows:
· The thermochemical radii of the complex cations and anions, as well as the volume of complex cations were correlated with the radii of their single forming components.
· The thermochemical radii of complex anions are represented by Equation (4.1), which were assumed to be a summation of the spherical volume of their forming single ions, converted to a radius by taking the cube root. This assumption is based on the fact that these complex anions are mainly formed by ionic bonds, which can be well modeled as hard spheres that do not overlap. This equation requires only one empirical parameter, namely, and the results obtained by applying this equation is in good agreement with the experimental data on the thermochemical radii to within 10%.
· The thermochemical radii of complex cations are represented by Equation (4.2), which is slightly more complex then Equation (4.1). This is because the complex cations are mainly formed by covalent bonds, and then the effect of the overlapping of orbitals cannot be neglected. This effect is incorporated by using two empirical parameters, rather than only one, as in Equation (4.1). Nevertheless, the results obtained agreed with the experimental data to within 15%, which is still a very reasonable accuracy.
· The volume of the complex cations is represented by Equation (4.4). This equation uses the same empirical power terms obtained for the Equation (4.2). Since the experimental data on the volume of complex cations are obtained in a completely different way from the thermochemical radii of the complex cations, the good agreement achieved between the results obtained by applying the Equation (4.4) and the experimental data reinforces that the format assumed for the Equation (4.2) is concise.
· It has been demonstrated that the thermochemical radii is very similar to the ionic radii of the aqueous species, and they can be used to estimate the ionic radii when this property is not available in the literature.
7.5.2 [bookmark: _Toc520641007]Recommendations
· The estimation of the thermochemical radii of complex anions through Equation (4.1) were very accurate, to within 10% in general, and this demonstrates that the assumption of hard spheres that do not overlap for ionic bonds is reasonable. Therefore, any effort to improve the accuracy of Equation (4.1) would not bring any substantial improvement to the estimations of the thermochemical radii of complex anions. On the other hand, the estimation of the thermochemical radii of complex cations through Equation (4.2) did not produce results as accurate as those produced by applying Equation (4.1). This is because in complex cations covalent bonds prevail, and these covalent bonds are formed by overlapping orbitals, which are more complex to be modelled. Therefore, as a future work, it is recommendable to use the real shape of the overlapping orbitals to calculate the thermochemical radii of complex cations, and this would increase the accuracy of Equation (4.2). Nevertheless, Equation (4.2) is accurate to within 15% in most of the cases analyzed, and thus it can be recommended to estimate the thermochemical radii of complex cations in cases in which this accuracy is acceptable.
· It has been shown that the thermochemical radii is very similar in magnitude to the ionic radii of aqueous species, although in several instances these values do not exactly coincide. It would be a very interesting theoretical research to investigate the reasons why the radii observed in crystals coincide in the general with the ionic radii of aqueous species. Thus, this theoretical investigation is recommendable for future work since it can bring important insights to the field of crystallization.
7.6 [bookmark: _Toc520641008]Predicting the Speciation of Ammonia, MEA and DEA Using the Ionic Radius and Ionic Charge (Chapter 5)
7.6.1 [bookmark: _Toc520641009]Conclusions
In Chapter 5, the expressions developed in the Chapters 2 - 4 are applied in a case study involving the most common chemical solvents used to perform carbon capture, namely MEA, DEA and ammonia. The conclusion obtained in this investigation is as follows:
· The speciation of NH3, MEA and DEA was estimated using the equilibrium constants available in the literature, as well as the Equations (2.15) - (2.18), which were used to calculate the activity coefficients. The results obtained agreed very well, not only with the concentrations of the species obtained from spectroscopy, but also with the pressures obtained by Vapor-Liquid Equilibrium (VLE) measurements up to a solvent mass fraction of 20%.
7.6.2 [bookmark: _Toc520641010]Recommendations
· The speciation model that was applied to NH3, MEA and DEA was mainly based on the correlating equations developed in Chapters 2, 3 and 4. This gives a good indication of the prediction capabilities of these equations. Therefore, it would be interesting to apply these equations to investigate other complex systems involving mixtures of aqueous electrolyte. 
7.7 [bookmark: _Toc520641011]Process Simulation of a Precipitated Calcium Carbonate (PCC) Production from Fly Ash (Chapter 6)
7.7.1 [bookmark: _Toc520641012]Conclusions
In Chapter 6, a mineral carbonation process to convert the pure CO2 produced in the stripping stage of the amine capture plant into a Precipitated Calcium Carbonate (PCC) is presented. The simulations used the emissions produced by a 500 MW coal fired combustion plant as the basis for the calculations. The conclusions obtained in this investigation are as follows:
· The optimum experimental conditions obtained from the literature were analyzed and incorporated into the process simulation model.
· The absorber height was estimated based on mass transfer correlations. Since the plant treats pure CO2, the absorption tower is estimated to be about 71% the height of a conventional MEA absorption tower, i.e. about 13 m in height and 9 m in diameter.
· The extraction reactor was sized assuming a solid - liquid ratio of 50 g/l. This represents 11 tanks of 12 m in diameter and 15 m in height.
· A PCC product can be obtained by applying this process, and a purity of about 98% can be obtained. This is in accordance with values obtained experimentally in the literature [172].
· Most of the ammonia losses are expected to occur in the liquid. This represents a constant loss of about 2%.
· About 61350 m3/h of cooling water will be required to remove the heat produced by the exothermic reactions. 
· This plant requires an additional 22 MW of electricity, but saves about 31.5 MW in compression work. This means that a net reduction of 9.5 MW can be achieved. This represents a reduction in electricity of about 18%, and a net energy reduction of about 2%. However, if the PCC product is to be reutilized, then the final product will have to be dried, and this would represent an additional duty of 103 MW, which needs to be incorporated into the final price of the product.
7.7.2 [bookmark: _Toc520641013]Recommendations
· It is recommendable to test the process simulated in Chapter 6 in a bench scale and in a steady state mode. Then, the results obtained in a lab scale could be used to refine the model developed in Aspen Plus. This would be very important to confirm the 18% savings in electricity obtained in the simulations as well as to optimize the process further. For example, the parameters that have deep influence on equipment size, such as the solid-liquid ratio in the extraction stage, could be reassessed in the lab scale in order to obtain the optimum process conditions. Other examples of parameters that can be reassessed in order to find optimum conditions include the extraction solvent concentration, extraction solvent temperature, absorption efficiency, absorber height and the recovery of ammonia lost in the residual liquid.
· It would be very important to obtain in a lab scale the crystallization conditions that are required in order to produce a Precipitated Calcium Carbonate (PCC) that could be reutilized, i.e. conditions in which this product meets the criteria of purity and morphology. This is because this product can bring an additional income that can make the implementation of this mineral carbonation more cost effective. 
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	Anion
	Ions
	

	

	


	AgF4⁻
	Ag3+; F⁻
	0.75; 1.33
	2.31
	2.14

	AlBr4⁻
	Al3+; Br⁻
	0.54; 1.96
	3.21
	3.12

	AlCl4⁻
	Al3+; Cl⁻
	0.54; 1.81
	2.95
	2.88

	AlF4⁻
	Al3+; F⁻
	0.54; 1.33
	2.14
	2.12

	AlH4⁻
	Al3+; H⁻
	0.54; 1.28
	2.26
	2.04

	AlI4⁻
	Al3+; I⁻
	0.54; 2.2
	3.74
	3.50

	AsF6⁻
	As5+; F⁻
	0.46; 1.33
	2.43
	2.42

	AuCl4⁻
	Au3+; Cl⁻
	0.85; 1.81
	2.88
	2.90

	AuF4⁻
	Au3+; F⁻
	0.85; 1.33
	2.40
	2.16

	AuF6⁻
	Au5+; F⁻
	0.57; 1.33
	2.35
	2.43

	BF4⁻
	B3+; F⁻
	0.27; 1.33
	2.05
	2.11

	BH4⁻
	B3+; H⁻
	0.27; 1.28
	2.05
	2.03

	Br⁻
	Br⁻
	1.96
	1.90
	1.96

	Cl⁻
	Cl⁻
	1.81
	1.68
	1.81

	CuBr4⁻
	Cu3+; Br⁻
	0.54; 1.96
	3.15
	3.12

	F⁻
	F⁻
	1.33
	1.26
	1.33

	FeCl4⁻
	Fe3+; Cl⁻
	0.65; 1.81
	3.17
	2.88

	GaBr4⁻
	Ga3+; Br⁻
	0.62; 1.96
	3.17
	3.12

	GaCl4⁻
	Ga3+; Cl⁻
	0.62; 1.81
	2.89
	2.88

	H⁻
	H⁻
	1.28
	1.48
	1.28

	I⁻
	I⁻
	2.2
	2.11
	2.20

	IrF6⁻
	Ir5+; F⁻
	0.57; 1.33
	2.42
	2.43

	MnO4⁻
	Mn7+; O2-
	0.46; 1.4
	2.20
	2.23

	MoF6⁻
	Mo5+; F⁻
	0.61; 1.33
	2.41
	2.43

	MoOF5⁻
	Mo6+; O2-; F⁻
	0.59; 1.4; 1.33
	2.41
	2.45

	NbCl6⁻
	Nb5+; Cl⁻
	0.64; 1.81
	3.38
	3.30

	NbF6⁻
	Nb5+; F⁻
	0.64; 1.33
	2.54
	2.43

	NbO3⁻
	Nb5+; O2-
	0.64; 1.4
	1.94
	2.04

	OsF6⁻
	Os5+; F⁻
	0.58; 1.33
	2.52
	2.43

	OsOF5⁻
	Os6+; O2-; F⁻
	0.55; 1.4; 1.33
	2.46
	2.45

	PaF6⁻
	Pa5+; F⁻
	0.78; 1.33
	2.49
	2.44

	PtF6⁻
	Pt5+; F⁻
	0.57; 1.33
	2.47
	2.43

	PuF5⁻
	Pu4+; F⁻
	0.86; 1.33
	2.39
	2.31

	ReF6⁻
	Re5+; F⁻
	0.58; 1.33
	2.40
	2.43

	ReOF5⁻
	Re6+; O2-; F⁻
	0.55; 1.4; 1.33
	2.45
	2.45

	ReO4⁻
	Re7+; O2-
	0.53; 1.4
	2.27
	2.23
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	RuF6⁻
	Ru5+; F⁻
	0.57; 1.33
	2.42
	2.43

	SbCl6⁻
	Sb5+; Cl⁻
	0.6; 1.81
	3.20
	3.30

	SbF6⁻
	Sb5+; F⁻
	0.6; 1.33
	2.52
	2.43

	SbO3⁻
	Sb5+; O2-
	0.6; 1.4
	2.05
	2.04

	TaBr6⁻
	Ta5+; Br⁻
	0.64; 1.96
	3.51
	3.57

	TaCl6⁻
	Ta5+; Cl⁻
	0.64; 1.81
	3.52
	3.30

	TaF6⁻
	Ta5+; F⁻
	0.64; 1.33
	2.50
	2.43

	TaO3⁻
	Ta5+; O2-
	0.64; 1.4
	1.92
	2.04

	UF6⁻
	U5+; F⁻
	0.76; 1.33
	3.01
	2.44

	VF6⁻
	V5+; F⁻
	0.54; 1.33
	2.35
	2.43

	VO3⁻
	V5+; O2-
	0.54; 1.4
	2.01
	2.03

	WCl6⁻
	W5+; Cl⁻
	0.62; 1.81
	3.37
	3.30

	WF6⁻
	W5+; F⁻
	0.62; 1.33
	2.46
	2.43

	WOF5⁻
	W6+; O2-; F⁻
	0.6; 1.4; 1.33
	2.41
	2.45

	AmF62-
	Am4+; F⁻
	0.85; 1.33
	2.55
	2.55

	CdCl42-
	Cd2+; Cl⁻
	0.95; 1.81
	3.07
	3.02

	CeCl62-
	Ce4+; Cl⁻
	0.87; 1.81
	3.52
	3.44

	CeF62-
	Ce4+; F⁻
	0.87; 1.33
	2.49
	2.55

	CoCl42-
	Co2+; Cl⁻
	0.75; 1.81
	3.06
	3.01

	CoF42-
	Co2+; F⁻
	0.75; 1.33
	2.09
	2.23

	CoF62-
	Co4+; F⁻
	0.53; 1.33
	2.56
	2.52

	CrF62-
	Cr4+; F⁻
	0.55; 1.33
	2.53
	2.52

	CrO42-
	Cr6+; O2-
	0.44; 1.4
	2.29
	2.32

	CuCl42-
	Cu2+; Cl⁻
	0.73; 1.81
	3.04
	3.01

	CuF42-
	Cu2+; F⁻
	0.73; 1.33
	2.13
	2.23

	GeCl62-
	Ge4+; Cl⁻
	0.53; 1.81
	3.35
	3.43

	GeF62-
	Ge4+; F⁻
	0.53; 1.33
	2.44
	2.52

	HfF62-
	Hf4+; F⁻
	0.71; 1.33
	2.48
	2.54

	HgI42-
	Hg2+; I⁻
	1.02; 2.2
	3.77
	3.66

	IrCl62-
	Ir4+; Cl⁻
	0.63; 1.81
	3.32
	3.43

	MnCl62-
	Mn4+; Cl⁻
	0.53; 1.81
	3.14
	3.43

	MnF42-
	Mn2+; F⁻
	0.83; 1.33
	2.19
	2.24

	MnF62-
	Mn4+; F⁻
	0.53; 1.33
	2.41
	2.52

	MoBr62-
	Mo4+; Br⁻
	0.65; 1.96
	3.64
	3.71

	MoCl62-
	Mo4+; Cl⁻
	0.65; 1.81
	3.38
	3.43

	MoF62-
	Mo4+; F⁻
	0.65; 1.33
	2.74
	2.53

	MoO42-
	Mo6+; O2-
	0.59; 1.4
	2.31
	2.33

	MoOCl52-
	Mo5+; O2-; Cl⁻
	0.61; 1.4; 1.81
	3.34
	3.32

	NbCl62-
	Nb4+; Cl⁻
	0.68; 1.81
	3.43
	3.43
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	NbOCl52-
	Nb5+; O2-; Cl⁻
	0.64; 1.4; 1.81
	3.35
	3.33

	NbOF52-
	Nb5+; O2-; F⁻
	0.64; 1.4; 1.33
	2.80
	2.55

	NiF42-
	Ni2+; F⁻
	0.69; 1.33
	2.11
	2.22

	NiF62-
	Ni4+; F⁻
	0.48; 1.33
	2.49
	2.52

	O2-
	O2-
	1.4
	1.41
	1.46

	OsBr62-
	Os4+; Br⁻
	0.63; 1.96
	3.65
	3.71

	OsCl62-
	Os4+; Cl⁻
	0.63; 1.81
	3.36
	3.43

	OsF62-
	Os4+; F⁻
	0.63; 1.33
	2.76
	2.53

	PbCl42-
	Pb2+; Cl⁻
	1.19; 1.81
	2.79
	3.06

	PbCl62-
	Pb4+; Cl⁻
	0.78; 1.81
	3.47
	3.44

	PbF62-
	Pb4+; F⁻
	0.78; 1.33
	2.68
	2.54

	PdBr62-
	Pd4+; Br⁻
	0.62; 1.96
	3.54
	3.71

	PdCl42-
	Pd2+; Cl⁻
	0.86; 1.81
	3.13
	3.02

	PdCl62-
	Pd4+; Cl⁻
	0.62; 1.81
	3.33
	3.43

	PdF62-
	Pd4+; F⁻
	0.62; 1.33
	2.52
	2.53

	PoBr62-
	Po4+; Br⁻
	0.94; 1.96
	3.80
	3.73

	PoI62-
	Po4+; I⁻
	0.94; 2.2
	4.28
	4.18

	PtBr42-
	Pt2+; Br⁻; Cl⁻
	0.8; 1.96; 1.81
	3.24
	3.25

	PtBr62-
	Pt4+; Br⁻
	0.63; 1.96
	3.63
	3.71

	PtCl42-
	Pt2+; Cl⁻
	0.8; 1.81
	3.07
	3.01

	PtCl62-
	Pt4+; Cl⁻
	0.63; 1.81
	3.33
	3.43

	PtF62-
	Pt4+; F⁻
	0.63; 1.33
	2.45
	2.53

	PuCl62-
	Pu4+; Cl⁻
	0.86; 1.81
	3.49
	3.44

	ReBr62-
	Re4+; Br⁻
	0.63; 1.96
	3.71
	3.71

	ReCl62-
	Re4+; Cl⁻
	0.63; 1.81
	3.37
	3.43

	ReF62-
	Re4+; F⁻
	0.63; 1.33
	2.56
	2.53

	ReF82-
	Re6+; F⁻
	0.55; 1.33
	2.76
	2.78

	ReH92-
	Re7+; H⁻
	0.53; 1.28
	2.57
	2.78

	ReI62-
	Re4+; I⁻
	0.63; 2.2
	4.21
	4.16

	RhF62-
	Rh4+; F⁻
	0.6; 1.33
	2.40
	2.53

	RuCl62-
	Ru4+; Cl⁻
	0.62; 1.81
	3.36
	3.43

	RuF62-
	Ru4+; F⁻
	0.62; 1.33
	2.48
	2.53

	S2-
	S2-
	1.84
	1.89
	1.91

	Se2-
	Se2-
	1.98
	2.09
	2.06

	SeBr62-
	Se4+; Br⁻
	0.5; 1.96
	3.63
	3.71

	SeCl62-
	Se4+; Cl⁻
	0.5; 1.81
	3.36
	3.43

	SeO42-
	Se6+; O2-
	0.42; 1.4
	2.29
	2.32

	SiF62-
	Si4+; F⁻
	0.4; 1.33
	2.48
	2.52

	SiO32-
	Si4+; O2-
	0.4; 1.4
	1.95
	2.11
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	SmF42-
	Sm2+; F⁻
	1.22; 1.33
	2.18
	2.33

	SnBr62-
	Sn4+; Br⁻
	0.69; 1.96
	3.74
	3.71

	SnCl62-
	Sn4+; Cl⁻
	0.69; 1.81
	3.45
	3.43

	SnF62-
	Sn4+; F⁻
	0.69; 1.33
	2.65
	2.53

	SnI62-
	Sn4+; I⁻
	0.69; 2.2
	4.27
	4.17

	TcBr62-
	Tc4+; Br⁻
	0.65; 1.96
	3.63
	3.71

	TcCl62-
	Tc4+; Cl⁻
	0.65; 1.81
	3.37
	3.43

	TcF62-
	Tc4+; F⁻
	0.65; 1.33
	2.44
	2.53

	TcH92-
	Tc7+; H⁻
	0.56; 1.28
	2.60
	2.78

	TcI62-
	Tc4+; I⁻
	0.65; 2.2
	4.19
	4.16

	Te2-
	Te2-
	2.21
	2.20
	2.30

	TeBr62-
	Tc4+; Br⁻
	0.65; 1.96
	3.83
	3.71

	TeCl62-
	Tc4+; Cl⁻
	0.65; 1.81
	3.53
	3.43

	TeI62-
	Te4+; I⁻
	0.97; 2.2
	4.30
	4.18

	TeO42-
	Te6+; O2-
	0.56; 1.4
	2.38
	2.32

	ThCl62-
	Th4+; Cl⁻
	0.94; 1.81
	3.60
	3.45

	ThF62-
	Th4+; F⁻
	0.94; 1.33
	2.63
	2.56

	TiBr62-
	Ti4+; Br⁻
	0.61; 1.96
	3.56
	3.71

	TiCl62-
	Ti4+; Cl⁻
	0.61; 1.81
	3.35
	3.43

	TiF62-
	Ti4+; F⁻
	0.61; 1.33
	2.52
	2.53

	UCl62-
	U4+; Cl⁻
	0.89; 1.81
	3.54
	3.44

	UF62-
	U4+; F⁻
	0.89; 1.33
	2.56
	2.56

	VO32-
	V4+; O2-
	0.58; 1.4
	2.04
	2.12

	WBr62-
	W4+; Br⁻
	0.66; 1.96
	3.63
	3.71

	WCl62-
	W4+; Cl⁻
	0.66; 1.81
	3.39
	3.43

	WO42-
	W6+; O2-
	0.6; 1.4
	2.37
	2.33

	WOCl52-
	W5+; O2-; Cl⁻
	0.62; 1.4; 1.81
	3.34
	3.32

	ZnBr42-
	Zn2+; Br⁻
	0.74; 1.96
	3.35
	3.25

	ZnCl42-
	Zn2+; Cl⁻
	0.74; 1.81
	3.06
	3.01

	ZnF42-
	Zn2+; F⁻
	0.74; 1.33
	2.19
	2.23

	ZnI42-
	Zn2+; I⁻
	0.74; 2.2
	3.84
	3.64

	ZrCl62-
	Zr4+; Cl⁻
	0.72; 1.81
	3.48
	3.43

	ZrF62-
	Zr4+; F⁻
	0.72; 1.33
	2.58
	2.54

	AlH63-
	Al3+; F⁻
	0.54; 1.33
	2.56
	2.58

	AsO43-
	As5+; O2-
	0.34; 1.4
	2.37
	2.37

	CdBr64-
	Cd2+; Br⁻
	0.95; 1.96
	3.74
	3.88

	CdCl64-
	Cd2+; Cl⁻
	0.95; 1.81
	3.52
	3.59

	CeF63-
	Ce3+; F⁻
	1.01; 1.33
	2.78
	2.63

	CeF73-
	Ce4+; F⁻
	0.87; 1.33
	2.82
	2.74
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	CoCl53-
	Co2+; Cl⁻
	0.75; 1.81
	3.20
	3.31

	CoF63-
	Co3+; F⁻
	0.55; 1.33
	2.58
	2.58

	CrF63-
	Cr3+; F⁻
	0.62; 1.33
	2.54
	2.59

	FeF63-
	Fe3+; F⁻
	0.55; 1.33
	2.98
	2.58

	HfF73-
	Hf4+; F⁻
	0.71; 1.33
	2.77
	2.73

	InF63-
	In3+; F⁻
	0.8; 1.33
	2.68
	2.60

	MnCl64-
	Mn2+; Cl⁻
	0.67; 1.81
	3.49
	3.57

	N3-
	N3-
	1.8
	1.80
	1.92

	NiF63-
	Ni3+; F⁻
	0.6; 1.33
	2.50
	2.59

	O3-
	O3-
	2.88
	2.88
	3.07

	P3-
	P3-
	2.24
	2.24
	2.38

	PaF83-
	Pa5+; F⁻
	0.78; 1.33
	2.99
	2.86

	PO43-
	P5+; O2-
	0.38; 1.4
	2.30
	2.37

	PrF63-
	Pr3+; F⁻
	0.99; 1.33
	2.81
	2.63

	TaF83-
	Ta5+; F⁻
	0.64; 1.33
	2.84
	2.84

	TbF73-
	Tb4+; F⁻
	0.76; 1.33
	2.90
	2.73

	ThF73-
	Th4+; F⁻
	0.94; 1.33
	2.82
	2.75

	TlF63-
	Tl3+; F⁻
	0.89; 1.33
	2.71
	2.62

	UF73-
	U4+; F⁻
	0.89; 1.33
	2.85
	2.75

	YF63-
	Y3+; F⁻
	0.9; 1.33
	2.75
	2.62

	ZrF73-
	Zr4+; F-1
	0.72; 1.33
	2.73
	2.73
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	Comments

	Au(CN)2⁻
	Au+; C2+; N3-
	1.37; 0.76; 1.8
	2.66
	2.47
	

	B(OH)4⁻
	B3+; H+; O2-
	0.27; 0.3; 1.4
	2.29
	2.23
	

	Br3⁻
	Br; Br⁻
	1.2; 1.96
	2.38
	2.22
	Considering 2Br0 + Br⁻

	BrF4⁻
	Br3+; F⁻
	0.59; 1.33
	2.31
	2.13
	

	BrO3⁻
	Br5+; O2-
	0.31; 1.4
	2.14
	2.02
	

	CF3SO3⁻
	C4+; S4+; F⁻; O2-
	0.16; 0.37; 1.33; 1.4
	2.30
	2.48
	

	CH3CO2⁻
	H+; C3+; C3-; O2-
	0.3; 0.76; 0.76; 1.4
	1.94
	1.86
	covalent radius assumed for C3+; C-3

	ClO2⁻
	Cl3+; O2-
	0.16; 1.4
	1.95
	1.76
	Cl3+: Extrapolation using Cl5+ (CN=3) and Cl7+ (CN=4).

	ClO3⁻
	Cl5+; O2-
	0.12; 1.4
	2.08
	2.02
	

	ClO4⁻
	Cl7+; O2-
	0.27; 1.4
	2.25
	2.22
	

	ClS2O6⁻
	S5+; Cl+; O2-
	0.33; 0.2; 1.4
	2.60
	2.55
	Cl+: Extrapolation using Cl5+ (CN=3) and Cl7+ (CN=4);
S5+: Interpolation between S4+ (CN=6) and S6+ (CN=6)

	CN⁻
	C2+; N3-
	0.76; 1.8
	1.87
	1.84
	covalent radius assumed for C2+

	CNO⁻
	C4+; N3-; O2-
	0.16; 1.8; 1.4
	1.93
	2.05
	

	CNS⁻
	C4+; N3-; S2-
	0.16; 1.8; 1.84
	2.09
	2.29
	

	Cr3O8⁻
	Cr6+; Cr3+; O2-
	0.44; 0.62; 1.4
	2.76
	2.82
	

	H2AsO4⁻
	H+; As5+; O2-
	0.3; 0.46; 1.4
	2.27
	2.23
	

	H2PO4⁻
	H+; P5+; O2-
	0.3; 0.38; 1.4
	2.13
	2.23
	

	HCO2⁻
	H+; C2+; O2-
	0.3; 0.76; 1.4
	2.00
	1.81
	covalent radius assumed for C2+

	HCO3⁻
	H+; C4+; O2-
	0.3; 0.16; 1.4
	2.07
	2.02
	

	HF2⁻
	H+; F⁻
	0.3; 1.33
	1.72
	1.68
	

	HSO4⁻
	H+; S6+; O2-
	0.3; 0.29; 1.4
	2.21
	2.23
	

	I2Br⁻
	I; Br⁻
	1.39; 1.96
	2.61
	2.35
	Considering 2I0 + Br⁻

	I3⁻
	I; I⁻
	1.39; 2.2
	2.72
	2.52
	Considering 2I0 + I⁻

	IBr2⁻
	I; Br; Br⁻
	1.39; 1.2; 1.96
	2.51
	2.29
	Considering I0 + Br0 + Br⁻

	ICl2⁻
	I; Cl; Cl⁻
	1.39; 1.02; 1.81
	2.35
	2.13
	Considering I0 + Cl0 + Cl⁻
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	ICl4⁻
	I3+; Cl⁻
	1.37; 1.81
	3.07
	2.97
	I3+: extrapolation using I5+ (CN=6) and I7+ (CN=6)

	IO2F2⁻
	I5+; O2-; F⁻
	0.95; 1.4; 1.33
	2.33
	2.23
	

	IO3⁻
	I5+; O2-
	0.95; 1.4
	2.18
	2.09
	

	IO4⁻
	I7+; O2-
	0.53; 1.4
	2.31
	2.23
	

	N3⁻
	
	
	1.80
	
	N⁻ ionic radius is unknown

	Nb2F11⁻
	Nb5+; F⁻
	0.64; 1.33
	3.11
	2.98
	

	NH2⁻
	H+; N3-
	0.3; 1.8
	1.68
	1.81
	

	NH2CH2COO⁻
	H+; C3+; C-; O2-; N3-
	0.3; 0.76; 0.76; 1.4; 1.8
	2.52
	2.31
	covalent radius assumed for C3+; C⁻

	NO2⁻
	N3+; O2-
	0.16; 1.4
	1.87
	1.76
	

	NO3⁻
	N5+; O2-
	0.13; 1.4
	2.00
	2.02
	

	O2⁻
	
	
	1.58
	
	O⁻ ionic radius is unknown

	O3⁻
	
	
	1.77
	
	O⁻ ionic radius is unknown

	OH⁻
	H+; O2-
	0.3; 1.4
	1.52
	1.40
	

	PdF6⁻
	Pd5+; F⁻
	0.47; 1.33
	2.52
	2.42
	Pd5+: Extrapolation using Pd3+ and Pd4+

	PF6⁻
	P5+; F⁻
	0.38; 1.33
	2.42
	2.42
	

	PO3⁻
	P5+; O2-
	0.38; 1.4
	2.04
	2.02
	

	S6⁻
	
	
	3.05
	
	S⁻ ionic radius is unknown

	Sb2F11⁻
	Sb5+; F⁻
	0.6; 1.33
	3.12
	2.97
	

	Sb3F14⁻
	Sb5+; Sb3+; F⁻
	0.6; 0.76; 1.33
	3.74
	3.23
	

	SeCN⁻
	C4+; Se2-; N3-
	0.16; 1.98; 1.8
	2.30
	2.39
	

	SeH⁻
	H+; Se2-
	0.3; 1.98
	1.95
	1.98
	

	SH⁻
	H+; S2-
	0.3; 1.84
	1.91
	1.84
	

	SO3F⁻
	S6+; O2-; F⁻
	0.29; 1.4; 1.33
	2.14
	2.20
	

	SNCl5(CH3CN) ⁻
	
	
	2.90
	
	Structure unclear, no reference that reports the structure of this anion was found

	S3N3⁻
	S2+; S4+; N3-
	0.45; 0.37; 1.8
	2.31
	2.61
	S3+: extrapolation using S4+ (CN=6) and S6+ (CN=6)

	S3N3O4⁻
	S6+; S4+; N3-; O2-
	0.29; 0.37; 1.8; 1.4
	2.52
	3.06
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	Bi2Br82-
	Bi3+; Br⁻
	1.03; 1.96
	3.92
	4.13
	

	Bi6Cl202-
	Bi3+; Cl⁻
	1.03; 1.81
	5.01
	5.20
	

	CO32-
	C4+; O2-
	0.16; 1.4
	1.89
	2.10
	

	Cr2O72-
	Cr6+; O2-
	0.44; 1.4
	2.92
	2.79
	

	Nb2OCl102-
	Nb5+; O2-; Cl⁻
	0.64; 1.4; 1.81
	3.83
	4.13
	

	NH2-
	
	
	1.28
	
	It should be bigger than NH2⁻

	Ni(CN)42-
	Ni2+; C2+; N3-
	0.69; 0.76; 1.8
	3.22
	3.06
	covalent radius assumed for C2+

	O22-
	O⁻
	1.35
	1.67
	1.77
	

	Pt(NO2)3Cl32-
	Pt4+; N3+; O2-; Cl⁻
	0.63; 0.16; 1.4; 1.81
	3.64
	3.39
	

	Pt(NO2)4Cl22-
	Pt4+; N3+; O2-; Cl⁻
	0.63; 0.16; 1.4; 1.81
	3.83
	3.37
	

	Pt(OH)22-
	
	
	3.33
	
	Structure unclear, no reference that reports the structure of this anion was found

	Pt(SCN)62-
	Pt4+; C4+; S2-; N3-
	0.63; 0.16; 1.84; 1.8
	4.51
	4.34
	

	S2O32-
	S6+; O2-; S2-
	0.29; 1.4; 1.84
	2.51
	2.54
	

	S2O42-
	S3+; O2-
	0.41; 1.4
	2.62
	2.32
	S3+: extrapolation using S4+ (CN=6) and S6+ (CN=6),

	S2O52-
	S4+; O2-
	0.37; 1.4
	2.70
	2.50
	

	S2O62-
	S5+; O2-
	0.33; 1.4
	2.83
	2.65
	S5+: interpolation between S4+ (CN=6) and S6+ (CN=6)

	S2O72-
	S6+; O2-
	0.29; 1.4
	2.75
	2.79
	

	S2O82-
	S6+; O2-; O⁻
	0.29; 1.4; 1.35
	2.91
	2.89
	

	S3O62-
	S5+; S; O2-
	0.33; 1.05; 1.4
	3.02
	2.71
	S5+: interpolation between S4+ (CN=6) and S6+ (CN=6)

	S4O62-
	S5+; S; O2-
	0.33; 1.05; 1.4
	3.25
	2.77
	S5+: interpolation between S4+ (CN=6) and S6+ (CN=6)

	S6O62-
	S5+; S; O2-
	0.33; 1.05; 1.4
	3.82
	2.88
	S5+: interpolation between S4+ (CN=6) and S6+ (CN=6)

	SbBr62-
	Sb4+; Br⁻
	0.68; 1.96
	3.74
	3.71
	Sb4+: interpolation between Sb3+(CN=6) and Sb5+(CN=6)

	

	Table A2. Continued

	Anion
	Ions
	

	

	

	Comments

	ScF62-
	Sc3+; F⁻
	0.75; 1.33
	2.76
	2.54
	Sc4+: It was used the value tabulated for Sc3+ (CN=6)

	Sn(OH)62-
	Sn4+; H+; O2-
	0.69; 0.3; 1.4
	2.79
	2.67
	

	SO32-
	S4+; O2-
	0.37; 1.4
	2.04
	2.10
	

	SO42-
	S6+; O2-
	0.29; 1.4
	2.18
	2.31
	

	Th(NO3)62-
	Th4+; N5+; O2-
	0.94; 0.13; 1.4
	4.24
	3.84
	

	ZrBr42-
	Zr2+; Br⁻
	0.72; 1.96
	3.34
	3.25
	Zr2+: It was used the value tabulated for Zr4+ (CN=6)

	ZrCl42-
	Zr2+; Cl⁻
	0.72; 1.81
	3.06
	3.00
	Zr2+: It was used the value tabulated for Zr4+ (CN=6)

	Co(CN)63-
	Co3+; C2+; N3-
	0.55; 0.76; 1.8
	3.49
	3.57
	covalent radius assumed for C2+

	Co(NO2)63-
	Co3+; N3+; O2-
	0.55; 0.16; 1.4
	3.43
	3.42
	

	Cr(CN)63-
	Cr3+; C2+; N3-
	0.62; 0.76; 1.8
	3.51
	3.57
	covalent radius assumed for C2+

	Cu(CN)43-
	Cu+; C2+; N3-
	0.77; 0.76; 1.8
	3.12
	3.14
	covalent radius assumed for C2+

	Fe(CN)63-
	Fe3+; C2+; N3-
	0.55; 0.76; 1.8
	3.47
	3.57
	covalent radius assumed for C2+

	Ir(CN)63-
	Ir3+; C2+; N3-
	0.68; 0.76; 1.8
	3.47
	3.58
	covalent radius assumed for C2+

	Ir(NO2)63-
	Ir3+; N3+; O2-
	0.68; 0.16; 1.4
	3.38
	3.42
	

	Mn(CN)63-
	Mn3+; C2+; N3-
	0.58; 0.76; 1.8
	3.50
	3.57
	covalent radius assumed for C2+

	Mn(CN)65-
	Mn+; C2+; N3-
	0.76; 0.76; 1.8
	4.01
	3.69
	covalent radius assumed for C2+

	Ni(NO2)63-
	Ni3+; N3+; O2-
	0.6; 0.16; 1.4
	3.42
	3.42
	

	Ni(NO2)64-
	Ni2+; N3+; O2-
	0.69; 0.16; 1.4
	3.83
	3.48
	

	Rh(NO2)63-
	Rh3+; N3+; O2-
	0.67; 0.16; 1.4
	3.45
	3.42
	

	Rh(SCN)63-
	Rh3+; C4+; N3-; S2-
	0.67; 0.16; 1.8; 1.84
	4.28
	4.44
	

	Tc(CN)65-
	Tc+; C2+; N3-
	0.78; 0.76; 1.8
	4.10
	3.69
	covalent radius assumed for C2+

	TiBr63-
	
	
	3.15
	
	It should be bigger than TiBr62- due to the extra electron





[bookmark: _Ref498695413][bookmark: _Toc506732829]Table A.3. Comparison between calculated and reference values of the thermochemical radius of complex cations with the highest covalent character.
	Cation
	Ions
	

	

	

	

	


	As3S4+
	As; S
	1.19; 1.05
	2.44
	2.52
	172
	194

	As3Se4+
	As; Se
	1.19; 1.2
	2.53
	2.61
	195
	216

	Br2+
	Br
	1.2
	1.55
	1.72
	57
	62

	Br3+
	Br
	1.2
	2.04
	1.97
	96
	93

	Br5+
	Br
	1.2
	2.29
	2.34
	147
	155

	Cl3+
	Cl
	1.02
	1.82
	1.82
	62
	73

	I2+
	I
	1.39
	1.85
	1.86
	72
	77

	I3+
	I
	1.39
	2.25
	2.12
	131
	116

	I42+
	I
	1.39
	2.07
	1.95
	132
	129

	I5+
	I
	1.39
	2.63
	2.52
	210
	193

	IBr2+
	I; Br
	1.39; 1.2
	1.96
	2.03
	95
	101

	N(S3N2)2+
	S; N
	1.05; 0.71
	2.58
	2.64
	197
	223

	NO+
	N; O
	0.71; 0.66
	1.45
	1.30
	10
	27

	NO2+
	N; O
	0.71; 0.66
	1.53
	1.48
	22
	39

	O2+
	O
	0.66
	1.40
	1.28
	15
	25

	P(CH3)3D+
	P; H; C
	1.07; 0.31; 0.76
	1.96
	2.11
	138
	114

	S192+
	S
	1.05
	2.92
	2.84
	466
	402

	S2(CH3)3+
	S; H; C
	1.05; 0.31; 0.76
	2.33
	2.23
	147
	134

	S2(S(CH3)2)22+
	S; H; C
	1.05; 0.31; 0.76
	2.30
	2.17
	206
	177

	S2Br5+
	S; Br
	1.05; 1.2
	2.67
	2.57
	217
	206

	S2I42+
	S; I
	1.05; 1.39
	2.31
	2.14
	204
	171

	S2N+
	S; N
	1.05; 0.71
	1.59
	1.75
	60
	65

	S3(CH3)3+
	S; H; C
	1.05; 0.31; 0.76
	2.39
	2.36
	157
	160

	S3Br3+
	S; Br
	1.05; 1.2
	2.45
	2.41
	169
	169

	S3C3H7+
	S; H; C
	1.05; 0.31; 0.76
	1.99
	2.32
	145
	152

	S3N2+
	S; N
	1.05; 0.71
	2.01
	2.05
	97
	104

	S3N22+
	S; N
	1.05; 0.71
	1.84
	1.71
	61
	87

	S3NCCNS32+
	S; N; C
	1.05; 0.71; 0.76
	2.20
	2.16
	167
	176

	S4N3+
	S; N
	1.05; 0.71
	2.31
	2.28
	118
	144

	S4N42+
	S; N
	1.05; 0.71
	1.86
	1.96
	123
	132

	S5N5+
	S; N
	1.05; 0.71
	2.57
	2.54
	215
	198

	S6N42+
	S; N
	1.05; 0.71
	2.32
	2.15
	165
	174

	S7I+
	S; I
	1.05; 1.39
	2.62
	2.62
	213
	217

	S82+
	S
	1.05
	1.82
	2.13
	174
	169

	SBr3+
	S; Br
	1.05; 1.2
	2.20
	2.14
	123
	119

	SCH3P(CH3)3+
	S; P; H; C
	1.05; 1.07; 0.31; 0.76
	2.48
	2.38
	153
	163

	Se102+
	Se
	1.2
	2.53
	2.45
	256
	258

	Se192+
	Se
	1.2
	2.96
	3.04
	470
	491

	Se2I42+
	Se; I
	1.2; 1.39
	2.18
	2.18
	204
	181

	Se3Br3+
	Se; Br
	1.2; 1.2
	2.53
	2.49
	185
	186

	Se3N22+
	Se; N
	1.2; 0.71
	1.82
	1.79
	75
	101

	Se42+
	Se
	1.2
	1.52
	1.81
	94
	103

	Se4S2N42+
	Se; S; N
	1.2; 1.05; 0.71
	2.24
	2.23
	195
	193
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	Se6I+
	Se; I
	1.2; 1.39
	2.60
	2.65
	207
	225

	Se82+
	Se
	1.2
	1.86
	2.28
	214
	207

	SeI3+
	Se; I
	1.2; 1.39
	2.38
	2.30
	159
	147

	SeN2S22+
	Se; S; N
	1.2; 1.05; 0.71
	1.82
	1.74
	67
	92

	SH2C3H7+
	H; C; S
	0.31; 0.76; 1.05
	2.10
	2.08
	109
	109

	SN+
	S; N; 
	1.05; 0.71; 
	1.58
	1.48
	32
	40

	Te2Se22+
	Te; Se; 
	1.38; 1.2; 
	1.92
	1.88
	98
	115

	Te2Se42+
	Te; Se; 
	1.38; 1.2; 
	2.22
	2.12
	177
	167

	Te2Se82+
	Te; Se; 
	1.38; 1.2; 
	2.52
	2.56
	285
	295

	Te3S32+
	Te; S; 
	1.38; 1.05; 
	2.17
	2.09
	162
	159

	Te3Se2+
	Te; Se; 
	1.38; 1.2; 
	1.93
	1.91
	99
	121

























[bookmark: _Ref498695481][bookmark: _Toc506732830]Table A.4. Comparison between calculated and reference values of the thermochemical radius of complex cations with the lowest covalent character.
	Cation
	Atoms
	

	

	

	

	

	Comments

	AsCl4+
	As; Cl
	1.19; 1.02
	2.21
	2.19
	124
	128
	

	BrClCNH2+
	C; H; Br; Cl; N
	0.76; 0.31; 1.2; 1.02; 0.71
	1.75
	1.98
	92
	93
	

	BrF2+
	
	
	1.83
	
	40
	
	Should be smaller than BrF4+

	BrF4+
	Br; F
	1.2; 0.57
	1.72
	1.81
	44
	72
	

	C10F8+
	C; F
	0.76; 0.57
	2.65
	2.70
	213
	238
	

	C6F6+
	C; F
	0.76; 0.57
	2.28
	2.34
	136
	155
	

	Cl(SNSCN)2+
	S; C; Cl; N
	1.05; 0.76; 1.02; 0.71
	3.47
	2.60
	
	214
	

	Cl2C=NH2+
	C; H; Cl; N
	0.76; 0.31; 1.02; 0.71
	1.73
	1.93
	
	87
	

	Cl2F+
	Cl; F
	1.02; 0.57
	1.65
	1.69
	34
	59
	

	ClF2+
	Cl; F
	1.02; 0.57
	1.47
	1.55
	32
	45
	

	ClO2+
	
	
	1.18
	
	31
	
	Should be bigger than ClF2+, since O>F

	Co2S2(CO)62+
	S; Co; C; O
	1.05; 1.26; 0.76; 0.66
	2.63
	2.39
	320
	239
	

	FeW(Se)2(CO)2+
	Fe; W; Se; O
	1.32; 1.62; 1.2; 0.66
	2.60
	2.03
	321
	146
	

	I153+
	
	
	4.42
	
	636
	
	Not included, only cation with a 3+ charge

	ICl2+
	I; Cl
	1.39; 1.02
	1.75
	1.93
	83
	87
	

	IF6+
	I; F
	1.39; 0.57
	2.09
	2.02
	104
	100
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	Comments

	Mo(Te3)(CO)42+
	Mo; Te; C; O
	1.54; 1.38; 0.76; 0.66
	2.34
	2.35
	221
	227
	

	N(CH3)4+
	H; C; N
	0.31; 0.76; 0.71
	2.01
	2.15
	113
	121
	

	N(SCl)2+
	S; N; Cl
	1.05; 0.71; 1.02
	1.86
	2.11
	115
	114
	

	N(SeCl)2+
	Se; N; Cl
	1.2; 0.71; 1.02
	2.46
	2.18
	277
	125
	

	N(SF2)2+
	
	
	2.14
	
	112
	
	Should be smaller than N(SCl)2+

	N2F+
	N; F
	0.71; 0.57
	1.56
	1.47
	29
	38
	

	N2H5+
	H; N
	0.31; 0.71
	1.58
	1.59
	28
	49
	

	N2H62+
	H; N
	0.31; 0.71
	1.58
	1.36
	75
	44
	

	NH(C2H5)3+
	H; C; N
	0.31; 0.76; 0.71
	2.74
	2.43
	177
	173
	

	NH3C2H4OH+
	H; C; N; O
	0.31; 0.76; 0.71; 0.66
	2.03
	1.96
	
	91
	

	NH3C2H5+
	H; C; N
	0.31; 0.76; 0.71
	1.93
	1.86
	64
	78
	

	NH3C3H7+
	H; C; N
	0.31; 0.76; 0.71
	2.25
	2.03
	100
	102
	

	NH3CH3+
	H; C; N
	0.31; 0.76; 0.71
	1.77
	1.65
	51
	54
	

	NH3OH+
	H; O; N
	0.31; 0.66; 0.71
	1.47
	1.53
	21
	43
	

	NH4+
	H; N
	0.31; 0.71
	1.36
	1.36
	21
	30
	

	O2(SCCF3Cl)2+
	C; S; O; F; Cl
	0.76; 1.05; 0.66; 0.57; 1.02
	2.75
	2.74
	237
	248
	

	ONCH3CF3+
	H; C; N; F; O
	0.31; 0.76; 0.71; 0.57; 0.66
	2.00
	2.06
	89
	106
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	P(CH3)3Cl+
	P; H; C; Cl
	1.07; 0.31; 0.76; 1.02
	1.97
	2.23
	142
	134
	

	PCl4+
	P; Cl
	1.07; 1.02
	2.35
	2.17
	
	123
	

	S(CH3)2Cl+
	S; H; C; Cl
	1.05; 0.31; 0.76; 1.02
	2.07
	2.06
	103
	105
	

	S(N(C2H5)3)3+
	S; H; N; C
	1.05; 0.31; 0.71; 0.76
	4.39
	3.53
	
	533
	

	S2(CH3)2Cl+
	S; H; C; Cl
	1.05; 0.31; 0.76; 1.02
	2.65
	2.21
	222
	131
	

	S2(CH3)2CN+
	S; H; C; Cl; N
	1.05; 0.31; 0.76; 1.02; 0.71
	2.23
	2.29
	128
	145
	

	S2N2C2H3+
	S; H; N; C
	1.05; 0.31; 0.71; 0.76
	2.11
	2.16
	106
	123
	

	S2N2P2((C2H5)3)22+
	S; P; N; C
	1.05; 1.07; 0.71; 0.76
	3.12
	2.76
	
	367
	

	S2NC2(PhCH3)2+
	S; H; N; C
	1.05; 0.31; 0.71; 0.76
	3.10
	3.16
	333
	380
	

	S2NC3H4+
	S; H; N; C
	1.05; 0.31; 0.71; 0.76
	2.18
	2.20
	119
	128
	

	S2NC4H8+
	S; H; N; C
	1.05; 0.31; 0.71; 0.76
	2.25
	2.36
	131
	160
	

	S3C4F6+
	S; C; F
	1.05; 0.76; 0.57
	2.61
	2.55
	204
	200
	

	S3CF3CN+
	S; C; F; N
	1.05; 0.76; 0.57; 0.71
	2.63
	2.32
	152
	152
	

	S3Cl3+
	S; Cl
	1.05; 1.02
	2.33
	2.31
	146
	149
	

	S3N2Cl+
	S; N; Cl
	1.05; 0.71; 1.02
	2.32
	2.20
	
	129
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	Comments

	S3Se2+
	
	
	3.26
	
	623
	
	Should be smaller than S82+ as well as smaller than Se102+

	S4N3(Ph)2+
	S; H; N; C
	1.05; 0.31; 0.71; 0.76
	3.16
	3.13
	351
	373
	

	S4N4H+
	
	
	1.78
	
	139
	
	Radius should be between S4N3+ and S5N4+

	Sb(NPPh3)4+
	Sb; P; N; C
	1.39; 1.07; 0.71; 0.76
	5.18
	5.06
	1540
	1571
	

	SCH3O2+
	S; H; C; O
	1.05; 0.31; 0.76; 0.66
	1.83
	1.87
	64
	79
	

	SCH3PCH3Cl2+
	S; P; C; Cl
	1.05; 1.07; 0.76; 1.02
	2.05
	2.34
	162
	156
	

	SCl(C2H5)2+
	S; H; Cl; C
	1.05; 0.31; 1.02; 0.76
	2.07
	2.33
	167
	153
	

	SCl2CF3+
	S; C; Cl; F
	1.05; 0.76; 1.02; 0.57
	2.07
	2.15
	105
	120
	

	SCl2CH3+
	S; H; C; Cl
	1.05; 0.31; 0.76; 1.02
	2.04
	2.03
	95
	102
	

	SCl3+
	S; Cl
	1.05; 1.02
	1.85
	2.01
	96
	98
	

	Se172+
	
	
	2.36
	
	456
	
	Should be between Se192+ Se102+

	Se3Cl3+
	Se; Cl
	1.2; 1.02
	2.45
	2.39
	169
	166
	

	Se3N2+
	
	
	2.88
	
	96
	
	Should be smaller than Se3N22+

	Se3NCl2+
	
	
	1.63
	
	140
	
	Should be similar in size to Se3Cl3+
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	Comments

	SeBr3+
	
	
	1.82
	
	114
	
	Should be bigger than SeCl3+

	SeCl3+
	Se; Cl
	1.2; 1.02
	1.92
	2.05
	92
	104
	

	SeF3+
	Se; F
	1.2; 0.57
	1.79
	1.72
	53
	62
	

	SeN2Cl+
	Se; N; N; Cl
	1.2; 0.71; 0.71; 1.02
	1.96
	1.90
	
	84
	

	SeNCl2+
	Se; N; Cl
	1.2; 0.71; 1.02
	1.57
	1.98
	129
	94
	

	SeS2N2+
	
	
	2.82
	
	
	
	Should be smaller than SeN2S22+

	SF(C6F5)2+
	S; F; C
	1.05; 0.57; 0.76
	2.94
	2.99
	300
	325
	

	SF2CF3+
	S; C; F
	1.05; 0.76; 0.57
	1.98
	1.97
	88
	92
	

	SF2N(CH3)2+
	S; H; F; N; C
	1.05; 0.31; 0.57; 0.71; 0.76
	2.10
	2.12
	105
	116
	

	SF3+
	S; F
	1.05; 0.57
	1.72
	1.67
	53
	56
	

	SFS(C(CF3)2)2+
	S; C; F
	1.05; 0.76; 0.57
	2.75
	2.84
	248
	277
	

	SNSC(CH3)N+
	S; H; N; C
	1.05; 0.31; 0.71; 0.76
	2.25
	2.16
	96
	123
	

	SNSC(CN)CH+
	S; H; N; C
	1.05; 0.31; 0.71; 0.76
	2.09
	2.21
	103
	130
	

	SNSC(Ph)N+
	S; H; N; C
	1.05; 0.31; 0.71; 0.76
	2.51
	2.58
	182
	209
	

	SNSC(Ph)NS3N2+
	S; H; N; C
	1.05; 0.31; 0.71; 0.76
	3.27
	2.96
	267
	313
	

	SNSC(PhCH3)N+
	S; H; N; C
	1.05; 0.31; 0.71; 0.76
	2.64
	2.69
	210
	237
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	Comments

	Te(N3)3+
	Te; N; N
	1.38; 0.71; 0.71
	2.26
	2.39
	139
	165
	

	Te(trtu)42+
	Te; H; C; N
	1.38; 0.31; 0.76; 0.71
	3.28
	3.17
	595
	555
	

	Te(tu)42+
	Te; H; C; N
	1.38; 0.31; 0.76; 0.71
	2.96
	2.63
	353
	317
	

	Te2(esu)4Br22+
	Te; H; C; Br; N
	1.38; 0.31; 0.76; 1.2; 0.71
	3.56
	3.12
	596
	532
	

	Te2(esu)4Cl22+
	Te; H; C; Cl; N
	1.38; 0.31; 0.76; 1.02; 0.71
	3.61
	3.10
	588
	521
	

	Te2(esu)4I22+
	Te; H; C; I; N
	1.38; 0.31; 0.76; 1.39; 0.71
	3.42
	3.15
	612
	545
	

	Te2(su)64+
	
	
	4.53
	
	
	
	Not included, only cation with a 4+ charge

	Te42+
	
	
	1.69
	
	115
	
	Since Te>Se, Te42+ should be bigger than Te3Se2+

	Te4Nb3OTe2I6+
	Nb; Te; O; I
	1.64; 1.38; 0.66; 1.39
	4.07
	3.72
	602
	623
	

	Te82+
	
	
	1.87
	
	200
	
	Since Te>Se, Te82+ should be bigger than Te3Se2+

	TeBr3+
	Te; Br
	1.38; 1.2
	2.35
	2.21
	117
	131
	

	TeCl3(15-crown-5)+
	Te; H; Cl; C; O
	1.38; 0.31; 1.02; 0.76; 0.66
	2.82
	3.24
	407
	413
	

	Table A.4. Continued

	Cation
	Atoms
	

	

	

	

	

	Comments

	TeCl3+
	Te; Cl
	1.38; 1.02
	2.16
	2.09
	100
	111
	

	TeI3+
	Te; I
	1.38; 1.39
	2.43
	2.34
	168
	154
	

	W2(CO)10Se42+
	W; C; O; Se
	1.62; 0.76; 0.66; 1.2
	2.90
	2.89
	447
	420
	

	Xe2F11+
	Xe; F
	1.4; 0.57
	2.66
	2.50
	184
	190
	

	Xe2F3+
	Xe; F
	1.4; 0.57
	2.21
	2.08
	123
	109
	

	XeF+
	Xe; F
	1.4; 0.57
	1.74
	1.60
	45
	49
	

	XeF3+
	Xe; F
	1.4; 0.57
	1.83
	1.79
	
	70
	

	XeF5+
	Xe; F
	1.4; 0.57
	1.86
	1.95
	77
	90
	

	XeOF3+
	Xe; O; F
	1.4; 0.66; 0.57
	1.86
	1.89
	
	82
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	Ion
	 () 
	 ()
	 

	N(CH3)4+
	2.01
	2.15
	2.80

	NH3CH3+
	1.77
	1.65
	2.00

	NH4+
	1.36
	1.36
	1.48

	UO22+
	
	1.63
	1.75

	Au(CN)2⁻
	2.66
	2.47
	3.20

	AuCl4⁻
	2.88
	2.90
	3.30

	B(OH)4⁻
	2.29
	2.23
	2.30

	BF4⁻
	2.05
	2.11
	2.32

	Br3⁻
	2.38
	2.22
	2.70

	BrO3⁻
	2.14
	2.02
	1.91

	CH3CO2⁻
	1.94
	1.86
	1.90

	ClO2⁻
	1.95
	1.76
	2.40

	ClO3⁻
	2.08
	2.02
	2.00

	ClO4⁻
	2.25
	2.22
	2.40

	CN⁻
	1.87
	1.84
	1.91

	CNO⁻
	1.93
	2.05
	2.03

	CNS⁻
	2.09
	2.29
	2.13

	H2AsO4⁻
	2.27
	2.23
	2.48

	H2PO4⁻
	2.13
	2.23
	2.38

	HCO2⁻
	2.00
	1.81
	1.69

	HCO3⁻
	2.07
	2.02
	1.56

	HF2⁻
	1.72
	1.68
	1.72

	HSO4⁻
	2.21
	2.23
	2.30

	I3⁻
	2.72
	2.52
	2.85

	IO3⁻
	2.18
	2.09
	1.81

	IO4⁻
	2.31
	2.23
	2.50

	MnO4⁻
	2.20
	2.23
	2.40

	NO2⁻
	1.87
	1.76
	1.92

	NO3⁻
	2.00
	2.02
	2.00

	OH⁻
	1.52
	1.40
	1.33

	ReO4⁻
	2.27
	2.23
	2.60

	SeH⁻
	1.95
	1.98
	2.05

	SH⁻
	1.91
	1.84
	2.07

	CO32-
	1.89
	2.10
	1.78

	Cr2O72-
	2.92
	2.79
	3.20

	CrO42-
	2.29
	2.32
	2.40

	MoO42-
	2.31
	2.33
	2.54

	PdCl62-
	3.33
	3.43
	3.19

	PtCl62-
	3.33
	3.43
	3.95

	Table A5. Continued.

	Ion
	 () 
	 ()
	

	S2O32-
	2.51
	2.54
	2.50

	S2O42-
	2.62
	2.32
	2.50

	S2O62-
	2.83
	2.65
	2.70

	S2O82-
	2.91
	2.89
	3.00

	S4O62-
	3.25
	2.77
	3.10

	SeO42-
	2.29
	2.32
	2.43

	SiF62-
	2.48
	2.52
	2.59

	SiO32-
	1.95
	2.11
	2.14

	SO32-
	2.04
	2.10
	2.00

	SO42-
	2.18
	2.31
	2.30

	WO42-
	2.37
	2.33
	2.57

	AsO43-
	2.37
	2.37
	2.48

	Co(CN)63-
	3.49
	3.57
	3.75

	Fe(CN)63-
	3.47
	3.57
	3.80

	PO43-
	2.30
	2.37
	2.38
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