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“If we knew what it was we were doing, it would not be called research, would it?”

Albert Einstein

“Those who educate children well are more to be honoured than they who produce

them; for these only gave them life, those the art of living well.”

Aristotle

“The measure of intelligence is the ability to change one’s mind.”

Stephen Hawking

“The greatest deception people suffer is from their own opinions.”

Leonardo da Vinci
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Abstract

The scattering of microwaves by density fluctuations in magnetised plasmas where the

inhomogeneity scale length is comparable to the wavelength is not fully understood.

Yet microwaves are used extensively in magnetically confined fusion plasmas not only

to provide a wealth of information through diagnostics but for heating and current

drive. To this end a 3D full-wave finite difference time domain code (EMIT-3D) has

been designed to model the quasi-3D Doppler reflectometry data from a novel synthetic

aperture microwave imaging diagnostic (SAMI) and to understand the scattering ef-

fects of turbulence on heating and current drive beams. SAMI captures a 2D view of

the plasma in a ±40◦ illumination from the mid-plane. A vast spatial grid is required to

capture the inhomogeneous, curved plasma and magnetic geometry whilst considerable

acquisition time is required for Doppler resolution. For this reason EMIT-3D has been

parallelised in 3D which is shown to scale well to large machines. EMIT-3D is shown

to agree with the extensive benchmarking tests and demonstrates stability to large

time iterations. EMIT-3D has been applied to electron cyclotron resonance heating

(ECRH) deposition broadening in the DIII-D tokamak. Significant ECRH deposition

broadening was measured in three different operating scenarios: L-mode, H-mode and

negative triangularity. Each scenario corresponds to distinct turbulence characteristics

in the edge region through which the beam must propagate. The turbulence is gen-

erated through the Hermes model in the BOUT++ framework which takes as input

the measured time averaged electron density, temperature and magnetic field profiles

for the specific shot in question. The simulated turbulence is constrained to match

the experimentally measured correlation length and normalised fluctuation levels. The

predictions of the beam broadening from the simulations are found to agree very well

with the experimentally-observed broadening in all cases.
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Chapter 1

Background and motivation

1.1 Motivation of fusion research

There are three main reasons why the philosophical mind would hold a keen interest

in developing a high energy density, clean, sustainable source of electricity. These are

political, economical or most ideally ethical. Firstly, in a politician’s mind, the ideal

energy policy for their country is one which does not rely on any other country to

provide energy to their own population. In this case the only option is to utilise a

sustainable source of energy which has sufficiently high energy density that their own

territory can provide the power demand of the population.

Secondly, from an economic viewpoint, huge growth in industrial investment for

clean, sustainable energy sources is occurring across the globe. At the time of writing

fossil fuels provide ∼ 50% of the European energy supply [1] and ∼ 80% of the world

energy supply [2]. The percentage of the world energy supplied by fossil fuels has not

notably decreased since 1973, driven by the huge increase in fossil fuel use by China

and India, though in Europe it has decreased by ∼ 30%. Furthermore, China has

recently outlined a plan to cut fossil fuel use to < 50% by 2050. Though it is difficult

to assign one particular motive for this global change in direction, it is an unavoidable

fact that the fossil fuel reserves are finite. One particular study has shown reserves of

40, 70 and 200 years for oil, gas and coal respectively [3] which are upper estimates

compared with other reserve calculations. Nonetheless, the key factor is not the total

reserves but the production rates of the fuel. Previous studies have shown that in the

1



Chapter 1. Background and motivation 1.1. Motivation of fusion research

best case scenario, fossil fuel production will continue the current rate of growth until

2025 before stagnating for 50 years and declining thereafter. The middle and worst case

scenarios are much sooner [4, 5]. It is clear that the current evidence points towards a

global increase in the percentage of the market provided by clean, sustainable energy.

Combine this with the increase in energy demand year on year (see figure 1.1) and the

result is an ever increasing portion of the energy market value of > e5 trillion which

will be claimed by clean, sustainable fuels.

Figure 1.1: Left: The world energy demand in billion Barrels of Oil Equivalent (BOE)
projected in to the future assuming a population stabilisation of 10 billion people (source:
Graph taken from The World Energy Council). The energy available decline curve is based
on the production projection of fossil fuels and not considering any further increase in clean,
sustainable energy. Right: The population of the world plotted with a lower estimate (blue)
and upper estimate (pink) through time. Figure taken from U.S Census Bureau.

Thirdly, from an ethical point of view there are three considerations. Based on

humanity’s historical record for conflict over resources, the depletion of the overwhelm-

ingly dominant source of energy to zero can only result in significant conflict over the

remaining fossil fuels, unless substantial advancement in international cooperation is

reached. Even with the most sceptical thought towards dwindling resource estimates,

the booming population causing rapidly increasing energy demand combined with the

desire of human beings to maintain high energy lavish lifestyles, would ensure conflict

is inevitable. The only discussion is the time line over which it would happen, which

unfortunately is the largest barrier to change if the public or their politicians can-

not envisage the catastrophe affecting them within their lifetime. More immediately

however, fossil fuel burning is currently directly responsible for between 4 to 7 million

premature deaths per year depending on the study conducted [6,7]. However, as these

are so called “silent” deaths with no single physical object with which to see and lay

2
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blame it is difficult to convince the public to be concerned about them. On the other

hand the 38 deaths attributed directly to Chernobyl and the 34 deaths to Fuckushima

(0 from radiation exposure and 34 from evacuation procedure) needed no convincing

to be seen as “unacceptable nuclear disasters”. The fact that statistically these nuclear

power stations would have contributed to extending the lives of tens of thousands of

people by not burning fossil fuels seems to be irrelevant in public opinion (see table

1.1).

Coal Oil Gas Biofuel/ Solar Wind Nuclear

(average) Biomass (roof) Fission

Deaths/PWhr 100 000 36 000 4 000 24 000 440 150 0.1

Table 1.1: Approximate deaths per petawatt hour (PWhr) due to different fuel sources.
Source: World Health Organisation. For reference, in 2015 the world consumption of coal,
oil and gas was approximately 45, 50 and 35 PWhr resulting in the WHO estimate of 4.5 +
1.8 + 0.14 = 6.44 million. This number increases to 7 million when considering the extra use
of coal in China resulting in a local value of 170 000/PWhr.

However, the most important ethical consideration transcends the effects limited

to human society. Global warming is one of the biggest threats to the survival of our

species that must be addressed this century. Yet, it is the threat of extinction for

countless other species that share this world that must be considered. The Intergov-

ernmental Panel on Climate Change (IPCC) concludes that global warming is a direct

result of human beings burning fossil fuels. This stance arises from a consensus reached

by 97-98% of the actively publishing scientists in experimental and theoretical research.

A recent review attempted to replicate the results of a large portion of the 3% that

do not agree with the consensus, which revealed a pattern of common mistakes and

methodological flaws in the data analysis, which had led to the incorrect conclusions [8].

The current goal for limiting the effect of climate change is to ensure global average

temperatures do not rise by more than 1.5◦C above pre-industrial levels [9]. This goal is

deliberately below the more catastrophic effects predicted by reaching 2◦C. Continued

rise in average global temperatures by more than 2◦C would ensure that an increasing

majority of coral reef species are completely wiped out before 2100, which could cause

an ecological crash across the oceans [10, 11]. One quarter of the annual total fish

3



Chapter 1. Background and motivation 1.2. A brief review of fusion research

catch in Asia is sustained by coral reefs which feed over a billion people [12]. Moreover,

for a large range of major world crops such as corn, wheat, soy and maize, the in-

crease above 2◦C would push local temperature fluctuations above the thermal limit of

the crop, preventing the crop from producing seed and significantly reducing the crop

yield [13]. The projected sea level rise (median case) is ∼ 1 metre by 2100 [14], putting

coastal cities at risk, whilst the available fresh water in the Mediterranean would drop

by almost 20%. Most of these effects would result in hundreds of millions of climate

refugees. These effects are magnified dramatically for small increases in warming above

2◦C degrees. Currently the average temperature increase is +1◦C [15].

1.2 A brief review: From the beginnings to the

state of the art of fusion research

From a very early date the magnitude of energy density contained within fusion re-

actions was known to the scientific community. Following the discovery of quantum

tunnelling at the turn of the 20th century, calculations of fusion reactions began to

take place which pointed towards fusion as the mechanism for the creation of energy

in the core of stars [16]. Following this work, fusion reactions of light nuclei in the lab

led to the discovery of tritium and helium-3 in the 1930’s [17]. The energy density of

these reactions became apparent immediately, calculated as producing ten times more

energy per kilogram than fission reactions and 10 million times more than fossil fuels.

Furthermore, it was clear that a fuel source of hydrogen isotopes had the potential

to provide a near limitless source of energy. Though not the original motivation, it

is worth noting that currently a large advantage of fusion energy is that the reaction

does not produce any pollutants and does not create any radioactive daughter par-

ticles. However, deuterium-tritium fusion reactors would produce a small amount of

short lived (≈ 100 years) radioactive waste through secondary collisions by neutrons

in the wall of the reactor.

To produce a fusion reaction one must provide two nuclei with enough kinetic

energy to overcome their electrostatic repulsion. At these energies the reactants will be

4
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completely ionised. This state of matter is known as a plasma. The most useful reaction

is one that has the largest reaction rate for the lowest input heating power. By plotting

the reaction rate vs temperature for a number of reactions one finds the deuterium (2H)

- tritium (3H) reaction is the most promising. Even though this reaction requires the

lowest input power, achieving peak reaction rate still requires temperatures in the core

which exceed 10 keV (116 million◦C). One must therefore confine this plasma without

it touching any materials. Two experimental methods exist for confining a fusion

plasma, Inertial Confinement Fusion (ICF) and Magnetic Confinement Fusion (MCF).

This thesis focusses exclusively on MCF devices and so ICF will not be discussed. To

achieve net power output, the fusion reaction must generate more power than is used

for both confining and heating the plasma. The D-T reaction produces a high energy

neutron which is not confined and also a lower energy α-particle which may be confined.

By requiring that fusion reactions occur at a sufficient rate, such that the energy from

the α-particles that remain in the plasma replace the energy lost from particle and

radiative losses, one assures that the reaction is self sustaining. The criterion for this

balance is defined by the Lawson criterion (1.1). Here n is the particle density, T is the

temperature and τ is the energy confinement time. Though this is a rough estimate,

this criterion is often used to define the ignition point where the external heating can

be switched off and the fusion plasma is self sustaining.

nTτ > 3× 1021 m−3keVs (1.1)

In the 1950’s pioneering research had already moved from a basic magnetic mirror

concept to a continuous toroidal field thus removing the end losses of the magnetic

mirror. However, the design suffered from instabilities and poor confinement due to

classical guiding centre drifts of the particle orbits. The gradient and curvature of the

magnetic field caused electrons and ions to drift in opposite directions to the top and

bottom of the tokamak. This gave rise to a vertical electric field which caused both sets

of particles to experience an E×B drift radially outwards. The unique solution was to

drive a current in the plasma which in turn results in a poloidal magnetic field which
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effectively short circuits the electric field by connecting the top and the bottom of the

plasma. The basic concept has remained largely unchanged to date and has resulted in

two unique MCF tokamak designs, the conventional tokamak and spherical tokamak.

A separate route to magnetically confined fusion is the stellarator which works in a

different way to the tokamak. Though almost all of the physics discussed in this thesis

can be applied to the stellarator it has not been directly addressed and shall not be

discussed further.

Conventional tokamak: The conventional design confines the plasma through

a series of D shaped magnetic field coils which stack together forming a torus shape

(the design can be seen in figure 1.2). These coils provide a magnetic field toroidally

which keeps the plasma confined. As discussed above the breakthrough in design came

from applying a current in the plasma which creates a poloidal magnetic field resulting

in a twisted magnetic field configuration. This plasma current is initially provided

and maintained by the central solenoid. The central solenoid also provides the ohmic

heating to start the plasma in the same way that a current heats up a filament in a

light bulb.

Figure 1.2: Left: The conventional aspect ratio tokamak with a plasma illustrated in the
middle. The purple line represents one field line which moves helically due to the poloidal con-
tribution to the magnetic field. The poloidal field coils (not to be confused with the poloidal
field provided by the plasma current) are labelled P2-P4. P1 is the central solenoid which
provides the plasma current to give the helical field. The D coils provide the toroidal field
and are stacked toroidally. Image taken from Euro-fusion. Right: The difference in plasma
shape for a spherical tokamak and a conventional tokamak. Image taken from UKAEA.

It was identified that plasma stability can be increased by moving from a circular

cross section to a D shaped plasma where the high shear helps to break up the turbulent
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eddies. This shaping is provided by external poloidal field coils that sit in rings from

the top to the bottom around the outside of the tokamak. These poloidal field coils

are for shaping and positioning and not to be confused with the poloidal field that is

generated from the plasma current which provides the helical field. The latest major

design modification was the divertor concept which allows the removal of spent fuel

and impurities to be flushed out at the top and the bottom on open field lines.

Spherical tokamak (ST): This design works in the same way as the conven-

tional tokamak and maintains the same D shaped plasma except the magnets hold

the plasma in a much tighter configuration. The tighter configuration is achieved by

combining the components of the toroidal field coils on the inboard side in to one con-

ducting column instead of passing individual D coils [18] and by removing much of the

shielding. With the magnets so much closer to the plasma, ST’s require significantly

less energy to produce the same confining magnetic field within the plasma. This means

that the efficiency of the confining fields (β = Plasma Pressure/Magnetic Pressure) is

much higher, measured as up to 12% for conventional tokamaks and up to 40% for

STs. At a tighter aspect ratio, the plasma is able to access a higher plasma beta before

magnetohydrodynamic instabilities such as the kink and higher order ballooning modes

cause the plasma to become unstable. Furthermore, the magnetic field configuration

in an ST means that a particle spends much more time on the inboard side than the

outboard side unlike in a conventional tokamak. The plasma on the inboard side is

inherently more stable than the outboard side because the pressure gradient vector

and the curvature vector point in the opposite direction, whereas on the outboard side

they point in the same direction. The latter is known as bad curvature and the former

is known as good curvature, where the good curvature results in a stabilising effect of

the local E×B drift on turbulence seeding. This increased time spent by particles on

the inboard side increases the ST’s plasma stability even further.

The ST has two major disadvantages thought to prevent its use as a reactor,

though recent promising breakthroughs may mean these are soon overcome. Due to

the reduced space in the central column of the ST the magnetic field is limited com-

pared with conventional tokamaks. This cannot be improved by using superconducting
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magnets because there is only a limited amount of space for shielding and so they can-

not reach the low temperatures required to operate. There is therefore a limit on

the toroidal magnetic field Bt achievable. Recently however, significant progress has

been made in high temperature superconducting magnet design which could provide

very large fields in the space required at temperatures achievable with the available

shielding. The fusion power yield scales as Pfus ∼ Volume × β2B4
t which means that

a high magnetic field combined with the already high beta of a spherical tokamak

would be highly desirable as a reactor. Another major disadvantage is the central

solenoid as not only does it take up space but the high energy fusion neutrons would

degrade the insulator very quickly in a reactor. However, recently alternative start up

methods such as the use of electron Bernstein waves or through merging compression

have shown great success. Moreover, the plasma current may be maintained through

injection of microwave beams. Success in these two areas would remove the need for

a central solenoid and would provide space for shielding of the toroidal field coils and

for a blanket layer with which to breed tritium. Microwave systems combined with

computational modelling will be pivotal in this endeavour.

1.3 Turbulence and stability

Early on in fusion development it was widely assumed that confinement of energy

and particles was limited only by collisions which cause particles to diffuse out of the

confining magnetic field. In this scenario, net energy gain would be achieved quickly and

the notion that fusion power would be 30 years away was born. Unfortunately, it was

later discovered that particle transport was thousands of times greater than predicted

which is arguably the main reason that fusion power is not currently providing the

national grid with electricity. This “anomalous transport” was discovered to arise

from different forms of gyroradius scale micro-instabilities. Collectively these micro-

instabilities are more generally described as turbulence.

A typical tokamak confines a plasma with a density of ∼ 1020 m−3 and temper-

atures of the order of 100 million kelvin, suspended in a vacuum chamber next to a

solid wall which must have temperatures less than a few thousand kelvin. The temper-

8



Chapter 1. Background and motivation 1.3. Turbulence and stability

ature gradients at this edge region are therefore amongst the largest in the universe.

It is this temperature gradient which is a common driving force for many turbulence

modes. Such modes include the electron temperature gradient (ETG), ion temperature

gradient (ITG) and drift waves.

ETG and ITG: ETG and ITG modes are driven by the same mechanism, though

the ETG has smaller spatial scales and larger linear growth rates than ITG due to the

much smaller mass of the species [19, 20]. These modes are driven by a gradient in

both temperature and magnetic field which in a tokamak plasma both point radially

inwards towards the core from the edge. The radial magnetic field gradient which is

perpendicular to the mostly toroidal magnetic field vector, results in a binormal particle

drift. The binormal direction is that perpendicular to the magnetic field lines, but in

the flux surface. If one assumes there is a small temperature perturbation radially then

the hotter particles will drift faster than the cooler particles resulting in temperature

and density perturbations both binormally and radially. These perturbations in turn

give rise to local E×B drifts which amplify the initial perturbation causing the mode

to grow.

Electron drift waves: This mode is driven by the orthogonal magnetic field

vector and radial density gradient. If one assumes a small density perturbation per-

pendicular to the density gradient and magnetic field vector, then periodic differences

in electrostatic potential arise next to each other. The electrons respond first due to

their small inertia by streaming along the magnetic field line until the induced electric

field is balanced. This periodic potential gives rise to an electric field that alternates

from positive to negative. The resulting E×B drift is then π/2 radians out of phase

with the density perturbation. If this phase difference remains then the drift wave is

stable and simply propagates. However if resistivity is included through collisions or

landau damping such that there is a delay on the electrons in compensating the peri-

odic electric potential, then there is a phase lag which causes the drift wave to become

unstable. The unstable drift wave forms rotating turbulent eddies which allow signif-

icant particle and energy transport by connecting with eddies across closed magnetic

9
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field lines further out.

Neoclassical Tearing Modes (NTM): One particular large scale instability

which can drastically affect confinement or worse the stability of the entire plasma is

the formation of a neoclassical tearing mode. These magneto-hydrodynamic (MHD)

instabilities are magnetic islands that develop on rational q surfaces with a flattened

pressure gradient across the NTM, resulting in radially increased particle and energy

transport [21]. q is the ratio of toroidal to poloidal magnetic field line turns known as

the safety factor. NTM’s are seeded by small perturbations in the plasma bootstrap

current which lead to small pockets of embedded closed flux surfaces known as magnetic

islands. At small sizes an island is suppressed, however in the presence of other large

scale MHD instabilities an island above a critical size may form which is driven unstable

[22]. As the island grows it generates eddy currents in the wall of the vessel causing the

plasma rotation to slow and eventually lock, resulting in a disruption where the stored

energy of the plasma is dumped to the vessel wall [23,24]. This instability is therefore

dangerous in particular for the next generation of tokamaks such as ITER due to the

large increase in stored energy of the plasma as compared with current devices.

1.4 Electromagnetic waves in fusion plasmas

The realisation of a thermonuclear fusion reactor has alluded the scientific community

for decades. As discussed in the previous section, sufficient confinement and stability

for a burning plasma is difficult to achieve in the presence of turbulence and micro-

instabilities. One of the main challenges is understanding and predicting the nature

of the turbulent plasma edge, its evolution through various operating scenarios and

the implications to overall performance. Diagnostics that can probe the plasma and

magnetic field properties in the edge with high spacial and temporal resolution are

therefore fundamental in this endeavour.

Microwave diagnostics naturally have good spatial and temporal resolution (< 5

mm, < 20 µs) [25] and can probe the plasma passively, by receiving the spectrum

of microwave radiation from the plasma or actively by launching milliwatt power to
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ensure the plasma is not perturbed. Furthermore, as space close to the plasma is

both valuable and hostile, waveguides can be used to direct the signal to a remote

location. This results in better quality signal analysis and a system that can be scaled

to reactor relevant devices that would require more space for tritium breeding and

radiation shielding and would be too hostile for many other diagnostics.

Passive probing utilises the frequency of radiation emitted by the plasma at the

electron cyclotron range and harmonics thereof. The electron cyclotron frequency

changes depending on the distance into the plasma due to the inhomogeneity of the

confining magnetic field. It is therefore possible to observe different regions in the

plasma. Depending on whether the plasma is over or under dense the mechanism for

the radiation to escape the plasma is different. In an over dense plasma the cyclotron

frequency is below the plasma frequency at the location of emission and it must con-

vert through different polarisation modes before reaching the diagnostic. In an under

dense plasma the emitted photon is free to exit the plasma without mode conversion.

Knowledge of the type of plasma is key to understanding the received data in these

instances.

Active probing generally takes the form of reflectometry as the radiation sent to

the plasma must be received back for comparison and analysis. Microwave reflectom-

etry launches O-mode or X-mode beam polarisations which then reflect back from the

plasma at the location of their respective cut off layers whilst stepping in frequency

allows one to probe deeper into the plasma. The technique can generally be split be-

tween density profile measurements and density fluctuation measurements. The former

has been successful in measuring the density profile in Tore Supra [25], DIII-D [26] and

more recently EAST [27] and ASDEX-U (AUG) [28, 29]. Meanwhile the latter has

been demonstrated on KSTAR [30], EAST [27] and AUG [29]. Further techniques to

obtain these measurements such as microwave imaging reflectometry [31] and corre-

lation reflectometry [32] have also been demonstrated. Another diversification in the

reflectometry technique is Doppler reflectometry, where the beam is now aligned to

have a component parallel to the plasma rotation vector at the reflection point. In this

way more information can be extracted from the plasma. Extensive discussions of the

11



Chapter 1. Background and motivation 1.5. The SAMI diagnostic

evolution and use of microwave reflectometry can be found in [33,34] and for Doppler

reflectometry in [35].

Microwave systems are currently employed at much larger power to provide heat-

ing (either globally through large antennas or locally through collimated beams), cur-

rent drive and as a method for start up. Non-inductive start up through the use of

microwaves has been demonstrated experimentally in QUEST [36], NSTX [37], TST-

2 [38] and through the use of Bernstein waves on MAST [39]. This method is impor-

tant in spherical tokamaks where the spatial configuration does not allow for sufficient

shielding of the central solenoid from neutrons in a burning plasma. The microwaves

are used for pre-ionisation plasma heating, following which a plasma current is gener-

ated through the preferential acceleration and confinement of electrons, created by the

open magnetic field line configuration during start-up [40].

Current drive is achieved in tokamaks usually in the electron cyclotron range

(ECCD) [41]. However, less commonly lower hybrid waves are used to drive current at

much lower frequencies [42, 43]. Current drive would be crucial in starting and main-

taining plasma current in a spherical tokamak without a central solenoid as discussed

in section 1.2. Moreover, localised current drive is necessary for stabilising the NTM’s

discussed in section 1.3. The stabilising beam is only effective within the O-point of

the NTM requiring collimated beams with accurate targeting. Experimental success

has been found in mitigating and suppressing NTMs by use of ECCD in AUG [44,45],

DIII-D [46, 47] and JT-60U [48]. Accurate targeting of the NTM can be achieved

through active control diagnostics such as the 1 cm accuracy displayed by the DIII-D

Plasma Control System (for reference a saturated 3/2 island width in DIII-D is 4− 7

cm) [47,49].

1.5 The Synthetic Aperture Microwave Imaging di-

agnostic (SAMI)

The Synthetic Aperture Microwave Imaging diagnostic (SAMI) [50–52] operates in

both a passive and active mode. In the active probing mode SAMI uses a single
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antenna to launch a beam with an almost spherical wave-front of high divergence,

to illuminate the full poloidal and toroidal view of the tokamak plasma, in a ±40◦

angular spread. In either mode the diagnostic must receive a signal from the plasma

which it does through its 8 receiving antennas. The antennas are positioned to allow

the diagnostic to reconstruct a post-shot ‘beam’, whose constructed beam diameter

decreases as number of antennas increases. The targeted location of the synthetic

beam is dictated by phasing each antenna to “steer” the beam within the limits of the

viewing angle.

1.5.1 Capabilities and motivation for this thesis

As discussed, one of the main challenges of fusion research is understanding and pre-

dicting the nature of the turbulent plasma edge. Fusion plasmas have an inherent

rotation of the turbulent structures perpendicular to the magnetic field and radial

electric field due to the E×B drift. Further contributions from the phase velocity of

the turbulence structures and toroidal spin of the bulk plasma combine to give a total

velocity vtotal = vE×B + vphase + vbulk. A Doppler reflectometer works in the same way

as a normal reflectometer except the beam is now tilted away from the normal to the

cut off surface. The beam interacts at an injected angle θ with the corrugated cut off

surface, composed of a spectrum of length scales kturb, which are perpendicular to the

magnetic field vector. According to the Bragg condition (1.2) a −1 order reflection will

be returned back down the beam line when the beam interacts with a specific kturb.

kturb = −2kprobe sin θ (1.2)

According to the radar Doppler technique the returned beam has a Doppler shift

associated with it according to (1.3).

fD ≈ 2
v

c
fprobe sin θ (1.3)
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Using the assumption that vphase and vbulk are negligible compared with the E×B

velocity it is possible to extract a velocity of the turbulence (v⊥ ≈ vE×B). The phase

velocity of the turbulence is the eddy turnover frequency which is typically in the

kHz range multiplied by the fluctuation wavelength of the order 1 cm [53, 54]. So

for 10 kHz one eddy turnover will occur in 0.1 ms. The E × B velocity is expected

to be in the 10 kms−1 range [35], meaning for the same acquisition time of 0.1 ms,

the turbulence will have moved by 1 metre. Considering that the probing beam used

by both the single horn 1D Doppler reflectometry and by SAMI’s phased array is a

collimated beam of diameter � 1 metre, the turbulence can be assumed to be frozen

in, resulting in negligible phase velocity. The bulk plasma rotation which is toroidal

is not in the same direction as the E ×B velocity which is binormal to the magnetic

field and radial electric field. Therefore, only a small component will be present along

the E × B velocity vector and can be considered negligible. By extracting vE×B and

thence given the known magnetic field strength, a radial electric field Er = −vE×BB

can be measured. Many measurements of this type have already been conducted with

great success in 1D on a range of tokamaks [55,56]. Similar techniques have been used

to measure propagating density perturbations [35]. It has also been shown to measure

fluctuation spectra in Tore Supra [57], zonal and sheared flows in the stellarator TJ-

II [58], zonal flows to study the L-H transition in JET [59] and to measure the geodesic

acoustic mode oscillations (GAM’s) in AUG [60].

All current DBS systems use a single horn antenna which is steered to the desired

angle (figure 1.3). SAMI has the unique capabilities of illuminating the plasma in a

2D ±40◦ view and post processing can simultaneously focus anywhere on this plane

[51,52]. This has allowed the first measurement of a magnetic pitch angle via Doppler

reflectometry to be taken by aligning the magnetic field perpendicular to the peak red

and blue shifted signal [61]. Simultaneous measurements of the E×B flow velocity of

the turbulent structures is also possible through the detected Doppler shift. Though the

extraction of an accurate velocity from the 2D DBS data has proved challenging. One

of the main long term goals for the development of EMIT-3D in this thesis is to model

SAMI in a fully 3D MAST geometry. The modelling will improve the understanding
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of the Doppler shift profiles, improving the localisation technique of the Doppler peaks

which in turn improves the pitch angle measurement. Furthermore, this understanding

will provide the ability to extract a flow velocity from the 2D DBS data. The simulation

through EMIT-3D will allow SAMI in future shots on NSTX-U and MAST-U, using

a range of frequencies, to construct a magnetic pitch angle profile and velocity profile

through the edge. It follows that it may be possible to extract the current density J(r)

and electric field E(r) profiles through the edge from this data with high spatial and

temporal resolution. Though this long term goal would require further development, it

is the first time these measurements could be conducted simultaneously using a single

diagnostic. Zonal flows (ZFs) and geodesic acoustic modes (GAMs), which manifest

as a radial electric field fluctuation E(r), are important for understanding energy and

particle transport barrier formation in the H-mode plasma edge [59,60,62,63] for which

we currently have no consistent explanation. Moreover, the edge current density profile

J(r) plays an important roll in MHD stability and thus overall performance of the

plasma which is crucial to building a stable steady state reactor [63–66].

Figure 1.3: A cartoon illustration of the SAMI diagnostic. On the left the conventional
single horn antenna is seen to launch a collimated microwave beam that reflects from a specific
targeted location at a specific steering angle. On the right the SAMI method can be seen
to illuminate the plasma at all angles. The ‘Beam’ is reconstructed post shot with a beam
width and spatial accuracy defined by the number of receiving antennas. Reproduced with
kind permission of Dr. D. Thomas.
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This thesis is laid out in the following way. Chapter 2 will discuss the math-

ematical basis for modelling electromagnetic waves in magnetised plasmas from first

principles and include a detailed discussion of the classification of the different wave

modes. Building from this, the numerical formalism used in EMIT-3D is defined.

Chapter 3 discusses the extensive code development that was ongoing throughout the

Ph.D., beginning with the initial algorithm and resulting in the code as it is at the end

of the Ph.D.. Chapter 4 details the use of EMIT-3D in collaboration with IPF-FDMC -

a 2D full wave code developed at Stuttgart - to perform a parameter scan of microwave

beam scattering by density fluctuations. Chapter 5 extends the scattering parameter

scan of chapter 4 to a systematic study to resolve the cause of ECRH deposition profile

broadening on the DIII-D tokamak. Chapter 6 is an aside to the core Ph.D. project

and details the experimental investigation of asymmetric thrust from a plasma thruster

with a view to optimisation. The thesis is concluded in chapter 7 which outlines future

projects.
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Chapter 2

Formalism of the wave mechanics

2.1 Theoretical formalism

2.1.1 Wave definitions and plasma parameters

What follows are explanations of quantities that will be discussed in detail throughout

this section along with some important plasma physics concepts.

Polarisation: The polarisation of the electromagnetic wave relates to the phase

and magnitude of the orthogonal components of the electric field of the wave (for a fully

transverse wave propagating in the z direction). If the two components (lets call these

Ex and Ey) are in phase then the wave is plane-polarised and the magnitude of the

two components would represent a line between the peaks drawn in the x - y plane. If

the two components are out of phase by exactly ± 90 degrees and the amplitude is the

same then the magnitude of the two components will trace out a circle in a stationary

x - y plane as the wave propagates through. This is a special case of the more general

elliptical polarisation in which case the amplitudes are different, the phase difference

is arbitrary or both. In mathematical form the polarisation is described by the Jones

vector [67]. For a wave propagating along the z axis:
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
Ex(t)

Ey(t)

Ez(t)

 =


E0xe

i(kz−wt+φx)

E0ye
i(kz−wt+φy)

E0ze
i(kz−wt+φz)

+ c.c. =


E0xe

iφx

E0ye
iφy

E0ze
iφz

 ei(kz−wt) = aJe
i(kz−wt)

where aJ is the Jones vector and represents relative amplitude and relative phase

of the electric field in 3D. The sum of the squares of the electric field components is

proportional to the intensity of light. The Jones vectors are then normalised by this.

Therefore for a fully transverse wave (no z component) a Jones vector of (1, 0, 0) or

(0, 1, 0) would represent horizontal and vertical linear polarisation respectively. By

convention this is in relation to the x-axis. 1/
√

2 (1, 1, 0) would be at 45◦ in the x− y

plane. 1/
√

2 (1, i, 0) and 1/
√

2 (1, −i, 0) are right and left handed circularly polarised

waves. An elliptical polarisation in this formalism would have different associated

amplitudes for x and y.

Transverse vs longitudinal: The magnitude of the wave’s E-field as well as

having a polarisation as discussed above can also be oriented at an angle to the wave

vector k̂; the E-field does not have to be at 90 degrees to the direction of propagation

as in the purely transverse case. As the angle between E and k̂ becomes more acute, E

points towards the direction of propagation, exhibiting a longitudinal component. This

causes more longitudinal acceleration of the medium particles and can be interpreted

as conversion to an electrostatic mode from electromagnetic.

Plasma and cyclotron frequency: The two fundamental frequencies that

play a large role in how a plasma reacts to perturbations are the plasma frequency

and cyclotron frequency. The plasma frequency describes the electrostatic oscillation

frequency at which a species responds to a small charge separation. The cyclotron

frequency is the frequency at which a species undergoes circular motion around the

magnetic field. Common normalisations to the propagating wave frequency are also
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defined.

ωp,s =

√
Zsne2

ε0ms

ωc,s =
qsB

ms

Y =
ωc,s
ω

X =
(ωp,s
ω

)2

(2.1)

Both frequencies have a dependency on mass of the species, s, therefore the

electron frequency has the faster response time to perturbations than ions. Both the

ion and electron cyclotron frequencies are important for heating the plasma.

2.1.2 Derivation of dispersion relation

In order to evaluate the behaviour of a wave through a plasma one must analyse

the plane wave solutions and input these into Maxwell’s equations (2.2) to find the

dispersion relations of the form ω = Ω(r,k).

∇× E = −∂B

∂t
; ∇×B = µ0J +

1

c2

∂E

∂t
(2.2)

Maxwell’s equations are linear, non linearity arises due to the equation for current

density in the plasma. The equation for current density can be expanded to higher

order terms as shown below:

J1 = αE1 + βB1 + γE2
1 + δE1B1n+ ...

By assuming small amplitude waves such that E2
0 � E0 then this reduces to a linear

equation in J. With the implementation of this approximation one can find internally

consistent plane wave solutions, E = E0e
i(k·r−ωt) + c.c., where the frequency doesn’t

change throughout propagation. One other way to think of this approximation is

through the energy exchanged with the plasma. By assuming small amplitude, one

can say that the energy density of the wave (εE2/2 + B2/(2µ0)) is much smaller than

that of the plasma (nkT ). Here ε = ε0εr. Thus proportionally the wave does not heat

the plasma and so energy is conserved. It should be noted that although using the

cold plasma regime, the plasma can not be so cold that it violates the assumption of
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no energy exchange and thus the linearisation of the current density J. By assuming a

plane wave solutions ∇ 7→ ik and by also assuming a monochromatic wave ∂
∂t
7→ −iω

the two Maxwell equations (2.2) become:

k× E = ωB; ik×B = µ0J−
iω

c2
E

which implies.

k× (k× E)
i

ω
= µ0J−

iωE

c2

J =
i

µ0ω
[k× (k× E)] +

iω2

c2

E

ωµ0

(2.3)

Following this a matrix equation can be obtained relating current density, conductivity

tensor and electric field, J = σ · E. One can then develop a matrix equation of the

form M · E = 0. The matrix M contains the information of the dispersion relation [68].

Following on from equation (2.3), the matrix M is found:

J =
i

µ0ω
[k(k · E)− E(k · k)] +

iω2

µ0ωc2
E

J =
i

µ0ω

[
kk− k2I +

ω2

c2
I

]
· E (2.4)

0 =

[
kk− k2I +

ω2

c2
I

]
· E + iµ0ωσ · E = M · E

where I is the identity matrix.

M = kk− k2I +
ω2

c2

(
I +

iσ

ε0ω

)
(2.5)
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The dielectric permittivity tensor ε is defined as:

ε = I +
iσ

ε0ω
(2.6)

Without loss of generality one can deduce that all ky = 0 and kx = k⊥, kz = k‖.

M =


(ω

2

c2
ε1,1)− k2

‖ 0 + (ω
2

c2
ε1,2) (ω

2

c2
ε1,3) + k‖k⊥

0 + (ω
2

c2
ε2,1) (ω

2

c2
ε2,2)− k2

‖ − k2
⊥ 0 + (ω

2

c2
ε2,3)

(ω
2

c2
ε3,1) + k‖k⊥ 0 + (ω

2

c2
ε3,2) (ω

2

c2
ε3,3)− k2

⊥


The level of complexity of the physics model necessary to describe the material the wave

is propagating through is identified at this stage and applied to the matrix through the

conductivity tensor. The following describes the force balance equation without the

inclusion of a background current density or temperature terms. The model is known

as the cold plasma model.

m
dvx
dt

= q(Ex + vyB0)

m
dvy
dt

= q(Ey − vxB0)

m
dvz
dt

= qEx

Using ∂/∂t = −iω, and substituting vx into vy and vice-versa one arrives at the fol-

lowing equations for velocity.

vx =
iq

mω

(Ex + iωc

ω
Ey)

(1− (ωc

ω
)2)

vy =
iq

mω

(Ex − iωc

ω
Ey)

(1− (ωc

ω
)2)

vz =
iq

mω
Ez

These definitions for velocity are used in the equation J = en0,ivi−en0,eve and produce

a matrix equation for the conductivity σ. The substitutions for Y and X defined in
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(2.1) have been used.

i

ε0ω
Jx = −Xi

Ex + iYiEy
1− Y 2

i

−Xe
Ex + iYeEy

1− Y 2
e

i

ε0ω
Jy = −Xi

Ey − iYiEx
1− Y 2

i

−Xe
Ey − iYeEx

1− Y 2
e

i

ε0ω
Jz = −XiEz −XeEz

These expressions can be simplified further by noting that mi � me which means

that ωp,i � ωp,e. Therefore the ion contribution is negligible compared to that of

the electrons. As the work in this thesis focuses on waves in the electron cyclotron

range (ωc,e ≈ ω � ωc,i), this is a reasonable approximation. The conductivity tensor

becomes:
Jx

Jy

Jz

 =


− X

1−Y 2 − XY
1−Y 2 0

XY
1−Y 2 − X

1−Y 2 0

0 0 −X

 ε0ω

i
·


Ex

Ey

Ez


Substituting this matrix for σ into ε.

ε =


1− X

1−Y 2 − iXY
1−Y 2 0

iXY
1−Y 2 1− X

1−Y 2 0

0 0 1−X

 =


S −iD 0

iD S 0

0 0 P


The following definitions have been used:

R = 1− X

1 + Y
, L = 1− X

1− Y
, P = 1−X (2.7)

S =
R + L

2
= 1− X

1− Y 2

D =
R− L

2
=

XY

1− Y 2

where R, L and P are expressions for the right and left hand polarised EM waves and

the electrostatic plasma wave. These will be discussed later in section 2.1.4. This
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matrix for ε can now be put back in M.

M =


ω2

c2
S − k2

‖ −iω2

c2
D k‖k⊥

iω
2

c2
D ω2

c2
S − k2

‖ − k2
⊥ 0

k‖k⊥ 0 ω2

c2
P − k2

⊥

 (2.8)

One can multiply through by c2

ω2 and use N = kc
ω

to work in terms of the refractive

index. By also identifying θ as the angle between k̂ and ẑ then, Nx = N sin(θ), Ny = 0,

Nz = N cos(θ), The following matrix is obtained.

M =


S −N2 cos2(θ) −iD N2 sin(θ) cos(θ)

iD S −N2 0

N2 sin(θ) cos(θ) 0 P −N2 sin2(θ)

 (2.9)

By the Cayley-Hamilton theorem [68] solutions exist for the equation M · E = 0

where Det(M) = 0. Following some algebraic manipulations the cold plasma dispersion

relation can be obtained [69].

tan2(θ) =
−P (N2 −R)(N2 − L)

(SN2 −RL)(N2 − P )
(2.10)

2.1.3 Analysis of dispersion relation

By looking at the dispersion relation (2.10) found from the cold plasma approximation

one can analyse the form of the wave propagating both parallel (θ = 0) and perpen-

dicular (θ = π/2) to the magnetic field.

2.1.3.1 Propagation parallel to the magnetic field

For θ = 0⇒ tan2(θ) = 0 there are three wave solutions of the form:

N2
‖ = L = 1− X

1− Y
; N2

‖ = R = 1− X

1 + Y
; P = 0 = 1−X (2.11)

Two of these modes are the right and left handed circularly polarised electromagnetic

waves (R-mode and L-mode). This can be seen more clearly through the eigenvectors
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which can be identified by considering the middle row of the matrix equation (2.9) with

θ = 0, iDEx + (S −N2)Ey = 0. Thus by substituting N2 = R and N2 = L

iEx
Ey

= −(S −R)

D
= 1

iEx
Ey

= −(S − L)

D
= −1

Therefore the eigenvectors for the right and left handed polarisation are (Ex,iEx,0)

and (Ex,−iEx,0) respectively. The third is the electrostatic wave (eigenvector (0,0,Ez))

with frequency equal to the plasma frequency (ω = ωp,e). As this oscillates parallel

to the magnetic field there is no magnetic contribution to the Lorentz force so the

background magnetic field has no effect on the mode dynamics [70]. The distinct

modes have different phase velocities and so propagate at different speeds giving rise

to independent waves all of which come from the same initial excitation. The R-mode

electric field rotates in the same direction as the cyclotron oscillation of the electrons.

Therefore if the field rotates at the same velocity there is strong absorption of the R-

mode by electrons as they are continuously accelerated [70]. This resonance happens

as N2 → ±∞ corresponding to R → ±∞ meaning that Y → −1. It is noted that

we are looking at the higher frequency electron cyclotron range for which ωc,e has a

negative sign and so Y is negative. Therefore, this happens as ω → ωc,e. At lower

frequencies there will be interaction with the ion cyclotron frequency as L→ ±∞ and

Y → 1. Here we only consider the lower ion frequencies as Y is positive because ωc,i

is positive and ω → ωc,i. It is therefore evident that the same physics occurs for both

modes resulting in two different resonant frequencies. Furthermore for frequencies

just above the cyclotron frequency N2 becomes negative suggesting that the wave

experiences a cut-off and exists in a region of evanescence where N is imaginary [70].

Evanescence in this sense describes the spatial attenuation of a wave that is a result of

kinematic or electromagnetic reasons. Increasing the frequency further, one finds that

N2 becomes positive again allowing the wave to propagate. Consequently there must

exist a frequency for both the L- and R-mode above which the wave can propagate

again. By substituting N2 = 0 into the equation for R-mode in (2.11) one obtains the
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following:

1 + Y = X 7→ ω2 + ωωc − ω2
p ' 0

Note the approximation made earlier neglecting ion contribution is still valid where

the ' has been used to acknowledge the neglected ωc,i terms. The above equation has

one positive root resulting in a cut-off frequency above which the wave can propagate

again. Similarly by considering the L-mode one can find a second cut-off frequency

above the ion cyclotron frequency:

ωR '
| ωc,e |

2
+

√
ω2
c,e

4
+ ω2

p,e; ωL ' −
| ωc,e |

2
+

√
ω2
c,e

4
+ ω2

p,e (2.12)

Each mode has one resonance (R at ωc,e and L at ωc,i) and two cut-off points (R at ωR,

L at ωL).

2.1.3.2 Propagation perpendicular to the magnetic field

For θ → π/2, tan2(θ) → ∞ one finds two propagating wave solutions (for the cold

plasma approximation) which are purely a result of the background magnetic field

interacting with the wave. They take the form:

N2
⊥ = P = 1−X; N2

⊥ =
RL

S
=

(1−X − Y )(1−X + Y )

1−X − Y 2
(2.13)

The first solution has the simplest dispersion relation and is labelled the ordinary mode

(O-mode). It can be seen from the matrix equation (2.9) with θ = π/2 that this solution

has eigenvector (0,−iEx/Y, 0). Subsequently the wave is a linearly polarised purely

electromagnetic wave with its electric field aligned parallel to the background magnetic

field (B0). The second solution has a rather complicated dispersion relation with both

longitudinal and transverse E-field components. Consequently, the propagation of this

mode depends on the strength of B0. Hence this is labelled as the extraordinary mode

(X-mode) with associated eigenvector (Ex, iExS/D, 0). Again the distinct modes have

different phase velocities and so propagate at different speeds giving rise to independent

waves all of which come from the same initial excitation. It is noted that as N2 = 0
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then R, L, P → 0 as for parallel propagation [70]. Hence, the cut-off frequencies are

independent of the angle of propagation and are fully described by the treatment in

section 2.1.3.1. The cut off points at ωR and ωL apply to the X-mode only and the

cut-off at ωp,e applies to the O-mode only. In addition for X-mode, a new resonant

frequency occurs where N2 → ±∞ which arises at the zeros of S.

S = 0 = 1− X

1− Y 2
→ ωUH =

√
ω2
p,e + ω2

c,e (2.14)

This resonant frequency is a mixture of both the electron cyclotron frequency and the

electron plasma frequency and is called a hybrid frequency. Moreover, it is important

to note that this frequency specifically relates to the electron frequencies only and

is called an upper hybrid resonance (UHR) as it is greater than both ωc,e and ωp,e.

Another hybrid frequency can be found by relaxing the stationary ion approximation

which involves the ion frequencies (lower hybrid frequency). The following equation

for the lower hybrid frequency has the form as given in [70].

ωLH =

√
ω2
c,eω

2
c,i + ω2

p,iω
2
c,e

ω2
p,e + ω2

c,e

(2.15)

The lower hybrid frequency lies between the ion cyclotron frequency and electron cy-

clotron frequency. It is noted that if more ion species were introduced one would find

more hybrid frequencies, for each new species, lying between the two ion species. The

cold plasma model does not reproduce the resonant frequencies at the cyclotron fre-

quency. This is because in the cold plasma model the temperature is zero and the

Larmour orbit is zero. Therefore, as viewed from a perpendicular direction there is no

orbital frequency with which to interact. However, I will note here that O-mode and

X-mode both have resonances at ωc,e and ωc,i. As the mathematics is not present a

qualitative explanation is given. For O-mode because E1 ‖ B0 then when ω = ωc,s,

the particle is periodically accelerated in the direction of the magnetic field when the

particle periodically returns to the same point in its Larmor orbit. Similarly for X-

mode, the particle is accelerated periodically, perpendicular to the magnetic field when

the wave electric field periodically aligns with the velocity vector of the particle. To
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conclude, in this model the X-mode has two cut-off points at ωR and ωL and one

resonance at ωUH. O-mode has one cut off at ωp,e.

2.1.3.3 Propagation at arbitrary angle

In the following I have tried to be as careful and logical with the wave mode labelling

as I can. Much of the literature drop specifications and describe wave modes inter-

changeably which can cause confusion. From the above treatment it is evident that the

propagating wave modes can be labelled thoroughly through the following parameters:

� Fast or slow depending on its phase velocity.

� X-mode and O-mode polarisations according to the dispersion relation at θ =

π/2.

� R-mode, L-mode, P-mode polarisations according to the dispersion relation at

θ = 0.

It is noted that the waves may also be labelled according to the shape of the wave

normal surfaces although this will not be discussed here [69]. Due to the principle of

superposition the wave modes at arbitrary angle are some superposition of the pure

mode polarisations found above. The equation to describe cold plasma EM electron

modes at arbitrary angle was developed independently by three scientists H.K Lassen,

E.V. Appleton and D. Hartree and so shall be referred to as the Lassen-Appleton-

Hartree equation. The derivation of the equation is extensive so shall not be included

here and instead quoted as it is written in [69].

N2 = 1− 2X(1−X)

2(1−X)− Y 2 sin2(θ)±∆
(2.16)

∆ = [Y 4 sin4(θ) + 4(1−X)2Y 2 cos2(θ)]1/2

The equation reveals that the solutions to the dispersion relation at θ = 0 are related

to the solutions at θ = π/2 and are not different entities. In fact as the angle is varied

from 0 → π/2, the L-mode ’morphs’ into the slow O-mode and the R-mode into the

X-mode. Therefore at an arbitrary angle one cannot simply define the mode to be
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distinctly O or L or distinctly X or R. The mode has the dispersion relation properties

of the O-mode and is left handed circularly polarised [69]. The ± in the above equation

corresponds to the quasi-transverse propagating L/O-mode (+) and quasi-transverse

propagating R/X-mode (−). As the wave begins to propagate at some angle into the

plasma the solutions split into their respective modes due to different phase velocities

as the slow L/O-mode and fast R/X-mode and slow L/X-mode. I will denote the

slow X-mode as L/X perhaps unusually because this X-mode is reflected at the left

hand cut-off ωL. whereas the fast R/X-mode is reflected at the right hand cut-off ωR

(figure 2.2). Because these modes are formed from the principle of superposition the

individual frequencies identified as the cut-off and resonance apply at arbitrary angle

for the ‘mixed’ modes. Taking the frequencies derived above one can see the hierarchy

of resonant frequencies is as follows for a constant magnetic field and density in an

under dense plasma. The positions of ωL and ωR are different for over dense plasmas.

ωc,i < ωLH < ωL < ωc,e < ωUH < ωR

The cut-off at the plasma frequency is not listed in this hierarchy because its

location depends whether the plasma is under (ωc,e > ωp,e) or over (ωc,e < ωp,e) dense

as described in chapter 1, section 1.3.

Figure 2.1: Illustration of the orientation of the wave vector and background magnetic
field and density gradient. The middle figure illustrates that the wave can have longitudinal
components in a plasma with Ê being the total electric field.

Before tackling more complex problems it is useful to have an understanding of

the physical changes that the wave undergoes during resonance and cut-off. Figure 2.2
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plots the solutions to the dispersion relation at perpendicular propagation for O-mode

and X-mode at a fixed background magnetic field and wave frequency (Y = 0.5). The

plotted solution is in terms of phase and group velocity normalised to the vacuum

velocity as a function of X. The horizontal axis is a function of the plasma density

through ω2
p,e as ω is fixed.

Figure 2.2: The group and phase velocity as a function of X for the O-mode (left) and
X-mode (right) for a fixed wave frequency and background magnetic field (Y = 0.5). The
velocity is normalised to the speed of light in a vacuum. The vertical lines denote the cut-off
and resonance locations. From left to right they are: ωR, ωUH, ωp,e, ωL

One can see that the fast X-mode is reflected from the right hand cut off at

X = 0.5. The slow X-mode solution arises between the UHR at X = 0.75 and the

left hand cut-off at X = 1.5. The slow O-mode experiences its cut off at X = 1.

At a cut off the group velocity goes to zero and the phase velocity goes to infinity

(conservation of energy). As the group velocity carries the information it is logical for

this to decrease to zero and become negative in reflection. At a resonance the same

occurs as the energy is transferred to the resonating species through the phase velocity

rendering the wave’s group velocity zero. It can also be visualised that the wavelength

becomes shorter and asymptotes to zero as it is absorbed. By inputting Y = 0.5 and

X = 1 into equation 2.13 for the X-mode dispersion relation, one can see that the

phase velocity and therefore the group velocity equals the speed of light at X = 1.

2.1.4 Mode conversion

From the determinant of the matrix in equation (2.8) a quadratic in k2
⊥ (a bi-quadratic)

is obtained for arbitrary propagation angle and thus there are two solutions for k2
⊥.

This is the same as the Lassen-Appleton-Hartree solutions discussed above. These
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solutions describe two, real, distinctly separate modes which behave differently from

one another. Mode conversion refers to a region where the dispersion relation of the

wave becomes degenerate so that the two solutions are coincident. Within this region

the wave may convert to behaving as the other mode with an efficiency of ≤ 100%. In

the high density limit where X = 1 (density equals the critical density) and for k̂ ‖

B0 then ∆ = 0 and the Lassen-Appleton-Hartree dispersion relation in equation (2.16)

is identical for the two modes. That is to say that in the case of the slow L/O-mode

in a changing background density, ∇n, the solution to the dispersion relation changes

smoothly becoming degenerate such that a second mode arises, the slow L/X-mode.

One can find a nominal refractive index at which this can occur.

N2
‖,opt =

Y |X=1

Y |X=1 + 1
sin2 θ

At optimum propagation refractive index then there is 100% mode conversion from

O-X and no evanescent region occurs. However if sub optimal, through a change in

propagation angle or plasma parameters then there exists an evanescent region through

which the wave would tunnel. This tunnelling is described by the WKB approximation

and results in a probability of conversion which defines a window of parameter values

for which O-X mode conversion will happen. As the parameter values deviate from the

ideal conversion values the intensity of the produced X-mode reduces and the intensity

of reflected O-mode increases. If no X-mode is produced then there is simply reflection

of the O-mode at the critical density such as when O-mode is incident normal to

the density cut-off surface and reflected back. Previous work by Hansen et. al. [71]

showed that a specific solution to Mjφlhus’ formula [72] was the best description for

the coupling efficiency of O-X mode conversion:

T = exp[−πω
c
Ln

√
Y

2
[2(1 + Y )(N‖,opt −N‖)2 +N2

‖ ]] (2.17)

When the assumptions used so far are relaxed and temperature terms are intro-

duced another solution to the dispersion relation at perpendicular propagation arises.

This is the electron Bernstein wave (EBW) and is fully electrostatic. Similar to the
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plasma oscillation (P-mode) found in parallel propagation the EBW can only be ac-

cessed within the plasma and so must couple to the electromagnetic modes to be

detected outside of the plasma or be excited by an external antenna. The EBW cou-

ples to the X-mode (either fast or slow) at the UHR when the wavelength becomes

shorter and the phase velocity becomes comparable to the electron thermal velocity.

The EBW is formed by collective electron gyromotion which appears as oscillations

in charge density and propagates from the upper hybrid resonance to higher densities

within the plasma. EBW’s are outside of the scope of this thesis and so a detailed

analysis is not presented.

2.1.5 Magnetised 2D plasma slab

The cold plasma model was applied to a 2D slab of magnetised plasma to visualise

how these modes behave in a rudimentary tokamak-like plasma. The y-axis points

perpendicular to the magnetic field (analogous to pointing from the outer wall to the

inner wall of the tokamak) and the z-axis is parallel to the magnetic field as in figure

2.1. The fixed parameters are shown in the table below (the initial θ has been fixed by

fixing k‖).

Parameter Value

ω 6.283× 1010 rad s−1

ne (1019 m−3)y

k‖ 0.34 cm−1

vth 0.05c

B0 0.3êz T

Table 2.1: The fixed parameters of the plasma slab.

Mathematica was used to analyse the matrix in equation (2.10), section 2.1.2.

Firstly the determinant of the matrix (2.9) is taken resulting in the bi-quadratic in k2
⊥

and solved to find the four values of k⊥. The dispersion relations found in section 2.1.2

determine the evolution of the wave as it enters the plasma. From these one can plot

a graph of k2
⊥ vs X(= ω2

p/ω
2) to visualise the behaviour of the different modes.
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Figure 2.3: The behaviour of the wave in terms of the square of its wave vector (right)
perpendicular to the background magnetic field as it propagates through the plasma.The
vertical lines from right to left are the right hand cut-off, the upper hybrid resonance and the
O-mode cut-off. The purple line denotes 2 solutions forward and backward.

The horizontal axis of figure 2.3 is a linear function of the distance into the plasma

as ω2
p,e depends on the density profile which is linear in this model. The vertical axis

shows the orientation of the wave relative to the magnetic field vector as it moves

through the plasma. The solutions to the dispersion relation determine the behaviour of

the waves and thus the path taken. There are two locations where the solution becomes

imaginary, N2 ≤ 0, and one point where the solution diverges, N2 → ±∞. These are

the cut-off/evanescence points where the wave is either reflected or may tunnel through

with a probability as described by the WKB approximation and resonance where the

wave is absorbed.

By plotting the different dispersion relations one finds that the four solutions

of the bi-quadratic in k2
⊥ result in the following waves. The lower line originating

from X = 0, which I will call the first solution, is the fast R/X-mode which splits

off immediately and propagates to the right hand cut-off (ω = ωR). The upper line

originating from X = 0 describes the L/O-mode and contains the second and third

solutions. The second solution is the forward going wave which propagates up to its cut-

off at ω = ωp,e. The third solution is the reflection from that cut-off surface returning

back out of the plasma towards low density. From this figure more information is

revealed about the wave propagation than was revealed by the mathematical analysis

alone. k2
⊥ reduces from its initial value to zero which means that the angle between the

wave-vector and the magnetic field vector is reducing to zero such that it propagates

parallel to the magnetic field at the cut-off.
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At this point the wave enters the region of evanescence (N2
⊥ ≤ 0) and the solution

to the dispersion relation becomes degenerate such the wave is described equally by

the X- and O-modes. There is therefore the possibility for the L/O-mode to convert to

the L/X-mode in this region. In this model the wave continues to propagate, described

by the WKB approximation, in the positive x direction for a small distance. During

which it is converted to the slow L/X-mode with an efficiency given in (2.1.4) which

then reverses direction and propagates towards low density where it is absorbed at the

UHR.

The fundamental resonance and cut-off frequencies change as a function of dis-

tance in to the plasma. Figure 2.4 displays a plot of the frequencies as a function of

X showing the points of intersection with cut-off and resonance and can be compared

directly to figure 2.3. Note the lower hybrid resonance and ion frequencies are too low

to be displayed (of order 107) and do not affect the dynamics of the wave.

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4

X=
Ωp

2

Ω2
0

2´10
10

4´10
10

6´10
10

8´10
10

1´10
11

Ω

ΩR

ΩL

ΩUH

Ωc

Ωp

Ω

Figure 2.4: The change in the fundamental resonance and cut-off frequencies as a function
of distance into the plasma. The horizontal axis is a proxy for distance as it is a function of
the density through ωp,e. Dotted lines denote resonance, solid denote cut-off.

2.2 Computational formalism

2.2.1 Numerical methods

What follows is a brief description of the computational methods that may be employed

to solve Maxwell’s equations and conduct electromagnetic wave analysis in fusion rel-
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evant plasmas.

2.2.1.1 Ray tracing

The most common treatment of wave propagation is through the use of ray and beam

tracing codes. Ray tracing uses geometrical optics to track the path of a single ray

through a plasma with slowly varying refractive index, useful for predicting the beam

path through a tokamak plasma. The ray equations in terms of the determinant of the

dispersion relation matrix D ≡ Det
(
M
)

are:

dr

dt
= −∂D/∂k

∂D/∂ω
;

dk

dt
=
∂D/∂r

∂D/∂ω
;

dω

dt
=

∂D/∂t

∂D/∂ω
(2.18)

Beam tracing takes this approach a step further by launching many rays and by keep-

ing track of the phase of each ray, can account for the interference between the rays

to reconstruct a beam profile at any desired location. An extensive comparison of a

selection of widely used codes is presented in Ref. [73]. These codes do not incorporate

the scattering effects of turbulence on the beam propagation. However, due to the

necessity to predict beam broadening in ITER for considering the power required to

stabilise NTMs, attempts to include statistical models of turbulence have been under-

taken. A number of different methods exist which have been able to demonstrate some

scattering effects which have resulted in predictions of significant broadening of the

ECRH beam on ITER in some scenarios of up to 100% [74–78].

However, the ray formulation is valid only when either the structure size is not

the same order as the wavelength or the fluctuation level is not so large that the

density gradient changes on the same length scale as the wave [69, 70]. Therefore no

one analytic method includes the scattering effect of the full continuous k spectrum

(from small to large structures) of the turbulence nor the full spread in fluctuation

amplitudes observed in a tokamak plasma edge. Though the assumptions above are

always partially valid for some parts of the turbulence spectrum in the edge, it is

certainly not the entire description and could lead to significant underestimates of the

beam broadening they are designed to solve. The issue of beam broadening due to

scattering is addressed in chapter 5.
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2.2.1.2 Finite element and finite volume methods

The finite element and finite volume methods are very similar in that the two methods

split the domain in to local approximations of the global equations. The local approxi-

mations are taken to be either a linear or a polynomial expansion of the global equation

where the smaller the element, the more accurate the final solution is likely to be. The

big advantage for these methods is the ability to define unstructured numerical meshes

where the resolution can be increased and decreased where necessary thus reducing the

overall computational cost. This is very good where the domain consists of complicated

geometries.

2.2.1.3 Finite Difference methods

For the analysis of wave mechanics finite difference methods are not limited in the

ways ray tracing codes are. Because this method directly solves Maxwell’s equations

it is referred to as full-wave and includes both the effects of multi scale turbulence and

cross polarisation scattering within the formulation of the wave mechanics (see section

2.1.2). Furthermore full-wave methods are able to use a more complete description

of the turbulence, generated by specific fusion plasma turbulence codes. The output

from gyrokinetic, gyrofluid or fluid models of a tokamak edge can be used as direct

input (see section 5.3.2). Full wave simulations are generally computationally expensive

compared to the ray tracing methods described above and in the past have been used

to look at specific problems which require a treatment using the full description of the

wave mechanics. The results from these full-wave codes are often used to benchmark

the ray codes with the inclusion of statistical turbulence. Two common methods are

the time domain and the frequency domain methods. The frequency domain method

has no time steps for which to iterate and is run as a steady state simulation usually

involving a sparse matrix with tens of thousands of elements in each dimension. The

method is limited to a single frequency and so is not useful for Doppler reflectometry

methods needed here. The time domain method must iterate over many time steps in

order to reach a steady state but can incorporate a spectrum of frequencies within a

single simulation domain. Furthermore the visualisation of data in the time domain is
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a more intuitive way to understand the physics making it easier to present and discuss

new results.

2.2.2 FDTD for EMIT-3D

The algorithm for solving Maxwell’s equations in EMIT-3D along with the plasma re-

sponse was the work of a previous Ph.D. student and so an in depth discussion of the

choice of algorithm and its stability is not included here. For more information on this

the reader is directed to T. R. N. Williams “Full-Wave Simulation of High-Frequency

Electromagnetic Propagation Through Inhomogeneous Plasma”: Ph.D. thesis, Univer-

sity of York (2014) [79]. What follows is an overview of the method.

Figure 2.5: The Yee cell showing a single unit cell of the algorithm. The mag-
netic and electric field components are staggered with their locations determined by the
curl operator for their individual equations. The coordinate axis is as follows: z-axis
is vertical, y-axis is horizontal and x-axis is in to/out of the page. Figure taken from
https://fdtd.wikispaces.com/Indexes.

EMIT-3D utilises the finite difference time domain (FDTD) approach to solve

Maxwell’s equations along with a plasma response. The algorithm for applying cen-

tred differencing to Maxwell’s equations was first described in 1966 by Yee [80] and
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is sometimes refereed to as the Yee algorithm. The Yee algorithm has since been ap-

plied many times to a wide range of electromagnetic wave problems and has become

a standard method. For this reason the finer details will not be discussed and for

a more comprehensive review the reader is directed to the textbook by Taflove and

Hagness [81].

The Yee algorithm is best visualised in Cartesian coordinates as a unit cell shown

in figure 2.5, where the components of the waves electric and magnetic fields are stag-

gered. The staggering of the fields is a natural consequence of the curl operators. To

illustrate this statement and to aid the diagram of the Yee cell, the set of equations

(2.19) and (2.20) are given which display Maxwell’s equations in component form. The

equation for Ex depends on the spatial derivative of Bz in the y direction and the

spatial derivative of By in the x direction. The highlighted Ex component in figure 2.5

is shown to be surrounded by the relevant magnetic field components on the relevant

axes. This can be shown to be true for all components of both Maxwell equations used

in this thesis

∂Ex
∂t

=
1

µ0ε0

(
∂Bz

∂y
− ∂By

∂z

)
− 1

ε0
Jx

∂Ey
∂t

=
1

µ0ε0

(
∂Bx

∂z
− ∂Bz

∂x

)
− 1

ε0
Jy

∂Ez
∂t

=
1

µ0ε0

(
∂By

∂x
− ∂Bx

∂y

)
− 1

ε0
Jz

(2.19)

∂Bx

∂t
= −

(
∂Ez
∂y
− ∂Ey

∂z

)
∂By

∂t
= −

(
∂Ex
∂z
− ∂Ez

∂x

)
∂Bz

∂t
= −

(
∂Ey
∂x
− ∂Ex

∂y

) (2.20)

∂

∂x
u|ni,j,k =

1

∆x

(
u|ni+1/2,j,k − u|ni−1/2,j,k

)
+O

[
∆x2

]
∂

∂t
u|ni,j,k =

1

∆t

(
u|n+1/2
i,j,k − u|n−1/2

i,j,k

)
+O

[
∆x2

] (2.21)
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The notation for a scalar field component at a given grid location and time will be

u(i∆x, j∆x, k∆x, n∆t) = u|ni,j,k which is used in the equations for calculating centred

differences shown in (2.21). The combination of the two centred difference equations

for time and space results globally in a second order accurate approach.

Ex|n+1
i+1/2,j,k = Ex|ni+1/2,j,k

+
c2∆t

∆x

[
Bz|n+1/2

i+1/2,j+1/2,k −Bz|n+1/2
i+1/2,j−1/2,k −By|n+1/2

i+1/2,j,k+1/2 +By|n+1/2
i+1/2,j,k−1/2

]
− ∆t

ε0
Jx|n+1

i+1/2,j,k

Ey|n+1
i,j+1/2,k = Ey|ni,j+1/2,k

+
c2∆t

∆x

[
Bx|n+1/2

i,j+1/2,k+1/2 −Bx|n+1/2
i,j+1/2,k−1/2 −Bz|n+1/2

i+1/2,j+1/2,k +Bz|n+1/2
i−1/2,j+1/2,k

]
− ∆t

ε0
Jy|n+1

i,j+1/2,k

Ez|n+1
i,j,k+1/2 = Ez|ni,j,k+1/2

+
c2∆t

∆x

[
By|n+1/2

i+1/2,j,k+1/2 −By|n+1/2
i−1/2,j,k+1/2 −Bx|n+1/2

i,j+1/2,k+1/2 +Bx|n+1/2
i,j−1/2,k+1/2

]
− ∆t

ε0
Jz|n+1

i,j,k+1/2

(2.22)

Bx|n+1/2
i,j+1/2,k+1/2 = Bx|n−1/2

i,j+1/2,k+1/2

− ∆t

∆x

[
Ez|ni,j+1,k+1/2 − Ez|ni,j,k+1/2 − Ey|ni,j+1/2,k+1 + Ey|ni,j+1/2,k

]
By|n+1/2

i+1/2,j,k+1/2 = By|n−1/2
i+1/2,j,k+1/2

− ∆t

∆x

[
Ex|ni+1/2,j,k+1 − Ex|ni+1/2,j,k − Ez|ni+1,j,k+1/2 + Ez|ni,j,k+1/2

]
Bz|n+1/2

i+1/2,j+1/2,k = Bz|n−1/2
i+1/2,j+1/2,k

− ∆t

∆x

[
Ey|ni+1,j+1/2,k − Ey|ni,j+1/2,k − Ex|ni+1/2,j+1,k + Ex|ni+1/2,j,k

]

(2.23)

By rearranging the time evolution equation to be in terms of the next time step

we see that the next time step relies on the previous value (held in memory) and the

current calculation. This has the advantage of reducing memory requirements because
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one need only store a single array for the current time step in memory and then simply

overwrite that array on each update. The equations for the E and B components are

coupled, so in order to calculate the update on a single time step the update equations

must be staggered in time, known as the leapfrog method. The update in time for B

will rely on the current value of B held in memory minus the curl of E using the E

values stored in memory from 1/2 time step earlier. The same method is then applied

to E and is a fully explicit approach to time integration. The set of equations (2.22)

and (2.23) display the computational form of Maxwells equations used in EMIT-3D.

The substitution c2 = 1/µ0ε0 has been used and the negative signs have been multiplied

through the brackets within the difference equations. Within EMIT-3D the definition

of the Courant-Friedrichs-Lewy (CFL) number = c∆t/∆x is used to define the ratio

of the temporal and spatial steps. The CFL condition, which will be discussed in the

next chapter, defines the stability of the code and is kept at a constant value for the

optimum stability of the simulation in question, in 3D CFL =
√

3c∆t/∆x .

The above equations describe an electromagnetic wave propagating through vac-

uum space if J is set to zero. Within a dielectric medium such as a plasma there

exists current sources and sinks, which manifest through the current density term J

in Maxwell’s equations and cannot be neglected. Maxwell’s equations are currently

the most complete description of electromagnetism, it is therefore through the current

density term that the physics model of the medium is included and assumptions begin

to be made. This is discussed in the following section.

2.2.2.1 Inclusion of a plasma response

The momentum equation describes the physics of interest to the wave. This is given

in its full form in equation (2.24) where the left hand side is the convective derivative

(D/Dt = ∂/∂t + (v · ∇)) of the fluid velocity v within a fluid flow velocity v. The

second term on the right hand side involving νe,i is the momentum exchange between

electrons and ions (like particle collisions do not exchange the total momentum as it is

averaged out over all particles of that species), ∇p the plasma pressure gradient which

exchanges momentum across a volume element by particle thermal motion. All other
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terms have their usual meanings.

m

(
∂v

∂t
+ (v · ∇)v

)
= q(E + v ×B)− νe,im(ve − vi)−

∇p
n

(2.24)

The first simplification applied is the cold plasma model which means that the tem-

perature term can be removed. In the previous section it was shown that all of the

plasma modes except the EBW and its conversion can be captured using the cold

plasma model. Within this thesis the plasma wave interactions will always be far away

from EBW relevant parameters. Next the plasma is assumed to be collisionless; a

low collisionality plasma is the operating regime for most current and all future toka-

mak plasmas. Thirdly the contribution from ions is neglected because the frequency

range of waves considered within this thesis is four orders of magnitude higher than

the frequency range of the ion relevant resonances and cut-off points. These first set

of assumptions result in the electron fluid equation of motion shown in (2.25). The e

subscripts are dropped from the vectors.

me

(
∂v

∂t
+ (v · ∇)v

)
= −e(E + v ×B) (2.25)

In order to identify an update equation for the current density one must substitute

in using its definition J = −env. However, the desired update equation is for the

perturbation in the current density resulting from the wave interaction therefore both

of these equations must be linearised. In this way the field vectors are defined as

A = A0 + δA1 + O(δ2), where the subscript 0 defines an inherent plasma field and

the subscript 1 is induced by the wave. The method involves taking finite centred

differences to calculate the derivatives. It is noted that this was not done before

for E and B because Maxwell’s equations are by definition linear so already describe

the perturbation. The justifications for the cancel to zero notation is provided after

equation (2.27).

���
0

J0 + δJ1 = −e(���:0n0v0 + δn0v1 + δn1v0 +���
��:0

δ2n1v1) (2.26)
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�
�
��7

0
∂v0

∂t
+ δ

∂v1

∂t
+���

���:
0

(v0 · ∇)v0 + δ(v1 · ∇)v0 + δ(v0 · ∇)v1 +���
���

�:0
δ2(v1 · ∇)v1 =

− e

me

(��>
0

E0 + δE1 +���
��:0

v0 ×B0 + δv1 ×B0 + δv0 ×B1 +���
���:

0
δ2v1 ×B1)

(2.27)

The high orders of δ2 in both equations are removed as negligible and all of the

terms which totally involve a subscript 0 i.e ((v0 · ∇)v0) cancel each other out on the

left and right hand side of the equation as the equilibrium fields. These are identified

with the cancel to zero notation. It is noted that in equation (2.26), this means that

the substitution definitions become J0 = −en0v0 and J1 = −e(n0v1 + n1v0). The

background magnetic field is assumed to be slowly varying on the length scale of the

wave (∇×B0 → 0) which results in the background current density J0 tending to zero

because the background electric field is constant on the time scale of the wave (see

equations (2.2)). The fluid flow velocity v is made up of the parallel and perpendicular

fluid flows. The perpendicular velocity of the fluid flows are drift velocities which are

small compared to the velocity of the wave (of the order 10 km s−1) therefore the

perpendicular fluid flow velocity contribution to v0 is negligible. Because the thermal

velocity has random direction it does not contribute to the fluid flow, and the parallel

fluid flow velocity comes solely from the background current density, which as explained

before is assumed to be negligible. It must be noted that in the presence of magnetic

shear (non zero v0 and J0), effects on the wave mechanics should only become noticeable

near a cut-off point where the group velocity becomes small and therefore comparable

to the velocity of the current carrying fluid. This will be discussed further in the future

work section of chapter 7. After dividing through by δ, we now have the following

equations:

J1 = −en0v1

∂v1

∂t
= − e

me

(E1 + v1 ×B0)
(2.28)

The substitution for the current density is now made by multiplying through
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by −en0 which allows for the definition of the plasma frequency and the cyclotron

frequency. The background magnetic field is absorbed into the cyclotron frequency

leaving the unit vector resulting in the following equation.

∂J1

∂t
= ε0ω

2
p,eE1 − ωc,eJ1 × B̂0 (2.29)

From here the subscript 1 will again be dropped. The current density evolution equa-

tion couples the wave electric field to the plasma density through ω2
pe = e2ne/meε0 and

the current density to the background plasma magnetic field, B0, via ωce = eB0/me.

To get the discretised update equations we first write equation (2.29) in matrix form:

J̇ = PJ + ε0ω
2
p,eE (2.30)

where

P =


0 −B̂zωc,e B̂yωc,e

B̂zωc,e 0 −B̂xωc,e

−B̂yωc,e B̂xωc,e 0

 (2.31)

The solution to this equation was described previously in [79], therefore here the

solution is stated. However within this thesis the edit ν = 0 (zero collisionality) has

been made:

J|n+1/2 = ΘJ|n−1/2 +
ε0ω

2
p,e

ω2
c,e∆t

ΞE|n (2.32)

In the E update equations (2.22), the ∆t/ε0 constant that is multiplying the J is now

multiplied through which removes the ε0/∆t multiplying the E in (2.32). The following

definitions have been used in (2.32):

Θij = BiBj[1− cos(∆tωc,e)]− εijkBk sin(∆tωc,e) + δij cos(∆tωc,e) (2.33)
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Ξij = BiBjα− εijkBkβ + δijγ (2.34)

α = ω2
c,e − ωc,e sin(∆tωc,e) (2.35)

β = ωc,e − ωc,e cos(∆tωc,e) (2.36)

γ = ωc,e sin(∆tωc,e) (2.37)

Here εijk is the Levi-Cevita symbol, δij is the Kronecker delta symbol and Bi is the

vector component of the magnetic field where the magnitude is contained in ωc,e. The

equation requires the electric field E to have been updated and must use the previous

value of J which means it must be evaluated after both, on the same half time step as

B. Furthermore because it does not take a derivative of E and uses the value from one

half time step earlier it must be evaluated on the same spatial location as E in the Yee

cell. Therefore the following update equations can be written:

Jx|n+1/2
i+1/2,j,k = Θ1,1Jx|n−1/2

i+1/2,j,k + Θ1,2Jy|n−1/2
i,j+1/2,k + Θ1,3Jz|n−1/2

i,j,k+1/2

+ ω2
p,e

(
Ξ1,1Ex|ni+1/2,j,k + Ξ1,2Ey|ni,j+1/2,k + Ξ1,3Ez|ni,j,k+1/2

)
Jy|n+1/2

i,j+1/2,k = Θ2,1Jx|n−1/2
i+1/2,j,k + Θ2,2Jy|n−1/2

i,j+1/2,k + Θ2,3Jz|n−1/2
i,j,k+1/2

+ ω2
p,e

(
Ξ2,1Ex|ni+1/2,j,k + Ξ2,2Ey|ni,j+1/2,k + Ξ2,3Ez|ni,j,k+1/2

)
Jz|n+1/2

i,j+1/2,k = Θ3,1Jx|n−1/2
i+1/2,j,k + Θ3,2Jy|n−1/2

i,j+1/2,k + Θ3,3Jz|n−1/2
i,j,k+1/2

+ ω2
p,e

(
Ξ3,1Ex|ni+1/2,j,k + Ξ3,2Ey|ni,j+1/2,k + Ξ3,3Ez|ni,j,k+1/2

)

(2.38)
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Chapter 3

EMIT-3D

3.1 Code development

The following details the work done by the author in developing EMIT-3D from the

initial code that was developed by T. R. N. Williams [79].

3.1.1 3D Parallelisation

The most significant modification made was to write EMIT-3D so that it was fully

parallelised in all three dimensions which necessitated rewriting the entire code. The

parallelisation is required to ensure that the code scales well enough to be used effi-

ciently on large supercomputers. This first development phase was essential considering

the long term goal for EMIT-3D is to perform fully 3D Doppler reflectometry simula-

tions of SAMI that require a large number of time iterations to resolve the frequency

shifts in a large spatial grid.

The computational domain of EMIT-3D is a cuboid Cartesian grid of equal grid

spacing ∆x, where the size in each dimension (nx, ny, nz) is set by the user in the

input deck. The most obvious way to parallelise is to split the domain into a number

of smaller cuboids, which are equal in number to the number of processes requested.

Each cuboid is created on its allocated process and therefore only holds data for its

portion of the grid. The processes communicate with adjacent processes in between

each leapfrog update time-step. In this way the B- and J-fields are communicated first

after their update followed by the E-field one half time-step later after its update:
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i. Begin time-step 1.

ii. Update current density and magnetic field on local process.

iii. Communicate the new current density and magnetic field values at the edge of the

cuboid on the local process to adjacent processes.

iv. Update electric field on local process.

v. Communicate the electric field values at the edge of the cuboid on the local process

to adjacent processes.

vi. Begin time-step 2.

The communication is achieved via ghost cells of single cell thickness which sur-

round the cuboid and do not themselves update. Each of the fields, E, B, J, have three

components stored in memory which all need to be communicated. Consequently, each

of the 9 field arrays all have a ghost cell layer surrounding them. Information is sent

from the real layer in one process to the ghost layer in the adjacent process. In this

way the ghost cells act as a bridge between the adjacent process’ real layers (see figure

3.1). The ghost cell itself cannot update as it is the final grid point in the array on

the local process and the finite differencing scheme of the spatial derivatives requires a

point on either side. The real layer therefore uses the ghost layer when it updates and

information is passed seamlessly.

Within the code, OpenMPI is used as the message passing interface (MPI) which

is initialised immediately as the code starts using MPI_INIT(). A function has been

written that defines the number of processes that will be present in each direction,

given the total number of processes requested. The output is then used by the function

MPI_CART_CREATE() which creates a Cartesian grid of processes, ranked in a logical

manner (MPI_CART_RANK()), with each process assigned a Cartesian co-ordinate

(MPI_CART_COORDS()) with which to be referred to. In this way the physics of

the domain such as the density, antenna and background field profiles can be defined

on each process for its portion of the global 3D grid by referencing its own location in

Cartesian coordinates. Furthermore, the MPI_CART_RANK() function can be used
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locally to return the rank of any other process by using the co-ordinates of that process,

which allows the send and receive functions to index the adjacent processes easily.

Figure 3.1: A 2D illustration of the transfer of data between ghost cells and the real cells.
Each square denotes one memory unit of type double in the code which corresponds to one
component (x, y, z) of one of the fields (E, B, J) on a single grid point. The red cells are the
boundary layer and the blue cells are the first real layer. The white space denotes multiple
cells until the centre of the local process’ grid.

3.1.2 Boundary conditions

The boundaries use a damping layer to reduce the wave amplitude such that the re-

turned power is negligible, thus simulating an infinite box. A perfectly matched layer is

not implemented due to the high complexity and large amount of Ph.D. time required to

implement in 3D. Within the boundary layer each component of the wave electric field is

multiplied by a parabolic function D(r) of the form D(r) = 1+ 13
T

((r−dbound)/dbound)3,

where T is the wave period, dbound is the boundary thickness and r ≤ dbound. It is im-

portant to note that two types of reflections occur from the boundary layer. The

dominant reflection is the one from the last physical grid point; the second more subtle

reflection is a reflection from the gradient of the damping profile which is a result of

the numerical stepping of the damping function.
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The parabola is a function of the wavelength and the period T so then the gra-

dient changes adaptively with the simulation parameters. If a simulation has a larger

time step for a given spatial step then the wave will be travelling at a larger effective

velocity through the grid. It will therefore ’see’ a steeper gradient than one going at

a slower effective velocity with smaller time step and will reflect more strongly off the

gradient. Similarly if a low resolution spatial step is defined then the parabolic function

will become less smooth with larger steps resulting in larger reflections. An adaptive

boundary is therefore required. These kinds of reflections are not strongly dependant

on the functional multiplication factor and so the value of 13 is arbitrary and different

values are acceptable to adaptively reduce the gradient and minimise reflections from

the gradient. Moreover, it was more important to choose the correct functional form

which ensures a gradual fall off. A number of different functional forms are shown in

figure 3.2.

The largest contribution to the total damping of the wave and its reflections from

the damping function gradient is the boundary thickness. Any wave travelling through

the boundary will be reflected at the last grid point and travel back through the same

damping layer. In this way the damping power of a layer is doubled. Through a series

of tests it was found that a boundary layer of three vacuum wavelengths consistently

resulted in a relative reflected wave amplitude of less than 10−4 (a power of less than

10−8) back into the computational grid.

Figure 3.2: Left: A 2D illustration of the damping field used in the boundary layer. The
field is smoothed around the corners of the domain so then there are no reflections from
discontinuities at the corners. The units are in grid points as the domain size and damping
layer structure is dependant on the simulation parameters. Right: Showing the functional
form of the damping field in green for a 25 grid point per wavelength resolution. The dashed
lines show other tested forms that were not used and the vertical line shows the boundary-
domain interface.
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The boundary layer function must be implemented in the code in such a way as to

ensure a smooth transition between two different axes at the corners of the simulation

domain. Strong reflections occur at the corners if a discontinuity is present in the

damping profile which in some circumstances can lead to an instability. In order to

remove this problem the damping layer grid is initialised to an array of ones instead

of zeros which enables the multiply-equals operator (∗ =) to be used to assign the

function to each grid point. When this is done in a loop over the three co-ordinate

axes then a smooth profile is obtained as shown in the left hand image of figure 3.2.

The result is a reflected wave amplitude from the corners which is the same as from

any other location on the boundary.

3.1.3 Antenna array

The antenna employs the full expression for a 3D Gaussian beam (3.1) which excites

a single directional component of the wave electric field in the x direction.

E(r, z) = E0x̂
w0

w(z)
exp

[
− r2

w(z)2

]
exp

[
−i(kz + k

r2

2R(z)
− ψ(z))

]
sin(ωt) (3.1)

w(z) = w0

√
1 +

(
z

zR

)2

R(z) = z

[
1 +

(zr
z

)2
]

ψ(z) = arctan

(
z

zR

)
zR =

πw2
0

λ

(3.2)

This expression includes a term describing the waist radius w0 which is the radius

of the beam at the focal point. For a non focussed beam such as those used for ECRH

in tokamaks this would be the radius of the beam as it leaves the launcher after which

it will diverge. Therefore, within EMIT-3D this defines the radius of the beam at

the antenna unless a focal distance z0 is defined as non zero. The radius is defined
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as the distance from the centre of the beam where the amplitude falls to 1/e of its

peak value at the centre. This corresponds to a power factor of 1/e2. The radius at

any given location along the trajectory is defined as w(z), r is defined as the radial

distance from the centre axis and z is the axial distance from the waist. R(z) is the

radius of curvature of the wave fronts and ψ(z) is the Guoy phase which is an extra

phase term beyond that attributed to the phase of the light which accounts for the

apparent increase in the wavelength and phase velocity near the waist. Each term is

defined in the list of equations (3.2). Figure 3.3 shows an O-mode polarized beam in a

homogeneous background plasma and magnetic field.

Figure 3.3: 3D output from EMIT-3D with the boundary layers removed showing an O-
mode polarised wave in a homogeneous background plasma and magnetic field. Points of
constant wave electric field are plotted resulting in disc shaped contours. The axes are in
grid points because the simulation applies to any wavelength. The left image shows an early
point in the simulation showing the antenna launching a Gaussian beam from z = 100. The
right image shows a later point in time.

Using the full expression allows the beam to be phased across the array so that

the resulting beam propagates at any angle chosen. To do this in 3D, r and z have been

written in terms of their x, y and z components in spherical polar coordinates. In this

way one can define the beam k vector in terms of θ and φ from the z-axis. Equations

(3.3) show how this is done and a phased beam can be seen later in section 3.1.5.

r2 = (x− x0)2(sin(φ) + cos(θ) cos(φ))2 + (y − y0)2(cos(φ) + cos(θ) sin(φ))2

z = (x− x0) sin(θ) cos(φ) + (y − y0) sin(θ) sin(φ) + z0

(3.3)

The antenna acts as a soft-source which means it is transparent to any waves

in the simulation domain which makes it ideal for reflectometry simulations. The soft
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source is achieved by using the plus-equals operator (+ =) to impose the field which

adds the antenna field to the field already present without removing it. By carefully

selecting the orientation of the beam propagation and the magnetic field vector, one

can excite pure single polarisation modes or any specific mixture of polarisations.

3.1.4 NetCDF I/O and 3D visualisation routine

Network Common Data Form (NetCDF) was chosen as the format for inputting and

outputting data. The format is machine independent and is widely used in the scientific

community with the software libraries being readily available and usually pre-installed

as a module on large computing institutions. Each process creates its own NetCDF

file and writes the data for its portion of the grid to file. The user may specify which

component of the wave electric field to write and select the location of a 2D slice in

each of the three dimensions. The user may also write 3D information which will be

discussed next. NetCDF allows each variable stored to be named arbitrarily so that it

can be easily identified. Parallel NetCDF is available where each process can write to

the same file so that a single coherent file is generated rather than one for each process.

However, this feature is not currently used in EMIT-3D because the necessary modules

are not always installed on supercomputing machines and it would make EMIT-3D less

portable. When this feature does become more widespread it will be implemented.

In order to regroup the files a serial code called RegroupNetCDF.c is used which

collects the data from each process. The user needs to state the path to the files

and whether one or more simulations will be collected. If more than one simula-

tion is to be collected then each folder must be named in numerical order n, such as

/path/to/simulations/run-n/. The regroup routine outputs a separate NetCDF file for

each write plane and for the 3D visualisation. The user is asked to specify whether to

remove the boundaries, if an RMS of the electric field is to be calculated and if the

total electric field is calculated from the components. If so, the total electric field is

written to a separate file containing all of the planes and the RMS electric field.

The 3D visualisation routine provides qualitative information only in order to

aid understanding of what the physics of the wave propagation looks like. This is
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very useful for giving talks where it is difficult to explain a 3D simulation with 2D

images. Moreover, this routine has proven useful in picking up behaviour that is not

always seen in the 2D slices or the quantitative analysis. In a 3D grid of doubles

(8 bytes) the data storage requirements become enormous. For example, in a rather

small simulation with an equal 250 grid point cubic grid, a resolution of 20 grid points

per wavelength resulting in 60 grid point boundaries, for 500 time-steps, the memory

storage requirements would be 3703 × 8 × 500 = 202.6 GB. Removing the boundaries

and converting to floats (4 bytes) still results in 31 GB. To resolve this issue, EMIT-

3D instead writes to file the integer grid point location (storing x, y and z) where the

electric field is approximately equal to the waist radius of the beam. This is the default

setting and any other electric field value can be defined. The approximation is defined

as a range, δ, that the field must lie between as it will rarely be an exact value on any

grid point. In this way surfaces of iso-electric field are stored and can be plotted on

a scatter plot which reproduces the wave fronts as seen previously in figure 3.3. This

method stores an array of shorts (2 bytes) of the form [T, P, D] where T is the total

time-steps, P is the total number of points in that time-step and D is the stored x, y

and z location. Even with 10 000 iso-electric field points in each time-step, for 2000

time-steps, the memory requirements are 0.125 GB. This value of 10 000 points per

time-step has never been reached even for the largest simulations and a common value

is 6000. This results in a very efficient way of storing the 3D data. All of the 3D

visualisations in this thesis are produced in this way.

3.1.5 Benchmarking - dispersion relation

EMIT-3D has been benchmarked at numerous stages along the development process.

The initial benchmarking task was to reproduce the properties of the dispersion relation

for both O-mode and X-mode. A series of simulations were conducted where the

homogeneous plasma density was changed in each simulation scanning from low to

high density. The magnetic field was kept constant and homogeneous and orientated

so that either pure O-mode or pure X-mode was present in the simulation domain

depending on the scan. The scan in density was to reproduce the behaviour of the
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wavelength of the wave near to a cut-off point and a resonance. The results are shown

for both O-mode and X-mode in figure 3.4. The simulation was large enough for 10

vacuum wavelengths, at a resolution of 30 grid point per wavelength. The CFL number

was 0.5 and the data was collected after steady state for 200 wave periods. Both the

spatial resolution and time resolution are well within the theoretical region of stability

resulting in high accuracy. The size of the domain and length of the simulations ensured

a good ensemble average resulting in high precision. The blue dots represent the output

from the simulation and the red line is the analytical expression. Excellent agreement

is found for both O-mode and X-mode.

Figure 3.4: Relationship between the wavelength and plasma density calculated analytically
using the dispersion relation (red line) and numerically from the output from EMIT-3D (blue
dots). The left figure is O-mode and the right is X-mode.

Subsequently the code was then used along with a 2D full wave code IPF-FDMC

which was developed at the University of Stuttgart to conduct the research in chapter

4. Excellent agreement was found between the two codes and accordingly this acts as

a further benchmark of EMIT-3D. The next section will discuss the development of

EMIT-3D for reflectometry use, during which further benchmarking is performed.

3.1.6 Scalability

EMIT-3D prints the run time of the simulation to the machine output file at the end of

every simulation. During the campaign on the Helios supercomputer many simulations

were conducted for the reflectometry discussed at the end of this chapter, the work

in chapter 4 and a small part of chapter 5. This resulted in a large amount of run

time data for a wide range of grid sizes and cores which allowed a scaling law to be
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produced:

T = (0.7033× 10−4 + 2.45× 10−9C−1.06P 1.07)× τ (3.4)

T is the time in minutes, C is the number of cores, P is the total number of grid

points and τ is the number of simulation time steps. The scalability for this method

of parallelisation results in a near doubling of the speed when doubling the number of

cores. Notable loss in this scalability trend is only encountered when a large fraction

of the split cuboid is taken up by ghost cells. This occurs at a ghost cell to real cell

ratio of > 12% which can be seen in figure 3.5.

Figure 3.5: Scaling of EMIT-3D on the Marconi super computer. The black dashed line
is when the scaling is broken and marks the point when the ratio of ghost cell to real cell
reaches greater than 12%. N is the total number of grid points in run 1 which equals 512000.

3.2 Development for reflectometry and SAMI mod-

elling

3.2.1 Density profile functions

A wave propagating up a non-turbulent electron density gradient will reflect from a

flat surface where the plasma frequency is equal to the wave frequency. Within a

tokamak edge region, a steep plasma gradient exists which gives rise to large plasma

54



Chapter 3. EMIT-3D 3.2. Development for reflectometry and SAMI modelling

density fluctuations. The plasma turbulence creates a cut-off surface which is no longer

flat but rough, whose shape can be modelled as the superposition of many sinusoidal

waves. The waves reflect according to the Bragg law given in (3.7). The first step

towards developing EMIT-3D for reflectometry was to include analytic function for a

sinusoidal corrugated density profile that would be superimposed on top of a hyperbolic

tangent density gradient. Figure 3.6 shows the output from EMIT-3D showing a slice

through two different corrugated density profiles. This formulation isolates the effect

of a single structure by imposing a sharp step-like gradient. The options to change the

amplitude and wavelength of the sinusoid appear in the input deck. The amplitude acts

as a proxy for the radial correlation length whilst the wavelength corresponds to the

binormal correlation length with the magnetic field homogeneous and into the page.

Binormal refers to a direction perpendicular to the magnetic field vector and the radial

direction. A velocity may be given to these functions in 2D by simply recalculating

the function after each time step with a phase shift. By phasing the array antenna

any angle of beam propagation may be chosen. In this way investigations of Doppler

reflectometry may be carried out where the specific plasma properties of correlation

length can be isolated and studied.

Figure 3.6: An analytic density function showing two different corrugated density profiles
with a sharp step-like density gradient from low density (blue) to above cut-off (red). The
axes are in grid points because the simulation applies to any wavelength or structure size.
The axes are also arbitrary and this structure can be defined along any axis.
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3.2.2 Interpolation for moving density

In some cases it may be necessary to model reflectometry with a more realistic density

profile such as those generated from a dedicated turbulence code. For such profiles one

must use an alternative method to apply a velocity to the density. The applied velocity

will rarely move the density profile by exactly one grid point per time step; therefore an

interpolation routine is used to transport the profile. A built in interpolation function

does not exist in C programming which leaves the programmer with the option of

writing their own or importing a library. In EMIT-3D an open source interpolation

library called einspline is implemented [82]. Einspline is a C library for creating and

evaluating cubic basis splines (B-splines) in 1D, 2D and 3D. In EMIT-3D only the

2D functionality is employed because the turbulence profiles are 2D in nature and

simply extended along field lines into 3D. Consequently, interpolation in this direction

is unnecessary. The method employed in EMIT-3D is as follows:

i. Identify how many extra grid points of turbulence data are needed in each axis for

the specified run time and velocity vector and hold these extra data points in a

2D array.

ii. Place the next required data point in the ghost cell on the side of the domain from

which the new data is moving.

iii. Communicate the density between all adjacent processes such that the density in

the final real layer of one process is in the ghost layer of the adjacent process and

vice-versa.

iv. Create the B-splines on each local process using the ghost cells as the final points.

v. Evaluate the B-splines using the grid co-ordinates shifted by the velocity vector.

vi. Check if the turbulence has moved by more than one grid point. If so then begin

from ii. If not then begin from v.

The communication of the density profile to adjacent processes is achieved in

exactly the same way as described in section 3.1.1. The density of the adjacent process’
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real cell needs to be communicated to the ghost cell of the current process to ensure

the B-spline is continuous across the parallelised domain.

3.2.3 Benchmarking - reflectometry

3.2.3.1 Doppler shift from flat cut off surface

As a first test in the benchmarking phase a simple flat cut off surface normal to the

beam propagation was placed in the simulation domain and was given a velocity in

the same direction as the propagating beam to induce a red shift. The aim of the

benchmark was to recover the velocity that was given to the moving density surface

by analysing the time trace of the reflected O-mode wave electric field at the antenna

plane by means of a Fourier transform. The Doppler shift is calculated by the radar

Doppler shift equation:

fD ≈ 2
v

c
fprobe sin(θ) (3.5)

where θ is the angle between the beam wavevector and the orthogonal direction

to the velocity vector, in this case the normal to the cut-off surface. The frequency

bin space in the Fourier spectrum is fbin = 1/T , where T is the total acquisition time.

Therefore, to resolve the Doppler shift to 1 bin space, one must run the simulation for

1/fD time steps. Consequently, a simulation must be run for 100 times this value to

resolve to an error of 1%. It is important that high resolution is attained because if a

Doppler shift lies between 2 bins with low resolution the power is spread across these

bins and neither the peak amplitude nor a correct Doppler shift can be resolved. This

is a result of sampling over a non integer number of wave periods known as spectral

bleeding. One way to resolve the amplitude is to manually change the bin size after a

simulation by taking the Fourier transform of less time steps until the peak lies exactly

on a bin. This way the peak return amplitude can be extracted accurately. This vastly

reduces the accuracy on the frequency so cannot be used to extract a frequency.

The first instability encountered was due to the spatial and temporal resolution
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chosen which caused the electric field amplitude to go to infinity after approximately

20 000 time steps. The default parameters are 20 grid points per wavelength with a

CFL condition of 0.5 which is stable for the default simulation time of less than 10

000 time steps. The CFL condition which specifies the limit of stability for the code

can be seen as a proxy for the wave group velocity through the grid in a vacuum. The

default value of 0.5 results in a movement of the wave front by one grid point every two

time steps. The CFL condition can be thought of as a limit to how low the combined

resolution can be in both time and space. Intuitively the structure of the wave can be

missed by poor spatial resolution, yet if this is combined with poor time resolution then

a large fraction of the wavelength moves in each time step, such that the full structure

also cannot be captured in time. Therefore one must find the limit of stability of the

code by altering the CFL number and the spatial resolution.

When attempting to search for acceptable stability parameters by increasing the

resolution it is important to make the simulations as efficient as possible in terms of

computational expense. The box size is dictated by the spatial resolution of the wave.

An increase in resolution by n grid points per wavelength increases the boundary layer

of 3 vacuum wavelengths by 6n in each dimension. It increases the computational box

by nλ/z in z and nw0

λ
w0

Lbox
in x and y (w0 = beam waist radius). Doubling the resolution

of the grid in space can add one order of magnitude onto the run time. However,

doubling the resolution in time (halving the CFL number) adds only a factor of 2

onto the run time and is therefore more favourable for maintaining stability. Through

many simulations of trial and error it was found that a resolution of 25 grid points

per wavelength and a CFL number of 0.2 to 0.1 ensured stability for much longer run

times of between 200 000 to 1 000 000 iterations (as discovered in later simulations).

A second instability was encountered when extending the size of the computa-

tional domain in the z-axis. For the testing of large run times for larger Doppler

resolution it was necessary to extend the size of the computational domain so the re-

flection surface, which retreated from the antenna, stayed within the computational

domain. The simulation became unstable much earlier than before with the larger do-

main size and all other simulation parameters unchanged. The density was modelled
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as a hyperbolic tangent function which stepped from a background plasma to 1.5 times

the cut off density to ensure reflection. The density remained at 1.5 after the cut-off

which meant that a large amount of the domain was now at high density. This instabil-

ity is rather difficult to understand and after many conversations with (international)

colleagues the author is still unsure of the physical explanation for the instability. The

consensus however is that the solution to this instability is to reduce the total density

within the simulation domain by ramping down the density to zero after the cut off

and only having a density peak at X = 1.2. An example of this can be seen in figure 3.7

where the hyperbolic tangent is used to step the density down to zero in the boundaries

and 1.5 vacuum wavelengths after the reflection surface. Following the correction of

these two instabilities the velocity of the retreating surface was able to be recovered to

any accuracy required depending on run time.

3.2.3.2 Doppler shift from corrugated cut off surface

As stated a large simulation time needs to be achieved for a reasonable Doppler reso-

lution of 1%. For a turbulence velocity of the order seen in experiments v ≈ 10 → 50

kms−1 [35], at a resolution of 1% and a beam angle of 20◦, one may calculate the

necessary computation time.

T = 100× 1

2v
c
fprobe sin(θ)

= 877141× 1

fprobe

(3.6)

The probing frequency is the ratio of CFL number to wave resolution which is

0.125/25 = 0.005∆t−1 using the above conditions. Therefore a full simulation will be

175 million time steps. Using the equation for simulation run time scaling found in

section 3.1.6 one can calculate the computational expense of the run. For 1024 cores

on a small (200,200,200) grid with a boundary of 75 this yields approximately 53000

minutes which is 37 days which is not a realistic run time not only for computational

expense but also for maintaining stability.

The physics of interest here is to investigate the structure of the returned Doppler

shifted spectrum for which the velocity has no impact. The velocity of the turbulence
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does not impact the physics other than change the Doppler shifted frequency. It is

therefore irrelevant what velocity is chosen and a much larger velocity may be selected

to reduce computational expense. Nonetheless, it is necessary to ensure that the ve-

locity is not so large that relativistic effects start to impact the physics. As a quick

check one can calculate the Lorentz factor (γ = 1/
√

1− v2/c2) of an object moving at

v = 0.05 sin(θ)c. Here γ = 1.00031 for a beam angle of θ = 30◦, so the ratio of the

change in length scales between the wave and the density structures due to Lorentz

contraction is less than 10−4 which is negligible.

For the same values as above a velocity of 0.05c gives a simulation time of 467808

time steps with a run time of 141 minutes (2.35 hours). A further advantage of running

with a very fast velocity is encountered when modelling Doppler reflectometry from

realistic turbulence profiles produced by a turbulence code. With such a large velocity

the wave will interact with a large variation of turbulence passing the reflection point

during one simulation which means that the wave is sampling a large ensemble of

turbulence which increases the statistical significance of the simulation. If this were

not the case then many simulations of the same turbulence parameters would be needed

in order to get a statistically relevant result which would be impossible with such large

run times.

With the stability conditions set and the velocity of the turbulence fixed, bench-

marking of the code against Bragg’s law can begin. To this end a parameter scan in

launched beam angle is made which reflects back from a corrugated cut-off surface with

a single k corrugation as described in 3.2.1. The wavenumber kturb of the corrugated

density surface is changed to satisfy the Bragg condition for the particular launch an-

gle to ensure an n = −1 reflection back down the beam line. It is therefore expected

that the returned n = −1 power remains constant for all launch angles. The Bragg

condition, first discussed in chapter 1, is given again below to aid the reader.

kfluct = −2kprobe sin(θ) (3.7)

The first problem encountered was a further instability issue. The hyperbolic
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tangent used to step the density was too steep to be used with a sin profile for the

density. This is because the sin profile as seen in figure 3.7 is in the y-z plane and

the tangent steps in z which means there can be sharp gradients where the sinusoid

curves towards the z-axis which created an instability. This was resolved by reducing

the hyperbolic tangent gradient.

Figure 3.7: Density profile of a corrugated surface that satisfies the Bragg condition for two
different angles of propagation. Left: 6◦, Right: 40◦. The velocity of the profiles is from the
left to the right at v = 0.05c. The boundary layer has been included in both to show the step
down of the density into the boundary to remove the instability resulting from large domain
densities. The axes are in grid points because the simulation applies to any wavelength or
structure size. The axes are also arbitrary and this structure can be defined along any axis.

Figure 3.8: 3D visualistaion of the Bragg reflection benchmarking scan for a particular
reflection angle. The blue sinusoidal surface is located at the cut-off surface. The sinusoid is
extended along the direction of the homogeneous magnetic field. The axes are in grid points
because the simulation applies to any wavelength or structure size.
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The Doppler shift spectrum is calculated by integrating the total signal along a

line parallel to the velocity vector of the density at the radial position of the antenna

plane. Figure 3.8 shows the 3D visualisation of the simulation domain for a particular

propagation angle. O-mode polarisation was used for the benchmarking as in the flat

surface case. The integration is taken over the antenna diameter (2w0) in the centre of

the Gaussian beam. This means that for a small injection angle with a broad beam,

the antenna should also detect the Bragg-reflected peaks from n = 3 down to n = −4

and not only n = −1. This is indeed what is seen and shows blue shift for n = 1, 2, 3

and red shift for n = −1,−2,−3,−4. The spacing between the shifted peaks is nfD

and the power decreases as the order of reflection increases. The n = 0 peak is not

shifted and lies over the probing frequency as expected. Figure 3.9 shows the results of

the angle scan where all peaks can be seen to lie on the expected theoretical frequency

as defined by equation (3.5) (fD/fprobe = −2× 0.05× sin(θ)).

Figure 3.9: Measurement of n = −1 reflected power from a single k corrugated density
surface for a range of beam injection angles. The higher order reflections can be seen as the
smaller peaks of the same colour.

The returned amplitude is constant across all angles as expected when the Bragg

condition is satisfied for a hard mirror cut off. The higher order n = −2 reflections
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can be seen for injection angles of 6, 8 and 12 degrees and lie at their expected values.

The negative Doppler shift denotes a velocity moving away from the antenna.

3.2.3.3 Turbulence slab Doppler reflectometry

The difference between a single corrugation to a turbulent density profile is that instead

of having one wavenumber k⊥,turb, the density has a spectrum of k⊥,turb. This spectrum

of wavenumbers will scatter the beam across a spectrum of return angles with each

return angle Doppler shifted by a different amount. If all of the scattered signal were

collected across all return angles then one would measure a spectrum of Doppler shifted

power which would not yield a meaningful measurement of the velocity. However, it is

possible to isolate one specific return angle by making a very narrow beam originating

from the far field. The returned signal is now selected as the portion of the beam

interacting with the k⊥,turb which satisfies the Bragg condition for the beam angle,

resulting in an n = −1 reflection back down the beam line. All other back scattered

signal from different wavenumbers will have a return angle which is away from the

beam line angle and will not re-enter the antenna horn (see figure 3.10). The result

is a measured Doppler spectrum with a Gaussian distribution which centres on the

Doppler shifted frequency corresponding to the velocity of the turbulent layer.

The Gaussian distribution is a result of scattered power from wavenumbers very

close to the wavenumber of the n = −1 reflection which have an angle similar enough

to the nominal n = −1 return angle such that they are received back into the antenna

horn. Because these different return angles create different Doppler shifts then power

is seen in the frequency bins either side of the n=−1 reflection. The power returned

back into the antenna horn from these angles away from the n = −1 nominal angle falls

off as the angle becomes more distant to the nominal angle, resulting in the Gaussian

shape. Further Gaussian broadening of the Doppler signal occurs as a result of the

divergence of the beam. The beam will diverge and have a range of k vectors interacting

with the cut-off surface at slightly different angles which again correspond to different

Doppler shifts when re-entering the antenna horn. The result of this benchmark and

the simulation domain can be seen in figure 3.10.
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Figure 3.10: Left: A 2D slice of the simulation domain which shows the turbulence slab
and its velocity vector along with the angle of the injected microwave beam at 30◦. The
magnetic field is into the page along which the turbulence is extended. The boundary layer
has been removed. Right: The Doppler shifted spectrum detected by integrating across the
beam width at the antenna plane. The Gaussian shape of the spectrum peaks at the Doppler
shifted frequency corresponding to the slab velocity, marked with the vertical black line.

The turbulence used was Hasegawa-Wakatani pressure-driven drift wave turbu-

lence which was modelled using the BOUT++ framework. A description of this model

is provided in chapter 4 section 4.2. An O-mode wave was excited at an angle of 30◦

and a hyperbolic tangent was used to provide a background density gradient beginning

five vacuum wavelengths from the cut-off surface. The Doppler shift is calculated as

before, by integrating across the beam width at the antenna plane. The Gaussian shape

of the Doppler shift can be seen to peak on the location of the normalised Doppler shift

for a velocity of v = 0.05c.

3.2.4 Broad beam Doppler reflectometry in turbulence slab

The synthetic beam which is formed by SAMI to focus on specific locations in the

plasma within the post processing analysis is broad compared with the distance to

the reflection surface. This is because SAMI has only eight antennas in its current

design (see chapter 1 section 1.4). To understand the data from SAMI it is necessary

to understand the effect of a broad beam in Doppler reflectometry. To this end four

simulations were carried out at different launch angles with the same simulation pa-
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rameters as in the benchmarking section 3.2.3.3 but with the beam ten times closer

to the turbulent layer. This increases the effective beam diameter in comparison to

the distance to the cut-off surface without having to increase the beam waist radius

in the previous simulation parameters. Increasing the waist radius by ten times in the

previous simulation domain would have resulted in an increase in the box dimensions

by the same amount in both x and y, which as discussed previously, would significantly

increase the computational expense. The physics of interest is the ratio between the

beam diameter and the distance to the cut-off surface. By bringing the surface closer

instead, the divergence of the narrow beam is kept small as it would be for a beam

with a larger waist radius propagating over a larger distance. The results are shown in

figure 3.11.

Figure 3.11: The Doppler shifted spectrum calculated by taking the Fourier spectrum of
the total integrated power across the beam diameter at the antenna plane. The probing
beam frequency would peak at zero and is subtracted. The best fit to the data is a Gaussian
distribution which is plotted over the raw data.

The returned power is found to be constant at small angles and then falls off as

the incident angle of the beam is increased. This is explained by noting that the power

spectrum of the turbulence wavenumber is constant before falling off sharply after

the knee point, towards larger values of kturb. As the angle of the beam is increased

the Bragg condition is satisfied by increasingly smaller turbulence correlation lengths
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(larger kturb) as can be seen in figure 3.7. This means that at larger angles the kturb

necessary to satisfy the Bragg condition for n = −1 reflection is less dominant and will

therefore backscatter less power.

The Gaussian peaks are no longer centred on the Doppler shifted frequency corre-

sponding to the velocity of the turbulence slab and are instead peaked at approximately

one half of the correct frequency. To understand the cause, the problem is reduced in

complexity by looking at the case of a density profile with two different k⊥,turb; k1,⊥,turb

and k2,⊥,turb. The wave launch angle θ1 is set to 30◦ and k1⊥ is set to satisfy the Bragg

condition (for θ1 = 30◦ → k1⊥ = kprobe) such that the reflection angle θ2 = θ1 for a

n = −1 reflection down the beam line. However, now there is a second density cor-

rugation k2,⊥,turb which does not satisfy the Bragg condition and will have a different

return angle θ2 for the n = −1 reflection which will not come back down the beam

line. In order to find the angle of this part of the returned beam θ2 and its respective

Doppler shift, modified equations (3.8) and (3.9) must be used.

kfluct = −kprobe(sin(θ1) + sin(θ2)) (3.8)

fD

fprobe

≈ v

c
(sin(θ1) + sin(θ2)) (3.9)

Using this we can now tabulate what the returned beam angle is from the second

corrugation and what its expected Doppler shift will be for a range of different k2,⊥,turb.

k2⊥/kprobe 1.5 1.3 1.2 1.1 0.9 0.8 0.7 0.5

θ2 90.00 53.13 44.43 36.87 23.58 17.46 11.54 0

fD/fprobe −0.075 −0.065 −0.060 −0.055 −0.045 −0.040 −0.035 −0.030

Table 3.1: The calculated back scattered angle and associated Doppler shift for different
values of k2,⊥,turb given a fixed launch angle.

To test the hypothesis in the broad beam regime, four simulations were conducted
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with double corrugations, keeping k1,⊥,turb = kprobe and using the values of k2,⊥,turb from

0.8 → 1.2kprobe. The domain and beam parameters were identical to the broad beam

turbulence case above. It was expected that in each simulation the antenna would pick

up two n = −1 large peaks (plus smaller peaks from higher order reflections for both

corrugations). The peak from the nominal reflection off k1,⊥,turb, satisfying the Bragg

condition, would consistently lie on the expected Doppler shift. The peak from the

secondary reflection off k2,⊥,turb, not satisfying the Bragg condition, would lie on the

Doppler shift as tabulated in table 3.1.

Figure 3.12: The density profile for the k2,⊥,turb = 0.8kprobe simulation.

Smaller k⊥,turb corresponds to larger structure sizes, which scatter a large portion

of the beam power towards the right side of the antenna with a small θ2, resulting

in a smaller Doppler shift as seen in table 3.1 and figure 3.13. The opposite is true

for larger k⊥,turb. The returned power is also larger for the smaller k⊥,turb at lower

Doppler shifted frequency. This is key to understanding figure 3.11 which peaks at

Doppler shifted values much smaller than expected. It is now clear that if the density

profile is a continuous turbulence spectrum and not discrete values of k⊥,turb, then a

continuous spectrum of Doppler shifted frequency is expected. If the launching antenna

is narrow and in the far field then the dominant signal detected will be the returned

signal down the beam line (n = −1 reflection). However, if the beam is broad then the

scattered signal from a large range of the k⊥,turb not satisfying the Bragg condition will

also be detected. Because the scattered power is stronger for the large structure sizes,

resulting in a smaller Doppler shift, then the resulting integrated Doppler spectrum
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will be swamped by Doppler shifted power at low frequencies and thus not return the

correct expected Doppler shift for the launch angle and instead be shifted to peak at

a lower frequency.

Figure 3.13: Measurement of n = −1 reflected power from a density surface with two
different corrugation wavenumbers k1,⊥,turb and k2,⊥,turb. The launch angle and k1,⊥,turb is
held constant for all four simulations resulting in the black peak at the expected normalised
Doppler shift frequency. The coloured peaks are the reflections from the four simulations of
different k2,⊥,turb, scanning from 0.8→ 1.2kprobe.

As a final test that this hypothesis is truly representative of the turbulence case,

figure 3.14 returns to the turbulence case of the blue Gaussian in figure 3.11 and

shows the Fourier spectrum taken at four different locations across the antenna. For

clarity, figure 3.11 is the total integrated signal across the entire antenna aperture. One

can see that the power increases and the Doppler shifted frequency decreases as one

moves from the left to the right side of the antenna. This corresponds to larger power

reflection contributions from smaller k⊥,turb resulting in smaller θ2 in agreement with

the hypothesis.
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Figure 3.14: The Fourier spectrum of the simulation time series at four different locations
across the antenna aperture. The locations in the legend are defined as number of grid points
in from the edge of the antenna aperture beginning from the furthest left side of the antenna
near the boundary. The grid point of the centre of the antenna would be at 200 and is 300
grid points in diameter. One can see that the power increases as one moves to the right side
of the antenna and also the Doppler shifted frequency reduces which is in agreement to with
the hypothesis.

3.2.5 Modelling the SAMI diagnostic on MAST-U and NSTX-

U in 3D curved tokamak geometries

To model the Doppler reflectometry capabilities of SAMI on either MAST or NSTX-U

requires a very large grid domain compared to the previous simulations. This is due

to the large distance between the antenna and the cut-off surface relative to the small

< 3 cm wavelength (10→ 34.5 GHz) of the active probing signal and the large viewing

angle of ±40◦. It was shown in the previous sections that stability is reached for a

minimum of 25 grid points per wavelength with a CFL number of 0.1. In the MAST

geometry shown in figure 3.15 the upper viewing angle is reduced to 17◦ due to the

obstruction from the poloidal field coil and the lower angle to 35◦ due to the angle of

the density profile to the beam at the bottom of the tokamak. The latter is the result

of being located 20 cm above the mid plane.

A first estimate from the figure of the domain size for a Cartesian box at a fre-
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quency of 10 GHz (∆x = 1.199 mm) would be [840, 840, 840] grid points plus boundary

layers. In the previous experimental work with SAMI on MAST by D. Thomas et.

al. [61] the frequency range used was 14 → 17 GHz which results in a domain size

of a 1170 → 1420 cube plus boundaries which is far too large to simulate repeatedly.

The focus of this modelling work is to provide experimental support in order to aid

understanding of the received signal which will require many simulations. Therefore,

the simulation domain must be reduced.

Figure 3.15: The poloidal view of SAMI on the MAST tokamak. The green lines depict
the viewing angle range of SAMI of ±40◦ from the horizontal black dashed line. SAMI is
located 20 cm above the mid-plane; consequently a poloidal field coil (upper and lower small
square boxes) can be seen to block the upper view of SAMI reducing the upper view angle
to 17◦. The Blue lines depict the viewing angle from which useful data is received and the
red line is the shortest distance to the plasma cut-off surface. The blue lines are coincidently
equidistant about the red line at an angle of ±26◦. The black box is the simulation domain
if a Cartesian box were used instead of a cone shaped domain.

Reducing the box size in this case is non trivial. Due to the nature of Doppler

reflectometry a spectrum of frequencies is returned from the cut-off surface. For this

reason one may not simply use ray tracing methods to propagate from the antenna to

the plasma to reduce the domain size. Therefore, even though a large portion of the
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box is vacuum, full-wave is still required. The geometry in figure 3.15 shows that a

Cartesian box is an inefficient method for this calculation as a large portion of grid

points behind the cut-off surface and above and below the antenna are unnecessary.

By modelling a cone shaped simulation domain one may reduce the number of grid

points by 1/3. A further reduction is found by removing the grid points behind the

cut-off surface, which would be dependant on the poloidal and toroidal curvature of

the surface. Furthermore, it may not be necessary to model the full angular range of

the SAMI diagnostic particularly in the direction parallel to the field line where the

density is elongated resulting in zero back scatter. These reductions and the method

for producing the unconventional simulation domain will be considered in the next

sections.

3.2.5.1 Non-isotropic and non-homogeneous plasma profiles

In EMIT-3D significant speed up of the code is employed when the background mag-

netic field is defined to be homogeneous. This is an assumption commonly made when

the propagation distance is small such that the magnetic field does not change sig-

nificantly over the simulation domain. This is not the case for modelling SAMI. As

shown in chapter 2 section 2.2.2.1 the background magnetic field couples to the wave

through the plasma current density update equation via two 3 × 3 matrices resulting

in 18 components. If the plasma is homogeneous then only 18 components need to be

defined for the whole grid; however an inhomogeneous magnetic field means that these

18 components will be different on each grid point, requiring 18×nx×ny×nz blocks in

memory. This significant increase in the memory requirement slows down the memory

access for the magnetic field and reduces the speed. A reduction in speed by a factor

of 2 is found by employing a non-homogeneous magnetic field.

The magnetic field implemented in EMIT-3D for the SAMI simulations is pro-

vided by EFIT for the specific shot in question. This way the modelling ensures that

the magnetic field is as accurate as is possible for direct comparison with the experi-

mental data received by SAMI for a particular shot. Furthermore the EFIT magnetic

field provides the curvature of the density and therefore the cut-off surface resulting in
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a geometry which is accurate to within the errors of EFIT. By ensuring the modelled

geometry and magnetic field profile is identical within errors to the experiment one can

isolate the density effects on the data.

A Mathematica notebook receives the EFIT information directly from MAST and

creates a NetCDF file which is then read by EMIT-3D. The data begins at the antenna

location and is stepped in Cartesian coordinates spaced in ∆x where ∆x is provided

by the probing frequency chosen. In this way the grid points of the Cartesian magnetic

field grid overlay directly with the simulation grid spacing. The Thomson diagnostic

provides a location for the steep density gradient region so that the curvature of the

magnetic field at the cut-off surface can be modelled by a function both poloidally and

toroidally from the EFIT data. The function returns a radial distance to the cut-off

surface from the centre of the antenna.

Within EMIT-3D the curvature function calculated by Mathematica is currently

hard coded in though in future this will be moved to the input deck. This function is

needed to define the cone shaped simulation domain along with the 3D parallelisation

of the new domain shape. This is discussed in the next section. After the Domain and

parallelisation is constructed, the 18 components of the two matrices are calculated

at each grid point using the magnetic field vector on that grid point. The Thomson

diagnostic can provide a 1D time averaged density gradient profile at the mid-plane

for the shot in question, which is assumed to be constant along the curvature within

the SAMI viewing range.

The simulation domain is now matched to the experimental plasma parameters

for time averaged density profile, magnetic field profile and geometry. This isolates the

effects on the data to density perturbations which can be defined as well understood an-

alytical functions. Therefore one may be able to isolate structures in the experimental

data associated with different turbulence effects.
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3.2.5.2 Non-Cartesian parallelisation

EMIT-3D begins by defining the cone of the new simulation domain using the function

provided by the Mathematica file. The SAMI array antenna locations are used to define

an array diameter, the centre of which is defined as the origin [0,0,0] in Cartesian co-

ordinates. One may specify the angular view to be modelled which then defines the

radius of the cone at the reflection surface. From these definitions the outline of the

cone shape may be defined and a boundary layer attached onto the outside.

Figure 3.16: The cone shape of the SAMI domain in EMIT-3D. The coloured boxes within
the cone are the processes. The SAMI antenna is located at the bottom surrounded by a
boundary layer. The antenna diameter spans the two black dashed lines which then extend
to the curved cut off surface at the defined SAMI viewing angle range. The solid blue line is
the extent of the boundary layer from the edge of the SAMI view domain. The dashed blue
line is the cone defined from the origin. The curved surface is defined at the top in this case is
an analytic 2D quadratic used for testing which has a different form poloidally and toroidally.
The solid green line is the edge of the boundary and the dashed green line is the edge of the
simulation domain. The red space is the area in the Cartesian grid where no processes are
defined which in this case reduces the computational expense by 45%. Left: y-z-plane Right:
x-z-plane. The axes are in grid points because the simulation applies to any wavelength and
the figure is to illustrate the splitting of the domain.

To facilitate parallelisation of the world domain, each local process remains a

Cartesian box and the world grid remains defined as a Cartesian grid (with a cone

inside). Processes are assigned to locations in the grid that are within the cone bound-

aries (see figure 3.16). By keeping this simplification, the same ghost layer technique

described in this chapter (section 3.1.1) can be implemented so that the code used

for the MPI only requires minimal modification. For the MPI to work, the send and

receive calls need to be passed the rank of the process to which the data will be sent.

Previously within a Cartesian domain this was conveniently done with the MPI func-
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tion MPI_CART_CREATE() which assigns logical co-ordinates to each process. Any

process can then pass these co-ordinates to the function MPI_CART_RANK() to re-

trieve the rank of any other process. With a cone shaped domain these MPI functions

are no longer valid. Instead one must assign Cartesian co-ordinates to the processes

manually along with its physical grid point location in the world grid. Furthermore,

each process must hold in memory the location and rank of every other process.

To achieve this, a rank matrix is defined on every process whose size is the number

of processes that would fit in each dimension in the Cartesian box in figure 3.16. The

matrix is filled with −1 so that the MPI interface will throw an error if it is passed

this value and not simply communicate with rank 0. A for loop then loops through

each dimension and assigns a rank and Cartesian co-ordinate to a processes if more

than 25% of the process falls within the cone domain. The rank matrix then contains

−1 everywhere outside of the cone domain (in the red space in figure 3.16) and a rank

number anywhere inside the cone domain. Each process can now retrieve the rank of

any other process by indexing the rank matrix with the Cartesian co-ordinates. To

specify if the local process is on the edge of the cone domain and therefore does not

communicate information outside of the cone each process defines an array of 6 values,

1 for each face of the process box. Each process uses the rank matrix to check if any

of the co-ordinates on the 6 sides of the process return a −1 from the rank matrix.

If this is so then the communication array stores a 0 (False) for that face to prevent

communicate whereas faces that return a real rank store a 1 (True).

The boundary layer must still ensure that the damping function is smooth along

the boundary of the cone to avoid any non-physical reflections of the wave as discussed

in 3.1.2. The damping routine uses the definitions of the cone simulation domain to

define a radius from the centre of the cone which is normalised to the radius at the

edge of the simulation domain. The same damper equation is then used to define the

boundaries resulting in the boundary layers shown in figure 3.17.

There was insufficient time during the Ph.D. to bring the modelling of the SAMI

diagnostic to full fruition. However the work is ongoing and a brief plan of future work

is laid out in section 7.3.2.
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Figure 3.17: Output from an EMIT-3D boundary test in SAMI geometry. The red is a
value of 1 and dark blue is 0. A value of 1 has been assigned outside of the cone domain so
then the process parallelisation can also be seen. Left: x is horizontal and z vertical. Right:
x is horizontal and y vertical. Slice taken at a z location of 410, where the centre is a result of
the curvature. The axes are in grid points because the simulation applies to any wavelength
and the figure is to illustrate the boundaries in the domain.
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Chapter 4

Microwave scattering due to plasma

density fluctuations

The work presented in this chapter has been previously published in:

A. Köhn, E. Holzhauer, J. Leddy, M.B. Thomas and R.G.L. Vann: Plasma Phys. Con-

trol. Fusion 58 105008 (2016)

©IOP Publishing. Reproduced with permission. All rights reserved.

http://iopscience.iop.org/article/10.1088/0741-3335/58/10/105008/meta

A. Köhn, E. Holzhauer, J. Leddy, M.B. Thomas and R.G.L. Vann: EPJ Web of Con-

ferences 147 01001 (2017)

4.1 Motivation

It is commonly understood through Snell’s law that an electromagnetic wave propa-

gating obliquely through a region of changing refractive index will subsequently change

path. Therefore, the cumulative effect on a beam of photons is to perturb the beam

away from its original shape. By considering Snell’s law in a medium of inhomoge-

neous refractive index the beam scattering is expected to occur most strongly when

the density inhomogeneity scale length is comparable to the wavelength of the incoming

beam. This scenario is the case in the edge region of the vast majority of magnetically

confined fusion plasmas. Yet it is not understood what the relationship is between

various plasma parameters such as density, turbulence structure size and fluctuation
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level and the resultant scattering of the beam. As discussed in chapter 1, section 1.3,

microwaves, which must always propagate through the turbulent edge region of the

tokamak, are used to provide a wealth of information through passive and active di-

agnostics. Moreover, they are essential for heating, current drive and stability control

where large amounts of power of the order of megawatts is injected. This necessitates

precise targeting within the experiment to ensure that other instruments are not dam-

aged by the beam and the plasma is not destabilised. Therefore, knowledge of the

influence of turbulence on beam propagation through a parameter scan of the salient

plasma characteristics is required. This is the purpose of this work. The work in this

chapter is in units normalised to the wavelength of the wave and so any graphs which

show the domain have axes in grid points. This is because the scattering is the same on

any scale length and what is important is the ratio of the wavelength to the turbulence

parameter. Therefore this work applies to any scale from galactic scales to ultra fine

scales. The number of grid points per wavelength used in the simulations is 50.

4.2 Turbulence model

Considering the turbulent plasma on the time scale of the microwave, the fluctuations

appear to be frozen in: the typical frequency scales are in the kHz range [53, 54, 83]

whereas the microwave frequency lies in the GHz range. Moreover, due to the large

frequency of the injected microwaves it is only the fluctuating electron density which

plays a role as explained in chapter 2. The important parameter is the group velocity

of the injected O-mode which can be expressed as vg ≈ c
√

1−X, with c the speed of

light and X = ω2
pe/ω

2
0. If the turbulent structures, i.e. the non-homogeneities in the

electron density are interpreted as drift-wave structures, their phase velocity can be

estimated by the electron diamagnetic drift velocity, yielding values which are typically

< 104 ms−1 [53]. Hence, even if the electron density reaches values of 99.9% of the

O-mode cut-off density, the resulting group velocity of the wave is still a factor of 1000

larger than the velocity of the density structures and the assumption of a frozen plasma

in the frame of the microwave is therefore justified.
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The dominant cause of anomalous transport in tokamak L-mode plasmas is pres-

sure driven drift wave turbulence [84,85]. This kind of turbulence is present everywhere

in the tokamak but is most prominent in the edge where the large temperature and

density gradients are. The BOUT++ framework [86] was used to generate turbulence

profiles using the Hasegawa-Wakatani drift-wave turbulence model. This set of pro-

files can be accessed at [87] and an example is shown in figure 4.1. Hasegawa and

Wakatani [88] derived a simple set of equations 4.1 which describes two variables, the

electric potential φ and the density n in a 2 fluid system. The model is 2D, assuming

a homogeneous magnetic field in a zero-curvature slab geometry. Since 1984 it has

been used both to simulate edge turbulence as well as to benchmark more complex

models [89–91].

ρ2
s

d

dt
∇2φ = −D‖∇2

‖(φ−
n

n0

) + ν∇2∇2φ

dn

dt
−D0∇2n = −D‖∇2

‖(φ−
n0

n
)

(4.1)

where ρs is the species Larmour radius, D is the diffusion coefficient, ‖ denotes

parallel to the field line and ν is the collisionally.

4.3 The simulation set-up

The simulations were conducted in 3D geometry using EMIT-3D and in 2D using IPF-

FDMC. The characteristics of the normalised turbulence generated from BOUT++ are

manipulated to perform parameter scans. The profiles may be multiplied to change

the root mean square (RMS) fluctuation level or interpolated to change the turbulence

correlation length in relation to the wavelength. In order to ensure the scattering is

statistically representative of the probed turbulence it is necessary to perform many

simulations using uncorrelated density profiles where the average properties of the

density profiles remains the same. To this end the normalised profiles are cut into

many uncorrelated slices of a fixed width of 10λ0 and required propagation depth nλ0

(the default is dturb = 3λ0).
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Figure 4.1: Contour plot of the electron plasma density generated by BOUT++. Shown
is one time slice of the turbulence which evolves in time. Axes labels and dimensions are
not included as the space applies to any length scales. The figure is to illustrate the 2D
turbulence generated by these equations.

For the following description of the simulation domain the reader should refer to

figure 4.2 which shows the 3D output from EMIT-3D for a particular set of turbulence

parameters. A homogeneous background electron density n0 may be chosen onto which

a layer of turbulent electron density fluctuations is superimposed (the density will

henceforth be quoted in terms of the normalised plasma frequency X = ω2
p,e/ω

2
0). The

emitting antenna, placed at the lower boundary of the grid, injects a Gaussian beam

in the z-direction, perpendicular to the filamentary structures. A receiving antenna is

located at the upper boundary of the grid. Both antennas extend along the whole x

and y axes. The distance between both antennas and the boundary of the turbulence

layer is set to one vacuum wavelength λ0. The default value for the waist radius of the

beam is w0 = 2λ0. Despite the relatively small beam waist, the divergence of the beam

is negligible for the default size of the computational grid. The wave is launched in the
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homogeneous background which is then smoothly transitioned to the turbulence layer.

The same method is employed for the receiving antenna on the far side of the turbulence

layer. The electron density structures are taken to be uniform along the direction of the

homogeneous background magnetic field (Bŷ) resembling the filamentary structures

observed in experiments [53, 54]. This allows a direct comparison between the 2D

simulations of IPF-FDMC with the 3D simulations of EMIT-3D which can lead to a

conclusion of whether the scattering in the geometry used is inherently 2D or 3D in

nature. A background magnetic field is chosen so that O-mode is the only solution to

the dispersion relation for the background density in the simulation domain. With a

default background density of X = 0.5 the magnetic field was Y = ωe,c/ω0 = 0.5. This

ensures the scattering observed is not a result of cross polarisation mixing but purely

of the density structures.

Figure 4.2: The figures show successive times in one simulation moving in the order top-
left, top-right, bottom-left, bottom-right. The turbulence slab is of depth dturb = 3λ0.
Homogeneous background plasma, n0 = 0.5ncut−off , on which the turbulence is superimposed
extends 1λ0 above and below for launching the beam and receiving the scattered signal. The
turbulence has fluctuation level of σ = 8.75% and correlation length of Lc = 0.5λ0. The
density profile is extended along the homogeneous magnetic field forming the filamentary
structures. The white dots form surfaces of constant electric field amplitude forming the
wave fronts. The 2D image at the backplane is the receiving antenna which calculates the
RMS electric field taken over 2 wave periods.
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4.4 Interpreting the data

The simulations are conducted in the time domain and so are allowed to run until a

steady state signal is present at the receiving antenna. From this point in time the

receiving antenna records the three spatial components of the wave electric field at

every spatial point in its two dimensional x-y plane. The signal is recorded for two

wave periods and from this a Root Mean Square (RMS) value for the electric field over

time t is found across the plane i, j (see figure 4.2). This is performed independently

on each grid point i, j and so these subscripts are omitted.

Erms =

√∑T
t=1(E2

x,t + E2
y,t + E2

z,t)

T
(4.2)

This two dimensional signal is found for each turbulence time slice. Figure 4.3

illustrates the effect of turbulence on the signal from a number of different slices as

compared with a homogeneous case.

Figure 4.3: The image on the left shows the two dimensional RMS electric field of the wave
at the receiving antenna for a beam propagating through a homogeneous plasma. The image
on the right shows the RMS field for a beam propagating through a turbulent region. The
middle image shows the RMS field for a cut through the centre of the beam. Homogeneous
is in red and overlaid in blue is the signal from multiple turbulence slices.

In order to ensure that the calculated scattering is truly representative of the

specific turbulence parameters an ensemble of slices must be simulated. The ensemble

size N depends on the amount the beam is scattered. For example in the regime of

low amplitude fluctuations with a fluctuation level � λ0 the turbulence tends to a

homogeneous plasma as seen by the wave and a small ensemble will be needed. The
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ensemble size also depends on the average spatial size of the electron density structures:

if they are very small compared to the vacuum wavelength, many of them exist in one

turbulence slice resulting already in a good average. When, in contrast, the spatial

dimensions of the electron density structures exceed λ0 and only very few of them

exist in one turbulence slice, a high number of samples is required. The quality of the

ensemble average is controlled by determining the average position x̃max (tilde denotes

perturbed due to turbulence) of the maximum in the Ẽrms signal in the detector antenna

plane. This value is then compared with the position of the maximum signal xmax for

the homogeneous plasma (∆ = x̃max − xmax). One would expect that with increasing

ensemble the sum of these differences should asymptote to zero. Figure 4.4 shows the

analysis where the correlation length LC = 0.66(±0.03)λ0. The correlation length, LC ,

is defined as the average distance over which the normalised autocorrelation falls off to

a value of 0.5 which corresponds to the average eddy radius when the density amplitude

falls to 1/e. LC therefore corresponds to average structure size. This particular case

corresponds to both a very large scattering event whilst also containing a small number

of structures along the propagation path within the domain. The combination of these

two things means that a very large ensemble is necessary for these parameters. ∆

approaches zero after N = 2000 but strictly asymptotes to zero towards N = 15000.

This is one of the largest ensemble sizes necessary and other parameter scans conducted

required much smaller ensembles.

Figure 4.4: Average value of the spatial deviation of the maximum signal in the detector
antenna plane as a function of the number of ensembles. The red central curve corresponds
to the arithmetic mean and the upper and lower orange dashed curves correspond to the
error given by the standard deviation of the mean. This figure has been reproduced with the
kind permission of Dr Alf Köhn.

Two separate methods for describing the effect of turbulence on the beam will be
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considered. The RMS electric field at the backplane for a wave propagating through

homogeneous plasma forms a Gaussian with a specific width whomog. One can find the

mean of the RMS field of the scattered beams over the ensemble N and fit a Gaussian

of width wturb. In this way the two widths can be compared and a fractional beam

broadening deduced. The beam width is an important parameter for the case of a

localized current drive: if the beam is too large compared to the width of the magnetic

island it is supposed to stabilize, its impact on it is reduced (see chapter 1, section

1.2). The drawback of this method is, however, that side lobes due to strong scattering

events are not taken into account. For a time averaged beam experiencing scattering,

side lobes represent power that lie outside of a Gaussian fit to the new scattered beam

either side of the peak. This is explained by figure 4.5 and its accompanying discussion.

The second method defines a scattering parameter α (equation 4.3), which is a measure

of the percentage change in the energy distribution across the receiving antenna.

α =
∑
i,j

(Ẽrms − Erms)
2

E2
rms

(4.3)

Here the Ẽrms represents the RMS calculated from a turbulence profile and is

normalised to the RMS calculated from a homogeneous profile. This compresses the

result from one turbulence snapshot into a single value. A separate value of α is

obtained for each sample and ensemble averaging is then performed to get the scattering

for one set of turbulence parameters. The strength of the fluctuations is calculated as

the standard deviation of the electron density in the turbulence slice where Nx,y is the

number of grid points in the turbulence slice.

σ =

√
1

Nx,y

∑
x,y

(ñe(x, y)− n0)2 (4.4)

In order to assign uncertainties to the data it is important to understand how the

calculation of the scatter parameter depends on ensemble size. Figure 4.5 shows that

the scattering displays a log-normal distribution with increasing ensemble size which
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means that the nature of the turbulence gives rise to the occurrence of random large

scattering events which significantly perturb the beam.

Figure 4.5: Histogram and fitted PDF of the scattering parameter α for a size of the
turbulent density structures of LC ≈ 0.5λ0. The histogram follows a log-normal distribution.
This figure has been reproduced with the kind permission of Dr Alf Köhn.

It is for this reason that side lobes develop. The side lobes are a direct result

of the scattering from turbulent fluctuations having correlation lengths similar to the

vacuum wavelength of the injected microwave and/or having a significant amplitude.

This effect would not be expected in turbulence that is smoothly varying relative to

the wavelength (LC � λ0). In order to account for this it is the median of the scatter

parameter that is taken over the ensemble size which is less sensitive to large outlying

events than the mean. Consequently it is the median absolute deviation (MAD) that

is defined as the uncertainty, which is then converted to a standard deviation. The

MAD is converted to a standard deviation to include the sensitivity to outlying events

in the uncertainty but not in the data point. For IPF-FDMC the ensemble size is so

large that the effect of random large scattering events is negligible on the result and

does not lead to an artificial over-estimation in the scatter parameter as it would with

the low ensemble size of EMIT-3D.
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4.5 Results

4.5.1 Variation of the correlation length

The average size of the electron density structures in the turbulence region is varied

from LC ≈ 0.06λ0 to 1.04λ0 an illustration of which can be seen in figure 4.6. The

average fluctuation strength here is σ = 4.0(±0.1)%, the background density n0 =

0.5ncut−off , the turbulence layer is dturb = 3λ0, the beam width is w0 = 2λ0 and the

magnetic field is Y = 0.5.

Figure 4.6: 2D density contour plots showing three different correlation lengths across
the range in the parameter scan as they look in the simulation domain. All other plasma
parameters are kept constant. The magnetic field is into the page along x, The horizontal is
the y-axis and the vertical is the z-axis.

As discussed in section 4.4, the ensemble size N for IPF-FDMC is increased with

increasing values of LC . For LC ≈ 0.20λ0 , for example, it is N = 1200, whereas for

LC ≈ 1.04λ0, it is N = 29 000. This was not possible for the 3D simulations of EMIT-

3D and so the ensemble was capped at N = 130. In section 4.4 the required ensemble

size was argued to be a function of both the scattering power of the turbulence and

the number of structures contained within the domain. As can be seen from figure

4.7, the uncertainties on the EMIT-3D measurements increase towards the maximum

scattering correlation length and decrease afterwards. This shows that the optimum

ensemble size to maintain good statistics is dependant on the scattering strength of the

turbulence. Furthermore for the same value in scatter parameter the uncertainties are

larger for large values of LC than small values. This demonstrates the dependence of

the required ensemble size to the number of structures contained within the domain.
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Figure 4.7: Dependence of relative turbulence structure size to scattering power for two
distinct RMS fluctuation levels (top = 4% and bottom = 9%. The trend is shown for both
the 2D (IPF-FDMC) and 3D (EMIT-3D) simulations. The error bars for IPF-FDMC are
included but too small to be seen due to the large ensemble taken.

There are three key results to be taken from this parameter scan. Firstly, the

maximum effect on the traversing microwave beam is observed for an average correla-

tion length of LC = 0.52(±0.02)λ0. This result can be thought of in two ways. Firstly

and most simply, the Bragg condition for perpendicular propagation is 2LC = λ0.

Though this is intuitive it is a vast simplification. Secondly, the correlation length can

be thought of as the averaged eddy radius and not diameter therefore the peak scat-

tering occurs when the average structure size is the same size as the wavelength. For

very large electron density structures exceeding the vacuum wavelength, LC � λ0, the

scattering is expected to reach an asymptotic value. For the microwave, the turbulence

layer will then appear as a homogeneously increased or decreased electron density layer.

Compared to the case without fluctuations, this will result in increased or decreased

divergence of the beam, respectively.

The second result is that the dependence of scattering on correlation length is

independent of the fluctuation level. One can see in figure 4.7 that the shape of the

curve is exactly the same for both fluctuation levels with the difference coming from

the magnitude of the scattering. Finally the third result is that very good agreement
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was found between the 3D simulations of EMIT-3D and the 2D simulations of IPF-

FDMC despite the low ensemble size used by EMIT-3D. This demonstrates that for

perpendicular incidence of the wave on the filamentary structures the scattering is

inherently 2D and scatters the power perpendicular to the filamentary structures.

Figure 4.8: Average beam broadening as a function of the average structure size LC for the
case of an average fluctuation level of σ ≈ 4% and a size of the turbulence layer of dturb = 3λ0.

The scaling of the average beam broadening with LC is qualitatively similar: a

maximum perturbing effect at a certain structure size is found (see figure 4.8). This

size is, however, slightly smaller than in the case of the scattering parameter α. For

LC � λ0 , both methods approach asymptotically the homogeneous case on both sides

of the peak. The agreement between EMIT-3D and IPF-FDMC is degraded somewhat

in the large scattering region. This is because in order to calculate the beam width one

must take a time average which means that the method is very susceptible to outliers,

contributions from uncommonly large or small scattering events. This manifests when

performing the Gaussian fit to the time averaged beam which is very sensitive to the

shape of the time averaged signal. Therefore, in order to obtain better agreement a

larger ensemble is needed for the large scattering region for this method. It should be

kept in mind that this method suffers from the fact that scattering into side lobes is

ignored as explained in the previous section. The advantage of the scattering parameter

α is that it does not suffer from this problem as it simply sums up the squared deviations

from the homogeneous case.
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4.5.2 Variation of the RMS fluctuation level

To vary the average fluctuation amplitude, the output from the BOUT++ code (the

raw density data in 4.1) is multiplied by a constant factor before it is added to the

background plasma. This procedure is chosen to ensure that the underlying turbulence

remains constant through the parameter scan. The alternative approach would be

to re-run the BOUT++ simulations with different input parameters that result in

larger fluctuation levels. This would have led to a significant increase in the overall

computation time. It has, however, been checked for a few cases that input parameters

leading to larger fluctuation amplitudes do not change the other average turbulence

parameters, namely the structure size. It is therefore justified to scale the fluctuation

amplitude as it is done here. A variation of σ = 2% to 12% is realised. The standard

parameters of n0 = 0.5ne,cut−off and dturb = 3λ0 are used. For the average structure

size, the value which yielded the strongest perturbation in the previous section 4.5.1 is

used, LC ≈ 0.52λ0.

Figure 4.9: An illustration showing three different fluctuation levels across the range in the
parameter scan. All other plasma parameters are kept constant.

Figure 4.10 shows the scattering parameter α as a function of the fluctuation level

σ. The increase can be described by a power law of the form α = aσb , with a ≈ 1×10−3

and b ≈ 1.9, i.e. approximately a quadratic increase. When the turbulence layer is

assumed to be of small depth and treated as a phase variation of a traversing Gaussian

beam, it can be shown that the intensity variation due to the phase perturbation scales

with the square of the electron density variation [92]. Hence, the parameters considered

for the full-wave simulations in this section resemble this case. The average beam

broadening exhibits similar behaviour to the scattering parameter α. Its dependence
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on the fluctuation level can again be described by a power law with rather similar

coefficients of a ≈ 1.1 × 10−3 and b ≈ 2.1. Very good agreement is found between

EMIT-3D and IPF-FDMC. Better agreement is found for the scatter parameter for

reasons explained in the previous section.

Figure 4.10: Left: Median of the scattering parameter α. Right: Average beam broadening
as a function of the normalized fluctuation amplitude for the case of an average structure
size of LC ≈ 0.52λ0, and a depth of the turbulence layer of dturb = 3λ0. The dashed line
represents a power law fitted to the data.

4.5.3 Variation of the turbulence layer thickness

The depth of the turbulent density region is varied in the range of dturb = 2 to 7λ0.

For the average structure size LC , the value which yielded the strongest perturbation

is again chosen. The average fluctuation strength and the background density are the

same as in section 4.5.1.

Figure 4.11 shows the median of the scatter parameter α as a function of dturb.

This is the only scan where EMIT-3D and IPF-FDMC disagree. Both codes agree

that the scattering increases linearly for small values of dturb. However, where EMIT-

3D continues to increase linearly towards larger values of dturb, IPF-FDMC begins to

deviate. The simulations with IPF-FDMC did not increase the domain width with

increasing dturb. This meant that the domain width was not large enough to include

all of the scattered power in the large dturb simulations, which led to scattering of

the microwave into the left and right boundaries. These components are not detected
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by the receiving antenna placed at the top of the computational domain. In EMIT-

3D the domain width was increased with increasing dturb. Figure 4.2 shows the 3D

output from EMIT-3D which for illustration purposes displays a particularly strong

perturbing properties, LC ≈ 0.52λ0 and dturb = 3λ0. One can see that the microwave

begins to split into two beams and so for large values of dturb these begin to fall within

the boundary layers for IPF-FDMC. The average beam broadening is also shown as a

function of dturb in figure 4.11. It exhibits a similar behaviour to the scatter parameter.

Figure 4.11: Left: Median scattering parameter α. Right: Average beam broadening as a
function of the thickness of the turbulence region for the case of an average fluctuation level
of σ ≈ 4% and an average structure size of LC ≈ 0.52λ0.

4.5.4 Variation of the injected beam waist

Future modelling of the scattering of microwave beams through tokamak edge plasmas

will aim to model the simulated beam closely. However, experimental beams have a

beam waist radius that is approximately 20 times the vacuum wavelength which is an

order of magnitude larger than the default value used in these simulations. In the

description of the simulation geometry (see section 4.3) it was argued that despite the

relatively small value of w0, the simulations still resemble fusion-relevant cases. In this

section we investigate this point further by scanning through to larger beam waists.

To ensure the physics is not affected by the size of the computational domain, the x-

and y-directions are increased to 30λ0. The other parameters are kept at their default

values of LC ≈ 0.52λ0, σ ≈ 4%, and dturb = 3λ0.
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Figure 4.12: Left: Median of the scattering parameter α. Right: Average beam broadening
as a function of the size of the beam waist for the case of an average fluctuation level of
σ ≈ 4% and an average structure size of LC ≈ 0.52λ0, and a depth of the turbulence layer of
dturb = 3λ0.

Figure 4.12 shows the scattering parameter α asymptotes to a constant value at

w0 = 2λ0. Therefore, the assumption made that a default value of w0 = 2λ0 is relevant

for fusion experiments holds for the calculation of the scatter parameter. The measure

of the beam broadening however exhibits different behaviour. An asymptotic value is

still approached but at a larger value of the beam waist. This is due to the fact that

the average beam broadening is a normalised quantity (normalised to the unperturbed

beam). Thus, the wider the beam, the smaller the relative beam broadening.

The decrease of the beam broadening for the smallest beam considered can be

explained by the geometry used: in the detector antenna plane, the smallest beam has

a wider electric field distribution as the beam with the next beam width considered.

This is due to the strong divergence for the smallest beam considered. The beam

broadening graph shows the points from IPF-FDMC only as IPF-FDMC has a much

smaller uncertainty. This makes the graph less cluttered so then the shape can be seen

more clearly. As has been the case in all other parameter scans, very good agreement

has been found between IPF-FDMC and EMIT-3D for the calculation of the scatter

parameter. Relatively good agreement was found for the beam broadening yet it was

somewhat degraded as compared with the calculation of the scatter parameter. Again

this is consistent with previous scans.
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4.5.5 Variation of the background density

The background plasma density onto which the turbulence is superimposed affects

how strongly the beam interacts with the turbulence. The default background electron

density value so far has been kept fixed at a value of n0 = 0.5ne,cut−off . This is to

ensure that O-mode is the only solution present in the simulation domain. Now it

is decreased by a factor of 5 to a value of n0 = 0.1ne,cut−off . In this configuration,

simulations were performed with dturb = 3λ0 and the average electron density structure

size which yielded the strongest perturbation. An average scattering parameter of

α = 2.11 (± 0.06) × 10−4 is obtained. Note that this is a factor of 50 below the

corresponding value for the higher background electron density. The average beam

broadening is with a value of wturb/wno−turb = 1.0002 (± 3× 10−5) smaller by a similar

factor.

4.5.6 Oblique propagation to the filamentary structures

The goal of this section is not to present a comprehensive parameter scan including a

full angular scan. Instead the goal is to briefly look at what 3D effects may present

themselves when moving to oblique propagation angles to set the precedent for future

work. This is the case in experiment when the microwave beam is intended to drive

current along the field lines. In this scenario an angle of π/4 between the microwave

beam and the magnetic field is used.

Figure 4.13 shows a snapshot of the output from EMIT-3D in the geometry

described showing iso-field surfaces of the electric field of a microwave beam. The size

of the beam waist is w0 = 2λ0. The electron density fluctuations are assumed not to

vary in the direction parallel to the background magnetic field, thus their filamentary

appearance. The scattering of the microwave beam is clearly 3D in nature which results

in an interesting impact on the scattering. The beam appears to scatter in a way that

does not cause as large of a divergence of the beam as found in the perpendicular cases.

In fact indications of a reduced scattering are found as compared to the perpendicular

injection. However, the data is not conclusive and require further verification using a

sufficiently good ensemble average and a scan through propagation angle.
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Figure 4.13: Snapshot of the positive wave electric field together with contours of the elec-
tron density fluctuations (red and blue corresponding to positive and negative perturbations
respectively) for an angle of 45 degrees between the injected microwave beam and the electron
density filaments.

4.5.7 Considerations for the experimentalist

To assist in making the results of the modelling work more accessible to the experimen-

talist, the consequences of the simulation results are briefly discussed for two different

experimental cases. The first case considers the diagnostics of microwave radiation

emitted by the plasma. The second considers the localized absorption of high-power

microwaves in the confinement region of the plasma.

4.5.7.1 Microwave emission experiments

The case of the synthetic aperture microwave imaging (SAMI) diagnostic installed at

the MAST spherical tokamak is considered here [51]. This diagnostic detects electron

Bernstein wave emission in a frequency range of 10 to 36.5 GHz, corresponding to a

vacuum wavelength of λ0 ≈ 1 to 3 cm. The electrostatic electron Bernstein waves

are generated by electron temperature fluctuations in the electron cyclotron frequency

range. They are mode-converted into electromagnetic waves in the vicinity of the

plasma frequency layer and the upper-hybrid resonance layer [93] and can then leave

the plasma. The SAMI diagnostic aims to use the recorded signal to estimate the pitch

angle and thus the edge current density profile. The case of a background density
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of n0 = 0.5ne,cut−off discussed in section 4.5.1 can be applied here. The average size

of the density structures at the plasma edge is LC = 5 to 10 cm [94, 95] and an

average amplitude of 10% to 20% can be assumed. Comparing the structure size

with the wavelength range of the diagnostics, the scattering should be noticeable in

the lower frequency range (corresponding to the larger wavelength of the microwave).

At the upper end of the frequency sensitivity of SAMI (corresponding to the smaller

wavelength of the microwave), it should be strongly reduced. The large frequency range

of SAMI provides an interesting scenario to experimentally investigate the scattering of

microwaves as a function of the wavelength of the microwave (equivalent to varying the

average density structure size). The results could then be compared with appropriate

simulations.

4.5.7.2 Microwave injection and absorption experiments

As mentioned in the motivation for this work injected microwaves can be used to drive

toroidal currents (ECCD). ECCD beams are used to suppress the growth of magnetic

islands in order to stabilize NTMs. In the ASDEX Upgrade tokamak, beams with a

heating frequency of 140 GHz are used, corresponding to λ0 ≈ 2 mm and a cut-off

density of ne,cut−off ≈ 2.4 × 1020 m−3 [45]. As a first approximation values of the

background density and blob size and fluctuation level are used from a single location,

although it is understood that these values change over the large density gradient

region. The size of the blobs appearing in the scrape-off layer is on average LC ≈ 7

mm [96], the density at this location is typically ne < 3× 1019 m−3 ≈ 0.1ne,cut−off [97]

and the fluctuation strength σ ≈ 15%. Despite this rather large fluctuation amplitude,

the effect on the injected microwave is expected to be small since the background

density is far below the corresponding cut-off density. This has been discussed in

section 4.5.5. The distance from the antenna to the intended place of absorption is,

however, very large with a value on the order of 100 λ0. Very small scattering angles

are therefore expected to be of larger significance than in the simulation geometry

discussed in this paper.
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4.6 Summary

In this chapter the scattering effect of turbulence on an O-mode microwave beam, in-

jected perpendicular to the density filamentary structures (and magnetic field), has

been investigated. It is the first time a parameter scan of these parameters has been

performed. The work has produced the basic knowledge of the dependence of mi-

crowave scattering power on the turbulence parameters from which future work can

be built. Full-wave simulations have been used which capture the full effect of the

scattering on the wave mechanics. In a series of parameter scans the properties of the

electron density fluctuations and of the microwave beam have been varied. Very good

agreement between 2D and 3D simulations was demonstrated for all sets of parame-

ters which shows that the scattering at perpendicular injection is purely 2D in nature.

The strongest scattering of the microwave beam was found for a perpendicular corre-

lation length of the electron density structures of LC ≈ λ0/2. The correlation length

corresponds to an average eddy radius so this result means that the peak scattering

occurs when the structure size is the same size as the wavelength. The scattering of

the microwave and the average beam broadening were found to increase linearly with

the depth of the turbulence layer and quadratically with the fluctuation strength. The

quadratic behaviour corresponds to the theory of scattering at a thin phase grid. An

asymptotic behaviour was observed for increasing the size of the beam waist. This

result is very important for future simulations which aim to directly model experiment

because it is now understood that one may use a smaller beam waist in the modelling

which vastly reduces computational expense. Indications for an overall reduced scat-

tering were found if the microwave beam propagates obliquely to the electron density

perturbations which is a purely 3D effect. As a next step the knowledge gained from

the simulations here will be applied to modelling the scattering of an experimental

microwave beam. The simulations will aim to model as closely as possible the experi-

mental system and therefore test our most complete theory of the wave mechanics and

turbulence against experimental measurements of beam broadening.
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5.1 Motivation

Many current and future magnetically confined fusion devices rely on collimated elec-

tromagnetic beams for precision heating and current drive in the plasma. ITER will

use O-mode beams to provide electron cyclotron resonance heating (ECRH) and cur-

rent drive (ECCD) from an upper port launcher. One primary objective is to stabilise

the expected m = 3, n = 2 and the m = 2, n = 1 neoclassical tearing modes

(NTMs) [24,98]. As discussed in chapter 1, section 1.2, the stabilising effect of ECCD

is most effective within the O-point of the NTM. Consequently if the deposition pro-

file is broadened to be larger than the island width or the alignment of the beam is

not centred on the O-point then the stabilising efficiency is reduced [46]. However it

has been widely observed that significant broadening of the ECRH deposition profile

occurs to a varying degree (1.4 − 2.7 times the width calculated by a beam tracer)

across a range of devices such as ASDEX-U [99], DIII-D [100–102] and TCV [103] in

a range of operating scenarios. This is of concern for ITER as it increases the power

required to suppress a given island. Previous work suggests that for the current ITER

design, full ECCD power from all gyrotrons is needed to suppress the 3/2 island if the

deposition profile is broadened by > 200% compared to ray tracing calculations [104].

This means that there will not be any power remaining to stabilise the 2/1 island.

More recent work suggests that a deposition broadening by > 100% may necessitate

power modulation for NTM suppression [105]. Most important however, is that the

performance Q value of ITER will be reduced if it becomes necessary to increase the

power requirements for NTM suppression or to continuously use ECCD power. This

is of direct consequence for one of ITER’s main goals.

The broadening of ECRH deposition profiles has usually been attributed to the

radial transport of fast electrons through diffusion [99,100,106]. Though this is able to

explain the broadening profile observed, the necessary bremsstrahlung emission that

would be associated with the large radial transport of fast electrons is not observed
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in experiment [107, 108]. Furthermore it is noted in Ref. [105] that if the profile is

broadened by scattering of the beam by density fluctuations in the edge then the impact

of finite transport is reduced. With a view to ITER, direct simulation of the 3/2 and

2/1 surfaces by gyrokinetics code GKW [109] constrains the diffusion coefficient to a

value that would account for broadening of the deposition profile by only 10% [110].

Indeed recent experiments [101–103] have shown a significant broadening effect which

is attributed to scattering of the ECRH beam by density perturbations in the edge.

There are many predictions for ECCD broadening due to edge density fluctuations

using beam tracing codes with a statistical turbulence approximation [74–78, 103].

There are no similar studies using a full wave code along with a turbulence code to treat

the edge. This makes benchmarking with our most complete theoretical description

impossible. Furthermore there has only been one ray tracing study (with statistical

turbulence included) which directly compares the modelled ECRH beam broadening

with the experimentally measured heating profile, for a particular shot, on a systematic

basis [103]. As a consequence there have been no opportunities to test our theoretical

models in multiple shots with substantially differing edge turbulence (once more there

is no full wave equivalent). The purpose of this work is to address these issues. The

chapter is laid out in the following way: we begin in section 5.2 with the experimental

measurements of ECRH broadening in DIII-D for the specific shots simulated by EMIT-

3D. In section 5.3 the turbulence model (section 5.3.2) is outlined along with the method

for matching the simulated turbulence domain to experimental turbulence. Section 5.4

presents the analysis of simulation results and section 5.5 provides a discussion of the

work.

5.2 Experimentally measured ECRH Deposition

Broadening in DIII-D

In DIII-D 110 GHz X-mode polarised beams are used to drive ECCD and ECRH

at the location where the electron cyclotron frequency is 55 GHz (second harmonic

absorption). Beams from up to 6 gyrotrons are launched from a set of steerable mirrors
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located at a poloidal angle of 60◦. The beam waist radius at the launcher is between

6−7 cm (≈ 23λ0) depending on the launcher, resulting in a Gaussian beam with a large

waist to wavelength ratio which can be approximated as a plane wave solution with

very little divergence. The beam path and deposition profile is calculated by the ray

tracing code TORAY-GA on a shot by shot basis (see figure 5.1). The corresponding

experimental work to this chapter, described in detail in [102], has shown significant

differences between the calculated deposition profile and the measured heating profile.

It was found that the broadening of the heating profile cannot be explained by transport

effects and instead is found to scale with the level of edge density fluctuation. This

led to the conclusion that the beam broadening is caused by scattering of the beam

in the tokamak edge region. The experimental broadening is defined as a ratio of the

measured heating deposition width and that calculated by TORAY-GA and is shown

in table 5.1.

Figure 5.1: An illustration of the ECRH launch angle and path of the rays. The blue
rectangle approximately covers the full wave simulation domain and the arrows by the sub-
sequent projection technique discussed in section 5.4.2. The blue vertical line is the targeted
electron cyclotron resonance surface. The separatrix is denoted by the solid black line. The
blue circles along the mid-plane illustrate the view of the diagnostics relative to the ECRH
injection.
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Neg-Tri Diverted QH-mode Limited Diverted

L-mode H-mode L-mode L-mode

#166191 #165146 #157131 #154532 #165078

Fluc. Level 3 5 8 10 12

Broad. Fac. ×1.4± 0.2 ×1.7± 0.2 ×1.9± 0.4 ×2.3± 0.2 ×2.7± 0.3

Table 5.1: Plasma scenario and corresponding shot number with measurements of the
fluctuation level made on the normalised poloidal flux surface ψN = 0.95 and the ECRH
broadening factor relative to ray tracing calculations.

5.3 Theoretically modelled ECRH Deposition

Broadening in DIII-D

5.3.1 The simulation domain and beam initialisation

Of the cases shown in table 5.1 three cases with distinct edge plasma characteristics, L-

mode, H-mode and negative triangularity L-mode, are considered to compare directly

with experiment. As discussed in section 5.1, a full wave treatment is only necessary

when the inhomogeneity scale length is comparable to the wavelength. This occurs in

the steep density gradient region of the plasma edge. Because full wave simulation is

computationally expensive, the simulation domain is chosen to span the region about

the separatrix shown in figure 5.1. The method for propagating to the absorption

surface from the end of the simulation domain is discussed in section 5.4.2. To reduce

computational expense the domain size was constrained to be as small as possible

without affecting the wave mechanics. To this end a resolution of 20 Yee cell grid points

per vacuum wavelength is chosen in EMIT-3D. The optimum width of the simulation

domain was found to be 4 times the beam diameter in the direction perpendicular to

the filamentary structures in x̂ (where scattering is expected) and 1.8 in the direction

parallel to filamentary structures in ŷ (figure 5.2). The experimental beam waist is

47λ0 which is not practical to simulate here. Instead a beam is launched which ensures

a flat plane wave-front. It was found in previous work [111] that the dependence of

scattering power of turbulence on a Gaussian beam asymptotes to a constant value
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beyond a beam waist 6λ0. Therefore 6.8λ0 was chosen to represent the experimental

beam. An X-mode Gaussian beam is launched by exciting only the component of the

wave electric-field that is perpendicular to both the background magnetic field and the

wave vector, k̂, within a homogeneous background plasma. The background plasma

is then smoothly transitioned to the turbulence profile by use of a hyperbolic tangent

function. The turbulence layer was 38λ0 deep in the propagation direction ẑ.

5.3.2 Generation of the turbulence

The turbulence used for simulating microwave interaction was generated using the

BOUT++ framework [86]. The Hermes model [112] was simplified to include only elec-

trostatic effects in a quasi-3D geometry. In the perpendicular plane the fluid equations

were modelled explicitly, while separate closures were used for the parallel direction to

simulate the behaviour inside and outside the separatrix. The Hasegawa-Wakatani [88]

closure describes the closed field line region, which models nearly adiabatic electrons

through a parallel current and resistivity. Outside the separatrix, a sheath model

provides a sink for plasma density and energy [113].

Figure 5.2: The output from EMIT-3D for one particular turbulence snapshot in in the
ensemble for L-Mode. Left: The 2D turbulence profile generated by BOUT++ is shown to be
extended along the magnetic field lines into filamentary structures and a 3D wave propagates
from low density to high density (blue to green). The white contours are plotted at the beam
width where the amplitude falls to 1/e of the maximum. Right: A later time in the same
simulation where a particularly large structure is seen to split the beam. The image at the
backplane (top) is the RMS electric field calculated over two wave periods.
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5.3.3 Using experimental diagnostics to constrain the simu-

lated turbulence characteristics

We begin with the diverted L-mode shot #165078. The Thomson Scattering diagnos-

tic [114] provides the time averaged electron density (henceforth referred to as density)

and electron temperature profile whilst EFIT provides the magnetic field. These serve

as inputs to the Hermes model and drive the plasma turbulence. As the frequency of

the wave is much larger than the eddy turnover frequency, the turbulence is considered

as stationary. Therefore, as the turbulence evolves in time, 2D density profile snapshots

are selected at sufficiently spaced time intervals to provide a large uncorrelated ensem-

ble in order to capture the time averaged effect of turbulence on the beam. Away from

the divertor the parallel density gradients are negligible due to fast parallel transport.

This requires that the 2D profile is then extended into 3D along the magnetic field

lines reproducing the distinctive filamentary structures. The ensemble characteristics

are then cross-checked with experiment to ensure that the spatial distribution of the

root mean square (RMS) fluctuation level ξ, time averaged density ne,0(r), poloidal

and radial correlation lengths are matched. The RMS fluctuation level is obtained by

beam emission spectroscopy (BES) [115]. It is defined in equation 5.1 as the RMS

fluctuation amplitude normalised to the time averaged density. The RMS fluctuation

amplitude is defined as ñe(r) =
√∑

(ne(r, t)− ne,0(r))2 /N .

ξ =

√√√√ 1

N

N∑
t=1

(
ne(r, t)− ne,0(r)

ne,0(r)

)2

(5.1)

N is the ensemble size and ne(r, t) denotes the density profile in r for an instan-

taneous time t. The correlation length, LC , is defined as the average distance over

which the normalised autocorrelation falls off to 0.5 which corresponds to the eddy

radius when the density fluctuation amplitude falls to 1/e. This is clearly an averaged

quantity and a range of structure sizes of differing power are present in the profile.

The physics governing the correlation lengths is vastly different over the radial extent

of the simulation domain spanning the separatrix. In the scrape off layer (SOL), blobs
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dominate the structure therefore the radial correlation length is dominated by larger

length scales [116,117] and across the separatrix the simulations show that radial length

scales are enlarged due to the radial direction of advection. By contrast, inside the sep-

aratrix the binormal correlation length has been measured to be of the same size [118]

and even larger [119]. It is difficult to exactly define the ratio between the radial and

poloidal length scales on average in experiment due to the sensitivity of different di-

agnostics to specific values of k and also due to the spatial and temporal resolution.

What can be stated though is a range in which the measured correlation lengths lie for

DIII-D [53, 120, 121]. This is used as the constraint for the simulations. Furthermore

as the correlation length describes only an average quantity it is necessary to check

the k power spectrum of the simulated turbulence. The spectrum follows known power

laws in specific regions corresponding to different underlying turbulence mechanisms,

a comprehensive review of which can be found in Ref. [57].

Figure 5.2 illustrates the simulation domain with the turbulence generated from

the Hermes model and the EMIT-3D output. Figure 5.3 shows the simulated and

experimentally measured parameters described above for each of the cases modelled.

The BES data for the RMS fluctuation level is only present inside the separatrix.

Outside the separatrix it is understood that the fluctuation level continues to increase

up to levels of 60% and in some cases 100%. A comprehensive review of edge turbulence

measurements in toroidal fusion devices [53] demonstrates this increase in the SOL.

The fluctuation levels and correlation lengths are also consistent with previous DIII-D

measurements [53,57,120,121].

The turbulence mechanism for the negative triangularity L-mode operating sce-

nario is the same as that for normal L-mode configuration though significantly sup-

pressed [122]. Therefore the same profiles generated for the normal L-mode scenario

were scaled to fit the negative triangularity experimental data. The time averaged

density is changed by dividing through each snapshot with the L-mode time averaged

density and multiplying through by the fit to the negative triangularity data. In a

similar way once the time averaged density has been removed, leaving only the fluc-

tuations, the RMS fluctuation level can be manipulated using a fit to the BES data
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for the required shot. The correlation length is altered through interpolation of the

grid to span a larger or shorter distance relative to the wave as required. Ideally for

H-mode a multi scale gyrokinetics simulation of DIII-D would be used. However this

was not available due to the huge computational expense of such a simulation at a grid

resolution small enough for the wave mechanics to fully interact with the fine structure.

Therefore the turbulence profiles generated by Hermes were scaled as described above

to be consistent with the measured turbulence parameters of the H-mode shot. The

radial correlation length in H-mode is expected to be reduced in comparison to L-mode

due to the E×B shear flow whilst increasing in the binormal direction [32,57,60]. For

negative triangularity the correlation lengths are generally unchanged from L-mode

according to the dimensionless ρ∗ = ρi/a scaling law previously shown in [57,119]. The

experimental and simulated parameters for each case are shown in figure 5.3.

Figure 5.3: The properties of the generated turbulence ensemble along with the correspond-
ing DIII-D measurements for each scenario considered. The dots represent experimental mea-
surements whilst the solid lines are from the simulated turbulence. Each scenario is colour
coded as shown in the legend of the bottom left plot. ∆R is with respect to the outboard
mid-plane with 0 denoting the separatrix.
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An unavoidable challenge between experiment and simulation was encountered.

The ECRH beam launcher is located at a poloidal angle of 60◦ whereas the diagnostic

data used to match the simulation to experiment is located on the mid-plane. Recent

global simulations of DIII-D [112, 123] have demonstrated that the turbulence ampli-

tude changes with poloidal angle. The change is either positive or negative depending

on the turbulence model used and the operating regime considered. Therefore it is

not understood whether the change occurs in the same way for the total k spectrum

of the turbulence or part of it. What can be concluded though is because the change

in angle from the mid-plane is small (see figure 5.1) one should expect only a slight

difference between the broadening estimated here and the measured deposition profile

broadening.

5.4 Results

5.4.1 The ensemble

For each modelled scenario, a reference case is needed where the beam propagates

through the time averaged density profile without turbulence. When turbulence is

added a large ensemble of simulations per scenario is required. The root mean square

of the wave electric field (equation 5.2) is calculated for each snapshot which is used to

define a scatter parameter, αs (equation 5.3), which can be physically interpreted as

a measure of the percentage change in the distribution of the beam energy across the

two dimensional grid at the back-plane. The back-plane is shown in figure 5.2.

ERMS =

√√√√ 1

2T

2T∑
t=1

(
E2
x,t + E2

y,t + E2
z,t

)
(5.2)

αs =

∑
i,j

(
Ẽ2

RMS(i, j)− E2
RMS(i, j)

)
∑

i,j E
2
RMS(i, j)

(5.3)
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σensemble =

√√√√ 1

N

N∑
s=1

(αs −mean(αs))2 (5.4)

Figure 5.4: Convergence of the scatter parameter α and the standard deviation σ with
increasing ensemble size for L-Mode.

The necessary ensemble size may be determined by looking for the convergence

of both the mean of αs over the ensemble (denoted α) and also its standard deviation

σ (figure 5.4). For L-mode, convergence was found after approximately N = 250 sim-

ulations though N = 360 were used in the total ensemble. For H-mode and negative

triangularity, convergence was found much sooner because the turbulence was weaker

and therefore did not perturb the beam to the same extent. This allowed a smaller

ensemble size of 150 to be used.

Once these parameters are observed to converge sufficiently one may take the

mean of the RMS wave electric field along the beam propagation to analyse the time

averaged effect of the beam over the ensemble. The result is a Gaussian beam with

increased width and divergence in relation to the reference case due to scattering from

turbulence (figure 5.5). However it is noted that though the main body of a time

averaged scattered beam fits very well to a Gaussian, side lobes develop which are not

captured by the Gaussian function; these will be discussed later.
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Figure 5.5: Output from the L-Mode simulations. Left: The RMS electric field of the
ensemble beam and the reference beam along the propagation direction. Right: A cross
section through the beam at the back-plane.

5.4.2 Projection to the absorption surface

The absorption surface of the ECCD power is much further into the plasma than

the edge of the simulation domain. The exact distance is case specific. Due to the

difference in divergence, the ratio of the beam widths will not remain constant from the

simulation domain back-plane to the absorption surface. Therefore a method is required

to calculate the ratio at the absorption surface given the divergence of both beams at

the end of the simulation domain. The envelope of a Gaussian beam in homogeneous

space after the Rayleigh range (RR = πw(0)2/λ0) will asymptote to a straight line

drawn to infinity from the centre of the beam at the waist, at an angle corresponding

to the divergence of the beam. This quality of a Gaussian beam allows one to fit straight

lines to the envelope of the beam after the Rayleigh range to extrapolate the beam to

greater distances assuming the subsequent propagation is through homogeneous space.

This can be done for both the reference beam and the ensemble scattered beam as a

first order approximation. This also assumes that the ensemble beam continues to be

well described by a Gaussian whose divergence is defined by the ensemble scattering

in the simulation domain.

The limitation of the method is that no further refractive effects from the changing
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density gradient and magnetic field vector will be included. A further broadening of

the beam is expected due to the orientation of the beam k vectors distributed over

the wave-front to the density gradient vector and magnetic field vector. This effect

is expected to be small due to the length scale of the gradients in comparison with

the wavelength and will affect both the reference and ensemble beam in the same way.

However the effect will be larger for the ensemble beam due to its larger divergence

and although it will result in an underestimation of the broadening at the absorption

point it is not thought to contribute by more than 10% as a conservative estimate.

5.4.3 Beam broadening in each scenario

Figure 5.6: The top panel of plots are the L-Mode results, the middle panel is H-Mode and
the bottom panel is negative triangularity. Left: A line plot of the back-plane beam cross
section taken in the scattering direction. The backplane location and the scattering direction
is shown as the green dashed line on the right hand plot. Shown is the RMS electric field for
both the reference beam (green), the ensemble beam (red dashed) and the Gaussian fit (black
dashed) to the ensemble beam. Right: Extrapolation of the beam envelope to the absorption
region from the end of the simulation domain (green dashed line). The extrapolated line is
fit between the black and green dashed lines at the end of the simulation domain.
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Figure 5.6 shows the results of the three modelled scenarios and table 5.2 compares

these with the experimental measurements. For each of the scenarios in figure 5.6

one can see the full scale of the beam paths. The solid blue and red lines show the

beam envelope of the ensemble and reference beams respectively inside the simulation

domain which ends at the vertical green dashed line. The dashed blue and red lines

then show the extrapolation of the beams as discussed in section 5.4.2. The lines are

fitted according to the divergence of the two beams at the end of the simulation domain

between the black and green dashed lines. The path length to the absorption surface

from the end of the simulation domain is different in each case. In L-mode this was

40.1 cm (≈ 147λ0), in H-mode it was 41.7 cm (≈ 153λ0) and in negative triangularity

it was 30.0 cm (≈ 110λ0). It must be noted for comparing each graph directly, that for

L-mode, a resolution of 25 grid points per wavelength was used and this was decreased

to 20 in all other simulations.

In each case it is noted that side lobes develop which is an inherent property of

scattering from turbulence and not dependent on the ensemble size. The side lobes are

a direct result of the scattering from turbulent fluctuations having correlation lengths

similar to the vacuum wavelength of the injected microwave and/or having a significant

amplitude. This effect would not be expected in turbulence that is smoothly varying

relative to the wavelength. It has been shown in [124] that the magnitude of scattering

due to turbulence follows a log-normal distribution. The consequence is the occurrence

of random large scattering events which significantly perturb the beam. The effect

on the time-averaged beam is the appearance of side lobes which deviate from the

Gaussian normal distribution. The ramification for the experiment is that more power

may fall outside the width calculated here.

The broadening effect of the edge plasma (i.e that calculated in the simulation

domain only) is slightly more in negative triangularity than it is in H-mode despite

the fluctuation level of the turbulence being larger in H-mode. This is due to the

higher background density in negative triangularity combined with the much shallower

gradient. This means that the actual fluctuation amplitude is the same as in H-mode
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and actually remains higher for a longer distance (see figure 5.3). The result is therefore

not surprising and one can see that the reason the beam broadening is smaller at the

absorption region is due to the much smaller propagation distance. It follows that the

scaling of the expected beam broadening cannot simply be attributed to a measure

of the fluctuation level at the edge but a combination of the background density and

the fluctuation level. Moreover, the shape of the density profile and the fluctuation

level profile play a major part in the magnitude of the beam broadening. This will be

discussed further in the following section.

Neg-Tri L-mode Diverted H-mode Diverted L-mode

#166191 #165146 #165078

Exp. Broad. Fac. ×1.4± 0.2 ×1.7± 0.2 ×2.7± 0.3

Sim. Broad. Fac. ×1.370± 0.074 ×1.515± 0.102 ×2.498± 0.298

Table 5.2: The experimental measurements of the ECRH deposition profile broadening and
the calculated beam broadening from the simulated ECRH beam in the same shot.

The errors on the calculation of the beam broadening from the simulation side

are broken down as follows. The standard deviation is seen to converge between ±6%

to ±7% depending on simulation scenario therefore contributing the same amount to

the uncertainty on the beam broadening. A further contribution to the uncertainty as

discussed in section 5.4.2 comes from the method to extrapolate the beam envelope to

the absorption region. This contributes +10% from the difference in refraction that

will be encountered by the two beams through the core. A further ±7% comes from

the uncertainty in the fit of the line to the limited number of wavelengths at the end of

the simulation domain and is calculated as the spread in broadening encountered. The

total error is a combination of two indeterminate errors for which the sign is unknown

and one determinate error with positive sign. When added together the indeterminate

errors sum in quadrature and the determinate error sums conventionally. Consequently,

the total error on the calculated beam broadening is σ =
√

72 + 72 + 10 = 19.9%. The

uncertainty due to the mismatch in diagnostic position and ECRH launch position is

unknown and therefore noted but omitted.
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One can see from table 2 that the simulated beam broadening agrees with the

experimental results very well and within the errors on the calculations. However

there is a consistent under-prediction of the broadening. There is a slight discrepancy

between the turbulence encountered by the experimental beam and the simulated beam

due to the location of the diagnostics on the mid-plane and the injection angle at 60◦

as discussed in section 5.3.2. However it is uncertain whether this would lead to an

under or over-prediction of the broadening. Most likely the consistent nature of the

under-prediction could be partially attributed to the fast electron transport which is

not decoupled from the experimental measurement and is contained within the errors.

This is consistent with the constraint on the fast electron transport to contribute no

more than 10% to the deposition broadening [110]. Furthermore, as discussed in section

5.4.2, the method for projecting to the absorption surface is predicted to underestimate

the broadening by no more than 10% as a conservative estimate, which is contained

in the simulation errors. These two effects combine to explain the consistent under-

prediction. L-mode and negative triangularity simulations both agree with experiment

to the order of 10%, whereas H-mode is of the order 25%. The reason for this extra

15% may be attributed to the resolution of the diagnostics, which affects the H-mode

simulation the most due to the large gradients in the edge. This is discussed in the

following section.

5.4.4 Sensitivity of the modelled broadening to resolution of

diagnostics

Both the Thomson scattering and the BES diagnostic systems have a spatial resolution

of 5 mm. This means a misalignment of the profiles of up to 1 cm is possible. Further-

more the BES has the largest measurement error of up to 20% in the fluctuation level.

Due to the uniquely steep gradients in H-mode of both the fluctuation level profile

and the time averaged density profile the combination of these two uncertainties on

the calculated beam broadening may be substantial. Modelling provides the ability

to artificially scan through these uncertainties to quantify the effect on the predicted

broadening.
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Figure 5.7: The left graph shows the scan in spatial resolution from the nominal location
in red. The middle graph shows the scan in fluctuation level error where the red line shows
the nominal profile. The right graph shows the fluctuation amplitude for the six locations.
The colours correspond to the spatial offset where blue represents the density profile closer to
the separatrix, red is nominal and green is further away. The solid lines all have the nominal
fluctuation level and the dashed lines are lowered by 20%.

Figure 5.7 shows the six simulations within the diagnostic uncertainty space that

have been conducted. The scan through spatial resolution is achieved by moving the

time averaged density profile by ±5 mm about the nominal location. For each of these

three locations a simulation is run with the nominal fluctuation level and a subsequent

simulation with the profile lowered by 20%. Table 5.3 shows the result for the diagnostic

uncertainty. The value used in the broadening prediction is the nominal profile given

by the diagnostics corresponding to δr = 0mm and ξerr = 0.

δr = +5mm δr = 0mm δr = −5mm

ξerr = 0% ×1.662± 0.132 ×1.515± 0.102 ×1.292± 0.058

ξerr = −20% ×1.403± 0.080 ×1.302± 0.060 ×1.170± 0.034

Table 5.3: The results for the scan in diagnostic uncertainty. ξerr is the error in fluctuation
level and δr corresponds to a spatial shift relative to the nominal location. Positive δr is a
movement towards the separatrix from the nominal and negative the opposite.

A reduction in the fluctuation level profile by 20% causes a decrease in the broad-

ening at the absorption surface by 40%. This is consistent across the scan in spatial

resolution. Uncertainty in the spatial location results in an asymmetric change in the

calculated broadening. This is expected due to the asymmetric nature of both profiles

in space. Moving the density profile by 5 mm results in up to a 50% change in the
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background density for the same fluctuation level in the steep density gradient region.

Because the background density determines how strongly the wave interacts with the

plasma a large change in the scattering is encountered. This results in a change in

the predicted broadening at the absorption surface of +30% for movement towards

the separatrix (towards larger fluctuations) and −40% for movement away (towards

smaller fluctuations).

5.5 Discussion

By combining experimental measurements with numerical modelling we have been

able to show that the main source of ECRH deposition profile broadening is due to

scattering of the beam by density fluctuations occurring solely in the edge region in

DIII-D. Though fast particle and diffusive effects will occur they should not contribute

more than 10% which is in agreement with previous work [101–103,110]. Furthermore

these diffusive effects contribute even less when the beam is already broadened [105] as

is the case here. However, a consistent under-prediction of the broadening of ≈10% is

observed in the simulations which is believed to be accounted for by the combination of

two sources. Firstly, the fast electron transport is not decoupled from the experimental

measurements of the deposition broadening. Secondly, the method for projecting to

the absorption region is expected to under-predict the broadening. Both are sources of

consistent mismatch between experiment and simulation neither of which are expected

to contribute more than 10% and are contained within the respective errors. We

have demonstrated the difficulty in modelling H-mode stems from the resolution of the

diagnostics. A large change in the calculated beam broadening can occur within the

resolution of the diagnostics which accounts for the somewhat diminished agreement

found for this scenario. Doubling of the resolution and a reduction of the measurement

error to 10% from 20% would be needed to allow for consistent modelling of H-mode.

Yet despite the difficulties in making these measurements and matching the simulated

plasma profiles to experiment, remarkable agreement with experiment is found across

vastly different operating scenarios. It is worth noting that the broadening shown

here is only maximised as a negative effect when the normalised poloidal flux, ψN ,
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is perpendicular to the absorption surface (see figure 5.1). However if the absorption

surface is aligned parallel then the fast parallel transport along field lines will negate

the broadening (although it is uncertain how practical this may be in experiment).

Previously beam tracers with a statistical description of the turbulence have been

used to calculate the beam broadening for experiments and to predict for ITER [74–

78,103]. However it is not yet clear whether such methods capture the full broadening

of the wave. Due to the underlying formalism of the wave mechanics, contributions to

the scattering from turbulence structures whose characteristic size is comparable to the

wavelength will be missed because these lie outside of the beam tracing code’s region of

validity. Moreover, this has been shown to be the precise region where the scattering is

maximised [111,124]. This is of concern for ITER as the beam broadening, which has

already been calculated as 100% in these previous studies, could be an underestimation.

It should be noted that as explained in section 5.1, this region of 100%-200% broadening

is in the limit of operation for fully removing saturated NTMs even with the use of

modulation. This is not to say that such a scenario will present itself - only that such

codes used to predict the broadening for ITER should be benchmarked on a shot by shot

basis to experiment and where also possible, the full wave description for the specific

benchmark shot. This will be the subject of the future work which will also consider

the requirements for robust ITER beam broadening predictions and the potential for

reducing the beam broadening and may be possible without significantly affecting the

ITER ECCD design. Additionally, within this work the main contributions to the

errors on the modelling which come from the method used to project to the absorption

surface will be removed. This will be done by using a ray tracer to trace the beam

envelope through the experimentally measured density and magnetic field profiles for

the core. Further reduction may be possible by matching the end of the simulation

domain to a beam tracer, though this has not yet been considered in detail.
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Chapter 6

An aside: Experimental

investigation of electron transport

across a magnetic field barrier in

electropositive and electronegative

plasmas

The work presented in this chapter has been previously published in:

M.B. Thomas, D. Rafalskyi, T. Lafleur and A. Aanesland: Plasma Sources Sci. Tech-

nol. 25 045018 (2016)

©IOP Publishing. Reproduced with permission. All rights reserved.

http://iopscience.iop.org/article/10.1088/0963-0252/25/4/045018/meta

6.1 Introduction

Charged particle transport across magnetic fields due to E × B drift is a well-known

phenomenon. In the past few decades low temperature plasmas employing a magnetic

field have found a wide range of applications. Most notably such plasmas include the

Penning trap, Hall effect thrusters, magnetron sputtering for industrial coatings and

negative ion beam sources [125–129]. The presence of co-extracted electrons in negative
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ion sources, which is unwanted as it decreases the overall power efficiency, is also of

significant interest to the development of neutral beam injection systems for magnetic

confined fusion reactors [129,130]. The neutral beam injection systems used in magnetic

confinement fusion devices implement negative ion sources and require high efficiency

for economical application especially with a view to ITER and DEMO [131–133]. It

is therefore of interest to decrease the fraction of co-extracted electrons compared to

negative ions through increased understanding of drift mechanisms.

In many negative ion sources it is the geometry of the vacuum vessel and shape of

the magnetic field that dictates the magnitude and direction of the drift. This magnetic

field is usually applied transverse to the plasma source, so that the field lines are per-

pendicular to the central axis of the device. The plasma interaction with surrounding

walls creates sheath and pre-sheath electric fields, which in the absence of externally

applied electric fields, combine with the magnetic field to dictate the direction of the

drift. Typical geometries are usually rectangular with a magnetic filter provided by

a set of permanent magnets [129–132, 134]. Of the plasma diagnostic tools available,

Langmuir probes are most widely used [135,136]. This probe gives reliable information

on the plasma potential (Vp), floating potential (Vf ), and the current at ground poten-

tial (I(V = 0)) [135, 136]. However these probes have been observed to unavoidably

result in perturbations to the surrounding plasma. Non-invasive optical techniques in-

cluding Thomson scattering and reflectometry are implemented when Langmuir probes

are not well suited. However, here a line-of-sight integrated measurement is performed,

as distinct from a two-dimensional spatial map of the ion extraction region that is of

significant interest for applications [33,136,137].

Previous simulation work used 1D fluid models of the detailed chemistry for

typical electronegative gases, but needed anomalous transport across the magnetic

field with a scaling of 1/B to explain the transport [138,139]. These simulations do not

model the transverse walls, and hence no E×B drift exists. S. Dujko et al. [140, 141]

conducted theoretical simulations of collisional transport and electron drifts on the

basis of the ratio of the electron cyclotron to the collision frequency. Their work
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provided a database of transport data for future simulations whilst highlighting the

need for experimental work on E×B transport. Work conducted by St Kolev et al. [142]

provided insight into the charged particle transport in E×B configurations by means of

particle-in-cell (PIC) simulations. The 2D configuration allowed the transverse walls to

play a key role showing an E×B drift thus an anomalous transport is not needed. The

simulations focused on low temperature electropositive plasmas in a typical rectangular

vacuum vessel with a permanent magnetic field barrier. The results showed significant

electron transport across the field to the downstream region on one of the four walls.

In this configuration a diamagnetic drift caused by an electron pressure gradient across

the magnetic barrier (∇pe ×B) creates a current towards the wall responsible for the

E × B drift across the barrier. This results in an electron current three orders of

magnitude higher than collisional transport.

In [143] a 1D wall current probe was proposed and implemented [144] to further

study the E × B drift. This study investigated the scaling of the electron drift with

magnetic field strength, and showed a 1/B dependence, proving the origin of the scaling

found in [139]. Most recently experimental work on the PEGASES system by Renaud

D et al. [145] studied the negative ion production and transport in electronegative plas-

mas. They reveal an anisotropy of the plasma due to a magnetic field induced electron

drift. The drift of electrons across magnetic field barriers has yet to be investigated

not least due to the lack of experimental work in electronegative plasmas. The degree

to which the E × B drift scales with pressure, whether it can be controlled, and how

these electrons behave downstream of the magnetic filter across the extraction plane,

are key open questions [143,144,146–148].

The chapter is laid out in the following way. Section 6.2 details the development

of a a two-dimensional array of planar Langmuir probes which spatially resolves the

effect of electron drift at the extraction grid. Since the array is positioned downstream

of the magnetic barrier, it enables measurement of the electron transport across the

magnetic barrier with minimal perturbation to the plasma. In section 6.3 the signif-

icance of the electron transport (simulated in Ref. [142]) is experimentally verified.
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Beginning with an electropositive argon plasma, section 6.3.1 shows the asymmetry of

the floating potential for different plasma pressures. This is extended in section 6.3.2

to an electronegative ion-ion plasma. The origin of the E × B drift is demonstrated

and show an electron drift two orders of magnitude larger than that due to collisional

transport. This behaviour is further quantified by showing the dependence on pressure,

and the spatial effect over the whole area of the extraction plane.

6.2 Experimental set-up

PEGASES, the device used in this study, generates a plasma by inductively coupling

RF power by means of an 8-turn antenna (operated at 4 MHz), embedded in ferrite,

as shown in figure 6.1 [149]. PEGASES has dimensions of 135 × 130 × 90 mm (x, y,

z) and employs a magnetic field to confine the electrons in the plasma heating region.

Used in conjunction with an electronegative gas, this magnetic field also leads to a

stratification of the plasma with a downstream region where the electron density is 3

orders of magnitude lower than the positive and negative ion densities, resulting in an

ion-ion plasma [150]. As such PEGASES represents a new concept in plasma thruster

technology [151].

Using the ion-ion source, a gridded extraction system is then able to succes-

sively accelerate positive and negative ions, thus removing the need for a downstream

neutraliser [149,151,152]. The duty cycle of the square wave voltage applied to the ex-

traction grids can be varied to ensure equal positive and negative ion extraction, thus

the thruster does not charge up. The geometry of PEGASES closely resembles the

simulation model used in Ref. [142], whilst also demonstrating an attractive negative

ion source, and as such is highly suited to this study.

In PEGASES (figure 6.1), the schematic view is from the top thus showing mag-

netic north with south being on the reverse. There are no external electric fields applied

to PEGASES; rather they are all internally generated in the plasma pre-sheath and

sheath regions to ensure equality of charged particle fluxes at the boundaries. The elec-

tric field as shown, located in the plasma sheaths and pre-sheaths, is directed towards
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the wall in the vacuum vessel. It follows that with the addition of a magnetic field in

the configuration of PEGASES, there are 2 walls where the fields are perpendicular and

thus produce a drift (the electric field in the bulk plasma in the x-direction is assumed

negligible). The drift across the magnetic field will be in the positive x-direction on

the right hand side wall when looking from the RF source (upstream) to the extrac-

tion grid (downstream) as shown. One can define a reduced electric field value in the

pre sheath as E/N ≈ 730 Td and magnetic field of B/N ≈ 5.55 × 105 Hx within the

magnetic barrier and B/N ≈ 2.22× 104 Hx near the grids in the downstream region (1

Td = 10−21 Vm2, 1 Hx = 10−27 Tm3). The system is therefore heavily magnetic field

dominated where the cyclotron frequency for electrons is orders of magnitude larger

than the collision frequency.
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Figure 6.1: Schematic of the PEGASES plasma source as viewed from the top. The down-
stream region is to the right of the magnetic field, the upstream to the left. The magnetic
field is into the page and consequent drift directions are illustrated with arrows across the
magnet. PP 1 - 4 approximates 4 probe locations of the array. The diamagnetic drift is
denoted by “Dia Drift” and the ∇B drift is denoted “Grad B Drift”. Drifts are labelled for
negative charges only.

The ∇B drift is present at two locations. In the upstream region it points in

the positive ŷ direction (upwards) acting against seeding the right hand side wall re-

sponsible for the E×B drift. However, this drift is orders of magnitude less than the

diamagnetic drift thus leading to a net drift towards the transport wall. In the down-

stream region the ∇B drift points in the negative ŷ direction (downwards). However,

the electron population in the downstream region is 3 orders of magnitude smaller than
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the upstream region; therefore the flux of electrons from the ∇B drift at this location

is also negligible. Because of the geometry of the permanent magnets used, and be-

cause the plasma region is contained between the ends of the magnets, the magnetic

field is approximately uniform in the y-direction in the plasma (so that By = 0 and

dBy/dy = 0), thus there is no ∇B drift in the x-plane to produce cross field transport.

It is noted that a diamagnetic drift is theoretically present in the plasma sheath

and points in the opposite direction to E × B. As discussed in [153] and [142], the

diamagnetic drift is dependent on the gradient of the electron density and tempera-

ture. Because it is a fluid drift and thus a result of averaging, it does not necessarily

correspond to real particle drifts. The diamagnetic drift is dominant in the upstream

region due to the high density of particles and strong temperature gradients. This is

not the case in the sheath. Therefore despite there being a fluid drift in the opposite

direction to the E×B drift, it does not correspond to a strong effect and single particle

drifts dominate. Therefore the diamagnetic drift in the sheath is not expected to affect

transport. Another potential mechanism affecting transport is the formation of double

layers. Previous studies of the PEGASES system using Langmuir probes and energy

analysers find no evidence for a double layer within the source [154]. Therefore this is

also not considered to affect the transport.

PEGASES was operated with an RF power of 200 W, of which 150 W is coupled

to the plasma during operation with argon, and 100 W during operation with Ar-SF6.

The Ar and SF6 gases are injected along the source axis using 16 holes distributed

on both sides of the source. The chamber is pumped by a turbo-molecular pump

providing a residual pressure better than 5× 10−5 Torr. The magnetic field is kept at

the same position centred 35 mm from the extraction grid, and separated by 90 mm.

Each permanent neodymium magnet has a remnant magnetic field density of about

1.17 Tesla, which produces a peak field of around 250 G at a width of 40 mm in the

centre of the separation.
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6.2.1 Probe design

For this study it is necessary to develop a picture of the plasma dynamics due to

electron transport in the whole cross sectional area of the downstream plasma at the

extraction point. To achieve this a novel probe system comprised of a 2D array of

16 planar Langmuir probes, each with a radius of 1.8 mm, was designed. One of the

acceleration grids (made of a stainless steel alloy) was used to secure the 16 planar

probes in an array distributed as shown in figure 6.2, which is then secured in the

downstream region and grounded as shown in figure 6.1. The probes are made of M2.5

brass screws which have vacuum safe Teflon insulated wire soldered to the bottom.

They are then nested in Teflon tubing for insulation before being fixed in the holes of

the grid (figure 6.3). Each probe is biased individually to produce I-V characteristics.

The error on the I-V curve acquisition as quoted by the manufacturer is ±0.5 Volts

and ±1.5× 10−6 Amps. The error on the probe collecting area is ±1× 10−6 m2.

Figure 6.2: Diagram of the probe array on the grid. G is the ground connection and each
black dot is a planar Langmuir probe as shown in figure 6.3.

Figure 6.3: Diagram of one of the Langmuir probes in the array shown in figure 6.2.
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To enable further understanding of the probe measurements a magnetic field map

was generated using COMSOL multiphysics modelling software [155]. The magnetic

field map (figure 6.4) shows that the field lines are perpendicular to the probes at the

top and the bottom of the array (z -axis) with an x-point present in the centre. This

is an ideal configuration as it means that all field lines intersect the probes at right

angles and so the Larmour orbit will not inhibit collection of charged particles. Thus

all electrons are able to follow along the field lines and be collected. Furthermore we

are able to conclude that the magnetic field geometry alone is not expected to pose

any asymmetry in the measurements.

Figure 6.4: Magnetic field map as viewed from the x-z plane in figure 6.1 (vertical z-axis,
horizontal y-axis). The 2D probe array is the vertical black line in the centre of the image.

6.3 Results

Two kinds of plasmas, electropositive Ar, and electronegative Ar-SF6, were used to gain

experimental data at 3 different pressures. Ar-SF6 was used with a flow rate ratio of

1:1 SCCM (standard cubic centimetres per minute). Three measurements were taken

at the lowest, median, and maximum flow rates (flow rates bounded by the stability

of the plasma). These correspond to Ar flow rates of 10, 30, and 50 SCCM, and Ar-

SF6 flow rates of 5, 10, and 15 SCCM. The absolute pressures for these flow rates are

between 0.6 to 3 mTorr.
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6.3.1 Argon
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Figure 6.5: spatial variation in floating potential over the extraction grid in argon. a) 3.06
mTorr (50 SCCM), b) 1.88 mTorr (30 SCCM) and c) 0.67 mTorr (10 SCCM). The magnetic
field direction (taken from figure 6.4) points uniformly directly into the page in the top half of
each contour graph and uniformly directly out of the page in the bottom half. The orientation
of the contour maps are as though the reader is looking from the upstream ICP source to the
probe array downstream (see figure 6.1). This is the same for all subsequent contour maps
of the probe array.

Figure 6.5 shows the floating potential spatial distribution in argon for the three flow

rates tested. The drop in floating potential on the right side of the probe array is

observed due to the electron drift expected to be on the right side chamber wall. This

is indicative of a larger quantity of electrons as the probe must float to a lower potential

to further repel electrons and hence to ensure equal currents of electrons and ions. The

drift is evident at all three pressures though the voltage difference from the centre of

the extraction grid to the right wall is similar for all pressures: 6.5(a) 2 ± 0.5, 6.5(b)
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2.5 ± 0.5, 6.5(c) 3 ± 0.5 V, respectively. The change of pressure manifests as both an

increase in the magnitude of the floating potential, and a slight increase in the potential

drop from the centre to the edge of the extraction grid.

6.3.2 Ar-SF6

Figure 6.6 shows a map of Vf in Ar-SF6 over the three pressures. The lowest pressure

shows a sharp reduction of the potential by 3 volts from the centre of the extraction

grid to the edge. This is in accordance with the predicted electron drift location of

the right wall (looking from the RF power coupling to the extraction grid). However,

unlike in argon it is observed that the voltage on the right side remains constant at 14

V within the errors of ±0.5 V throughout all pressures. It is the remaining area of the

extraction grid that increases in Vf as one tends to lower pressures.
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Figure 6.6: spatial variation in floating potential over the extraction grid in Ar-SF6. a)
2.54 mTorr (15 SCCM), b) 1.87 mTorr (10 SCCM) and c) 1.10 mTorr (5 SCCM).
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Note that the larger two pressures produce a relatively homogeneous potential.

This homogeneity is unique to an electronegative plasma and does not occur in elec-

tropositive argon (section 6.3.1). Furthermore, the spatial variation of the floating

potential is observed to exhibit consistent qualitative trends dependent on pressure.

This is distinct from the behaviour of the electropositive argon plasma shown pre-

viously in figure 6.5. At higher pressures the increased electron collision frequency

most likely leads to increased attachment to neutral SF6 molecules, thus creating more

negative ions and reducing the electron current (and effect of the E×B drift) at the

grid.
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Figure 6.7: a) Central extraction grid at co-ordinates (33, 20.5) mm b) the right side wall
at co-ordinates (99, 20.5) mm demonstrating electron drift at a pressure of 1.10 mTorr. The
red dotted line is the second derivative, black dotted line is the floating potential and the
blue dotted line is the Langmuir I-V curve. Note the increase in magnitude of the current
from a) to b).

Further inspection of the I-V curves is needed to fully quantify the magnitude

of the electron drift. Figure 6.7 shows the I-V curves taken from selected positions of

the probe array at co-ordinates (33, 20.5) mm and (99, 20.5) mm (see figures 6.2 and

6.6) at a pressure of 1.10 mTorr. Figure 6.7b) has the observed shape of the 4 probes

along the right wall and displays the expected shape of a plasma where the dynamics

are governed by positive ions and electrons (i.e. a significantly larger current in the

electron portion of the curve). Figure 6.7a) displays a shape symmetric about I = 0

and Vf (vertical dashed line) and consistent behaviour is observed on the 12 probes

across the remaining area of the extraction grid. This is characteristic of an ion-ion

plasma [150]. Unlike an electropositive plasma, the dynamics are dominated by the
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positive and negative ions. There is a deficiency of electrons due to the attachment

to the electronegative neutrals as discussed in section 6.2. The ratio of the positive-

to-negative ion mass, M(Ion+)/M(Ion−), is much smaller compared with the ratio

of positive ion-to-electron mass, M(Ion+)/M(e−), which leads to Vf → Vp (obtained

where the second derivative, red dashed line, is equal to zero), and the symmetric shape

observed.

The dominant positive ions (as shown by Refs. [145, 156]) in an Ar-SF6 plasma

at a ratio of 50:50 and low pressure are Ar+ and SF+
3 with a smaller SF+

5 contribution.

The dominant negative ions (as shown by Refs. [145, 157]) are F− and SF−6 with a

smaller SF−5 contribution. The average positive and negative ion mass is therefore

approximately equivalent along with their respective temperatures. When the probe

reaches the plasma potential, it is expected that no ions are repelled from the probe,

and because their densities are equal (to satisfy quasi-neutrality), their collected current

contributions would also be equal. Thus one would expect a measured current of zero

with negligible electron contribution. The fact that this is not the case in figure 6.7b)

indicates that there are still a significant number of electrons present, and their current

can thus be estimated as the value observed when the probe is biased to the plasma

potential.

It is noted that these assumptions are estimates and that the average mass and

temperature are not exactly the same but rather very close. Our method would

therefore over estimate or underestimate depending on the exact temperatures and

masses. Exact error calculations in whether there was an over or under estimate

could only be made if we knew the exact dominances of positive and negative ions

and respective temperatures. Though these errors are not expected to be significant.

The ion currents for ion-ion are roughly: I+ ≈
√
T+/M+, and I− ≈

√
T−/M−, thus

I−/I+ ≈
√
T−M+/T+M−. Since T− ≈ T+, the only way one could explain the large

asymmetry in 6.7b) would be if M+/M− > 100, which is clearly not possible. Thus

the asymmetry must be due to electrons. This electron current contribution is shown

in figures 6.8a) - 6.8c). In order to complete the explanation for the mechanism of the

E×B drift, the polarity of the magnetic field was flipped. The electron current density
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map for this configuration, at a pressure of 1.10 mTorr, is shown in 6.9. One can see

that the electron flux is switched now to the left wall; the expected wall to produce an

E×B drift with a reversed polarity magnetic field. This confirms the mechanism for

the E×B drift to be the interaction of the external magnetic field and the wall sheath.
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Figure 6.8: spatial variation in electron current density over the extraction grid in Ar-SF6.
From top to bottom: 2.54 mTorr, 1.87 mTorr and 1.10 mTorr.
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Figure 6.9: Electron current density map in Ar-SF6 at a pressure of 1.10 mTorr with a
reversed polarity magnetic field.
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Figure 6.8 further demonstrates the homogeneity of the current density at higher

pressures and demonstrates the manner in which the drift strength grows. The drift

fraction appears to be stronger in the middle of the right wall. This is most likely a

consequence of diffusion and losses on the boundaries, which would yield the lowest

density at the corners. It is reasonable to take an average over the 4 probes in the ver-

tical z-axis at each location along the horizontal y-axis. This illustrates the magnitude

of the electron current density at each location in y. Hence, figure 6.10 can be thought

of as a means to observe the extent to which the E×B drift influences the rest of the

extraction grid.
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Figure 6.10: Left: Dependency of the electron drift with pressure and position across the
extraction grid. Right: Variation of the electron drift with pressure. Displaying the electron
flux (A m−2) given by the average of the 4 current probes on the right wall (blue) and left wall
(red). The dimensionless drift current ratio is in black. Also shown is the reverse polarity
magnetic field case.

The drift is confined to the right wall and is only observed on the 4 probes at

this wall. Higher spatial resolution in this area is needed to reveal the behaviour of the

drift magnitude as a function of position. However from this analysis, one can identify

an upper bound on the influence of the drift from the wall to the centre. The next

nearest neighbours to the wall probes do not show any electron drift influence. As

a linear interpolation is used we can conclude that in the worst case at low pressure

the drift has an influence up to 30% of the extraction area from the right wall to the

centre. Most likely the drift influence region is much smaller than this and follows some

power law rather than the linear interpolation here, but this is consistent with previous

observations in the PEGASES system [148]. It is clear that the drift is significantly
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reduced at higher pressures. In order to quantify the drift fraction we calculate the

ratio of the average current density collected by the 4 left wall probes and the 4 right

wall probes.

Figure 6.10 displays the dependency of the drift with pressure increase; also

included is the data for the reversed polarity magnetic field. Note that in both field

configurations the wall corresponding to the drift in the direction of the extraction grid

displays an increase in measured drift electrons with reduction in pressure. This is the

right wall (blue line) for the original set-up, and the left wall (red dotted line) for the

reversed polarity magnetic field. However the wall with drift direction away from the

extraction grid shows a relatively constant measured electron flux at all pressures. This

shows that the homogeneity at higher pressure found in figure 6.6 cannot be due to

increased collisional transport as this does not become comparable to the E×B drift.

This is observed theoretically by Dujko S et al. [140] which found that the collision

frequency is expected to have a small effect on transport coefficients and that the

strong magnetic field greatly reduces the diffusion transport coefficients in the E×B

direction. Moreover the homogeneity is not observed in argon; therefore this must be

due to the nature of the electronegativity of Ar-SF6 as previously discussed (i.e. the

electron attachment rate most likely increases at higher pressures, hence reducing the

drift effect). It is found in both cases that the drift fraction is one order of magnitude

at 2.54 mTorr and 2 orders of magnitude at 1.10 mTorr. These are the maximum and

minimum pressures attainable in PEGASES as discussed in 6.3.

The above results are in agreement with the simulation in Ref. [142], and the

experimental work in Refs. [143, 144]. The previous work on the PEGASES thruster

by Ref. [145] also revealed this anisotropy. Therefore we confirm the mechanism of

the drift to be E × B and further this research by parametrising the drift fraction

and location. For direct comparison with Ref. [142], the magnetic field width here is

twice as large with a peak field 5 times as strong. It was found by [142–144] that the

scaling of the drift with magnetic field strength is I ∝ 1/B (not 1/B2 as expected from

classical diffusion) and the drift fraction reduces monotonically with magnetic barrier

width. It follows that the drift fraction here should be more than 5 times less. Indeed
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it is found that the drift fraction at comparable pressures is found to be 2 orders of

magnitude as opposed to 3 orders of magnitude. Given that the species modelled in

Ref. [142] was H2 and not Ar-SF6, this is in excellent agreement with the 1/B scaling

law [138,144].

From figure 6.10 it is clear that the reduced asymmetry at high pressure is the

most favourable operation for a negative ion source. Although asymmetry is still

present with a drift magnitude 1 order of magnitude larger than collisional transport,

figure 6.10 (left) suggests that the extent to which this drift influences the extraction

area would also be greatly reduced. Thus this could lead to more efficient and uniform

negative ion sources.

6.4 Conclusions

In this study three key points are addressed as a function of pressure: (a) the drift

fraction of electrons as a ratio of the electron flux at the two drift walls, (b) the extent of

the drift influence across the area of the extraction grid, (c) the effect electronegativity

has on the drift. Experimental observation of the E × B drift across the area of the

extraction grid has verified the mechanism of the drift to be the interaction of the wall

sheath and presheath electric fields with the applied magnetic field barrier. A drift

fraction of 2 orders of magnitude larger than collisional transport was observed, which

is in agreement with the PIC simulations in Ref. [142], and the scaling law found by

other experimental studies [143,144].

Differences between the behaviour of an electronegative and an electropositive

plasma with pressure were found. An electronegative plasma produces a relatively

homogeneous profile at moderate to high pressures, contrary to electropositive plasmas,

where electron drift effects remain significant. As discussed in section 6.3.2, the increase

in collision frequency probably reduces the electron density (and hence electron current)

due to increased electron-neutral attachment. This electronegative behaviour leads to

a reduction in the drift fraction by an order of magnitude and also reduces the area of

the extraction grid influenced by the electron drift. For negative ion sources it follows
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that the regime of operation providing the least contamination by the drift and least

asymmetry would be one with higher pressures, and stronger magnetic fields. Though

it is noted that though higher pressures are possible in PEGASES, there exists a limit

to the pressure attainable in low temperature electronegative plasmas that has not

been investigated here.

The lowest attainable pressure resulted in the highest influence of the drift across

the extraction area. This was 30%, though it is noted that this is an upper bound and

most likely is less than this. Furthermore this fraction reduces with pressure. Further

work will aim to provide higher spatial resolution of the extraction grid at the drift

side to further quantify the behaviour of the drift fraction with position.
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Chapter 7

Conclusions and future work

7.1 Summary

The fundamental objective of the Ph.D. has been to solve physics problems. To do

so has required the development of EMIT-3D to create a fully parallelised, versatile,

full wave code: one which can be applied to a diverse range of problems including

the specific case of modelling the SAMI diagnostic in a spherical tokamak geometry.

To this end a large portion of the Ph.D. was spent in code development. Following

this the main objective shifted to using EMIT-3D to advance the knowledge of the

field of microwave interaction with turbulence which was achieved via two distinct but

connected projects.

The first project was to uncover the previously unknown fundamental scaling law

dependencies of scattering through turbulence. This was achieved via a parameter scan

of the plasma turbulence and RF beam parameter space. The work focused solely on

O-mode propagation and for that reason the magnetic field for each case was selected

to ensure that O-mode was the only solution in the domain. The parameter space

included the plasma turbulence variables of correlation length and RMS fluctuation

level, the background plasma density, the propagation distance and the beam waist

size.

The second project was to directly model the ECRH beam propagating through

the edge plasma on DIII-D for specific shots. The DIII-D diagnostics were used to
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constrain the characteristics of the modelled plasma turbulence for each shot and the

experimental beam parameters were used to initialise the modelled beam. The purpose

was to investigate whether the hypotheses made by experimental work that ECRH

deposition profile broadening is due to scattering of the ECRH beam in the edge

could be shown to be correct through modelling of the experiment. Three distinct

operating scenarios, L-Mode, H-Mode and L-Mode negative triangularity were chosen

intentionally due to their vastly differing edge turbulence characteristics. The reasoning

for this was to increase confidence that the result of the modelling was not case specific

and in fact a true prediction which could be repeated.

A third research project, which has not reached its conclusion aims to use EMIT-

3D to model SAMI in 3D on MAST to enable the extraction of a rotation velocity from

the experimental data. The project required a large amount of code development and

benchmarking and has yielded only preliminary results so far. Therefore the decision

was taken to present the code development and benchmarking and the preliminary

results within chapter 3 on EMIT-3D. The outline of the project plan will be presented

in future work.

A large focus of the Fusion Doctoral Training Network (FDTN) is to train Ph.D.

students to have a wider range of knowledge of fusion and plasma physics through the

taught courses and the collaboratory research project. To this end the work from the

collaboratory research, which falls under the same funding as the rest of this thesis

yet does not fall within the scope of the main research, is presented in chapter 6 as

an aside. The research area was in the field of experimental, low temperature plasma

physics and details work towards the optimisation of a novel plasma thruster for space

applications. A Langmuir probe array diagnostic was designed, built, tested and then

used to gather information on the plasma at the extraction point which creates the

thrust. The purpose was to determine the origin of the asymmetric thrust which had

been previously observed and to quantify its characteristics with the view to reducing

the overall asymmetry and therefore potentially increasing the efficiency of the device.
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7.2 Conclusions

This thesis has shown significant development of the original EMIT-3D code. The

largest and most important change, which necessitated re-writing of the entire code

(now written in C from C++), was to parallelise in three dimensions instead of one. The

modification aimed to vastly improve the codes scalability. The performance scaling

shows that increasing the number of cores by 2 decreases the run time by approximately

the same factor up to a limit where the ratio of ghost cells to computational cells per

core is > 12%. Furthermore, optimisations of the numerical method have resulted in

a 100% speed increase from the previous version. A new method for dealing with the

boundary conditions has been implemented and found to result in reflections of wave

power of approximately 10−8 of the incoming wave. An improvement of 4 orders of

magnitude on the previous version. A new soft-source phased array antenna allows

for reflectometry simulations to be carried out. The soft source makes the antenna

transparent to the reflected waves and phasing the array allows full control of the

orientation of the beam in 3D. A range of options are available to include analytic

density profiles of any orientation or to read in turbulence simulation data from a

NetCDF file. EMIT-3D has the ability to model the SAMI diagnostic on MAST-U

or NSTX-U. The view of SAMI is matched as closely as possible to the experiment

by implementing a curved inhomogeneous magnetic field profile from EFIT for the

specific shot and overlaying the chosen analytical density functions or turbulence data.

The density may be moved in time through an interpolation routine to model Doppler

reflectometry. The development stage has passed numerous benchmarking and stability

tests. The result is a versatile 3D code with the unique ability to model Doppler

reflectometry in 3D tokamak geometry on a shot by shot basis.

The first research project found fundamental scaling laws which govern the de-

pendence of scattering on the turbulence characteristics. By changing the ratio between

wavelength and correlation length it was found that a peak scattering occurred at a cor-

relation length of 0.52λ0. The peak scattering occurs at 0.52λ0 instead of 1λ0 because

the correlation length is defined as the average distance over which the normalised au-
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tocorrelation falls off to 0.5 which corresponds to an average eddy radius. It was shown

that the scattering scales as a power law with fluctuation level as a near quadratic of

the form α = 1× 10−3σ1.9. Furthermore this is true for the entire range of correlation

lengths therefore demonstrating that the dependence of scattering on correlation length

is independent of fluctuation level. The largest contribution to the scattering power

of the turbulence is the average background plasma density onto which the turbulence

is superimposed. Increasing the plasma density by 5 times increases the scattering by

50. However, a parameter scan through this space has not been conducted and a trend

has not been defined. One particularly useful result from a modelling view point is the

dependence of scattering on the initial beam waist. It was found that the broadening

asymptotes to a constant value after the beam waist reaches a value of ∼ 5. This

allows a theorist to model an experimental beam which usually has a very large waist

with a beam with a much narrower waist and retain the same scattering physics, which

significantly reduces computational expense.

The second research project was able to show conclusively that the experimen-

tally measured ECRH deposition profile broadening was due to scattering of the ECRH

beam as it propagated through the edge region of the tokamak plasma. The crucial

aspect of these simulations is that the simulation parameters are rigid and the simula-

tion plasma domain is initialised by the tokamak diagnostics. Therefore there were no

control parameters to change in order to try to match to the experimental result post

simulation. The turbulence characteristics were set by the diagnostics on DIII-D for

each specific shot and the beam was initialised to the experimental ECRH beam. The

predictions of the ECRH broadening by EMIT-3D agree with experiment exception-

ally well to within 10% and with small error bars of 20%. Furthermore, because the

agreement covers 3 different operating scenarios with different edge turbulence charac-

teristics and absorption locations the confidence in the robustness of results is high. It

has therefore been demonstrated that using this method has high confidence in future

predictions for beam broadening in any operating scenario in DIII-D.

The collaboratory research project provided an answer to the origin of the asym-
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metric particle extraction observed in previous work. The asymmetric extraction was

due to an E×B drift of electrons due to the interaction between the plasma wall sheath

and the homogeneous magnetic field used for electron cooling and stratification. The

drift was found to be 2 orders of magnitude larger than collisional transport and di-

rected towards the extraction plate on one wall and away from the extraction grid on

the other. Increasing either the pressure or the magnetic field was found to reduce

the fraction of the extraction plate that was contaminated by the drift. Furthermore

electronegative plasmas were found to not only reduce the drift fraction by 1 order of

magnitude but also reduce the area of the extraction grid contaminated by the drift.

This was attributed to an increase in collision frequency which reduces the electron

current and leads to an increase in electron-neutral attachment.

7.3 Future work

7.3.1 Project 1: Prediction of ECCD beam broadening and

cross polarisation scattering in ITER

The long term goal of the beam broadening research project is to produce a method

which can robustly predict the beam broadening on any tokamak for any operating

scenario. In order to achieve this goal, the method will need to be refined in the

following way. The method for propagating to the absorption location will need to use

a ray tracing code to include the refractive effects of the core plasma and magnetic field.

This will reduce the error by 10%. If one is able to do this via attaching a beam tracing

code to the end of EMIT-3D a further reduction in the error of 7% will be achieved by

removing the need to fit ray lines to the beam envelope. There will still be the inherent

uncertainties from the diagnostics which affect the prediction and the discrepancy in

the position of the launcher and the diagnostic channels, though it is unclear how this

can be resolved. This can only be improved by improving the robustness of global

turbulence models to predict the turbulence at different poloidal angles. In addition,

the next project should be undertaken as a collaboration between different tokamaks

to demonstrate if the method will work across a large range of fusion plasmas. This
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should also include a collaboration with beam tracing codes that include a statistical

model of turbulence, on a direct comparison basis, to reveal whether the beam tracing

codes can predict the entire beam broadening or not and therefore whether they can

be used in these calculations. Finally, pending the results of this research the next

project should look to directly predict the beam broadening that could be expected on

ITER.

7.3.2 Project 2: 3D Doppler reflectometry simulations for

SAMI

Further simulations will be conducted to better understand the results of the broad-

beam, slab turbulence, Doppler reflectometry simulations. This will include using an

analytic description of the turbulence with two and then three discrete values of corru-

gation wavelengths superimposed on top of each other. These will be used to confirm

the current explanation for the under-prediction of the plasma velocity. Simulations of

SAMI on MAST will then be carried out with the modelled magnetic field provided by

EFIT, the background density profile provided by Thomson scattering and the launch

antenna matched to experiment. The variable will be the analytical turbulence that

will be superimposed on top of the background density profile which provides the back

scatter. By scanning through the turbulence characteristics for correlation length and

fluctuation level the experimental data which includes the combination of all these

effects may be de-constructed and a rotation velocity found.

7.3.3 Project 3: Inclusion of an option to turn on background

current density and magnetic shear

The physics of O-X mode conversion in the presence of strong magnetic shear is not

well understood. The O-X-B mode conversion is a commonly used technique to create

EBW’s in an over dense spherical tokamak which can propagate to the core region to

heat the plasma. Moreover, the reverse process may be used to provide a wealth of

information from the core plasma through the use of passive diagnostics. In a spherical

tokamak there exists large magnetic shear in the edge region where the O mode cut-off

140



Chapter 7. Conclusions and future work 7.3. Future work

surface and therefore the conversion surface is located for the frequencies used in O-X-

B mode conversion. The wave group velocity decreases rapidly near a cut-off and will

become comparable to the electron fluid flow velocity (which carries the current) over

a relatively large distance if the background current density is also large. With this

in mind it is necessary to include terms which involve the background current density

or the electron fluid flow velocity in the plasma response. In chapter 2 section 2.2.2.1,

the derivation of the plasma response was shown and explanations given for terms that

were negligible. By including magnetic shear, three more terms are now present in the

plasma response equation and one more term in the current density substitution which

results in a vastly more complicated expression, the derivation of which is shown in

Appendix 1. The next step will be to find a discretised update equation for J1 which

can be included as an option in EMIT-3D. It is necessary for this to be included as

an option so then EMIT-3D does not incur unnecessary extra computational expense

(caused by the extra terms) when magnetic shear is not turned on or if the simulation

parameters are away from a cut-off.
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Appendix 1 - Derivation of current

density evolution equation with the

inclusion of magnetic shear

To begin, one starts with the equations for the current density and the force balance

equation found in chapter 2 before any assumptions have been made regarding the

background current density.

J0 = −en0v0

J1 = −e(n0v1 + n1v0)

∂J1

∂t
= −e(n0

∂v1

∂t
+
∂n1

∂t
v0)

∂v1

∂t
= − e

me

(E1 + v1 ×B0 + v0 ×B1)− (v1 · ∇)v0 − (v0 · ∇)v1

(1)

By assuming that the background current density is slowly varying on the length

scale of the wave we can neglect the term (v1 · ∇)v0 which provides a small simplifica-

tion. The update equation for J1 becomes:

∂J1

∂t
=
n0e

2

me

(E1 + v1 ×B0 + v0 ×B1) + en0(v0 · ∇)v1 − ev0
∂n1

∂t
(2)

By applying a linear expansion to the continuity equation we arrive at the fol-
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lowing:

−e


�
�
��7

0
∂n0

∂t
+
∂n1

∂t

 =���
�:0∇ · J0 +∇ · J1 (3)

where ∇ · J0 = 0 and J0 does not change on the time scale of the wave and so

the cancel to zero notation has been used. Using this equation one can substitute in

for J1:

∂n1

∂t
= ∇ · (n0v1 + n1v0) (4)

The full expression is obtained using the vector calculus expression ∇ · (ψA) =

ψ(∇ ·A) + A · (∇ψ).

∂n1

∂t
= n0(∇ · v1) + v1 · (∇n0) +���

���:
0

n1(∇ · v0) + v0 · (∇n1) (5)

where the cancel to zero notation has again been used for the previously stated

assumption that the background current density and therefore v0 is slowly varying

on the length scale of the wave. By substituting in the equation for the change in

perturbed density into the update equation for J1 and collecting terms for J0 one

finds:

∂J1

∂t
=
n0e

2

me

(E1+v1×B0+v0×B1)−(J0·∇)v1+J0(∇·v1)−en0v1·(∇n0)+J0·(∇n1) (6)

It is noted that we can substitute in for ∇× (J0×v1) = −(J0 ·∇)v1 + J0(∇·v1)
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due to zero divergence of J0 and the assumption it is slowly spatially varying.

∂J1

∂t
=
n0e

2

me

(E1 +v1×B0 +v0×B1)+∇× (J0×v1)−en0v1 · (∇n0)+J0 · (∇n1) (7)
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AJH Donné, and MJ van de Pol. Fluctuation measurements in tokamaks with

microwave imaging reflectometry. Physics of Plasmas, 9(5):1955–1961, 2002.

[32] J Schirmer, GD Conway, E Holzhauer, W Suttrop, H Zohm, et al. Radial cor-

relation length measurements on ASDEX upgrade using correlation Doppler re-

flectometry. Plasma Physics and Controlled Fusion, 49(7):1019, 2007.
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