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Preface

The chapters in this thesis are based on work presented in the follow-

ing jointly authored publications:

i. Gravitational instabilities in a protosolar-like disc I: dynamics
and chemistry, M. G. Evans, J. D. Ilee, A. C. Boley, P. Caselli,
R. H. Durisen, T. W. Hartquist, J. M. C. Rawlings, 2015, MN-
RAS, 453, 1147.

ii. Gravitational instabilities in a protosolar-like disc II: continuum
emission and mass estimates, M. G. Evans, J. D. Ilee, T. W.
Hartquist, P. Caselli, L. Szűcs, S. J. D. Purser, A. C. Boley, R.
H. Durisen, J. M. C. Rawlings, 2017, MNRAS, 470, 1828.

iii. Gravitational instabilities in a protosolar-like disc III: sensitivi-
ties required for line absorption detection, M. G. Evans, T. W.
Hartquist, P. Caselli, A. C. Boley, J. D. Ilee, J. M. C. Rawlings,
in prep.

Paper I forms the basis of Chapter 2. The primary author (M. G.

Evans) was responsible for running the hydrodynamic simulation of a

gravitationally unstable, protosolar-like disc, provided by A. C. Boley,

through a chemical code, provided by J. D. Ilee based on the work

of J. M. C. Rawlings. The primary author improved the chemical

code by adding a recursive feature that enabled much more success-

ful treatment of rapid variations in density and temperature. The

evolution of the chemistry over a short period of disc evolution was

investigated, and the chemistry at certain epochs was also compared

to those derived from a larger-mass disc simulation. The primary au-

thor wrote the initial draft of the publication, and then incorporated

comments from co-authors into the final draft.

Paper II forms the basis of Chapter 3. The primary author (M. G.

Evans) used a radiative transfer code (lime) to produce continuum



flux images of the disc model from Paper I, including an exploration

into improving the accuracy of the images obtained. The agreement

between different radiative transfer codes was explored by comparing

the lime continuum images to consistent continuum images produced

by L. Szűcs using radmc-3d. Observations of the original continuum

flux images were synthesised with casa by the primary author, with

guidance from S. J. D. Purser. Protoplanetary disc masses were de-

rived from these observations using a technique that is widely adopted

for real observations, and then compared with the actual disc mass.

The primary author wrote the initial draft of the publication, and

then incorporated comments from co-authors into the final draft.

Paper III forms the basis of Chapter 4. The primary author (M. G.

Evans) used a radiative transfer code (lime) to produce line flux im-

ages of the disc model from Paper I, including an exploration into

improving the accuracy of the images obtained, which used the find-

ings of Paper II as a launching point. The primary author synthesised

observations of the line flux images and calculated the sensitivities re-

quired for detection of the spiral features. The primary author also ex-

tracted line spectra and produced PV diagrams in order to determine

if non-axisymmetric structure could be parsed from line transition

observations. The PV diagrams were also used to derive protostellar

masses that were then compared to the actual protostellar mass. The

primary author wrote the initial draft of the publication.
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Abstract

This thesis presents a study of protoplanetary discs around young,

low mass protostars. Such discs are believed to be massive enough

to develop gravitational instabilities, which subsequently form spiral

structures. The dynamical and chemical evolutions of a protosolar-

like, gravitationally unstable disc are explored and the spiral structure

in the disc is found to shock-heat material. This affects the chemical

composition via enhanced desorption rates and endothermic reaction

rates and through global mixing of the disc. As a result, the gravita-

tional instability in the model disc leads to transient and permanent

changes in the disc chemistry, and also provides a chemically-rich

midplane in contrast to simulations of more evolved discs.

Secondly, radiative transfer calculations are performed for the dust

continuum, and model-tailored grid construction is found to improve

the accuracy of the resultant flux images. Continuum observations

of the model disc are synthesised and the spiral structure (driven by

the gravitational instability) is shown to be readily detectable with

ALMA across a range of frequencies, disc inclinations and dust opac-

ities. The derivation of disc mass from the observed flux densities

is explored but the method commonly utilised is found to be unreli-

able and underestimate the disc mass. Therefore, it is concluded that

gravitational instabilities could be retrospectively validated in discs

previously thought not massive enough to be self-gravitating.

Finally, radiative transfer calculations are performed for molecular

line transitions. Methods for improving the accuracy of line flux im-

ages are explored and the validity of assuming local thermodynamic



equilibrium is assessed. Observations of the line fluxes are synthesised

without noise and the spiral structure is found to be traced to an ex-

tent by all transitions considered, which is not necessarily congruent

with the underlying distribution of the molecular species. The disc

is seen in absorption in all transitions considered, due to the global

mixing of the disc, which suggests absorption features could be a sig-

nature of gravitational instability in young protoplanetary discs. The

sensitivities required to detect flux originating in spiral features are

determined and it is found that a dedicated observation with ALMA

should be capable of spatially resolving spiral structure in a Class 0

disc. Whether the spiral structure can be also be determined from

spectral features is explored, which is shown to only be reliable with

PV diagrams of nearly edge-on discs. The derivation of protostellar

mass from PV diagrams is also explored and found to most likely be

unreliable for gravitationally unstable discs.
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Chapter 1

Introduction

1.1 Star formation

The formation of stars is a fundamental macroscopic process that is relevant to

many aspects of astrophysics, from the evolution of entire galaxies to the creation

of individual planetary systems. This process occurs in molecular gas, which is

typically concentrated in the spiral arms of galaxies, and involves dynamical and

chemical evolution on a wide range of scales. These include the large scales of the

gas clouds themselves, typically referred to as giant molecular clouds (GMCs), the

small scales of dense regions, known as filaments and clumps, and even smaller

scales of gravitationally bound regions, known as cores. The physical and chemi-

cal processes responsible for the formation of stars across this wide range of scales

are summarised in the classic review by Shu et al. (1987), and can be separated

into two distinct phases: the formation and evolution of clouds, clumps and cores;

and the collapse, and subsequent protostar formation, of cores.

1.1.1 Clouds, filaments and cores

The definition of GMCs is not entirely strict, but essentially they are dense con-

densations within a more vast, mostly atomic gas, with masses and sizes ranging

from 103–107 M� and 5–200 pc, respectively (Murray, 2011). Due to the fact that
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1. INTRODUCTION

most GMCs are actively forming stars, and the range of ages of associated stars

and clusters is comparable to the crossing times of molecular clouds, there cannot

be any significant ‘dead time’ between the formation of a massive dense molecu-

lar cloud and the subsequent onset of star formation (Larson, 2003). With this

restriction in mind, GMCs are believed to be formed in one of two scenarios. In

the first scenario, GMCs form via condensation out of the interstellar medium

(ISM) due to self-gravity. Their subsequent evolution is affected by turbulence

that is converted from gravitational collapse and continuously driven by stellar

feedback (e.g Lada & Kylafis, 1999). As a result, in this scenario, GMCs are

in quasi-equlibrium, evolve slowly and are then destroyed by newly-formed stars

within a few dynamical times. On the other hand, in the alternate scenario,

GMCs are dynamic, transient structures formed by large-scale colliding gas flows

that dissipate on the order of the crossing time (e.g Ballesteros-Paredes et al.,

2007). In truth, different physical processes likely dictate cloud evolution at dif-

ferent epochs, depending on the cloud environment (see Dobbs et al., 2014, for a

review).

Filamentary structure, where a filament is a high-aspect ratio (5–10) object

with a significant density contrast to the surrounding environment, has been

confirmed to be ubiquitous within molecular clouds in our Galaxy (André et al.,

2014). As this includes starless objects, such as the Polaris translucent cloud

(Ward-Thompson et al., 2010), and more than 70 per cent of the prestellar cores

identified with Herschel appear to lie within filaments, the current consensus is

that filament formation precedes star formation. As with GMCs, the mechanisms

responsible for this formation are not entirely understood, but recent simulations

have shown that colliding flows reproduce observed filamentary structure (e.g

Gómez & Vázquez-Semadeni, 2014), which adds credence to the transient GMC

theory. As a result, filaments probably occur where streams of cold gas collide
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1.1 Star formation

and dissipate energy, followed by subsequent accretion onto smaller structures

within the filaments.

The gravitational collapse of sub-structure within filaments occurs when a

region exceeds the Jeans mass

MJ =

(
πkBT

mG

)3/2

ρ−1/2, (1.1)

where kB is the Boltzmann constant, G is the Gravitational constant, m is the

average particle mass, T is a constant temperature fixed by radiative processes,

and ρ is the mass density of the cloud. Whilst the prescription of the Jeans

mass is mathematically inconsistent, as the background medium collapse is not

incorporated, it provides a reasonable approximation for the threshold mass be-

fore collapse ensues, regardless of the geometry, equation of state or degree of

equilibrium within the cloud.

It should also be noted that the Jeans mass is only strictly appropriate if

thermal pressure is the stabilising force against self-gravity. However, molecular

clouds are known to harbour complex internal motions as observed line spectra

are often broad and complex, which implies that these objects are also turbulent.

Moreover, many clouds are known to possess magnetic fields (Kazes & Crutcher,

1986), which could also offer support against gravity via static magnetic fields and

slowly-dissipating magnetohydrodynamic turbulence (Myers & Goodman, 1988).

Whilst the relative importance of self-gravity, turbulence and magnetic fields is

not yet completely understood, gravitational forces are expected to dominate.

Hence, the Jeans mass provides an adequate estimate for the threshold of core

collapse.
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1.1.2 Core collapse

As the process of molecular cloud collapse (and the resultant structure within

molecular clouds) is very hierarchical, it becomes prudent to now focus on a

region of gas, known as a prestellar core, that will proceed to form a star. The

collapse of a uniform sphere, without a pressure gradient, occurs in a free-fall

time

tff =

(
3π

32Gρ

)1/2

, (1.2)

where ρ is the average mass density of the material, which is defined as the

time taken to collapse to infinite density from a state of rest (Spitzer & Arny,

1978). This is for an assumed isothermal collapse, as the core is optically thin to

thermal dust emission for H2 densities below about 1010 cm−3. However, even if

the equation of state is not precisely isothermal, and instead is polytropic, similar

results are found (Larson, 1969). The free-fall time implies, then, that the denser

inner regions always collapse faster than the less dense outer regions, i.e. the

collapse is ‘inside-out’. This results in an increasingly centrally peaked density

distribution (Larson, 1973; Tohline, 1982). Therefore, only a very small fraction of

the core mass reaches densities high enough to become optically thick. Once this

density threshold is reached, the temperature in the centre of the collapsing core

begins to rise because thermal dust radiation can no longer escape effectively. As a

result, thermal pressure increases faster than gravity and the collapse decelerates.

A central region, known as the first hydrostatic core, then forms, which is in rough

hydrostatic equilibrium.

The first core continues to grow as material from the surrounding, still-

collapsing envelope falls onto its surface through an accretion shock (Larson,

1969). Many simulations have predicted physical properties of the first hydro-

static core across large parameter spaces (see Bate et al., 2014; Joos et al., 2013;
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Matsumoto & Hanawa, 2011; Tomida et al., 2015, and references therein), but

because of the large optical depths, observational confirmation of their existence

has remained elusive. Recently, however, due to the continual advancement in

interferometric instruments, detections have been made that are the most con-

vincing to date (e.g. Maureira et al., 2017). Hence, a bona fide observation of a

hydrostatic core is likely only a matter of time.

After formation, the temperature within the first hydrostatic core rises adi-

abatically until it exceeds 2000 K. At this point, hydrogen molecules begin to

dissociate and the core becomes dynamically unstable. Another phase of col-

lapse commences; it is isothermal like the first phase because here the released

gravitational energy is absorbed by the dissociated hydrogen molecules. Once all

the hydrogen is dissociated, the ratio of specific heats reaches the value required

for stability and a second hydrostatic core is formed. At this stage the core is

commonly refereed to as a protostar, as this is the region that will, after a period

of accreting surrounding material, initiate nuclear fusion and become a pre-main

sequence star.

The timescale for gravitational collapse of a core to the point just before

nuclear fusion commences can be estimated with the Kelvin-Helmholtz timescale

tKH ≈
GM2

s

RsLs

, (1.3)

where Ms, Rs and Ls are the mass, radius and luminosity (assumed constant) of

the star. If this timescale is shorter than the free-fall time previously defined,

then the protostar will ignite before core collapse has completed and protostellar

radiation will have a significant impact on the evolving object. The boundary

between these two regimes, which is located at Ms ≈ 8 M�, is therefore used to

define low-mass star formation and high-mass star formation.
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1.1.3 Low mass

Low mass stellar systems (protostar and surrounding envelope) are classified as

young stellar objects (YSOs) that were split into three groups: Class I, II and III

by Lada (1987), and later expanded to include a Class 0 by André et al. (1993).

These classes are believed to represent an evolutionary sequence, though obser-

vational ambiguities (e.g., projection effects and episodic accretion) can blur this

picture somewhat (Dunham et al., 2010; Robitaille et al., 2006). Their determi-

nation relies on the observed appearance of the system, or on the spectral index

of the spectral energy distribution (SED). This spectral index, which is calculated

at λ = 2.2–25 µm because the radiation emitted by the central protostar and the

accretion shock is re-emitted by the surrounding dust at infrared wavelengths, is

defined as

aIR =
d log(λFλ)

d logλ
, (1.4)

where λ is the wavelength and Fλ is the flux at the corresponding wavelength.

Figure 1.1 shows a schematic of the traditional evolutionary sequence of a YSO

with the expected SED, physical properties and observational characteristics for

each class.

A Class 0 source represents some of the youngest YSOs and possesses an

envelope that contains more than 50 per cent of the total system mass; due to

this Class 0 sources are synonymous with the aforementioned second hydrostatic

core. They are typically defined by their bolometric temperature (Chen et al.,

1995), by the ratio of their bolometric to submillimetre (λ > 350 µm) luminosity

(André et al., 1993) or by the fact that, due to their highly embedded nature, their

SED is undetected at λ ≤ 10 µm and represents a blackbody at a temperature

T ≤ 30 K. These objects also harbour molecular outflows (Bourke et al., 2005;

Hirano et al., 2010; Lee et al., 2000; Loinard et al., 2013), although the exact
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1.1 Star formation

Figure 1.1: Schematic of low mass star formation from molecular cloud to plan-
etary disc, based on the theoretical framework of Shu et al. (1987) and André
et al. (1993), with the inclusion of the filamentary structure now believed to oc-
cur within GMCs (see e.g. André et al., 2014). Labels show sizes, evolutionary
classes, and typical formation times after cloud collapse ensues. Insets display a
theoretical SED for each class, separated into components, along with the typical
slope of the spectral index, αIR. Adapted from Jonkheid (2006).

formation mechanisms are not fully understood yet, but outflows are not unique

to Class 0 sources and hence cannot be used as a definitive distinction.

Once the stellar mass exceeds the envelope mass, which typically occurs after

a few times 104 years of envelope dispersion, the Class I stage is reached. At this

point, the associated SED is no longer defined by a single-temperature black-

body. Instead, the peak of the SED transitions to the far-infrared regime as the

remaining inner envelope is heated to approximately 100 K. Consequently, Class I
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sources are characterised by a spectral index, aIR > 0.3. Moreover, an additional

SED component is seen at shorter, mid-infrared wavelengths, which is caused by

the observation of a circumstellar, or protoplanetary, disc (see Section 1.2). There

is also a clear dip seen in the disc-portion of the SED, which is caused by 10 µm

silicate absorption. As with Class 0 sources, Class I sources are associated with

jets and outflows which are typically traced in H2, CO, and SiO (see Bally et al.,

2007, and references therein).

When the envelope has been mostly dispersed through outflow and accretion,

which typically takes a few times 105 years, the Class II stage is reached. At this

point the system is visible at optical wavelengths and the SED is well represented

by the spectrum of a blackbody at protostellar temperatures with an additional,

cooler, disc component. Moreover, an ultraviolet component may be visible; it is

generated by the magnetically-driven accretion shocks at the protostellar surface.

For Class II sources, -1.6 > aIR > -0.3 (there are ‘flat-spectrum’ sources, intro-

duced by Greene et al. (1994), that bridge the spectral index gap between Class I

and II YSOs), and these sources correspond to classical T Tauri stars that possess

significant circumstellar dust. Planet formation is typically considered to occur

at this stage, with massive gaseous planets forming from the large gas reservoirs

in the disc. However, recent observations have suggested planet formation may

begin at even earlier phases of YSO evolution (Carrasco-González et al., 2016;

Quanz et al., 2015).

After a few times 106 years, the Class III stage is reached once the disc has

mostly been dispersed by various mechanisms, such as accretion, photoevapora-

tion, stellar winds, stellar encounters or (proto)planetary formation. As a result,

Class III SEDs are similar to Class II SEDs, but with a much fainter disc con-

tribution, resulting in aIR < -1.6. Class III sources correspond to weak-line T

Tauri stars, and moreover, as the dust within such systems is most likely gener-
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1.2 Disc formation and evolution

ated by collisions between planetessimals, these objects are also known as debris

discs. Once this final stage completes, the star approaches the main sequence as

a zero-age main sequence (ZAMS) object.

1.2 Disc formation and evolution

Disc structures are crucial to many astrophysical processes, ranging from the

formation and evolution of entire galaxies, to the comparatively minuscule rings

around individual planets. During star formation, a disc forms from a collapsing

core of dust and gas because, as these objects are rotating (Phillips, 1999), the

constituent particles have a total non-zero angular momentum that has a pre-

ferred direction (and a set of preferred planes perpendicular to this direction).

Collisions between particles become more frequent as the cloud collapses, which

causes an increasing number of particles to be aligned with the average angular

momentum direction. As a result, over time the system relaxes into a disc-like

state.

The conservation of angular momentum also explains why protoplanetary

discs must form around collapsing stars, due to the ‘angular momentum prob-

lem’. To illustrate this, consider a core with a typical radius, rc = 0.05 pc (Caselli

et al., 2002), and typical angular velocity, Ωc = 10−14 s−1 (Lodato, 2008). The

specific angular momentum of such an object is

jc = Ωcr
2
c = 2× 1020 cm2 s−1. (1.5)

If this core collapses to form a protostar, as most cores seem to, then, assuming

a Solar-type star is eventually formed, the break up angular velocity can be

calculated by equating centrifugal and gravitational forces,

Ω2
crs =

GMs

r2
s

. (1.6)
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Therefore the specific angular momentum of a Solar-type star formed from

this collapsing core at break up angular velocity is

jb = Ωbr
2
s = 3× 1018 cm2 s−1. (1.7)

As jb � jc, and the fact that disc structures seem ubiquitous in star forming

regions, this means that angular momentum must be removed from the system

during collapse before a star can form.

1.2.1 α-discs

A protoplanetary disc removes angular momentum from the collapsing core if the

disc itself is viscous or some mechanism creates an effective viscosity. Essentially,

in this scenario, concentric annuli are coupled together due to the Keplerian-like

rotation of the disc, so that a torque acts between slower rotating outer material

and faster rotating inner material. The result is that the outer material speeds up

and moves outwards, and the inner material slows down and moves inwards, which

results in a net transport of the angular momentum outwards via friction (Balbus,

2003). As the source of this viscosity is likely a combination of processes (that

are explored in Sections 1.2.2, 1.2.3 and 1.2.4), which require significant amounts

of computational resources, simulations have typically used the simplified α-disc

prescription for the effective kinematic viscosity (Shakura & Sunyaev, 1973),

ν = αcsHp, (1.8)

where cs is the disc material sound speed, Hp is the pressure scale height, and α

is a dimensionless parameter. A larger value of α corresponds to a more viscous

disc, and typically in simulations α = 0.001–0.1 is assumed.

Molecular viscosity does not contribute significantly to the disc viscosity be-

cause the timescale for accretion approaches the age of the Universe for typical
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1.2 Disc formation and evolution

disc parameters. Instead, hydrodynamic, magnetic and/or gravitational forces

are likely responsible for transporting angular momentum on both small and

large scales within the disc.

1.2.2 Hydrodynamic instabilities

Initially it was believed that hydrodynamic turbulence could replace molecular

viscosity in explaining the viscous nature of discs. However, several authors have

found that convective turbulence produced inward angular momentum transport

rather than outwards (e.g. Quataert & Chiang, 2000; Stone & Balbus, 1996; Stone

et al., 2000). Moreover, Hawley et al. (1999) found that a Keplerian flow possesses

a Reynolds stress (essentially the component of the stress tensor that accounts

for turbulent fluctuations in fluid momentum) that cannot by itself sustain tur-

bulence. This is despite the differential rotation that could, in principle, maintain

the turbulence because Coriolis forces induce epicyclic, oscillatory motions that

quell turbulent motions (Ji et al., 2006). Hence, Keplerian systems are most likely

locally hydrodynamically stable, both linearly and non-linearly, which means an

alternate source of viscosity is required.

1.2.3 Magnetorotational instabilities

Many molecular clouds are known to be threaded by magnetic fields (see e.g.

Crutcher, 1999; Ward-Thompson et al., 2000), which implies that some discs

forming in such clouds are also magnetically threaded. Consequently, magnetoro-

tational instabilities (MRIs), which are sometimes referred to as Balbus-Hawley

instabilities (see Balbus & Hawley, 1991), seem to offer a promising explanation

for disc viscosity in many scenarios because a weak magnetic field in conjunction

with differential rotation is sufficient to overcome the issues with hydrodynamic

instabilities. MRIs can be understood by considering two particles in the rotat-

11



1. INTRODUCTION

ing disc connected by a spring. Even though there is an attractive force between

the particles, the differential rotation causes the particles to move apart. Hence

the outer particle gains angular momentum from the inner particle, causing the

outer particle to move outward and the inner particle to move inward. This leads

to an even larger difference in the angular frequencies. In a protoplanetary disc

these particles are fluid elements connected by a magnetic field line, and the

magnetic tension acts as the spring. Linearly there is an instability driven by an

exponentially increasing separation of the fluid elements, followed by a non-linear

instability as fluid elements from different regions of the disc mix together. MRIs

therefore are efficient at transporting angular momentum outwards.

However, in the ideal magnetohydrodynamics (MHD) regime, angular momen-

tum transport can be so efficient that disc formation is suppressed in simulations.

For example, Allen et al. (2003) and Hennebelle & Fromang (2008) found that, in

2D and 3D simulations respectively, rotationally-supported discs were not formed

in dense cores magnetised to realistic levels. This is because, as material accretes

onto the central protostar, the magnetic field lines become ‘pinched’ (as shown in

Figure 1.2), which produces a magnetic split monopole with field lines fanning out

radially (Galli et al., 2006). Hence, the magnetic energy density surpasses that of

the accretion flow, meaning infalling material is dominated by the magnetic field

and loses all of its angular momentum.

To alleviate this issue, known as the ‘magnetic braking problem’, and because

there most likely is not a perfect coupling between material and field lines as is the

case in ideal MHD, non-ideal MHD processes such as ambipolar diffusion, the Hall

effect and Ohmic resistivity have been investigated. Ambipolar diffusion allows

the field lines that are coupled to the ions to drift relative to the bulk neutral

material. As a result, the pinching of the magnetic fields that suppresses disc

formation is lessened because diffusion reduces the twisting of field lines caused
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1.2 Disc formation and evolution

Figure 1.2: Structure of the azimuthally averaged magnetic field in a protoplan-
etary disc model demonstrating how field lines can become twisted and pinched.
The solid lines display the poloidal magnetic field lines and the colour scale shows
the toroidal magnetic field strength. Taken from Hennebelle & Fromang (2008).
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by the rotation of neutrals. However, this is probably not to a sufficient extent

given realistic field strengths and cosmic ray ionisation rates (e.g Mellon & Li,

2009). Moreover, in some simulations the suppression is even enhanced because

of the formation of an accretion shock that traps a strong magnetic field near the

central protostar, leading to efficient magnetic braking of the post-shock material

(Li et al., 2011). The Hall effect, where the electrons are coupled to the field

whilst the ions are coupled to the bulk neutral material, becomes more important

as the density increases, with the exact dependence reliant on the dust grain size

distribution. Krasnopolsky et al. (2011) found that this phenomenon can actively

spin-up the inner part of the collapsing, magnetised flow, but Li et al. (2011)

found that the Hall effect is incapable of forming a rotationally supported disc

under typical dense core conditions. Ohmic dissipation, which converts electrical

energy into heat through resistive forces, dominates at the highest densities. Li

et al. (2011) found that Ohmic dissipation could not enable the formation of

a rotationally supported disc, either by itself or in conjunction with ambipolar

diffusion. However, Machida & Matsumoto (2011) and Tomida et al. (2015) both

found that Ohmic dissipation did enable the formation of a protoplanetary disc.

Therefore, although the exact mechanisms by which rotationally supported discs

form are not fully understood, the general consensus is that some combination of

non-ideal MHD effects, as well as the magnetic interchange instability (akin to

a magnetic Rayleigh-Taylor type instability; see e.g. Krasnopolsky et al., 2012),

misalignment between the magnetic field and rotation axis (see e.g. Joos et al.,

2012), and dust evolution (see e.g. Zhao et al., 2016, 2018), act to reduce the

suppression of disc formation in magnetised cores.
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1.2.4 Gravitational instabilities

A protoplanetary disc can become unstable if gravitational forces overcome pres-

sure and shear forces. This criterion is characterised by the Toomre parameter

(Toomre, 1964)

Q =
csκ

πGΣ
, (1.9)

where cs is the sound speed, κ is the epicyclic frequency at which a fluid element

oscillates when perturbed from circular motion, G is the gravitational constant

and Σ is the surface density. For axisymmetric disturbances the criterion for

gravitational collapse is Q < 1. However, for non-axisymmetric disturbances,

which develop as spiral arms (as shown in Figure 1.3), the criterion is Q / 1.5

(Durisen et al., 2003; Papaloizou & Savonije, 1991). The instability is initially

linear and also dynamic, so small perturbations grow exponentially on the time

scale of a rotation period Prot = 2π/Ω, where Ω is approximately equivalent to the

epicyclic frequency in a near-Keplerian disc (Durisen et al., 2007). As the spiral

waves grow, they can develop into shocks that produce strong localised heating

(e.g Pickett et al., 1998). This can then lead to rapid vertical expansions that

resemble hydraulic jumps (Boley & Durisen, 2006). Disc material is also heated

by compression and mass transport driven by gravitational torques, irradiation

by the central protostar (and possibly external sources), and accretion heating

from the surrounding envelope (e.g. D’Alessio et al., 1997). Due to the form of

Equation 1.9, it is the disc temperature that dictates if a disc is gravitationally

unstable once the disc mass distribution and stellar mass (which governs most of

κ) have been specified. Therefore, the key distinction between a gravitationally

stable and unstable disc is whether the cooling time is short enough to effectively

dissipate the heat produced.
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Figure 1.3: Evolution of a gravitationally unstable disc indicating the develop-
ment of spiral structure. Taken from Boley (2007).
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Considering the approximations that H ≈ cs/Ω, Ω2 ≈ GMs/r
3 and Md ≈

πΣr2, the Toomre criterion given in Equation 1.9 can be re-written as

Q ∝ Ms

Md

H

r
, (1.10)

where Ms is the mass of the central protostar, Md is the protoplanetary disc

mass, H is the disc scale height, which is the vertical distance necessary for the

density and pressure to fall by a factor of 1/e, and r is the radius. Typically

protoplanetary discs have H/r ≈ 0.1 (e.g. Andrews et al., 2010), which means

that non-axisymmetric instabilities will set in for a disc when

Md

Ms

& 0.07. (1.11)

In the very early stages of stellar formation, simulations have shown that the

surrounding protoplanetary disc is likely to contain a mass comparable to that of

the central protostar (e.g. Bate, 2010; Gerin et al., 2017; Machida & Matsumoto,

2011). This implies, then, that young protoplanetary discs should be prone to

developing gravitational instabilities (GIs), which has been verified in simulations

(Dong et al., 2016; Tsukamoto et al., 2013; Vorobyov & Basu, 2005; Vorobyov &

Pavlyuchenkov, 2017).

Several authors have investigated whether the previously mentioned α pa-

rameter is applicable to such global transport in GI-driven discs, albeit usually

their main aim has been to investigate the fragmentation of the disc (e.g. Bo-

ley & Durisen, 2006; Boss, 2004; Cai et al., 2006; Lodato & Rice, 2004; Mayer

et al., 2007). The general consensus is that even though the mass transport is

dominated by global modes, with large fluctuations in the mass fluxes, an α-disc

prescription is broadly applicable, as predicted by Gammie (2001). However, due

to the global nature of gravitational torques, Boley et al. (2007a) showed that

pure flux-limited diffusion, which is commonly used in simulations, is inaccurate.
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Rather, a fully three-dimensional ray tracing method would be more realistic and

likely would lead to smaller amplitude GIs than have been reported.

1.2.5 Outflows and multiplicity

Winds provide a means of removing angular momentum that does not concern

instabilities directly, and such outflows are often collimated to form jets (Ray,

2012). These are known to exist in T Tauri stars and are believed to carry away

angular momentum at a range of disc radii, with highly collimated jets capable

of removing angular momenta close to the protostar (Lee et al., 2017). However,

winds emanating from the innermost disc must rely on another source of angular

momentum removal to actually drive them.

Another pathway for angular momentum redistribution is via stellar compan-

ions because stars typically form in binary or multiple systems. Tidal interactions

between tightly bound systems can transfer angular momentum from the orbit-

ing material around the forming stars to the orbital motions of companion stars

(Larson, 2002). Interactions with passing stars in a cluster can also remove an-

gular momentum from the collapsing core, causing some material to be directly

accreted onto the star (e.g. Bate et al., 2003). Moreover, in most simulations,

multiple systems tend to decay and eject stars that carry angular momentum

away with them (Bate et al., 2003; Delgado-Donate et al., 2004, e.g.), eventually

ending up in the random motions of field stars.

Whilst outflows and interactions between stars can indeed remove angular

momentum, it is highly unlikely that these mechanisms are responsible for the

entirety of angular momentum removal. Instead, it is probable that several of the

previously mentioned processes interact in complicated ways, ensuring that disc

formation is a complex and chaotic process. Simplifications can be made, how-

ever, in order to assist hydrodynamic simulations. For example, in the bulk of an
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isolated, embedded disc, one can assume that outflows and tidal interactions are

negligible, and that the MRI is ineffective due to low ionisation rates (Fromang

et al., 2002; Gammie, 1996). In this scenario, GI should indeed be a very impor-

tant mechanism for angular momentum transport. Even if this MRI assumption

is relaxed, GI should still play an important role because dense, gravitationally

unstable rings are expected to form, likely leading to disc outbursts related to FU

Orionis events (Armitage et al., 2001) and the formation of chondrules (small,

rounded particles embedded in stony meteorites known as chondrites) (Boley

& Durisen, 2008). Therefore, understanding the significance of GI in the early

stages of disc formation is a very important avenue of research that warrants

exploration.

1.3 Disc chemistry

To date, around 200 molecules have been detected in the ISM or circumstellar

environments, with the largest being fullerenes C60 and C70
1. A whole host of

reactions are responsible for the formation of these molecules, of which the main

gas-phase processes are shown in Table 1.1.

In dense, shielded regions, the thermal energy and the number of photons

available for reactions is low, so in this case cosmic-ray ionisation dominates. The

cosmic-ray ionisation of H2 occurs at a rate dependent on ζ, which is typically 1 ×

10−17 s−1 (van der Tak & van Dishoeck, 2000), and 97% of the time produces H2
+

(H+ is produced the other 3% of the time). Other atomic species are also ionised

via cosmic-rays, but at slower rates due to the abundance deficit compared to H2.

After formation, H2
+ reacts quickly with H2 via the reaction

H2
+ + H2 → H3

+ + H. (1.12)

1http://www.astro.uni-koeln.de/cdms/molecules
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Table 1.1: Important gas-phase reactions in astrophysical environments. Pho-
toabsorption rates are given assuming no extinction and are typically negligible
in dense, shielded regions. Adapted from Caselli (2005).

Reaction Process Rate Coefficient [s−1]

Neutral-neutral A + B → C + D 10−12–10−10 cm3

Ion-neutral A+ + B → C+ + D 10−9 cm3

Three-body A + B + M → C + D + M . 10−26 cm6

Radiative association A + B → AB + hν 10−16–10−13 cm3

Dissociative recombination AB+ + e− → A + B 10−6 cm3

Charge transfer A+ + B → A + B+ 10−9 cm3

Photodissociation AB + hν → A + B 10−11

Photoionisation A + hν → A+ + e− 10−11

Cosmic-ray ionisation A + γCR → A+ + e− 10−19–10−17

Typically, only ion-neutral reactions considering H2 are important because

the reaction rate is proportional to the abundance of reactants and H2 is at least

three orders of magnitude more abundant than other species. The exception to

this is when a reactant, such as He+, undergoes a very slow reaction, with a rate

coefficient significantly below 10−12 cm3 s−1.

H3
+ is one of the most important molecular ions in astrochemistry because it

facilitates the formation of a significant number of species, as shown in Figure 1.4.

H3
+ does not react with H2 but can produce species such as OH+ and CH+

via proton transfer with atomic O and C, respectively. These molecular ions

undergo hydrogen abstraction until CH3
+ and H3O+ are formed. Dissociative

recombination then proceeds, with the outcome dependent on the branching ratio.

Finally, the products of this sequence react with atomic oxygen or carbon to

produce HCO+, which, via dissociative recombination, forms the second most

abundant molecule in dark clouds, CO.

Rather than the hydrogen abstraction sequence followed by dissociative re-

combination that dominates for O and C, neutral-neutral reactions are more
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1.3 Disc chemistry

Figure 1.4: Depiction of the main ion-neutral reactions initiated by H3
+. Rather

than the hydrogen abstraction sequence followed by dissociative recombination
that dominates for O and C, the dashed boxes indicate that neutral-neutral reac-
tions are more important for N and S (at low temperatures). Adapted from Ilee
(2013).

important for N and S (at low temperatures), which is indicated by the dashed

lines in Figure 1.4. This is because the hydrogen abstraction reactions that would

produce SH3
+ are endothermic, meaning SH+ dissociatively recombines with elec-

trons to re-form S, and the proton transfer reaction of N with H3
+ is particularly

slow. Instead, the following reactions occur

N + CH→ CN + H, (1.13)

S + OH→ SO + H. (1.14)

N2 is produced after CN has formed via Equation 1.13 and subsequently re-

acted with N (or also after NO reacts with N). N2 can then react with H3
+ to

form N2H+, which has been observed in interstellar clouds. N2 can also react with

He+ to produce N+, followed by successive hydrogenation until the saturated ion,
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Figure 1.5: Mechanisms for surface reactions on grain surfaces: Langmuir-
Hinshelwood (diffusive) and Eley-Rideal. An open circle represents a non-
thermalised species, whereas a closed circle represents a thermalised species. Sur-
face reactions can occur when two species are in the same potential well. Adapted
from Ioppolo (2010).

NH4
+, is formed. NH3 is then produced via dissociative recombination, which,

like N2H+, has been observed in molecular cloud cores (see e.g. Bergin, 2014, and

references within).

The gas phase compositions observed in hot cores and corinos are not con-

gruent with gas-phase chemistry by itself. Indeed, dust grain surface chemistry

(specifically hydrogenation) is needed to offset the photodissociation of H2 in dif-

fuse clouds (Gould & Salpeter, 1963). Moreover, now the topic of grain-surface

chemistry is known to be very important in explaining: the large abundances

of complex organic molecules, which are typically carbon-containing molecules

containing six or more atoms (see e.g. Herbst & van Dishoeck, 2009); the com-

plex icy dust grain mantles deduced from observations; and the large amount of

deuterium fractionation observed in low mass star forming regions (Caselli, 2005).

Molecules in the gas-phase are affixed to the surfaces of dust grains via ad-

sorption, which occurs through two different mechanisms: physisorption via weak

van der Waals forces and chemisorption via chemical valence bonds. Reactions

involving adsorbed species can then proceed via the Langmuir-Hinshelwood or

Eley-Rideal mechanisms, as illustrated by Figure 1.5. In the case of the Langmuir-
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Hinshelwood mechanism, light species can diffuse across the grain surface and

overcome energetic barriers via thermal hopping or quantum tunneling, depend-

ing on the dust temperature. In the case of the Eley-Rideal mechanism, a gas-

phase molecule interacts more or less directly with a surface-adsorbed species;

this mechanism can be the dominant pathway for surface reactions if a large

potential barrier exists that rules out the Langmuir-Hinshelwood mechanism.

Diffusive processes in particular enable the production of heavier species on grain

surfaces, and these species tend to be saturated because H is capable of diffusing

very quickly and is a very efficient reactant on surfaces. For example, water-

ice, ammonia-ice and methane-ice are formed via the hydrogenation of O, N and

C atoms, respectively, landing on dust grains (Herbst & van Dishoeck, 2009).

Moreover, the complex organic molecule methanol is formed via hydrogenation

of adsorbed CO (Charnley et al., 1997), and further reactions with C and H atoms

can create molecules that are even more complex, such as CH3COH and C2H5OH

(Charnley et al., 2001). This multitude of reactions then leads to the build up of

complex ice mixtures on dust grain surfaces, which can subsequently affect the

evolution of dust grains by altering the efficiency of coagulation (e.g. Musiolik

et al., 2016).

After a species has been adsorbed, desorption can occur and return the

surface species to the gas-phase. This proceeds either by thermal evaporation

(sublimation) for very light species or by non-thermal mechanisms such as pho-

todesportion, cosmic-ray bombardment and excess energy from surface reactions.

Thermal desorption is dependent on the dust temperature, so in low temperature,

shielded environments only light species such as H and D can evaporate at signif-

icant rates (Millar, 2015); a dust temperature of ≈ 150 K is needed to thermally

evaporate H2O. Therefore, the abundances of water and other saturated species

are indicators of the local conditions in star forming regions.
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Protoplanetary discs harbour significantly different conditions than those of

the ISM, with number densities and temperatures of n ≈ 109–1014 cm−3 and T

≈ 20-2000 K, respectively, compared to n ≈ 104–105 cm−3 and T ≈ 10 K in star

forming cores. Consequently, the chemistry contained within a disc can be signif-

icantly different and resemble that of some hydrogenated planetary atmospheres.

For example, at high densities three-body reactions become important, with the

third body reactant being the most abundant molecule, H2.

1.3.1 Rate equations

Chemical kinetic models compute the solutions of a network of coupled ordinary

differential equations (ODEs). These ODEs describe how the number density of

each species changes as a function of time, due to the chemical reactions taking

place. For example, if a species, X, is created and destroyed by the following

bimolecular reactions

A + B→ X + C (1.15)

X + D→ E + F (1.16)

then the rate equation for species X is

dnX

dt
= kABnAnB − kXDnXnD, (1.17)

where kAB and kXD are the rate (or kinetic) coefficients for the appropriate reac-

tions. There exist several publicly accessible databases that provide rate coeffi-

cients, such as the UMIST Database for Astrochemistry (UDfA1; McElroy et al.,

2013; Millar et al., 1997; Woodall et al., 2007), the Ohio State University net-

works2 and the Kinetic Database for Astrochemistry (KIDA3; Wakelam et al.,

1http://udfa.ajmarkwick.net/
2http://faculty.virginia.edu/ericherb/research.html
3http://kida.obs.u-bordeaux1.fr/
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1.4 Radiative transfer

2012). The reaction rate coefficients are not necessarily constants however, as

there can be a strong dependence on temperature. For this reason the rate co-

efficients are usually given in the Arrhenius-Kooij form (Arrhenius, 1889; Kooij,

1893)

k = α

(
T

300

)β
exp

(
− γ
T

)
, (1.18)

where T is the temperature of the material, α is the room temperature rate

coefficient of the reaction, β is a constant and γ is the activation energy of the

reaction.

The complexity of the chemical network can be increased by adding more

species and by adding more types of reactions, such as photoabsorption, cosmic-

ray ionisation, adsorption and desorption and surface reactions. However, the

nature of this complexity ensures that the study of sophisticated chemical mod-

els is computationally challenging. For instance, rate equations used to describe

gas-phase chemical kinetics may not be appropriate for surface chemistry be-

cause using average concentrations bears no meaning when the average number

of reactive species is less than one per grain. Instead, stochastic methods can be

implemented, but often with several approximations in place to speed up calcu-

lations (see e.g. Millar, 2015).

1.4 Radiative transfer

The transport of radiation within protoplanetary discs is fundamental in gov-

erning the heating and cooling mechanisms, the dust temperature, the radiation

pressure, opacity and emissivity and the appearance of observations. It is de-
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scribed by the equation of radiative transfer

dIν
ds

= −ανIν + jν , (1.19)

where Iν , αν and jν are the specific intensity, absorption coefficient and emission

coefficient, respectively, at a particular frequency, ν. Essentially, the intensity

along the line-of-sight through a medium is reduced by absorbing material and

bolstered by emitting material. Equation 1.19 can be rewritten in the form

d

ds

(
Iν exp

[∫ s

0

αν(s
′)ds′

])
= jν exp

[∫ s

0

αν(s
′)ds′

]
(1.20)

so that integration from s = 0 to s = ∆s yields the general solution

Iν = Iν0 exp

[
−
∫ ∆s

0

αν(s
′)ds′

]
+

∫ ∆s

0

ds′jν(s
′) exp

[
−
∫ ∆s

s′
αν(s

′′)ds′′
]
. (1.21)

If αν and jν are spatially constant, Equation 1.21 simplifies to

Iν = Iν0e
−αν∆s +

jν
αν

(
1− e−αν∆s

)
, (1.22)

which is equivalent to

Iν = Iν0e
−τν + Sν

(
1− e−τν

)
(1.23)

where Sν is the source function and τν is the optical depth, at a particular fre-

quency. Essentially, Equation 1.23 means that the emergent intensity is defined

as the summation of the background intensity attenuated by the entire absorbing

medium, and the emission that is attenuated by the absorbing medium up to the

point of emission.

In the case of continuum radiation, αν and jν depend only on the density and

opacity (which is dependent on temperature and dust grain composition) of the
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material, which affords a relatively simple solution to Equation 1.23

Iν = Iν0e
−τν +Bν(Td)

(
1− e−τν

)
, (1.24)

where Bν(Td) is the Planck function that is easily calculated at the dust tempera-

ture, Td. To explore how a solution is found for line radiation, consider the simple

case of a two level atom. The emission and absorption coefficients are defined as

jν =
hν

4π
nuAul φν (1.25)

αν =
hν

4π
(nlBlu − nuBul)φν , (1.26)

where nu and nl are the populations of the upper and lower levels, respectively,

Aul, Bul and Blu are the Einstein coefficients for spontaneous emission, stimulated

emission and spontaneous absorption, respectively, and φν is the line profile func-

tion (Stahler & Palla, 2005, Appendix C). The line profile essentially describes

how likely a photon at a particular frequency is to excite/de-excite the atom or

molecule and is normalised so that
∫
φνdν = 1.

The level populations obey the equation of statistical equilibrium,

dnu

dt
=

(
nlBluJ̄ +

∑
k

n k
c γ

k
lu

)
−

(
nuAul + nuBulJ̄ +

∑
k

n k
c γ

k
ul

)
= 0 (1.27)

where nc, γul and γlu are the number density, collisional de-excitation and colli-

sional excitation coefficients, respectively, for the collisional partner k, and J̄ is

the mean intensity. As J̄ is related to the specific intensity via

J̄ ≡
∫ ∞

0

Jνφ(ν)dν ≡ 1

4π

∮
IνdΩ , (1.28)

it is clear to see that the emission and absorption coefficients depend on the

level populations, which in turn depend on the specific intensity, which itself
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depends on the absorption and emission coefficients. Therefore, in the case of

line radiation, an analytic solution to Equation 1.23 cannot be found and instead,

numerical methods must be used to iterate towards a converged solution.

A significant simplification can be made to reduce the complexity of radiative

transfer calculations if the density of collisional partners, such as H2 or e−, is

high enough. This is characterised by a critical density, which is defined in the

optically thin limit as

n k
crit =

Aul

γ k
ul

. (1.29)

Inserting this expression into Equation 1.27 results in

nu

nl

=
n k

c γ k
lu

n k
crit γ

k
ul + n k

c γ k
ul

, (1.30)

where it is assumed that BulJ̄ and BluJ̄ are negligible due to the previously

mentioned optically thin constraint. The collisional excitation and de-excitation

coefficients are related by

γ k
lu =

gu

gl

γ k
ul exp

(
− ∆E

kBTkin

)
, (1.31)

where gu and gl are the degeneracies of the upper and lower levels, respectively,

kB is the Boltzmann constant and Tkin is the kinetic temperature of the collision

partners. Use of Equations 1.30 and 1.31 yields

nu

nl

=
gu

gl

exp

(
− ∆E

kBTkin

)[
n k

crit

n k
c

+ 1

]−1

. (1.32)

When the density of collisional partners is high, i.e. n k
c � n k

crit then the

distribution given by Equation 1.32 approaches the Boltzmann distribution. Es-

sentially, collisions are fast enough to transfer the net absorbed or emitted radia-

tive energy into kinetic energy. In this case the gas is in local thermodynamic
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equilibrium (LTE) for this transition, and the population distribution is said to

be thermalised. Moreover, the population distribution can be calculated without

prior knowledge of the radiation field. It is worth mentioning, however, that LTE

only holds for this particular transition, and hence the general simplification of

LTE may not be appropriate for all transitions in a multi-level atom or molecule.

When LTE can not be assumed, Equation 1.32 shows that the upper level is less

populated than in the LTE solution. In this case the population is subthermal.

Equation 1.32 was derived for an assumed optically thin medium. If the

optical depth is non-negligible, however, the reabsorption of emitted photons,

known as radiative trapping, must be taken into account. An accurate calculation

of radiative trapping is complex because the process is non-local, i.e. photons

emitted from one point in the medium can affect the level populations in entirely

different regions of the medium. However, an approximation can be made by

assuming emitted photons are either absorbed locally (i.e. near the emission site)

or escape, with an escape probability defined as

β(r) ≡ 1

4π

∫ ∫
e−τν(n̂,r)φν dνdΩ, (1.33)

where ν is frequency, r is the emitting position, n̂ the direction and φ is the

normalised line profile (Draine, 2011). If collisions are ignored then the number of

photons absorbed, nlBluJ̄ , minus the number of photons produced by stimulated

emission, nuBulJ̄ , must balance the number of photons that are spontaneously

emitted and do not escape, (1 − β)nuAul (Klessen & Glover, 2016). Therefore

Equation 1.27 can be rewritten as

γ k
lu n

k
c nl = (γ k

ul n
k

c + βAul)nu. (1.34)

This is equivalent to the optically thin equation without radiative trapping,

i.e. when stimulated emission and absorption are neglected, but with Aul replaced
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by βAul. As n k
crit ∝ Aul (see Equation 1.29), the effect of radiative trapping is to

reduce the critical density for collisional partner k.

The calculation of β is not straightforward due to the dependence on the op-

tical depth along the line-of-sight, which in turn is defined by the geometry and

kinematics of the medium. Therefore, the geometry is often simplified to speed

up calculation, but real molecular clouds are complex and highly inhomogeneous

structures so the approximations can be inaccurate. A more sophisticated ap-

proximation is the Large Velocity Gradient (LVG), or Sobolev approximation

(Sobolev, 1957), in which the probability of escape is assumed to be high for fast

moving gas due to Doppler shifting. The use of the LVG approximation appears

to be justified for many turbulent molecular clouds of interest (Ossenkopf, 1997,

2002), and hence it is used in several radiative transfer codes when non-LTE line

emission is calculated.

Typically, radiative transfer codes use Monte Carlo (MC) and Accelerated

Lambda Iteration (ALI) to solve Equation 1.19. The Monte Carlo method is

implemented with computational algorithms that are based on random sampling.

In radiative transfer this is achieved by sampling the radiation field in random

directions, or by sampling the radiation field from discrete propagated photons.

The Accelerated Lambda Iteration is a variant of the normal Lambda Iteration

method, in which an initial solution is assumed and then iterative evaluations

are made until the system reaches a level of convergence. In the case of radiative

transfer, a matrix operator connecting all the points and energy levels is intro-

duced into the calculation of the mean intensity field, i.e. J̄ = λ [S]. However,

when using this method (normal Lambda Iteration) the time taken to reach con-

vergence is very large at high optical depths, which can lead to false convergences.

The ALI algorithm therefore pre-conditions the equations that are evaluated to

speed-up convergence. For radiative transfer codes this is achieved by splitting
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the calculation of the mean intensity field into local and non-local parts. The local

part is straightforward to calculate, and, crucially, dominates in optically thick

regions. Hence, the time taken to reach converged level populations in optically

thick regions is significantly reduced.

Line Modelling Engine (LIME) is an example of a radiative transfer code that

uses Monte Carlo and an ALI-like iteration method, and it is used to obtain

continuum and line images in Chapters 3 and 4.

1.5 This thesis

This thesis features a study on the chemical modelling and observability of a

gravitationally unstable disc. Chapter 2 presents a model of a gravitationally

unstable, proto-Solar like disc, akin to the discs expected to exist in young, low

mass systems. A chemical code is used to explore the evolution of the disc com-

position and the results indicate that GI-driven spiral waves periodically shock

and heat disc material. Consequently, the rate of desorption is greatly enhanced,

which leads to both transient and permanent changes in the disc composition. As

the spiral density waves transport disc material globally, GI is found to produce a

warm, chemically-rich midplane, which is in stark contrast to the studies of more

evolved, axisymmetric discs.

Chapter 3 presents an analysis of the accuracy of continuum images produced

using the radiative transfer code lime. It is found that the default weighting

algorithm implemented in lime can be improved for the gravitationally unsta-

ble disc model introduced in Chapter 2, which suggests that weighting schemes

should be specially tailored. It is also found that the efficiency of the sampling

routine can be improved by the omission of points in optically thick regions as the

calculations of negligible intensity contributions are avoided. Averaging of multi-

ple lime runs is also found to improve the resultant continuum images. Synthetic
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observations of the continuum images are then presented, which show that spiral

structure should be observable with ALMA. Disc masses derived from these ob-

servations are found to be unreliable because characterising the spiral structure

by one value for the dust temperature and one value for the dust opacity, both of

which are poorly constrained in young, embedded systems, is misrepresentative.

Moreover, the disc model is found to be optically thick at all frequencies consid-

ered (90–850 GHz), and hence the disc masses are inherently underestimated.

In Chapter 4 the improvements developed in Chapter 3 for the continuum ra-

diative transfer are applied to the production of line images. Using an abundance

density weighting algorithm and a custom sampling routine that restricts grid

points to optically thin regions leads to the decrease in the residual flux between

congruent images. This suggests that the sampling algorithm should be specially

formulated for a particular model. Noiseless observations are produced so that

the sensitivity required for detecting flux originating within spiral features can

be determined. This is done for a selection of molecular transitions that are of

interest in protoplanetary discs. Spatially resolving the spiral structure is found

to be challenging, but potentially possible for the strongest emitting transitions.

Spectrally resolving the spiral flux is more straightforward, but attributing this

flux to GI is tenuous. PV diagrams are found to perhaps offer the most promis-

ing means of confirming GI-driven spiral structure in young discs, although only

for near edge-on inclinations. Protostellar masses are also derived from PV dia-

grams, but it is found that the method commonly used may not be particularly

reliable for GI-active discs. Finally, all of the molecular transitions recover flux

in absorption. This suggests that absorption could be a signature of gravitational

instability in Class 0 sources, even if the spiral structure can not be resolved.

Chapter 5 contains a summary of the thesis along with a discussion of potential

future work.
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Chapter 2

A simulation of dynamics and
chemistry

2.1 Introduction

Understanding the mechanisms governing the formation and evolution of young

protoplanetary discs is crucial for explaining how the later periods of disc lifetimes

unfold. Processes such as disc dispersal, outflow and planet formation all play im-

portant roles. However, because these objects are optically obscured, particularly

at early ages, the information that can be obtained with most observational facil-

ities is currently limited. Recently, the Atacama Large Millimeter/submillimeter

Array (ALMA) has been providing important observational results, with detec-

tions of ringed structure in HL Tauri (ALMA Partnership et al., 2015), centrifugal

barrier emission (Sakai et al., 2017) and spiral structure in an embedded Class 0

source (Tobin et al., 2016). However, because observational availability and sen-

sitivity impose strict limits on potential candidates, simulations are important

for determining parameters and targets for future observations.

Many authors have investigated the chemical properties and evolution of pro-

toplanetary discs (see Henning & Semenov, 2013, Section 3.4 for an extensive

review), but because the inclusion of a complex chemical network in a model
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can be computationally intensive, most astrochemical models are decoupled from

the disc dynamics. The typical setup consists of a steady-state, axisymmetric

thin disc, in which the temperature and density are calculated in the radial and

vertical directions independently, usually under the assumption of vertical hydro-

static equilibrium. Most models are based on the assumption that the gas and

dust are thermally coupled in order to simplify the thermal balance calculations.

However, in recent years simulations have become increasingly sophisticated and

more detailed descriptions of the heating and cooling processes have been devel-

oped. Some examples include photoelectric heating of the gas by FUV-irradiated

dust and polycyclic aromatic hydrocarbons (PAHs), gas-grain collisions and fine-

structure line cooling via atomic species.

Dust grains are usually assumed to be of uniform size, or to have a size

distribution described by a simple power-law with minimum and maximum cutoff

sizes. Grains are known to have grown to approximately 1 mm sizes by the Class

II stage (Ricci et al., 2010), but whether this growth occurs at earlier stages is

currently unknown. Recently, there have been studies that suggest grain growth

can occur in earlier phases of YSO evolution (e.g Hasegawa et al., 2017; Miotello

et al., 2014), but this evidence is tentative and more study is needed.

Generally, the results from simulations match observations of real objects sat-

isfactorily, implying that the descriptions of the physical and chemical processes

in these models are consistent with nature. This has therefore led to the picture

of a disc composed of a cold midplane surrounded by heated surface layers (see

e.g. Akiyama et al., 2013; Bergin et al., 2013; Walsh et al., 2010; Walsh et al.,

2012, 2014), as depicted in Figure 2.1. The surface layer is heavily irradiated

and only simple light hydrocarbons, their ions, and other radicals such as CCH

and CN are able to survive. Photochemical processes and dissociative recom-

bination dominate over relatively short timescales (≈ 100 yr). The intermediate
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Figure 2.1: Physical and chemical structure of a 1–5 Myr old protoplanetary disk
around a low mass star. Adapted from Semenov & Wiebe (2011) and Henning &
Semenov (2013).

layer possesses chemistry akin to dense clouds due to the appreciable extinction

afforded by the surface material. Here, the chemistry is rich and abundances

of most molecules reach maximal values, resulting in the excitation of numerous

molecular lines that can be observed. The midplane layer is optically thick to

stellar, UV and X-ray radiation, and hence possesses low temperatures. Conse-

quently, freeze-out reduces gas-phase abundances and, as the densities are very

high (& 1010 cm−3), grain growth is expected to occur. The midplane layer is usu-

ally in a chemical steady-state in most of these simulations, which allows simple

desorption/adsorption thermodynamic modelling.

However, this is only true for Class II and late Class I objects. In deeply

embedded Class 0 objects, gravitational instabilities are expected to form as the

disc mass can be comparable to the protostellar mass. Gravitational instabilities

formed in the disc produce spiral density waves that efficiently drive angular mo-

mentum transport outwards and mass accretion inwards. As these spiral waves

grow, they can produce shocks that heat the disc material locally (e.g. Bae et al.,

2014; Boley & Durisen, 2008; Harker & Desch, 2002). In this case one might

expect the chemistry to approach that of ejected material experiencing C-type
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shocks. Namely, within the shocks, important endothermic reactions, such as

the conversion of oxygen to water and sulfur to sulfur monoxide and sulfur diox-

ide, occur at significant rates. Moreover, the high temperatures release adsorbed

species back into the gas-phase over a timescale dependent on the shock tem-

perature. However, this increase in gas-phase abundances is only temporary as

the efficient cooling of H2, CO and H2O reduces the temperature to pre-shock

values in a few hundred years (e.g. Kaufman & Neufeld, 1996). Subsequently, the

gas-phase material will again freeze-out (e.g. Bergin et al., 1998). This episodic

heating can enhance the rates of desorption and chemical reactions with high

activation energies, which may significantly affect the chemical composition of

discs.

Nearly all of the simulations to date have been of axisymmetric α-disc models,

with a quiescent disc or α = 0.005–0.03 (see Henning & Semenov (2013, Table

3) and Akimkin et al. (2013); Cleeves et al. (2015); Drozdovskaya et al. (2014,

2016); Molyarova et al. (2017); Walsh et al. (2014)), in which the mass is trans-

ported locally. In a GI-driven disc, however, the mass transport is global and

the disc structure becomes non-axisymmetric. This implies, therefore, that the

commonly used prescription is inappropriate for such systems and, consequently,

that there are few simulations that address the chemistry in the earliest phases

of protoplanetary disc evolution - a phase that may be pivotal in establishing the

evolution of more dispersed discs. Indeed, simulations of gravitationally unstable

Class 0 sources are crucial for furthering our understanding because, if gravita-

tional instabilities are seen in simulations but not in observations of real objects,

then the model parameters can be refined until GIs can be satisfactorily excluded

as a possibility in young systems, or the simulations can be improved to identify

actual observable signatures.

Ilee et al. (2011), hereafter I2011, simulated a massive protoplanetary disc
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throughout an evolutionary phase during which FU Orionis outbursts may oc-

cur (Hartmann & Kenyon, 1996). The system represents a Class 0/early Class

I object and the relatively massive (0.39 M�) disc is appropriate for a protostar

that will likely become an F star (≈ 1.4 M�) at the end of the accretion phase.

The authors found that shock heating within the disc induced temperature peaks

that desorbed various chemical species from the surface of dust grains and en-

hanced the rates of reactions that were otherwise not energetically favourable,

therefore increasing some gas-phase abundances. They found that, in contrast to

simulations of more evolved, less dynamic systems, the midplane is the hottest

region and therefore rich in chemistry. All species that they consider are trac-

ers of the spiral shocks, and Douglas et al. (2013) showed that these gas-phase

tracers of disc dynamics may be detectable with ALMA at a distance of 100 pc.

Furthermore, Dipierro et al. (2014) have recently shown that ALMA can readily

detect spiral structure in continuum emission, within Class 0/I systems located

at distances comparable to those of the TW Hydrae, Taurus-Auriga and Ophi-

ucus star-forming regions. Hence, the empirical assessment of whether young

protoplanetary discs around intermediate mass stars are indeed gravitationally

unstable seems possible.

In this chapter the results from a chemical model of a GI-driven, young,

protoplanetary disc are presented. Section 2.2 outlines the physical and chemical

model used and how it differs from the more massive I2011 disc. Section 2.3

contains results for time-dependent fractional gas-phase abundances determined

for individual fluid elements, along with column density maps of the entire disc, in

order to assess the differences in composition between the more massive disc, the

lower mass disc at different times, and discs featured in other published works.

Finally, Section 2.4 presents conclusions based on the results and a forward look

to future research.
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2.2 Models

2.2.1 Dynamical simulation

A radiation hydrodynamics simulation of a 0.17 M� protoplanetary disc is run

over a period of approximately 2000 yr and used as the input into a chemical

model. The disc surrounds a central protostar of 0.8 M�, which will likely evolve

into a Solar-like star. The majority of the mass in the disc initially lies between

r ≈ 6–41 au from the central protostar, but spreads partially during its evolution

as a consequence of angular momentum transport and accretion, resulting in a

disc that spans r ≈ 5–54 au at the end of evolution. The system represents a

Class 0 or early Class I object that potentially resembles the early Solar System.

The physical simulation is performed using chymera (Boley, 2007), which

solves the equations of hydrodynamics on a regularly spaced cylindrical grid.

Outflow boundaries are used at the inner, outer, and top grid edges and mirror

symmetry is assumed along the midplane of the disc. Self-gravity is calculated

directly through cyclic reduction, which is a numerical method for solving large

linear systems by repeatedly splitting the problem, with the boundary potential

determined by a spherical harmonics expansion. An indirect potential is used for

capturing the star-disc interactions (e.g. Michael & Durisen, 2010) and the Boley

et al. (2007b) equation of state is used for a fixed H2 ortho-para ratio of 3:1 in a

Solar mixture gas. Use is made of the Boley et al. (2007a) 3D radiative transfer

algorithm, which combines flux-limited diffusion with ray tracing in the vertical

direction. The radiative routine calculates a separate radiative time step, and

subcycles in the event that the hydrodynamics time step becomes much larger

than the radiative step. A maximum iteration of 8 sub cycles is used. If this

limit is reached, then one last step is used to synchronize the hydrodynamics

and radiative times. To ensure stability, energy is not allowed to change in any
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one cell by more than 10 per cent (see Boley & Durisen, 2006); such limiters

are typically only necessary in very low-density regions. The heating and cooling

mechanisms consist of radiative energy losses, PdV work, viscous dissipation and

irradiation by the central protostar with a background temperature profile

T 4
irr =

(
150 K(r/au)0.5

)4
+ (3 K)4 , (2.1)

where r is the radius from the protostar.

The disc is initialized with a flat Toomre parameter profile, Q ≈ 1.2, and

a temperature profile following T ∝ r−0.5, which gives a surface density profile

Σ ∝ r−1.75 for a Keplerian disc. The disc is seeded with a random density

perturbation to promote the growth of gravitational instabilities. The initial Q

value is low enough to guarantee a very rapid onset of spiral structure, but not so

low as to overshoot the instability regime severely. While the I2011 calculations

were performed in the context of a massive disc undergoing an outburst of GIs,

the simulations here are intended to explore a more protracted phase of instability

in a lower mass disc. As such, the new disc is evolved past the outburst phase

of unstable discs (Mej́ıa et al., 2005) before the fluid elements are traced. After

about 1290 yr of evolution (about 5 orbits at 40 au), 2000 fluid elements are placed

randomly in the disc, but weighted by mass to reflect the actual distribution of

material. This is twice as many fluid elements as used in I2011. The fluid

elements are evolved by interpolating the gas flow from the surrounding cells to

a given position and integrated directly. Local disc conditions, such as pressure,

density, and temperature are also interpolated to the position of the fluid element,

allowing the thermodynamic history of the gas to be traced. Of the 2000 fluid

elements evolved in the simulation, nine are lost through a grid boundary and

therefore not included in the following analysis.
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Figure 2.2: Nuclei column density at t = torp for the 0.17 M� (left) and 0.39 M�
(right) discs as viewed from above. The more massive disc (right) undergoes a
violent instability, while the lower mass disc (left) shows a more protracted phase
of instability.

Figure 2.3: As in Figure 2.2, but showing the maximum line-of-sight temperature.
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2.2.2 Comparison with a more massive disc

The more massive disc featured in I2011 was simulated for 389 yr, and because

of this short duration the hydrodynamical results were repeated for ten chemical

cycles, i.e. using the final abundances after 389 yr as initial abundances for the

next run, in order to achieve a well mixed chemical distribution. This introduced

unrealistic discontinuities into their chemical calculations. Here, the new simu-

lation is run continuously for 2047 yr with fluid element tracers present, which

means the behaviour of the lower mass disc can be followed over a longer period

without artificial cycling, allowing for a more self-consistent analysis.

The more massive disc was initialised with a Q ≈ 1 profile for most of the disc

and a Tirr = 140(r/au)0.5 + 10 K radiation field, requiring a surface density profile

Σ ∝ r−1.75. Although these parameter initialisations are similar to the lower mass

disc setup, these discs are not directly comparable because they trace different

potential phases of protoplanetary disc evolution; the higher mass disc is more

applicable to a violent burst in activity, whereas the lower mass disc undergoes

a more quiescent and protracted period of evolution. However, the discs can be

compared after a consistent number of outer rotational periods (ORPs), which

defines the time since the inclusion of tracers at a particular radii. At 30 au

the ORP is approximately 140 yr in the more massive disc and 165 yr in the less

massive disc. By the end of the simulation, t = 389 yr, the more massive disc has

completed 2.7 ORPs at 30 au. The lower mass disc completes the same number

of ORPs at the same radius after approximately t = 440 yr. Hence, the discs are

roughly comparable dynamically at these respective times, which is denoted as t

= torp for both discs and used as the basis for comparison.

Figures 2.2 and 2.3 show the column density of total nuclei and maximum

line-of-sight temperature, respectively, within the featured discs at t = torp, as

viewed from above. At this time, the maximum temperature and number density
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2.2 Models

within the more massive disc are 400 K and 8 × 1013 cm−3, respectively, which

are 1.2 times hotter and 1.4 times denser than within the less massive disc. Both

figures show that prominent spiral features have formed in each disc, but the

more massive disc is significantly more flocculent due to the stronger gravitational

instabilities and evolutionary phase.

Figure 2.4 shows slices of the disc interior along the x = 0 au and y = 0 au axes

within the less massive and more massive discs at t = torp. Overall the interior

structures are similar; both discs show a flared morphology, with the hottest

and densest material located in a ring-like structure approximately 10 au from

the protostar, and possess uneven surfaces resulting from the shocks (Boley &

Durisen, 2006). However, the more massive disc is also clearly more extended and

features enhanced temperatures at large radii, compared to the lower mass disc.

Moreover, there is a higher ambient temperature because of the more massive

central protostar and disc. These differences in outer disc temperature structure

in particular may have a prominent effect on the chemistry as more energy is

available for chemical processes and reactions at larger radii.

The number densities and temperatures of fluid elements tracked throughout

the disc simulation are used as the input for the chemical model. Figure 2.5

shows the trajectories of a fluid element in the outer regions of each disc, which

is only intended to be illustrative of the types of trajectories that fluid elements

can follow. Both fluid elements are initially roughly 30 au from the centre and

orbit on trajectories that first radially expand and then contract. I identify the

collisional shocks experienced by each fluid element from the concurrent peaks of

temperature and number density, seen in Figure 2.6, and pressure (not shown).

The shocks cause the fluid elements to be displaced vertically upwards in the discs

before falling back towards the midplane. This is an effect seen in gravitationally

unstable disc simulations as the strong spiral waves in a vertically stratified disc
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2. A SIMULATION OF DYNAMICS AND CHEMISTRY

Figure 2.5: Positions and corresponding temperatures of fluid elements extracted
from the 0.17 M� (top) and 0.39 M� (bottom) discs that demonstrate similar
orbital behaviour within 2.7 ORPs at 30 au in each disc. The open circles denote
t = 0 and the closed circles denote t = torp.

Figure 2.6: Temperature and number density histories of fluid elements ex-
tracted from the 0.17 M� and 0.39 M� discs that follow similar trajectories within
2.7 ORPs at 30 au in each disc (see Figure 2.5).
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drive shocks that act as hydraulic jumps (e.g. Boley & Durisen, 2006). The

velocities of the shock waves in the disc are relatively low (a usual Mach number

is 2, implying a shock velocity of a few km s−1). Such low Mach numbers are due,

in part, to the shallow pitch angles of the spiral arms, which significantly reduce

the speed of a fluid element normal to the spiral shock (see Boley & Durisen,

2008, for a detailed discussion).

2.2.3 Evolution of the lower mass disc

Figures 2.7 and 2.8 show the nuclei column density and maximum line-of-sight

temperature, respectively, within the 0.17 M� disc at t = torp (t = 440 yr) and at

the end of the simulation t = tfin (t = 2043 yr), as viewed from above. Over the

duration of the simulation the average mass flux through the disc is 10−6 M� yr−1.

By the end of the simulation the disc is clearly more flocculent as the gravitational

instabilities have driven progressively denser spiral waves (see Appendix A).

Figure 2.7: Nuclei column density at t = torp (left) and t = tfin (right) for the
0.17 M� disc as viewed from above. As the disc evolves dynamically, the spiral
structure becomes much more flocculent.
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Figure 2.8: As in Figure 2.7, but showing maximum line-of-sight temperature.
The maximum temperature reached is approximately 600 K.

Figure 2.9 shows the trajectories of two fluid elements located within the inner

and outer regions of the lower mass disc, throughout the entire duration of the

simulation. The temperature and number density histories of these fluid elements

are shown in Figure 2.10, and the outer disc temperature and number density evo-

lution displayed is for the same fluid element as featured in Figures 2.5 and 2.6.

In the outer disc, the temperature profile is determined primarily by the stellar

irradiation, with significant variations due to spiral shock heating. As a result,

over the duration of the entire simulation, the temperature and number density

of the outer disc fluid element appear periodic. This period is approximately

100 yr, which means that the spiral waves propagate faster than the outer disc

rotates; the average corotation of the spiral structure appears to be at about 17 au

based on the average mass flux profile. The inner disc fluid element, however,

exhibits significantly different behaviour. The much faster rotation of this fluid

element, roughly 10 yr per orbit, results in much more frequent shock encounters,

which produces the markedly faster variations in temperature and number den-
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sity. Moreover, there are substantial increases in the average temperature and

number density for the inner disc fluid element after about t = 400 yr. This is due

to the gravitational instabilities driving mass transport and shock heating. Fur-

thermore, within ≈ 20 au, the radiative cooling becomes very inefficient because

the densest, inner disc regions are more optically thick than the outer disc. In the

inner disc fluid element, the approximately decennial variations in temperature

and number density reflect passage through spiral structure. The longer term

changes, however, spanning over 100 yr or more, reflect motion through different

regions of the inner disc that are in rough pressure equilibrium, i.e. cool and dense

regions, or hot and rarefied regions.

Figure 2.9: Orbital positions and corresponding temperatures of fluid elements
extracted from the inner (top) and outer (bottom) regions of the 0.17 M� disc.
The open circles denote t = 0 and the closed circles denote t = tfin.
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Figure 2.10: Temperature and number density of fluid elements extracted from
the outer and inner regions of the 0.17 M� disc (see Figure 2.9). The rapid
variations in temperature and number density are a consequence of collisional
shocks, which are much less frequent in the outer disc. The longer term changes
seen only in the inner disc are a result of the fluid element passing through cooler
and denser, or more rarefied and hotter regions of the inner disc that are in rough
pressure equilibrium.

2.2.4 Chemical model

I use the chemical evolution code developed in I2011, which consists of a network

of 125 species and 1334 reactions. These reactions are selected from a subset of

the UMIST95 network (Millar et al., 1997), in which the rate coefficients have

been updated using data from KIDA1(Wakelam et al., 2012). The reactions

include: positive ion-neutral reactions, ionisation by cosmic rays, charge transfer,

proton transfer, hydrogen abstraction, radiative and dissociative recombination

with electrons, radiative association, neutral exchange, photodissociation and

photoionisation, recombination of ions with negative grains, and adsorption and

desorption. The code interpolates temperature and number densities extracted

1http://kida.obs.u-bordeaux1.fr/
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from the fluid elements to a higher resolution chemical timescale using cubic spline

fits. The dvode package (Brown et al., 1989) is then used to integrate the rate

equations for each included species, outputting fractional gas-phase abundances,

Xi = ni/n, where n = nH + nHe + nZ (see I2011, equation 1).

For each species, i, in the chemical code, its rate equation is given by

dXi

dt
=
∑
jlm

kjXlXm n−
∑
j′m

kj′XiXm n− 2
∑
j′′

kj′′X
2
i n

+
∑
jlm

kjXlXmXH2 n
2 −

∑
j′m

kj′XiXmXH2 n
2 − 2

∑
j′′

kj′′X
2
iXH2 n

2

+
∑
jl

Γcr, jXl −
∑
j′

Γcr, j′ Xi +
∑
jl

Γj Xl −
∑
j′

Γj′ Xi +Rd, i −Ra, i

(2.2)

where kj is the rate coefficient of the jth reaction and summations are restricted so

that only reactions involved in forming or destroying the ith species are included.

The rate coefficient for the formation or destruction of the ith species directly

due to cosmic rays is represented by Γcr,j and Γcr,j′ respectively, and is dependent

on the cosmic ray ionisation rate, ζ, which is taken to be 10−17 s−1. The rate

coefficient for each photon-induced reaction that forms or destroys the ith species

is represented by Γj and Γj′ respectively, which is given by

Γj = αj e
−βj AV +

ζPj
1− A

, (2.3)

where aj and Pj are constants, A is the dust grain albedo, taken to be 0.5,

and AV is the extinction coefficient. The left side of Equation 2.3 represents

direct photodissociation and photoionisation processes, whereas the right side

represents photoemission resulting from collisions of molecular hydrogen with en-

ergetic electrons produced as a by-product of cosmic ray ionisation. The rate

equation calculations are performed under the assumption that the disc environ-

ments of Class 0 or early Class I objects are well shielded from sources of stellar
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and interstellar radiation. This is likely to be an appropriate assumption because

the omission of UV photons at AV > 4 is valid (McKee, 1989). Therefore, only a

relatively small amount of obscuring material is needed to limit the illumination

of the upper layers of young discs by the protostellar and interstellar UV field,

which may be provided by the combination of powerful outflows and envelope

infall as the disc develops (see, e.g., Machida & Hosokawa, 2013). Incidentally,

a visual extinction AV = 100 mag is adopted, which ensures only cosmic ray in-

duced photoreactions are significant. Note that no attenuation of cosmic rays is

assumed in the chemical model. This is perhaps inappropriate as the attenuation

length of cosmic rays is ≈ 120 g cm−3(Kataoka & Sato, 2016), which is reached in

the spiral arms and inner disc at approximately z = 1–2 au; hence the cosmic ray

ionisation rate in the spirals and inner disc may be overestimated.

In Equation 2.2, Rd, i represents the contribution to the abundance of the ith

species due to thermal desorption, which is treated in the same way as Visser

et al. (2009) and given by

Rd, i = 1.26× 10−21
( σ

cm−2

)
fi v0, i exp

(
− Eb, i

kBTd

)
, (2.4)

where σ is the surface density of binding sites, which is taken to be 1.5× 1015 cm−2

and Eb, i is the binding energy of the ith species to the dust grain surface, taken

from the Ohio State University database1 and Hollenbach et al. (2009) and refer-

ences within. Td is the dust grain temperature, which is assumed to be equal to

the gas temperature, and fi is the fraction of the dust grain surface covered by

the ith species, given by

fi = min

(
1,
Xs, i

ηNb

)
, (2.5)

where Xs, i is the solid fractional abundance of the ith species (i.e. frozen-out

1http://faculty.virginia.edu/ericherb/research.html
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abundance), η is the ratio of dust grain number density to nuclei number density,

which is taken to be 3.3 × 10−12 (as is appropriate for a dust grain radius of a =

0.1 µm and gas-to-dust ratio of 100), and Nb is the typical number of binding sites

per grain, taken to be 106 (Hasegawa et al., 1992). The characteristic vibrational

frequency of the desorbing species is given by

ν0, i =

√
2σEb, i

π2mi

(2.6)

where mi is the mass of the ith species (Tielens & Allamandola, 1987).

The rate of adsorption, Ra, i in Equation 2.2 can be calculated by evaluating

the product of the species geometrical dust-grain cross-section, sticking probabil-

ity, thermal velocity and concentration. Algebraically this is given by

Ra, i = πa2Si η

√
8kBTg

πµmH

Xi n, (2.7)

where Si is the sticking probability, which is assumed to be 1.0, Tg is the gas

temperature, kB is the Boltzmann constant, µ is the molecular mass in atomic

mass units and mH is the mass of a hydrogen atom. It is assumed that species

are only physisorbed onto dust grains and that only simple surface chemistry (i.e.

charge neutralisation of positive ions and hydrogenation) occurs after adsorption.

Hydrogenation is treated as an instantaneous process that also includes desorption

of the product into the gas-phase. Note that the atomic hydrogen abundance is

not conserved during this reaction. Instead, a separate reservoir of H is assumed

to exist on the dust grain surfaces that facilitates the hydrogenation process.

The initial abundances are taken to be representative of observations of cometary

ice abundances (see Ehrenfreund & Charnley, 2000, Table 2) and are given in Ta-

ble 2.1. There is no N2 present initially, which results as a consequence of the

particularly high volatility of N2; hence N2 may not persist in cometary bodies
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and is therefore absent in observed abundances. However, NH3, which is included

initially in this work, is expected to be the dominant reservoir of elemental nitro-

gen in interstellar cloud conditions, and therefore the absence of N2 should only

result in a small (≈ 20 per cent) difference in the total abundance of elemental

nitrogen. However, the N/H abundance ratio in Table 2.1 is 1.0 × 10−6 whereas

the values reported in the ISM and the η Oph cloud are 7.5 × 10−5 (Przybilla

et al., 2008) and 2.1 × 10−5 (Graedel et al., 1982), respectively. These large

discrepancies are therefore likely to be caused by the imperfect persistence of

cometary abundances, i.e. although there is some consistency between cometary

and interstellar ices, it is not known whether comets undergo significant chemical

processing that affects the accurate preservation of the initial elemental compo-

sitions within young systems (see Caselli & Ceccarelli, 2012, Chapter 7).

As mentioned previously, the velocities of the shock waves in the disc are

relatively low (a few km s−1). Hence, these shocks are not expected to cause

effects such as the disruption of dust grain cores or grain mantle sputtering,

which typically require shock speeds of at least 10 km s−1 (e.g. Caselli et al., 1997;

Van Loo et al., 2013). Rather, this chapter focuses on how thermal desorption of

the ices from the icy mantles of dust grains is affected by shocks.

Modifications

The chemical evolution code used here was first presented in I2011. However, I

make some alterations in order to improve its efficiency and success rate. Origi-

nally the code used a logarithmic time step in order to capture the fastest initial

chemical reactions at a sufficient resolution. This was necessary because the fluid

element temperature and density histories in the more massive disc were cycled

to compensate for the short timescale of the physical disc evolution. However,

this introduced artificial numerical discontinuities into the chemical analysis that
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Table 2.1: Initial fractional abundances X(i) = ni/n. Note that a(b) represents
a x 10b.

Species Abundance

He 1.00(-1)
H2CO 1.83(-6)
CO2 3.67(-5)
CO 3.66(-5)

HCN 4.59(-7)
CH4 1.10(-6)
HNC 7.34(-8)

S 1.62(-5)
NH3 3.30(-6)
H2S 2.75(-6)
SO 1.47(-6)

H2O 1.83(-4)
SO2 1.84(-7)
OCS 3.30(-6)

caused the chemical integrator to fail for a selection of fluid elements. The less

massive disc, on the other hand, is simulated for a considerably longer time, so

there is no need to cycle the chemical abundances. Therefore, I change the time

step to be additive, with a time step of 1000 s so that fast reactions are followed

with sufficient resolution throughout the entire disc evolution. The resulting

abundances are recorded every 0.05 yr. Recursion is also incorporated into the

chemical code so that a failed integration step is re-attempted in a dichotomy

paradox fashion, i.e. continually halving the time step, until the integration suc-

ceeds or the step size becomes zero and the run fails. These two adaptations

make the code much more robust against rapid changes in temperature and den-

sity, which a significant number of inner disc fluid elements possess.
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2.3 Chemical results

Understanding how gravitational instabilities affect the chemical evolution of the

lower mass disc, and how this differs from what occurs in the more massive disc, is

necessary for understanding the potential diversity and observational signatures

of such discs. This allows the determination of what tests are the most likely to

detect or exclude active instability in any given Class 0 or I source.

Figures 2.11 and 2.12 show the fractional gas-phase abundance for 20 species

(CO, CO2, SO, SO2, NH3, H2O, H2S, H2CO, OCS, O2, HCO, HCO+, HNO, CS,

HCS, HCS+, HCN, HNC, CN and OCN) as a function of torp for both discs. The

abundances are shown for the same fluid elements featured in Figures 2.5 and 2.6,

which as discussed orbit at approximately 30 au. I have included three species,

CO2, CN and H2CO, in addition to those that are featured in I2011 because these

are significant species that have recently been detected in protoplanetary discs

(e.g. Bast et al., 2013; Chapillon et al., 2012; Qi et al., 2013).

The gas-phase fractional abundances of the species in the upper right panels

(CO, SO, OCS, NH3, H2O and H2S) are only significantly affected by adsorption

and desorption processes because their total abundance, comprised of gas-phase,

X(i), and grain abundance, Ng(i)η, is approximately constant during the disc

evolution. Here, η is the ratio of the number density of dust grains to the number

density of nuclei, and is taken to be η = 3.3 × 10−12, while Ng(i) is the average

number of molecules of the ith species adsorbed on to a grain. However, gas-phase

chemical reactions do still occur for these species. For example, the dominant

formation reaction at low temperatures for SO is O combining with HS. But at

low temperatures (≈,30 K) SO is almost entirely frozen-out, which means the

grain abundance dominates, and given the relatively large initial ice abundance

(see Table 2.1), the effect of this chemical reaction is insignificant for the total SO
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Figure 2.11: Gas-phase fractional abundances of a fluid element extracted from
the 0.17 M� disc (see Figure 2.5). The upper two panels feature species with
total abundances, comprised of the number of molecules on grains and in the
gas-phase, that are constant over the duration of the simulation.
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Figure 2.12: Same as Figure 2.11 but for a fluid element extracted from the
0.39 M� disc model that follows a similar trajectory (see Figure 2.5).
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Table 2.2: Desorption temperatures of the neutral molecular species featured in
this work, calculated at the typical density (n = 5 × 1012 cm−3) and temperature
(Tg = 80 K) of the spiral arms in the disc model.

Species Binding Energy [K] Tdes [K]

CO 855 24
CO2 2575 70
SO 2600 69
SO2 3405 90
NH3 5534 145
H2O 5773 158

H2CO 2050 54
H2S 2743 72
HCN 2050 54
HNC 2050 54
OCS 2888 76
HCO 1600 42
HNO 2050 54
CS 1900 50

HCS 2350 62
OCN 2400 63
O2 1200 32
CN 1600 42

abundance. Likewise, CO is only frozen-out on to grains below 20 K and hence it

is so abundant in the gas-phase that the effect of the shocks appears negligible.

Indeed for species with total fractional abundances above approximately 10−7,

which are most of the species injected into the disc at initialisation, gas-phase

reactions enhanced by shocks are too slow to significantly affect the evolution

of the abundances. However, although the total fractional abundance of some

species does not depend on shocks, the distribution of gas-phase material is still

affected by the spiral arms.
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Table 2.3: Maximum fractional gas-phase abundances within the 0.39 M� disc at
t = torp, 0.17 M� disc at t = torp and 0.17 M� disc at t = tfin.

Species Maximum log X(i)
i 0.39 M� 0.17 M� 0.17 M�

t = torp t = torp t = tfin

CO -4.4 -4.4 -4.4
CO2 -4.4 -4.4 -4.4
SO -5.8 -5.8 -5.8
SO2 -6.5 -6.6 -6.3
NH3 -5.5 -5.5 -5.5
H2O -3.7 -3.7 -3.7

H2CO -5.7 -5.7 -5.7
H2S -5.6 -5.6 -5.6
HCN -6.4 -6.3 -6.4
HNC -6.6 -6.6 -6.6
OCS -5.5 -5.5 -5.5

HCO+ -10.8 -11.2 -10.9
HCO -20.8 -20.8 -20.3
HNO -7.9 -8.1 -7.5
CS -8.0 -8.1 -7.5

HCS -9.6 -10.3 -9.2
HCS+ -12.6 -12.8 -12.1
OCN -10.2 -10.3 -9.9
O2 -10.8 -11.2 -11.2
CN -7.9 -7.7 -7.2
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2.3.1 Comparison with the more massive disc

Most of the gas-phase species reach the same maximum abundances in both fluid

elements during their respective shocks. This is because, despite the contribution

from gas-phase chemical reactions, desorption dominates the formation rates near

the desorption temperatures (given in Table 2.2), which are exceeded for most

species during the evolution of both fluid elements. Although the selected fluid

elements trace the outer regions of both discs, this result is consistent across the

entirety of both discs. Table 2.3 shows the maximum gas-phase fractional abun-

dances for the 20 species selected at t = torp, and most species show negligible

differences between the lower mass and higher mass discs. Therefore, these re-

sults suggest that the difference in disc mass and instability strength does not

significantly affect the chemistry. Rather, the chemistry is affected merely by the

presence of shocks, and perhaps only on short timescales.

In order to understand the features expected to exist in observed gravitation-

ally unstable discs, I generate column density maps for the species discussed at t

= torp. A particular aim of this section is to characterise the effect of system mass

on chemical diversity, so these maps are comparable to Figures 7 and 8 featured

in I2011.

The column density of the ith species is defined as

Ni (x, y) =

∫
n (x, y, z)Xi (x, y, z) dz. (2.8)

The number density is obtained at each x, y, z position using the full hy-

drodynamics simulation as this affords the highest resolution possible. I then

interpolate the fluid element abundances to the same grid using the griddata

and simps modules in python. To obtain results for the full vertical extent of

such a disc, it is assumed that number density and abundances are even functions
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of disc height (e.g. mirrored about the z = 0 plane).

Figures 2.13 and 2.14 show the column density maps for the selected species at

t = torp, separated by the significance of gas-phase chemical reactions as discussed.

Figure 2.13 features the species only affected by adsorption and desorption pro-

cesses due to their high initial abundances. I have included HCN, HNC and

SO2 in this figure because the most dominant reactions, electronic recombination

of HCNH+ and SO combining with O or OH, are only prevalent at the lowest

temperatures and hence only have a marginal effect on the total abundance. Fig-

ure 2.14 shows the species having abundances that are significantly affected by

chemical reactions during the disc evolution.

The spatial distribution of gas-phase CO is the most extensive of the gas-

phase species discussed here. This is expected because the freeze-out temperature

is around 20 K, which only occurs in the outermost regions of the disc (> 45 au).

The relatively abrupt edges seen in this map are primarily due to the limited

extent of the fluid elements, as the size of the full simulation is significantly larger

than the volume defined by the fluid elements followed throughout the disc. I

chose to avoid extrapolating the abundances of species beyond the maximum

radial extent of the fluid parcels because the reliability of the chemical results in

this regime can not be assured.

The spatial distribution of gas-phase H2O is the most confined of the gas-

phase species considered here because water possesses the highest binding energy

to grains. Hence, water requires the most energy to be efficiently desorbed into

the gas-phase, requiring a temperature greater than 150 K at the pressures in the

disc model. As can be seen in Figure 2.3, this only occurs for the torus of material

approximately 10 au from the centre.

The remaining species with the highest abundances and therefore highest col-

umn densities have maps that trace regions of the disc in between these two

60
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Figure 2.13: Logarithmic gas-phase column densities (in cm−2) of species at t
= torp with gas-phase fractional abundances determined primarily by thermal
adsorption and desorption processes. Distances from the centre are in au.
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Figure 2.14: Logarithmic gas-phase column densities (in cm−2) of species at t
= torp with gas-phase fractional abundances significantly affected by chemical
reactions. Distances from the centre are in au.
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extremes, dependent on their desorption temperatures. As the highest abun-

dances for most of these species exist in the hottest regions nearest the protostar,

the edges of the column density maps effectively define the midplane snow lines in

the x-y plane. Hence, simulating the molecular emission from the disc chemistry

and comparing to observations could provide an indicator of the reliability for

the disc model used.

The column density maps in Figure 2.14, for the species that are significantly

affected by gas-phase reactions, show some different features compared with the

maps shown in Figure 2.13. Firstly, all of the maximum column densities are much

lower. Secondly, CS and OCN appear to have similar extents and structures as

species such as CO2 and SO. However, their maximum column densities occur in a

torus at approximately 20 au from the centre. Furthermore, the HCO+ map spans

the entire fluid element distribution but possesses a large inner hole. This is due

to HCO+ being primarily formed through a reaction with CO, but destroyed at

moderate to high temperatures (& 80 K) through proton transfer with H2O and

reactions with HCN and HNC, all of which are most abundant in the inner disc

region. HCS+ is also removed by proton transfer with H2O but is dependent on

the distribution of CS rather than CO, and hence is not as extensive. Aside from

HCO+, CN is one of the only species to show clear evidence of spiral structure.

CN is initially formed in the gas via cosmic-ray induced photodissociation of

HCN and HNC (see, e.g., Gredel et al., 1989). The desorption temperature of

CN is around 42 K, which is reached in the spiral features due to the shock

heating. At higher temperatures the reaction CN + NH3 → HCN + NH2 destroys

the molecule, thereby producing a very large inner hole. As CN maps areas of

moderate temperatures, it could be an ideal tracer for transient heating events

in protoplanetary discs, potentially driven by gravitational instabilities.

Although the less massive and more massive discs represent different strengths
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of GI activity, comparisons can be drawn by using a comparable dynamical age

in both systems, defined as t = torp (2.7 ORPs at 30 au). Figures 7 and 8 in

I2011 show column density maps for the same species that I have included in

this chapter, except for CN and CO2. All of the maps included in I2011 show

much more defined spiral structure, but this is due to the more massive system

driving stronger density waves than occur in the less massive disc. Despite this,

there are very few notable differences between the sets of column density maps;

the proportional extent of species in relation to the total disc size is comparable

and the maximum column densities are largely coincident. For example, the CO

column density maps show much less spiral structure in the lower mass disc at t

= torp, but this is purely a consequence of the differences in mass and instability

strength between the discs; the maximum CO abundance is identical in both

discs due to the consistent initial conditions and low freeze-out temperature (see

Table 2.3). There are, however, some distinct differences in the column density

maps of HCO+.

There is a 2.5 times lower peak HCO+ abundance in the lower mass disc, which

also manifests itself in the column density maps. This is a consequence of the

stronger spiral density waves and larger radius of the more massive disc. HCO+

is formed through a reaction involving CO, which proceeds at the fastest rate

in low to moderate temperatures (below approximately 150 K). The destructive

reactions HCO+ + HNC→ HCNH+ + CO, and more notably, HCO+ + HCN→

HCNH+ + CO become significant at temperatures around 40-60 K. In the outer

regions of the lower mass disc these reactions are prevalent due to the weak shock

strength. However, the shocks are stronger in the higher mass disc, and hence,

in the outer regions, these destructive reactions are much less significant. This

results in a higher peak HCO+ abundance.

Moreover, the different masses of the discs appear to affect the size of the

64
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Figure 2.15: Radial extent of H2O and HCO+ fractional gas-phase abundances in
the midplane of the 0.17 M� (top) and 0.39 M� (bottom) discs at t = torp. There
is a wide range in abundance values at each radii because of the shock heating
and non-axisymmetric nature of the discs.

HCO+ inner hole. At the higher temperatures occurring in the inner disc, H2O

destroys HCO+ at a dominant rate, producing an inner hole depleted of the cation.

After 2.7 ORPs, the maximum temperature in the more massive disc is 15 per cent

hotter than in the lower mass disc and the extent of the high-temperature region

in the inner disc is larger. Therefore, in the lower mass disc, HCO+ is suppressed

significantly at a radii approximately 1.4 times smaller than in the massive disc,

which is shown in Figure 2.15. This result suggests that HCO+ could potentially

be used to characterise the disc mass and the strength of gravitational instability

in young systems.

The most striking difference, in terms of tracing spiral structure, between these

column density maps and those featured in I2011 occurs for HCS. HCS only traces

the innermost disc regions in the lower mass disc, whereas, in the more massive

disc, HCS also maps the strongest spiral features. More importantly, however, the
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HCS abundance in these strongly shocked, outer disc regions is equivalent to the

peak abundance in the innermost disc; a significant number of other species have

distinctly lower abundances in the outer spiral structure. This is because HCS is

desorbed above 62 K (see Table 2.2), but once in the gas-phase, is not destroyed

at significant rates. Hence, gas-phase HCS is preserved in shocked regions. As

a result, HCS could be a useful tracer of spiral shocks in particularly massive

systems. This is an encouraging avenue of future research as the first detection

of HCS in interstellar space was very recently reported (Agúndez et al., 2018).

2.3.2 Chemical evolution of the lower mass disc

The development of a gravitationally unstable system, which is potentially anal-

ogous to the early Solar System, can be investigated by simulating the 0.17 M�

protoplanetary disc for multiple dynamical timescales. In addition to the changes

in physical properties, such as enhanced maximum density and temperatures as

discussed, it is interesting to observe the effects on the chemical evolution of the

disc, and in particular characterise whether these are short-term results or can

leave a lasting imprint on further chemical evolution.

Figures 2.16 and 2.17 show the evolution of the fractional gas-phase abun-

dances of the same 20 species used in Section 2.3.1 for fluid elements in the outer

and inner regions of the lower mass disc. The fluid elements are the same as

featured in Figures 2.9 and 2.10 and orbit at approximately 30 au and 6 au, re-

spectively. The effects of the shocks on the outer disc fluid element are clearly

seen throughout the entire duration of the abundance histories, except for CO

due to its very low freeze-out temperature. The shock heating raises the tempera-

ture of the fluid element, affording more energy for species to desorb or overcome

activation barriers. The exception to this trend is HCO+, which as discussed is

destroyed by high abundances of H2O, HCN and HNC.
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Figure 2.16: Gas-phase fractional abundances of a fluid element extracted from
the inner region of the 0.17 M� disc (see Figure 2.9). The upper two panels
feature species whose total abundance, comprised of the number of molecules on
grains and in the gas-phase, is constant over the duration of the simulation.
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Figure 2.17: Same as Figure 2.16 but for a fluid element extracted from the outer
region of the 0.17 M� disc (see Figure 2.9).
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The abundance histories of the inner disc fluid element appear significantly

different but are entirely consistent with the outer disc abundances. Every species

effectively reaches its maximum abundance once the temperature exceeds the

energy required for desorption. This occurs at different temperatures, and hence

at different times, for each species. For example, HCN and HNC are efficiently

desorbed above 55 K, which is instantly reached upon initialisation for the inner

disc fluid element. Hence, the fractional gas-phase abundances of HCN and HNC

instantaneously reach maximal values and persist until the end of the simulation.

H2O, on the other hand, is desorbed above 160 K, which is only consistently

exceeded after around 600 yr. Before this time, the shocks can be seen to affect

the abundance as already discussed, and afterwards effectively all the water is

in the gas-phase. The behaviour of CN is more complex, but has already been

explained. CN is efficiently desorbed above 45 K and hence reaches maximum gas-

phase abundance nearly instantly. However, at high temperatures CN is formed

through cosmic-ray induced photodissociation and destroyed by NH3. Hence,

once virtually all of the CN is in the gas-phase, chemical reactions occur at

significant enough rates to affect the abundance.

There are more appreciable differences in species for which I have not displayed

fractional abundances, but I have excluded these as they have not been observed

in protoplanetary discs and/or have insignificantly low abundances. For example,

OH has been detected in protoplanetary discs (e.g. Fedele et al., 2012, 2013; Meeus

et al., 2012) but a peak OH abundance of only 10−14 is recovered in the disc model

featured in this chapter, primarily because the disc model I use is assumed to be

well shielded from UV photons. This corresponds to a peak column density

of 1012 cm−2 that is likely undetectable. Furthermore, although reactions of

atomic hydrogen can play a destructive role at temperatures greater than 300 K,

the fractional abundance of atomic hydrogen in the gas phase is approximately
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constant throughout the disc evolution at≈ 10−11, which corresponds to a number

density of approximately 1 cm−3. As such, this relatively small reservoir of H

is quickly used up and is not available for further reactions. Other reactions

involving O and C atoms play more dominant roles in the chemical evolution.

In order to further assess the implications of GIs on the chemical evolution

of young, self-gravitating protoplanetary discs, I produce column density maps

at t = tfin for comparison with Figures 2.13 and 2.14. I also produce column

density maps in the x-z plane which are shown in Figures 2.20 and 2.21. I use

Equation 2.8 and the same procedure and presentation as discussed in Section

2.3.1. Every species shown in Figures 2.18, 2.19, 2.20 and 2.21 has a larger

maximum column density compared to t = torp, which can be attributed to a

combination of enhanced maximum nuclei density and maximum temperature.

This suggests, therefore, that despite the fact that some species are destroyed in

the inner disc, higher column densities of all species is expected in a hotter and

denser disc.

Investigating the structure of the column density maps at t = tfin shows that

CO is again the most extensively distributed species because of its highly volatile

nature. However, due to the more flocculent structure evident in the nuclei col-

umn density map at the end of the simulation (see Figure 2.7), the spiral structure

is much more prominent. This strengthening of spiral features is also observed

in species with relatively low desorption temperatures, such as CO2, H2CO and

CS, but species with the highest binding energy to grains, such as H2O and NH3

still only trace the innermost regions of the disc. CS in particular appears to be

a useful molecule in tracing the spiral features expected in young, self-gravitating

discs, but only after the spiral waves have fully developed. CN, on the other

hand, could prove to be excellent in characterising instabilities in embedded discs

as it traces non-axisymmetric features throughout the entire disc evolution with
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Figure 2.18: Logarithmic gas-phase x-y plane column densities (in cm−2) of
species at t = tfin with gas-phase fractional abundances determined primarily
by thermal adsorption and desorption processes. Distances from the centre are
in au.
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Figure 2.19: Logarithmic gas-phase x-y plane column densities (in cm−2) of
species at t = tfin with gas-phase fractional abundances significantly affected by
chemical reactions. Distances from the centre are in au.
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Figure 2.20: Logarithmic gas-phase x-z plane column densities (in cm−2) of
species at t = tfin with gas-phase fractional abundances determined primarily
by thermal adsorption and desorption processes.

Figure 2.21: Logarithmic gas-phase x-z plane column densities (in cm−2) of
species at t = tfin with gas-phase fractional abundances significantly affected by
chemical reactions.
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a relatively high column density, and, more importantly for current observational

constraints, in the outer regions of the disc.

Persistent effects of shock heating

The shock heating in the disc clearly has an instantaneous effect on the chemistry,

but it is worthwhile to investigate whether these effects persist. In the inner disc,

once the desorption temperature is exceeded for a particular species, the abun-

dance appears unaffected by further shocks. However, Table 2.3 shows that some

species have enhanced maximum abundances at the end of the simulation despite

the high temperatures and densities of the inner disc at t = torp. This suggests

that the enhanced densities and temperatures of the inner disc regions driven by

GI in a young, massive disc can lead to persistent changes in the chemical compo-

sition, with the largest difference pertaining to an order of magnitude increase in

the maximum abundance of HCS. However, the inner regions of discs (i.e. within

roughly 20 au), particularly in young, embedded systems, are very challenging to

observe.

In the more observationally accessible outer disc, the shocks have a continual

effect on the chemical abundances due to the low ambient temperature. Although

most species appear to reach the same abundances post-shock as pre-shock, I find

evidence to suggest that consistent shock heating changes the chemical composi-

tion, at least over the short timescale of the disc simulation I have used. To do

this, I take a fluid element in the outer disc and fit a low and high-order poly-

nomial to binned minima of the temperature and number density, as Figure 2.22

demonstrates. I then use this polynomial to investigate the chemical evolution of

an artificial fluid element more appropriate for a trajectory within a disc absent

of shocks in the outer regions.

The abundances of most species are not affected significantly when shocks are
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Table 2.4: Fractional gas-phase abundances at t = 2000 yr for a fluid element in
the outer disc with shocks (WS), and for the same fluid element without shocks
via fitting a low-order (WOSLO) and high-order (WOSHO) polynomial to the
temperature and number density minima. Note that results for t = 2000 yr are
presented because at the end of the simulation the fluid element is encountering
a shock.

Species log X(i)
i WS WOSLO WOSHO

CO -4.4 -4.4 -4.4
CO2 -19.1 -17.3 -17.4
SO -21.7 -19.7 -19.7
SO2 -27.3 -24.5 -24.4
NH3 -20.3 -24.8 -24.8
H2O -17.5 -16.2 -16.2

H2CO -12.9 -11.9 -11.9
H2S -23.1 -21.3 -21.4
HCN -23.8 -24.1 -24.1
HNC -23.7 -24.8 -24.9
OCS -21.3 -20.1 -20.1

HCO+ -11.8 -11.5 -11.5
HCO -26.5 -25.0 -25.1
HNO -21.2 -24.3 -24.2
CS -22.5 -20.9 -21.0

HCS -22.1 -20.8 -20.9
HCS+ -23.6 -22.2 -22.3
OCN -27.8 -28.3 -28.3
O2 -18.0 -15.2 -15.2
CN -18.0 -21.3 -21.3

75



2. A SIMULATION OF DYNAMICS AND CHEMISTRY

Figure 2.22: Temperature and number density history of a fluid element in the
outer disc. Overplotted are polynomials of low and high-order fitted to the min-
ima of temperature and density, representing the same fluid element history de-
void of shocks.

removed because the abundances near the end of the simulation are comparable,

as shown in Table 2.4. Hence, the chemical changes for most species are not

persistent. However, HNO, CN and NH3 have significantly higher abundances

near the end of the simulation when the fluid element is consistently shock-heated

in the outer disc. For example, devoid of shocks, HNO forms in the gas-phase

via NO + HCO→ HNO + CO at a rate of approximately 10−12 s−1, which is too

slow to significantly affect the gas-phase abundance of HNO over the duration

of the simulation (≈ 2000 yr). However, in shock-heated regions the rate of this

same reaction reaches a maximum of approximately 10−5 s−1. This results in a

reaction timescale of roughly one day, which allows the reaction to proceed at

a fast enough rate to increase the total amount of HNO in the gas-phase by a

factor of 103 by the end of the simulation. As the NO + HCO → HNO + CO

reaction is not temperature dependent in the chemical network used, the cause
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of this enhanced reaction rate is the abundance enhancement of NO at higher

temperatures. Similarly, the abundance of NH3 is enhanced by a factor of 3×104,

despite the fact the rate of the reaction NH3
+ + HCO → HCO+ + NH3 is also

only weakly temperature dependent. In fact, a significant number of nitrogen-

bearing species have enhanced abundances, and this is because persistent shock

heating maintains a larger reservoir of nitrogen in the gas-phase for molecules to

be formed from. CN is also found to be enhanced by a factor of 2× 103, except

in this case it is due, more straightforwardly, to the desorption temperature of

CN being similar to that of the shocked disc material (see Table 2.2).

Shocks in a relatively low-mass, protosolar-like disc are seen to cause persis-

tent changes in the abundances of some species. This has several implications

for future studies of young protoplanetary discs. Firstly, whether this effect is

independent of the initial conditions should be investigated, as subtle differences

in early-phase composition may not be preserved through a short evolutionary

period, resulting in similar abundances at the end of the GI phase across a variety

of young systems. Secondly, if gravitational instability occurs over a significant

phase of early disc evolution, researchers simulating more evolved systems should

consider the processing of GI before setting their initial abundances, in order to

account for the enhancement in some important species. This could be of partic-

ular importance for simulations of planets that may have been synthesised from

fragments formed and chemically processed by GIs (see e.g. Ilee et al., 2017). Ide-

ally, models of protoplanetary disc chemistry should be based on a self-consistent

approach concerning the molecular core collapse phase (e.g. Hincelin et al., 2013;

Visser et al., 2011), followed by GI-driven evolution if the disc-to-star mass ratio

is large enough. The resulting abundances can then be used as initial conditions

for the simulation of a more evolved, low-viscosity or quiescent disc, at which

point an axisymmetric α-disc prescription becomes appropriate.
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Furthermore, the enhanced gas-phase abundances driven by shock heating

suggest that observations of discs could still be used to characterise disc dynam-

ics even if they cannot be resolved spatially, which is an important finding. This

is because an observation of a species such as CN, that may otherwise be unde-

tectable in the outer regions of a more quiescent disc, indicates an enhancement

in temperature that could be produced by GI. Moreover, even if the effects of

shock heating are short-lived for some species, the enhancement in abundance is

very significant, e.g. up to a factor of 1020 for SO2 (see Figures 2.16 and 2.17),

Therefore, detections of transient species may still be indicative of GI. Further in-

vestigation is warranted in this area to determine how permanently gravitational

instabilities affect disc composition over longer timescales.

2.3.3 Comparison with axisymmetric models

Comparing the results reported in this paper to other results in the literature

is not straightforward due to the varying simulation dynamics, techniques and

assumptions. I have used the chemical network developed in I2011, yet even

a comparison with this work is complicated because the less massive and more

massive discs represent different stages of GI activity and occupy different pa-

rameter spaces. Nevertheless, Table 2.5 shows maximum abundances taken from

two recent studies, Walsh et al. (2010) (hereafter W2010) and Akimkin et al.

(2013) (hereafter A2013), to provide a very rough comparison to the maximum

abundances at the end of the lower mass disc simulation I have used.

I extract the peak abundances from W2010 by visually inspecting their ‘fidu-

cial’ model between 10 au and 50 au, which introduces some uncertainty into the

quoted values. Nevertheless, there are significant differences between the sets of

results that arise from a multitude of factors. Firstly, W2010 modelled a 1 Myr

old laminar model disc, which is more evolved than the system I consider and
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Table 2.5: Maximum gas-phase abundances reported within this chapter, W2010
and A2013. A dash represents a missing reported value for that species in the
corresponding work.

Species Maximum log X(i)
i This work W2010 A2013

CO -4.4 -4 -4.0
CO2 -4.4 -6 -
NH3 -5.5 - -4.7
H2O -3.7 -4 -5.0

H2CO -5.7 -9 -9.0
HCN -6.4 -7 -8.5

HCO+ -10.9 -6 -
CS -7.5 -8 -
O2 -11.2 - -4.5
CN -7.2 -7 -
C2H -9.9 -7 -

N2H+ -18.9 -11 -11.0
OH -13.9 -4 -

features only local mass transport. As a result, their disc possesses the vertically

inverted temperature structure observed in Class II YSOs due to the photon-

dominated region near the disc surface. Therefore, the highest abundances for

most species in W2010 occur in a ‘transition’ layer confined to z/r ≈ 0.3, where

UV and X-ray dissociation is pertinent, which explains their greatly enhanced

OH abundance. If comparisons are drawn only within the midplane regions then

a similar peak OH abundance is recovered. This is also true for the HCO+ abun-

dance, which is expected to be due to the ubiquity of gas-phase CO in both

models. The midplane abundance of H2CO in W2010 is much lower due to the

more efficient freeze-out in their colder midplane and lower initial abundance;

W2010 use significantly different initial abundances, focusing on oxygen-rich low-

metallicity elements rather than cometary ices. Due to the strong dependence

on initial abundances for some species, those that are only significantly affected
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by adsorption and desorption processes, higher abundances are found at the end

of the simulation. Furthermore, atomic N is not included initially in the chemi-

cal network I have used which results in a significantly lower N2H+ than W2010

found.

The maximum abundance values quoted for A2013 are determined from fig-

ures showing the abundances at 10 au and 50 au within their disc model. Initial

abundances are different in the disc model I have used than in A2013, who use

oxygen-rich low-metallicity abundances similar to W2010, which helps explain the

enhanced values for H2O, H2CO and HCN. Contrary to A2013, I do not include N

or N2 in the initial conditions and furthermore, A2013 incorporate grain growth in

their simulation, which they report enhances the abundance of nitrogen atoms in

the midplane. Hence, I record a lower N2H+ abundance. Interestingly, however,

A2013 report the same peak N2H+ abundance as W2010 despite the lack of grain

growth treatment in the latter. The lower maximum abundance of O2 is a conse-

quence of the disc model I have used containing 1.3 times less elemental oxygen

and the A2013 model including UV and X-rays that enhance the abundance of

OH in the upper disc, which subsequently leads to synthesis of molecular oxygen

via a neutral-neutral reaction with atomic oxygen. As the A2013 disc follows

the classic α prescription with an array of photoprocesses incorporated into their

chemical model, they recover a heated layer in the disc possessing the richest

chemistry, similar to W2010, which is common of more passive discs.

Realistically, these comparisons are very weak because of the significantly

different dynamics between the disc model I have used and other models in the

literature. In essence, what they show is that in a more quiescent, axisymmetric

α-disc, a photon-dominated, chemically rich layer sits above a shielded, cold,

chemically sparse midplane. However, in a non-axisymmetric, gravitationally

unstable disc, global instability and mass transport produce a hot midplane that
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experiences a rich chemical evolution. Ideally, other 3D simulations of GI-driven

discs need to be completed before appropriate comparisons can be made to the

results presented in this paper.

2.4 Conclusions

This chapter features the physical and chemical evolution of a 0.17 M� protoplan-

etary disc over a period of approximately 2000 yr. The disc surrounds a 0.8 M�

protostar that will evolve into a Solar-like star. As a result, this work is relevant

to the early dynamical and chemical evolution of our Solar System.

This chapter extends previous work that suggests gravitational instabilities

significantly affect the chemistry in more massive systems. The main results that

I have found from simulating a lower mass, protosolar disc are as follows:

• Spiral waves generated in the disc heat material through shocks that en-

hance the local temperature and increase the rates of desorption and some en-

dothermic reactions. This subsequently increases the gas-phase abundance of

most species across the entire disc, including the midplane.

• In the more massive disc, the majority of species trace distinct spiral struc-

ture in the column density maps after 2.7 ORPs at 30 au (defined as t = torp).

After the same number of outer rotational periods in the lower mass disc, the

majority of species do not trace much spiral structure because the spiral density

waves are of lower amplitude.

• At the end of the simulation, spiral features driven by GI in a protosolar

disc are traced by a significant number of important species; CN is a particularly

strong tracer as it is most abundant in the outer disc regions and has a relatively

high column density.
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• Comparing the less massive and more massive discs at t = torp reveals that

most species have reduced or enhanced peak abundances by a factor of only

two to four times. Therefore, this suggests that the presence of gravitational

instabilities in young, massive protoplanetary discs affects the chemical evolution

more significantly than the mass differences of the discs.

• GIs, due to global transport of disc material, produce a chemically-rich

midplane. This is in contrast to studies of more evolved, axisymmetric discs,

which report peak abundances in heated layers above the cold ‘gas-phase desert’

midplanes, caused by photoprocesses and local transport of material.

• A rapid succession of shocks can lead to long-lasting changes in the inner disc

composition. At small radii, the shock heating quickly increases the temperature

beyond the desorption energy for all neutral species. Therefore abundances are

recovered close to the protostar that are likely higher than in a more quiescent

disc.

• In the outer disc, the effect of shock heating is easily distinguishable because

of the lower ambient temperature. For most species this effect is short-lived.

However, successive shock heating permanently alters the abundances of HNO,

CN and NH3 in the outer disc over the duration of the simulation. This has

two major implications. Firstly, researchers performing chemical simulations of

more evolved systems should perhaps consider the processing of GIs when setting

initial conditions, if indeed GIs are present in the early phases of disc evolution.

Secondly, observations of discs could still be used to characterise disc dynamics

even if they can not be resolved spatially because shocks cause permanent as well

as transient changes in gas-phase abundances.

• H2O removes HCO+ via a proton transfer interaction, creating a hole in

the HCO+ distribution of the inner disc. The extent of H2O is predominantly
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determined by the amplitude of the disturbance driven by the instability, which

is characterised by disc mass. Therefore, observations and measurements of the

HCO+ inner holes in real systems could be used for characterising protoplanetary

disc mass.

Envelope accretion or outflows are not incorporated in the disc model in or-

der for the focus to be on the effects of gravitational instabilities on the chemical

evolution of protoplanetary discs. This is appropriate as collimated outflows are

assumed to have an insignificant effect on disc composition and a surrounding

envelope would likely only enhance the molecular abundances in the outermost

regions of the disc. Sakai et al. (2014) have found an enhancement of SO at the

centrifugal barrier of a Class 0 object that may be produced in a weakly shocked

region as envelope material accretes on to the disc whilst exceeding the Keplerian

velocity. The results in this chapter support this theory as the gas-phase abun-

dances of volatile species are enhanced through shock heating. However, as the

authors find no significant SO abundance interior to the centrifugal barrier, the

impact from this phenomenon on the results concerning gravitational instabilities

may be unimportant.

Recent observational advancements, such as those made possible by ALMA,

are beginning to, and will continue to, revolutionise the studies of protoplanetary

discs, and open up the possibilities for investigating young, embedded objects.

The attainable resolutions suggest that if the 0.17 M� disc were located within

the Taurus-Auriga cloud complex, its spiral structure should be distinguishable,

which is an exciting prospect for characterising gravitational instabilities in real

systems. As a cautionary note, however, it is possible to have well defined spiral

structure and not detect it, or for complicated spiral structure to give an incorrect

appearance at low resolution. For example, CO appears to be the best species

for directly observing spiral structure in real systems, but at low resolution the
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image could appear as two rings, which would be incorrectly interpreted as a gap.

Therefore, in Chapters 3 and 4, I perform radiative transfer calculations in order

to assess the detectability and image fidelity of spiral structure in a lower mass

disc, focusing on a combination of the species I have found to be encouraging

tracers such as CN and CO.
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Chapter 3

Continuum emission and mass
estimates

3.1 Introduction

At the earliest stages of protoplanetary disc evolution, the disc may contain a

mass comparable to that of the central protostar. In such a disc, the gravi-

tational instability can develop and drive global spiral waves. As these spiral

waves grow, they can produce shocks that heat the disc material locally (e.g.

Bae et al., 2014; Boley & Durisen, 2008; Harker & Desch, 2002), which has a

significant effect on the chemical evolution of some species as shown in Chapter

2. As the dust emission within a disc depends on the temperature, the spiral

shocks should produce a flux contrast between the arm and inter-arm regions.

Therefore, continuum observations of young, embedded systems have the poten-

tial to reveal GI-induced spiral structure, which would have significant impact on

the understanding of formation and evolution mechanisms within protoplanetary

discs.

In recent years, the capabilities of observational instruments have been sig-

nificantly improved and expanded upon, which has resulted in an unprecedented

amount of protoplanetary disc images at millimetre wavelengths. However, be-
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cause spatially resolving the youngest, most embedded sources (late Class 0/early

Class I) at au scales (the expected size of GI-driven spirals) remains very challeng-

ing, most observations to date have been focused on more evolved discs (Class II).

Spiral features have been detected in Class II discs (e.g. Benisty et al., 2015; Muto

et al., 2012), but Dong et al. (2015) raise several important points that question if

spiral arms in more evolved objects are driven by GIs. Firstly, derived disc masses

are typically not high enough to induce gravitational instabilities. Secondly, the

accretion rates in observed Class II objects do not appear consistent with the

accretion rates in their simulations of gravitationally unstable discs. Thirdly, the

observed features are probably beyond the critical radius where discs are believed

to fragment. Dong et al. (2015) conclude by offering planet-disc interactions as

a more credible origin for the spiral features, but it should be noted that there

are counterarguments to each of the aforementioned points, and even planet-disc

interactions may not explain observations to satisfaction (Richert et al., 2015).

Since the Atacama Large Millimetre / submillimetre Array (ALMA) became

operational, the sensitivity of millimetre observations has greatly increased, al-

lowing us to peer deep into younger systems for the first time. As a result, Pérez

et al. (2016) have detected spirals originating from the bulk of the disc surround-

ing Elias 2-27 that appear consistent with gravitational instabilities (Meru et al.,

2017; Tomida et al., 2017). Moreover, Tobin et al. (2016), have detected spiral

features in a Class 0 object that also appear likely to have originated due to

gravitational instability, albeit in a fairly complex multiple star system where the

spirals may be produced by gravitational interaction between the proximal young

stellar objects.

In light of these recent discoveries, it is currently a very exciting time in pro-

toplanetary disc observations. However, even though spirals are beginning to be

detected in real discs, it remains important to simulate observations, where all
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the properties are known a priori , in order to assess the validity of claims that

structure seen in young discs arise due to GIs. Furthermore, simulated obser-

vations will allow the constraint of the observational parameters necessary for

modern technologies such as ALMA to unequivocally detect GI-driven spiral fea-

tures. Several authors have reported that GI-driven spirals should be detectable

with ALMA in discs with a range of masses and sizes (e.g. Cossins et al., 2010;

Dipierro et al., 2014; Douglas et al., 2013). The current chapter builds upon this

repository of results through the synthesis of observations of the hydrodynamic

simulation used in Chapter 2. As this simulation is of a gravitationally unstable

disc surrounding a 0.8 M� protostar, the system it represents may be analogous

to our early Solar System. Hence, the synthetic detection of spiral structure in

this case would be of particular significance.

An important result derived from observations of protostar systems is the

mass of the surrounding protoplanetary disc as it is a pivotal quantity in un-

derstanding disc formation and evolution. Estimates from observations of the

nearby Taurus star-forming region have determined that Class II disc masses

range between 0.0003–0.06 M� (Andrews et al., 2013) and masses of Class 0 discs

range between 0.000001–0.0006 M� (see Greaves & Rice, 2011, Table 1). These

estimates are based on the assumptions of vertically isothermal disc structures

and optically thin dust emission, which are perhaps appropriate for lower mass

discs, although debatable given that masses derived from accretion rates tend to

be higher. However, for younger and more embedded discs these assumptions are

even less likely to be accurate for a number of reasons. Firstly, shocks driven

by GIs heat and lift material from the midplane; hence the vertical structure is

far from isothermal (see Boley & Durisen, 2006, Chapter 2). Secondly, due to

the surrounding envelopes and high densities, Class 0/I discs are likely optically

thick even at millimetre wavelengths (e.g. Miotello et al., 2014). As a result, the
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observed flux from very young systems is likely to only be tracing a fraction of the

actual disc mass. This has implications for existing and future studies because if

masses are greater than have been estimated, the GI may play roles in discs in

which its importance has been erroneously discounted.

In this chapter, the radiative hydrodynamic model of a gravitationally unsta-

ble disc from Chapter 2 is used to investigate the observability of GI-driven spiral

structure in dust continuum emission with ALMA. The optimal parameters with

which to perform the lime radiative transfer are established. I produce ALMA

synthetic observations of the disc model at different frequencies and inclinations

by implementing a range of dust opacities in the radiative transfer calculations.

The aim here is to provide an insight into how sensitive the interpretations of

observations of gravitationally unstable discs can be to the assumed dust opac-

ities, because the values for young, embedded objects are poorly constrained.

Observationally derived disc masses are compared with the actual disc mass,

and assumed dust temperatures compared with the actual dust temperatures.

There is also a comparison presented concerning the synthetic observations de-

rived from lime images and those derived from another existing radiative transfer

code, radmc-3d (Dullemond et al., 2012), because it is important to ensure that

there is consistency between different radiative transfer codes in the literature.

I briefly explain how lime can be used to produce intensity maps in Section

3.2, and explore methods to improve upon the base lime setup, which I refer to

as ‘vanilla’ lime. These methods include: changing the weighting parameters;

changing the number of grid points; restricting grid point positioning based on

the optical depth; and averaging multiple runs. I produce synthetic observations

of the disc model across a large parameter space in Section 3.3 and then use the

flux density to determine the disc mass for each combination of parameters. The

observationally determined disc masses are then compared to the actual simu-

88



3.2 Producing intensity maps with lime

lation mass to assess the validity of this commonly used observational method.

Finally, Section 3.4 presents conclusions and discusses future research.

3.2 Producing intensity maps with lime

3.2.1 Disc model

The disc model used to produce continuum emission maps is a snapshot of the

lower mass disc featured in Chapter 2, taken at the end of the simulation, t ≈

2050 yr, once the spiral features are fully developed and the disc is in a rough

balance between heating and cooling processes, i.e. the disc is self-regulated and

not fragmenting. Details of the hydrodynamic simulation can be found in Chapter

2.

The dust model adopted in the hydrodynamic simulation assumes D’Alessio

et al. (2001) opacities with a grain size distribution n = n0 a−3.5 and αmax = 1 mm

to account for grain growth (D’Alessio et al., 2006). A gas-to-dust mass ratio of

100 is used, which is typical of the ISM, and the dust grains are assumed to be

thermally coupled and well mixed with the gas since significant dust settling is

not expected in such turbulent systems. To assess the validity of this assumption

I compute the Stokes number, which is given by

St =
πaρs
2Σg

(3.1)

where a is the dust grain radius, ρs is the dust grain solid density and Σg

is the gas surface density. The Stokes number for 1 mm dust grains is shown

in the left panel of Figure 3.1, and as can be seen, St < 1 across the majority

of the disc. Therefore, the assumption that dust grains are well coupled to the

gas is justified. Note that this formulation of the Stokes number is based on

the assumption that particles remain in the Epstein gas drag regime, which is
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Figure 3.1: Stokes number for 1 mm dust grains across the disc model (left) and
the logarithm of 1 mm divided by the mean free path of gas molecules in the disc
midplane (right); the Epstein drag regime is valid where the mean free path is
larger than the dust grain size.

appropriate here because a < 9
4
λmfp (Birnstiel et al., 2010) for 1 mm sized dust

grains, as is shown in the right panel of Figure 3.1.

There is no envelope integrated into the radiative hydrodynamic simulation

as the focus is only on the detectability of GI-driven spiral structure. In reality,

a surrounding envelope may shield the disc from external radiation that can

otherwise diminish the spiral structure (e.g. Cai et al., 2008; Kratter & Murray-

Clay, 2011), but here it is assumed that the disc is already well-shielded, i.e.

heating from the interstellar radiation field is neglected. Furthermore, infall from

the envelope onto the disc can significantly affect the spiral structure (e.g. Harsono

et al., 2011). However, as the consequence appears to be an enhancement in the

contrast between arm and inter-arm regions, the omission of this interaction will

only be significant for the conclusions if GI-driven spirals are not detected.
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In contrast, an envelope is incorporated into the radiative transfer step of the

modelling when producing continuum emission maps. In order to appropriately

describe the environment within which a young protoplanetary disc is embedded,

this envelope is taken to be a 10 M� contracting Bonnor-Ebert sphere (see Keto

et al., 2014). Moreover, whilst radiative transfer codes often self-consistently

calculate the dust temperature, here the dust temperatures from the radiative

hydrodynamics code are utilised in order to account for the viscous and shock

heating in the model. As a result, only ray tracing needs to be performed on the

disc model to obtain continuum emission maps.

3.2.2 ‘Vanilla’ lime

I use the Line Modelling Engine (lime; Brinch & Hogerheijde, 2010), which cal-

culates continuum emission and line intensities from a weighted Monte Carlo

sampling of an input 3D model. Following is a summary of how lime operates,

but the reader is referred to Brinch & Hogerheijde (2010) for a more detailed

description.

The input model contains density and temperature information, and also

abundance and velocity information when line emission is considered. lime then

selects an x, y, z position randomly, and if a selection criterion is met, which is

dependent on the density by default, this point is added to the grid. Once the

grid is constructed, lime calculates the appropriate parameter values at each

point; the method used to achieve this, such as nearest point interpolation, linear

interpolation, or something more advanced, is defined by the user in the model

file. The constructed grid is then smoothed via Lloyd’s algorithm (Lloyd 1982,

Springel 2010) in order to ensure that the distance between points is comparable

to the local separation expectation value whilst still maintaining the underlying

model structure. Next, the smoothed grid points are connected by lines through
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Figure 3.2: Delaunay triangulation of randomly sampled grid points in the x-y
plane.
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Delaunay triangulation, which is illustrated in Figure 3.2; note the comparison

with the right panel of Figure 2.7 also illustrates how the process of random

point selection samples the underlying model. If non-LTE line emission is being

considered, photons are propagated along the Delaunay lines and the radiative

transfer equation is solved at each grid point via an iterative process. Finally,

once convergence is reached, or if only continuum emission is being considered,

lime ray traces lines of sight through the model in order to produce intensity

maps.

lime differs somewhat from other radiative transfer codes as instead of ran-

dom sampling to construct a grid, most codes use a source model mapped to a

grid of cells in Cartesian or cylindrical coordinates, with model properties (e.g.

temperature, density and abundance) assumed constant over each cell. Moreover,

the photon propagation in lime is along the Delaunay lines, whereas typically

photon packages are traced in random directions from random points of absorp-

tion in each cell. The difference in operation means that lime can calculate full

non-LTE radiative transfer in 3D space without the need for simplifications im-

plemented in most codes, such as the LVG approximation currently implemented

in radmc-3d.

lime is in continual development, has been hosted on GitHub since v1.31, and

the available documentation is rapidly improving. At the time of writing, lime

offers the user the ability to specify a whole array of parameters that affect the

resultant intensity maps. In order to investigate potential pitfalls, I ran lime v1.6

as is, which I refer to as ‘vanilla’ lime, for the disc model using 2.5 × 104 grid

points; I use this number of grid points initially as the documentation recommends

‘between a few thousands up to about one hundred thousand’ and it is also the

number of grid points used in Douglas et al. (2013).

1https://github.com/lime-rt/lime
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3.2 Producing intensity maps with lime

Figure 3.4: Comparison between 300 GHz flux images produced with lime using
varied n0 and w parameters, demonstrating that lime images are sensitive to the
weighting imposed. The inset figures show the number density distributions of
the grid points, confined within the disc region, that produce the corresponding
image. The vertical lines corresponding to the key in Figure 3.3.

The leftmost panel of Figure 3.4 shows the 300 GHz continuum emission map

for the disc model featured here (see Chapter 2) when using vanilla lime, and

comparing to Figure 2.2 it is immediately apparent that the non-axisymmetric

structure is very poorly resolved. This is because the default weighting routine

sets a normalisation density at the model inner boundary, which is within the

inner hole of the disc model. This means that, essentially, any density weighting

is being omitting when using vanilla lime. Note, a frequency of 300 GHz is

adopted for the rest of Section 3.2.

3.2.3 Weighting of grid points

In order to procure a more accurate flux image, the density weighting function

must first be amended to be appropriate for the disc model. lime randomly

distributes points during the grid building routine and only selects the point if it

passes the criterion

a <

(
n

n0

)w
, (3.2)
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where a is a random number generated between 0 and 1 each time a point is

selected, n is the density of the grid point, n0 is a normalisation density and w is

an exponent. The normalisation density was fixed to the inner boundary density

in lime v1.5 and earlier, but since v1.6 the user should now set the parameter n0
w

in the model file. If the user does not set this parameter then the old default is

restored, which can be a poor selection criterion if, for example, the model has an

inner hole or if the user would like to focus on features with a lower density than

the central density. This effect is demonstrated in Figure 3.3, which shows the

probability of point selection, log(n/n0)w, as n0 and w are varied, with features

of the disc model overlaid.

As can be seen, if the reference density, n0, is increased then the likelihood of

point selection at low densities becomes increasingly small, and if the exponent,

w, is increased then the range where points are likely to be selected contracts. For

the purposes of this work, I want a high probability of point selection at typical

spiral arm densities, indicated by the solid orange vertical lines in Figure 3.3,

but also with a significant percentage of points extending to the densities of the

outer disc, indicated approximately by the dotted dark gray lines in Figure 3.3.

Therefore, Figure 3.3 indicates that n0 = 1× 1012 cm−3 and w = 0.5 are optimal

choices for the disc model. Note that this choice of parameters results in only

a small fraction of points being positioned within the envelope. However, this

is not an issue because the maximum envelope density is lower than the bulk of

the disc model. As a result, the mean free path within the simplistic envelope

model is ubiquitously larger than the envelope size; hence only a small fraction

of points are required to treat the emission accurately. In reality, the innermost

part of the envelope around embedded protoplanetary discs may be very dense,

which could affect the conclusions in the outer disc regions.

I ran vanilla lime for the disc model with n0 = 100 cm−3 and w = 0.2. I
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then ran lime using n0 = 2 × 1014 cm−3 and w = 0.2 to simulate the behaviour

of the default reference density value assignment. Finally, I ran lime using n0

= 1 × 1012 cm−3 and w = 0.5 that, as mentioned above, are determined from

Figure 3.3. Figure 3.4 shows the flux image outputs of these runs and as can

be seen, if n0 is set much lower than the typical disc density then essentially

no weighting is applied, apart from excluding the inner hole. In this case there

is poor sampling of the densest features and a large percentage of points are

positioned in regions of low density. If, on the other hand, n0 is set to the highest

density in the model, as shown in the middle panel, then density weighting is

applied and the disc spirals and inner region are sampled much more thoroughly.

However, comparing this result to the result in the right panel, where n0 is set at

the approximate spiral density, it is evident that using too high a reference density

undersamples the spiral features comparatively. This is because, as Figure 3.3

shows, the probability of point selection at the density of the spiral arms is reduced

as n0 increases. Indeed the panel on the right, with n0 = 1 × 1012 cm−3 and

w = 0.5, showcases a type of ‘Goldilocks’ regime for the disc model, in which

the spirals are sampled in an optimal manner. Note, though, that the trade-off

is a smaller percentage of points at the highest densities, which corresponds to

the innermost disc in the model I use, as indicated by the inset histogram in the

right panel of Figure 3.4. Therefore, the optimal choice of n0 is dependent on the

features of interest in a particular model. Hereafter, for the disc model used in

this chapter I use n0 = 1× 1012 cm−3 and w = 0.5, and refer to this setup as the

standard sampling.

3.2.4 Number of grid points

Due to the Monte Carlo nature of the lime gridding, two runs using identical

inputs will likely produce differing images as the grid points will be positioned dif-
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Figure 3.5: Residual flux between two lime runs using identical inputs with 2×106

grid points and standard sampling. This residual is defined as |(f1-f2)|/(f1+f2),
where f denotes flux per pixel.

ferently. This effect obviously decreases as the number of grid points is increased,

so in order to circumvent this issue, the user can simply use a large number of

grid points. For continuum images this is not a particularly significant issue be-

cause the computational cost is relatively low. However, for line images, because

each molecular energy level population must be computed for each grid point,

the computational cost increases dramatically with the number of grid points.

Therefore, even though this chapter focuses on continuum images, deducing the

minimum number of grid points that can be used and still obtain accurate images

in the continuum is a worthwhile endeavor because the results are applicable to

line images, as is later shown in Chapter 4.

I adopt the weighting parameters discussed in Section 3.2.3 and produce con-

tinuum images with an increasing number of total grid points until the residual

between two runs using identical inputs meets a sufficient level. This level is set

to 5 per cent as it is smaller than the errors typically expected in observations.

Moreover, as Figure 3.5 shows, the majority of the residual flux is smaller than
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Figure 3.6: Residual flux between standard lime runs using the indicated number
of grid points and 2 × 106 grid points, with standard sampling. This residual is
defined as |(f1-f2)|/(f1+f2), where f denotes flux per pixel.

this threshold level when using 2×106 points. Note that the large residual differ-

ences seen towards the edges of Figure 3.5 are where the model transitions from

the disc to the envelope and the abundance of points drops off sharply. However,

as the focus is primarily on the spiral structure, this is not a concern and the

disc-envelope regions are omitted in future analyses.

By comparing the images produced using fewer grid points with this ‘canon-

ical’ result, Figure 3.6 shows that increasing the number of grid points reduces

the residuals. This is obviously a trivial result, but more importantly, Figure 3.6

indicates that a sufficiently accurate image, which was defined prior as the ma-

jority of the disc having a residual flux lower than 5 per cent, can be produced

using 2× 105 grid points. This is a factor of ten lower than the ‘canonical’ result,

and hence affords a significant reduction in computational cost when producing
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continuum images. Not only is this a benefit in reducing computational time, but

it also reduces memory consumption. This allows more instances of lime to be

run simultaneously, which is utilised in Section 3.2.6.

Although the results presented in Figure 3.6 are expected, it is important to

understand precisely why an increase in grid points affords an improvement in

the image accuracy. The emission of photons is governed by the mean free path,

which is the average distance a photon will travel before interacting. If the grid

point separation is larger than the local mean free path, then important photon

interactions will be neglected; hence the resultant flux images will be inaccurate.

The mean free path is given by l = 1/αν , where αν is the absorption coefficient

at a particular frequency. For dust-dominated continuum emission αν = κνρd,

where κν is the dust opacity at a specific frequency and ρd is the dust mass

density. The κν value is known a priori as it is contained within a dust opacity

file read by lime, and the gas mass density information is contained within the

hydrodynamic simulation, which is converted to the dust mass density using the

adopted gas-dust mass ratio of 100. Using these quantities I calculate mean free

path values throughout the disc model. The grid point separation information

is obtained straightforwardly as lime v1.6 has the ability to output the grid

point positions and nearest neighbour distances. I then interpolate the nearest

neighbour distances to a coordinate grid matching the mean free path data cube

in order to compare both length scales.

Figure 3.7 shows the comparison between the mean free path and grid point

separation across the x-y plane at z = 0 for each of the runs with results shown

in Figure 3.6. As can be seen, by increasing the number of grid points, the dis-

parity between these two length scales across the majority of the disc is reduced.

However, even when using 1× 106 points there is still an appreciable discrepancy

between the mean free path and grid point separation within the spiral arms and
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3.2 Producing intensity maps with lime

Figure 3.7: Residual of grid point separation (GPS), s, and mean free path
(MFP), l, at the disc midplane for lime runs using the indicated number of
grid points and standard sampling. This residual is defined as (s-l)/(s+l).

inner disc regions. This is not surprising because these are the densest regions of

the model disc, which therefore possess the smallest local mean free path values.

Fortunately, this is not a particularly significant issue because the contribution

to intensity in these densest, most optically thick regions is small. In fact, the

sampling routine can be optimised further by accounting for this phenomenon.

3.2.5 Optical depth surface

In optically thick regions, such as those expected in embedded protoplanetary

discs, the contribution to the observed intensity is low because the contribution

of Iν0 to the local intensity is reduced by e−τ , as can be seen in Equation 1.23.

Therefore, as observational errors are expected to be on the order of 10 per cent,

the background intensity can assumed to be negligible wherever e−τ < 0.05. This

means that grid points should only be required at τ < -ln(0.05) < 3 in order
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to produce an accurate image. Hence the τ = 3 surface is used as a threshold,

and is referred to as the ‘optical depth surface’ hereafter. For comparison, the

photosphere of a star is defined at τ = 2/3, and so the densest regions of the disc

are likely still being over-sampled by adopting τ = 3 for the optical depth surface.

However, determining the minimum optical depth that can be used in grid point

restriction and still obtain accurate images is dependent on dust opacity and

frequency, which requires a dedicated study.

lime is capable of outputting several different image types, such as brightness

temperature, flux and optical depth along the line-of-sight, which the user can

specify; I adapt the way lime outputs images so that the user can now choose

to have multiple image types output for one set of image parameters, which has

been incorporated into lime as of v1.7.2.

In order to implement the optical depth surface method, I add a new image

output to lime that allows the determination of where in a disc model this optical

depth surface lies1. This is achieved via an addition to the ray tracing routine

that records the z position for each propagated ray once the optical depth has

surpassed the specified value. The optical depth is calculated via dτ = κνρdds,

where κ is the dust opacity at the specified frequency (300 GHz), ρd is the dust

density and ds is the distance between Voronoi cells after each iteration of the ray

propagation. As the optical depth can jump significantly beyond the threshold

value from one Voronoi cell to the next, I implement linear interpolation. This

value is passed into an additional ray struct parameter and then averaged over

the number of rays that pass through each pixel in the same manner as occurs

for the existing flux and optical depth images. The resultant image displays the

height beyond the midplane of the desired optical depth surface across the entire

disc model.

1github.com/lolmevans/lime/tree/optical-depth-surface
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Figure 3.8: Height of the surface across the disc model where τ = 3 when viewed
from above at 300 GHz. Below this surface, i.e. at τ > 3, the contribution to
intensity becomes insignificant. The surface is located at negative heights in the
outer disc and inter-arm regions and at positive heights in the inner disc and
spiral arm regions due to the differences in density; in the denser regions the
material is more optically thick and hence less distance (originating at z = ∞) is
required to reach τ = 3 along each line of sight.

Figure 3.8 shows the τ = 3 surface for the disc model when viewed from above.

The optical depth surface is positioned at positive heights within the spiral arms

due to the large column densities and the hydraulic jump nature of the shocks

elongating the vertical distribution of material in the spirals (see e.g. Boley &

Durisen, 2006). In the inter-arm regions, the optical depth surface lies below the

midplane, i.e. at negative heights when the disc is viewed from above, which

means significantly more of the disc material is being peered through.

As the contribution to the emission is negligible at τ > 3, it becomes apparent

in Figure 3.8 that, when viewing the disc from above, omission of grid points

below z ≈ 3.0 au in the spirals, below z ≈ 2.0 au across the inner disc and

below z ≈ −1.0 au in the inter-arm regions is reasonable. Rather than use these

approximate values, however, I amend the lime gridding function to read in the

disc optical depth surface and use this as a look-up table for the minimum z

position permissible during sampling. Therefore, if a point is selected with a
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Figure 3.9: Residual between flux for lime runs using 2 × 105 grid points and
different sampling methods, f1, and flux for 2 × 106 grid points with standard
sampling, f2. This residual is defined as |(f1-f2)|/(f1+f2), where f denotes flux
per pixel. The panel on the left is the residual result for standard sampling seen
in Figure 3.6. The middle panel shows the residual result when using an optical
depth surface to constrain the positioning of grid points, which is referred to as
optimal sampling. The right panel shows the residual result for an average of
eight optimally sampled lime runs using identical input parameters.

z position beyond the optical depth surface it is translated vertically to within

the surface; the distance translated is proportional to the original distance from

the midplane so that the focus of points is essentially moved from around the

midplane to around the optical depth surface only.

This technique is used to reproduce the lime image consisting of 2 × 105

grid points, calculate the residual from 2 × 106 points, and compare this to the

bottom left panel of Figure 3.6. The results are shown in the left and middle

panels of Figure 3.9 and as can be seen, limiting the grid points to regions where

τ < 3 affords an improvement in the image overall. In fact, when comparing

to Figure 3.6 it can be seen that the effect is similar to doubling the number of

grid points, but without the large increase in computational time; implementing

this method has no significant effect on the runtime but doubling the number

of grid points increases the runtime by 400 per cent. It should be noted that

in order to implement the optical depth surface routine, lime needs to be run
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initially to generate the optical depth look-up table. Despite this, however, the

optical depth surface method is still more efficient than producing a continuum

image with double the number of grid points. Therefore, this result is a proof

of concept that the omission of optically thick regions, which is referred to as

‘optimal sampling’ hereafter, can speed up radiative transfer calculations when

using lime.

Although there is a general improvement visible between the left and middle

panels of Figure 3.9, there are also some regions where the residual has deterio-

rated. This is particularly evident in the prominent dark feature above the inner

hole. However, the residual difference in this region is approximately 5 per cent,

which is within the expected threshold of omitted emission when using the τ = 3

surface to constrain point positions. Furthermore, this residual difference equates

to an absolute difference of 2 K in the brightness temperature and is associated

with a weakly emitting region. As a result, this rather visually striking difference

is entirely insignificant, but a probable cause is that there is a particularly sharp

density gradient that is difficult to sample sufficiently. This then implies that the

density weighting employed by lime is not entirely accurate for the disc model

featured in this chapter, and a more precise weighting scheme could instead utilise

the density gradient.

The reason this method produces a more accurate image is entirely consistent

with the results from Section 3.2.4, where the grid point separation is reduced

throughout the entire disc as the total number of grid points is increased. In this

section, however, the number of grid points in the emitting regions is increased

using selective positioning. Therefore, only the disparity between grid point sep-

aration and mean free path within the emitting regions, i.e. at z ≥ zτ=3, is

reduced.
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3.2.6 Averaging runs

Multiple instances of lime can be run simultaneously, limited only by the number

of processor cores and memory available. The averaging of ten runs using identical

inputs was performed by Douglas et al. (2013) (see their Figure 6), and found to

reduce image artifacts and smooth their flux emission successfully. I adopt the

same technique but use optimal sampling (n0 = 1× 1012 cm−3, w = 0.5, 2× 105

points, z ≥ zτ=3) and only average eight runs due to computational memory

constraints.

The comparison between a single run and the averaging of multiple runs using

identical inputs is shown in the middle and right panels of Figure 3.9, and as can

be seen, averaging affords an improvement to the output image. Due to the Monte

Carlo nature of the lime gridding, averaging multiple identical runs essentially

increases the point coverage. This is practically identical in effect to increasing

the number of grid points, which, as shown in Section 3.2.4, improves the image

due to the disparity reduction between the grid point separation and mean free

path. It is worth noting that the improvements seen between the middle and right

panels of Figure 3.9 are small in magnitude and likely much less than observational

errors. However, because multiple instances of lime can be run simultaneously,

which affords a significant reduction in computation time compared to increasing

the number of grid points, there seems to be no strong argument against using the

average of the outputted images for further analysis. Furthermore, although the

focus is only on continuum images in this chapter, which have an approximately

linear increase in computation time with increased grid points, for line images

this relationship is non-linear if the iterative calculations of level populations are

required. As a result, the benefit of averaging multiple runs using identical inputs

should be emphasised when producing line emission images.
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3.3 Synthetic observations

Tobin et al. (2016) detected spiral structure in a very young disc that hosts mul-

tiple protostars, which appears consistent with a gravitationally unstable disc

that recently underwent fragmentation. Moreover, Pérez et al. (2016) detected

spiral structure in a single-protostar circumstellar disc that appears consistent

with GI-driven spiral arms (Meru et al., 2017; Tomida et al., 2017). However,

confirmation of gravitational instabilities in these objects is tenuous due to the

degenerate nature of spiral structure in protoplanetary discs. Therefore, simula-

tions are crucial for resolving this degeneracy and critically assessing the validity

of GIs in young, embedded discs. Moreover, synthesised observations of such

simulations are pivotal in order to constrain properties and potential targets for

real observations. Hence, here I produce synthetic continuum emission maps of

the GI-active disc model used in Section 3.2.

I produce 270 lime images of the model disc across a 3-dimensional parameter

space, using 4 × 105 grid points. The optical depth surface method described

in Section 3.2.5 is not implemented here as a τ = 3 surface would need to be

produced initially, and then lime run again whilst implementing this surface. As

only ray tracing needs to be performed for continuum emission, and because pre-

computed dust temperatures are being considered, the increase in image accuracy

when adopting the optical depth surface model is offset by the significant increase

in computational time from running lime twice for each combination of dust

opacity and frequency. Moreover, by comparing Figures 3.6 and 3.9, it can be

seen that a single run of 4 × 105 points is comparable to the optimal averaged

image (produced using the average of eight runs implementing the optical depth

surface method). Therefore, for this large parameter space study, I opt to use

double the number of grid points without implementing the optical depth surface

method in the interest of efficiency, whilst still producing accurate images for
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analysis. However, it is prudent to emphasise that the purpose of Sections 3.2.5

and 3.2.6 is to demonstrate that the gridding routine can be optimised for a

particular model, which is more prevalent when producing line images as the

computational time may no longer scale linearly with the number of points due

to the necessity in calculating level populations. This is investigated in Chapter

4.

The parameter space consists of varying frequencies, inclinations and dust

opacities. I use five different frequencies commonly employed in observations of

protoplanetary discs, 90 GHz, 230 GHz, 300 GHz, 430 GHz and 850 GHz, equiva-

lent to 3.33 mm, 1.30 mm, 1.00 mm, 0.70 mm and 0.35 mm, respectively, and the

inclinations range from face-on (0◦) to edge-on (90◦) in 5◦ increments. Three dust

grain models are assumed: coagulated grains with thin ice mantles (ThinIceCoag);

coagulated grains without thin ice mantles (NoIceCoag); and non-coagulated

grains with thin ice mantles (ThinIceNoCoag), all taken from Ossenkopf & Hen-

ning (1994). Here, ‘coagulated’ refers to a coagulation after 105 years for a gas

density of 106 cm−3 and ‘thin’ refers to an ice mantle volume that is 0.5 times the

volume of the refractory components.

3.3.1 Dust opacities

The values of the dust opacities for the different dust models are shown in Ta-

ble 3.1 at each frequency, alongside the D’Alessio et al. (2001) opacities used in

the radiative hydrodynamic simulation. As can be seen, the ‘NoIceCoag’ dust

model is consistent (within a factor of 1.3) of the D’Alessio et al. (2001) opac-

ities across the observational frequency range used (90–850 GHz), whereas the

‘ThinIceCoag’ and ‘ThinIceNoCoag’ dust models diverge substantially at low fre-

quencies. For this reason synthetic observations produced using ‘ThinIceCoag’

and ‘ThinIceNoCoag’ dust opacities are not entirely self-consistent with the disc
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Frequency [GHz]

90 230 300 430 850

Dust Grain Configuration κν [cm2 g−1]

ThinIceNoCoag 0.112 0.509 0.782 1.488 5.827
ThinIceCoag 0.200 0.896 1.369 2.593 9.938
NoIceCoag 0.635 1.987 2.744 4.591 11.184

D’Alessio et al. (2001) 0.523 1.557 2.111 3.653 12.082

Table 3.1: Dust opacity values for different dust grain configurations across the
frequency range used when deriving disc mass estimates.

simulation. However, these results are intended to serve as an exploration of the

effects that dust opacity can have on the observability of spiral structure. In truth,

the evolution of a gravitationally unstable disc is affected by the heating and

cooling processes (see Kratter & Lodato, 2016), so repeating the radiative hydro-

dynamic simulation with, for example, the ‘NoIceCoag’ dust model would most

likely change the spiral structure in the disc model. In this case, as Figure 3.10

shows, the ‘NoIceCoag’ opacities in Table 3.1 are higher than the D’Alessio et al.

(2001) opacities at micron wavelengths, which would result in an increased cool-

ing time. This suggests that the contrast between arm and inter-arm regions

would be less pronounced (Cossins et al., 2009), and hence the detection of spiral

structure is expected to become more difficult. However, whilst self-consistently

exploring the effects of dust opacity on the observability of spiral structure in a

3D radiative hydrodynamic simulation is an important topic of research, it is an

extremely computationally expensive process that requires a detailed and focused

study.

Even though the dust models in Table 3.1 do not follow a simple power law

κν ∝ νβ across the frequency range used, β values can be extracted at specific

frequencies to allow comparisons to values derived in the literature. For instance,

β230 GHz = 2.02, β230 GHz = 1.64 and β230 GHz = 1.10 for the ‘ThinIceNoCoag’,

109



3. CONTINUUM EMISSION AND MASS ESTIMATES

Figure 3.10: Dust opacity as a function of wavelength for the dust models used
to produce synthetic observations of the disc model (‘ThinIceNoCoag’, ‘Thinice-
Coag’, ‘NoIceCoag’), and for the dust model used in the radiative hydrodynamic
simulation (D’Alessio et al., 2001).

‘ThinIceCoag’ and ‘NoIceCoag’ dust models respectively. Miotello et al. (2014)

find β ≈ 0.5–1.0 in Class I objects, which may suggest a higher level of grain

growth than is considered here. However, the relative contribution of envelope and

disc to this value is not clear, and the change in the dust grain population between

the envelope and disc is not yet well characterised, especially in gravitationally

unstable systems.

3.3.2 Detecting spiral structure

In order to investigate whether spiral structure can be distinguished across the

parameter space, I synthesise observations of the lime images using the Com-

mon Astronomy Software Applications package (casa v4.5.0; McMullin et al.,

2007). The disc model is assumed to be located at a distance of 145 pc in order

to examine the observability of self-gravitating discs in some of the nearest star
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Table 3.2: Antenna configurations for Cycle 5 ALMA (C43-*) and a maximally
extended, fully operational ALMA (out28) that are used to produce realistic
synthetic observations. The Cycle 5 configurations use 43 antennas and the max-
imally extended, fully operational configuration uses 50 antennas.

Frequency
[GHz]

Antenna
Config.

Max.
Baseline

[km]

Angular
Resolution

[arcsec]

Sensitivity
[µJy]

PWV
[mm]

90
C43-10 16.2 0.042 11.1

5.186
out28 16.2 0.042 9.6

230
C43-10 16.2 0.018 15.6

1.796
out28 16.2 0.018 13.4

300
C43-8 8.5 0.028 24.9

1.796
out28 16.2 0.015 21.4

430
C43-7 3.6 0.046 92.3

0.913
out28 16.2 0.011 79.3

850
C43-7 3.6 0.024 581.3

0.658
out28 16.2 0.005 499.1

forming regions (e.g. ρ Ophiuchi). The inclination of the disc is varied from

0◦ to 90◦ to cover the range of orientations seen in observations of real systems

such as IRAS 16243-2422, which is a protostellar binary with two sources, A

and B separated by approximately 600 au, with near face-on and edge-on disc

inclinations, respectively. I use two different antenna setups in order to simulate

the capabilities of ALMA Cycle 5 and a fully extended, maximally operational

ALMA. The configurations and observational properties of each antenna setup

are shown in Table 3.2. An on-source observation time of 60 minutes is adopted

using the simobserve routine in casa, considering thermal noise with an am-

bient temperature of 270 K and a precipitable water vapour (PWV) given when

selecting the ‘automatic’ option in the ALMA Sensitivity Calculator1, which uses

the specified frequency to calculate appropriate values. This observation time is

1https://almascience.nrao.edu/proposing/observing-tool
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Figure 3.11: Continuum emission images of the disc model at 90 GHz for three
different dust configurations and two different inclinations, synthesised using the
ALMA Cycle 5 antenna configuration. The white ellipse in the lower left indicates
the size of the beam, which is 0.046× 0.044 arcsec2 and is constant across all
panels. The noise is approximately 11 µJy beam−1 across the parameter space.

expected to be sufficient for detecting the dust continuum emission in the spiral

features across the majority of the parameter space. Finally, the multiscale clean

algorithm is used for deconvolution of the synthetic visibility data, in order to

effectively recover the extended disc and spiral arm structure.

Here, the results when observing the disc model with an ALMA Cycle 5

antenna configuration, as seen in Figures 3.11–3.15, and when observing the disc

model with a fully extended, maximally operational antenna configuration, as

seen in Figures 3.16–3.18, are presented. Note that if the size of the observed

source is large compared to the shortest baseline used, then the source can be

partially resolved out, resulting in a loss of recovered flux. For the disc model

and ALMA antenna configurations used in this chapter, this loss in flux is only
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Figure 3.12: Same as Figure 3.11 but synthesised at 230 GHz with a beamsize of
0.019× 0.017 arcsec2 and a noise level of approximately 15 µJy beam−1.

Figure 3.13: Same as Figure 3.11 but synthesised at 300 GHz with a beamsize of
0.033× 0.031 arcsec2 and a noise level of approximately 26 µJy beam−1.
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Figure 3.14: Same as Figure 3.11 but synthesised at 430 GHz with a beamsize of
0.052× 0.045 arcsec2 and a noise level of approximately 115 µJy beam−1.

Figure 3.15: Same as Figure 3.11 but synthesised at 850 GHz with a beamsize of
0.027× 0.023 arcsec2 and a noise level of approximately 110 µJy beam−1.
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Figure 3.16: Continuum emission images of the disc model at 300 GHz for
three different dust configurations and two different inclinations, synthesised
using a fully extended, maximally operational ALMA antenna configuration.
The white ellipse in the lower left indicates the size of the beam, which is
0.014× 0.014 arcsec2 and is constant across all panels. The noise is approximately
20 µJy beam−1 across the parameter space.
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Figure 3.17: Same as Figure 3.16 but synthesised at 430 GHz with a beamsize of
0.010× 0.010 arcsec2 and a noise level of approximately 85 µJy beam−1.

Figure 3.18: Same as Figure 3.16 but synthesised at 850 GHz with a beamsize of
0.005× 0.005 arcsec2 and a noise level of approximately 25 µJy beam−1.
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a few per cent across most of the parameter space used. However, at 850 GHz

the difference in flux recovered from the lime images and corresponding synthetic

images reaches a maximum of 30 per cent when using a fully extended, maximally

operational antenna configuration and a face-on disc inclination. This implies,

then, that the issue of resolving out a source can become a prominent concern at

high frequencies, particularly as the resultant loss in flux will lead to inherently

underestimated disc masses (see also Dunham et al., 2014). The severity of this

issue can be reduced by using the Atacama Compact Array (ACA) in conjunction

with ALMA in order to sample larger angular scales and recover more accurate

flux values. However, this would significantly increase the overheads and therefore

the on-source observing times required.

When a fully operational ALMA configuration is used, the spiral structure

is very prominent at 300 GHz, with a signal-to-noise ratio (SNR) > 30, due to

the beamsize reduction at higher frequencies. Unfortunately, the sensitivity is

inversely proportional to the frequency, and so at 430 GHz the spirals are not

as easily identified because noise becomes significant. In fact, because of this,

the spirals are only distinguishable at 430 GHz when a very low dust opacity is

assumed, and at 850 GHz the spirals are completely dominated by the noise. Note

that observations at 90 GHz and 230 GHz are not shown because they are virtually

identical to those performed using the ALMA Cycle 5 antenna configuration due

to the fact that the maximum baseline is already at the fully operational limit

for Band 3 and 6; the only difference is the number of antennas (43 for Cycle 5,

50 for fully operational ALMA).

When using Cycle 5 antenna configurations, the spiral structure is distinguish-

able in a face-on disc across all frequencies and dust opacities. At an inclination

of 60◦ the spirals are only identifiable at 300 GHz or lower, and only convincingly

when a lower dust opacity is assumed. The most detail is recovered at 230 GHz
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because there is an optimal combination of angular resolution and sensitivity af-

fording a SNR ≈ 30 within the resolved spirals; the noise level is calculated by

taking the root mean square of regions within the residual maps free from disc

emission or sidelobes.

By comparing the individual panels in Figures 3.11–3.18, it becomes apparent

that the spiral structure is sensitive to the assumed dust opacities because the

contrast between the arm and inter-arm regions is different between the panels.

This is important because the state of grain growth is relatively unknown at such

early stages of disc evolution. However, as the spiral structure is clearly visible

within all panels of Figure 3.12, relatively short observations should be capable

of detecting spiral structure in young, gravitationally unstable discs across a wide

range of inclinations and possible dust grain opacities.

These synthetic observations are encouraging for future continuum observa-

tions as they show that ALMA can detect non-axisymmetric structure in young,

embedded systems. As aforementioned, this has already been proven with recent

observations. However, further conclusions can be drawn from these synthetic re-

sults in particular. Firstly, unlike real observations to date, the spiral features are

known unequivocally to be driven by the GI in the disc model used here; hence

these results have demonstrated that ALMA can successfully resolve GI-driven

spirals. Secondly, an on-source observation time of only 60 minutes is sufficient to

resolve the spiral structure at low frequencies across most of the parameter space

considered in this chapter. If a longer observational time is adopted, then the

spiral features would also become more prominent at higher frequencies, allowing

the detection of spirals in a young, gravitationally unstable disc across multiple

ALMA bands. This would permit determinations of the spectral index and give

insight into the grain size distribution (e.g. Pérez et al., 2012), shedding light

on processes such as grain growth and dust trapping (e.g Dipierro et al., 2015)
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in embedded systems. Finally, the disc model I use represents a protosolar-like

disc, which means ALMA should be able to resolve spiral features in a relatively

low-mass disc that is possibly analogous to the disc in our early Solar System.

Comparison with other studies

The synthetic observations of the disc model I have investigated show that ALMA

can detect non-axisymmetric structure in young, embedded systems across a

range of frequencies, inclinations and dust opacities.

A first attempt at assessing the detectability of a spiral structure in the disc,

based on the expected properties of the gravitational instability, has been made by

Cossins et al. (2010), who found that spiral structures in compact self-gravitating

discs are visible with ALMA over a wide range of wavelengths. This agrees with

Dipierro et al. (2014) who extend the work of Cossins et al. (2010) and use a

3D smoothed-particle hydrodynamics (SPH) code (Lodato & Rice, 2004). The

authors find that, like Cossins et al. (2010), for a gravitationally unstable disc

located in the TaurusAuriga and Ophiucus star-forming regions (≈ 140 pc), the

spiral structure is readily detectable with ALMA across a range of frequencies,

inclinations and disc-to-star mass ratios. However, it should be noted that their

model uses a cooling prescription that does not take into account the irradiation

emitted by the central star, which implies that the amplitudes of their spiral

perturbations are overestimated. Dipierro et al. (2014) do assume more grain

growth has occurred than considered in this work, though, which may counter-

act the effect of lower spiral wave amplitude as larger dust opacities reduce the

detectability of spiral structure, as is demonstrated by the flux images presented

in Section 3.3.2.

Dong et al. (2015) use a 3D SPH simulation augmented by a hybrid radiative

transfer in order to model both global cooling and radiative transfer (Forgan
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et al., 2009), which is comparable to the technique implemented here. They find

that spiral arms should be detectable in near-infrared scattered light observations

of systems with disc-to-star mass ratios of q ≥ 0.25 (the disc model I use has q =

0.21), and also find that their high q models closely resemble real objects, though

the validity of GIs operating in these objects is not clear. The comparison with

Dong et al. (2015) is not like-for-like, as near-infrared scattered light observations

only trace the surface layers of discs. However, Dipierro et al. (2015) have shown

that the GI can create strong enough surface density perturbations that could

be detected in near-infrared scattered light, so this agreement with Dong et al.

(2015) is noteworthy.

The results of the aforementioned studies, and the results presented in this

chapter, disagree somewhat with the results of Hall et al. (2016), who use a 1D

analytical model (Clarke, 2009) extended to 2D and 3D, and find that spiral

structure is only detectable across a narrow parameter space; specifically only at

680 GHz when adopting a distance of 140 pc. This may be because Hall et al.

(2016) neglect hydrodynamic heating in their radiative transfer, so the spirals are

‘cold’ and only illuminated by the central star. Moreover, Hall et al. (2016) use

a viscosity prescription that assumes local angular momentum transport, which

means the spiral amplitudes are much smaller than in reality. As the results in

this chapter are produced from a simulation with non-local angular momentum

transport, and by radiative transfer calculations that accurately account for the

shock-heating, I therefore argue that GI-induced structure should be easier to

detect than Hall et al. (2016) conclude.

The aforementioned studies in the literature roughly follow the nomenclature

that m ≈ 1/q (see Cossins et al., 2009, Figure 8), where m is the number of

spiral arms. Moreover, Dong et al. (2015) conclude that m will be a good diag-

nostic of the total disc mass. However, the disc model I use does not adhere to

120



3.3 Synthetic observations

this approximation as m = 2 whilst q ≈ 0.2, but it is important to emphasise

that the disc model used in this work is entirely consistent with the long-term

behaviour of self-regulated, unstable, radiative discs, particularly considering the

highly non-linear behaviour of the system (see the mode analyses in Mej́ıa et al.

(2005) and Boley & Durisen (2006), for example, or discussions in Durisen et al.

(2007)). Therefore, whilst m ≈ 1/q can be a useful diagnostic, it is not part of a

fundamental criterion for gravitationally unstable discs.

Comparison with radmc-3d

In this chapter I have used lime to produce continuum emission maps that have

then been observed synthetically. However, there are numerous radiative transfer

codes and it is imperative to compare results between them using consistent

models in order to understand the strengths and limitations of each. One such

alternative to lime is radmc-3d, which is a Monte Carlo radiative transfer code

used to produce dust continuum emission images and gas line emission images in

LTE regions (radmc-3d can also model non-LTE line emission, but currently,

only if local modes are adopted). The disc model is input into radmc-3d using

the pre-computed hydrodynamic dust temperatures and the ‘ThinIceCoag’ dust

opacities, and a continuum flux image at 300 GHz is produced to compare to the

lime optimal averaged image (produced using the average of eight runs using n0

= 1× 1012 cm−3, w = 0.5, 2× 105 points, z ≥ zτ=3).

Figure 3.19 shows the residual flux between the optimal lime image and the

radmc-3d image, and indicates that the two codes produce compatible images

as there is a residual difference of < 10 per cent within the spiral arms. However

there are large discrepancies, up to ≈,60 per cent, in the inter-arm and innermost

disc regions that are most likely due to the difference in gridding employed by

lime and radmc-3d. In radmc-3d, the radiative transfer grid is the entire
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3. CONTINUUM EMISSION AND MASS ESTIMATES

Figure 3.19: Residual flux between lime runs using 2× 106 grid points, fL, and
radmc-3d, fR, using the full hydrodynamic grid. This residual is defined as
(fL-fR)/(fL+fR), where f denotes flux per pixel.

hydrodynamic model grid, whereas in lime the points are subsampled from this

grid and density weighted. Therefore, in less dense regions, and hence optically

thinner regions, the grid point spacing in radmc-3d is much finer than in the

lime runs. For instance, in the inter-arm regions near the disc midplane, l >

1.0 au, whereas the radmc-3d grid resolution is 0.25 au; it is important to un-

derstand that the mean free path is a statistical average and hence a smaller

grid point separation is always preferable if it is achievable. Conversely, in the

innermost disc region, where the optical depth is considerably higher, the grid

spacing in lime becomes finer than that in radmc-3d. This may explain why

both the inter-arm and innermost disc flux is lower in the radmc-3d continuum

emission map, but for opposite reasons.

In order to determine if this discrepancy in inter-arm and innermost disc flux

leads to observational differences, I produce synthetic observations of the lime

and radmc-3d continuum emission maps, using a face-on inclination and the

same observational setup as mentioned earlier. The results for ALMA Cycle 5 and
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Figure 3.20: Continuum emission images of lime (left) and radmc-3d (right)
radiative transfer calculations of the disc model at 300 GHz with ‘ThinIceCoag’
dust opacities, synthesised using the ALMA Cycle 5 antenna configuration.
The white ellipse in the lower left indicates the size of the beam, which is
0.029× 0.031 arcsec2 and is constant across all panels. The noise is approximately
30 µJy beam−1 across the parameter space.

Figure 3.21: Same as Figure 3.20 but synthesised using the fully opera-
tional, maximally extended ALMA antenna configuration, with a beamsize of
0.016× 0.015 arcsec2 and a noise level of approximately 25 µJy beam−1.
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a fully extended, maximally operational ALMA are shown in Figures 3.20 and 3.21

respectively, and demonstrate that, whilst the spiral fluxes are consistent between

the two radiative transfer codes as expected, the innermost disc flux is lower in

the radmc-3d observations. More significantly, however, the contrast between

arm and inter-arm regions is enhanced in the radmc-3d observations, which

results in a more easily detected spiral structure. As this is most likely a result

of finer gridding in radmc-3d, the conclusion is that one should perhaps use

radmc-3d to produce continuum emission maps when a high resolution model

is available.

Whilst radmc-3d likely produces more accurate continuum emission maps

than lime for the disc model I use, at least in the inter-arm regions, I have opted

to show results for lime throughout this chapter for a number of reasons. Firstly,

the continuum emission maps I have produced only utilise ray tracing because the

dust temperatures are known a priori from the radiative hydrodynamic model.

As a result, the computational cost of using a high resolution, regularly spaced

grid is low. However, if one were to compute the dust temperatures with a Monte

Carlo radiative transfer code, then the computational time would increase signif-

icantly as enough photon packages need to be propagated to ensure a sufficient

number enter each cell, which becomes especially problematic in the optically

thick regions. In this case, using the optimal lime grid may be more compu-

tationally efficient than using the high resolution, regularly spaced radmc-3d

grid. Secondly, lime is one of the best available tools for producing line emission

maps because lime can calculate level populations self-consistently, without the

assumption of LTE or optically thin line emission, or the use of LVG that radmc-

3d currently relies upon. Note, however, that whether these assumptions would

result in large errors in emission maps is not clear. Nevertheless, when producing

non-LTE line emission maps, the computational time no longer scales linearly
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with the number of grid points as the level populations for each grid point must

be calculated in an iterative sense until convergence is reached. Consequently, it

becomes much more important in terms of efficiency to optimise the grid sam-

pling. This can be achieved by, for example, restricting the grid points in relation

to the continuum optical depth surface (z ≥ zτ=3; see Section 3.2.5), which is

explored in Chapter 4.

3.3.3 Observational mass estimates

Disc masses are typically estimated from continuum flux detections using

Mdisc =
gSνd

2

κνBν(T )
, (3.3)

where g is the gas-dust mass ratio, usually assumed to be the ISM value of 100, Sν

is the flux density, d is the distance to the source, κν is an assumed dust opacity

and Bν(Tν) is the Planck function for an assumed dust temperature (Hildebrand,

1983). This method is based on the assumption that the temperature is uniform

and the emission is optically thin. However, young, embedded systems are ex-

pected to be optically thick at the wavelengths typically used; for this reason

results in the literature usually quote disc masses as lower limits.

Figure 3.22 shows the optical depth along the line-of-sight through the disc

model I use when observed at the two extreme frequencies. Within this regime

of the electromagnetic spectrum the dust opacity increases with frequency, as

can be seen in Table 3.1 and Figure 3.10; hence the lowest optical depths are

recovered at the lowest frequencies. Figure 3.22 clearly demonstrates that the

disc spiral features are optically thick across the majority of the parameter space

adopted in this chapter. To clarify, using the lowest dust opacity configuration

(ThinIceNoCoag) at 90 GHz affords an average optical depth of approximately τ

= 1 in the face-on spirals, but this increases with inclination, observing frequency
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Figure 3.22: Optical depth along the line-of-sight of the disc model for two dif-
ferent frequencies, inclinations and dust opacity models.

and dust opacity. Note that the opacity of the inner disc, which is where most

of the disc mass resides, is even higher than in the spirals. Therefore, young,

gravitationally unstable discs are likely to be partially optically thick at millimetre

wavelengths and substantially optically thick at submillimetre wavelengths, which

could result in significantly underestimated disc masses. As the exact mass of

the disc model is known I can explore how inaccurate such disc mass estimates

can be.

I assume two different dust temperatures, Tdust = 20 K and 40 K, when calcu-

lating the disc mass. The former is chosen to mimic the calculations performed

for observations of more evolved systems (e.g Ansdell et al., 2016), based on the

median temperature of Class II discs in Taurus-Auriga (Andrews & Williams,

2005). However, as the GI can lead to significant heating of young discs (see

Chapter 2), I also adopt a higher dust temperature, Tdust = 40 K. Incidentally,

this is the dust temperature Tobin et al. (2016) use when deriving the mass of the

recently formed fragment in L1448 IRS3B, as they argue the region around the

fragment should be warmed by turbulence. Moreover, this is the peak brightness
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Figure 3.23: Fraction of actual disc mass derived from observations at various
inclinations and frequencies, for three different dust grain models (see Table 3.1)
and a constant dust temperature of 20 K. The contours denote fractions of 0.01
(solid line), 0.1 and 1.0 (longest-dashes line). Note that the face-on disc is inclined
at 0◦.

Figure 3.24: Same as Figure 3.23 but for a constant dust temperature of 40 K.

temperature, TB, towards this fragment, and in optically thick regions TB ≈ Tdust.

The flux density from the Cycle 5 ALMA synthetic observations (Figures 3.11–

3.15) is estimated at each inclination and frequency. I then calculate disc masses

for the observations produced when both the Cycle 5 antenna configuration and

the fully extended, maximally operational antenna configuration are used. How-

ever, as the differences between the masses derived from the two antenna setups

are minimal, the full ALMA results are omitted.

Figures 3.23 and 3.24 show how the ratio of the observationally derived mass,
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Mobs, to the actual mass of the simulated disc model, Msim, varies as a function

of frequency, inclination, dust opacity and dust temperature. As the blackbody

flux, Bν , increases with temperature, a lower disc mass is recovered at a higher

dust temperature. A lower disc mass is also recovered if use is made of a dust

grain model that results in larger optical depths (see Table 3.1), because emission

is observed from a smaller fraction of the disc. Similarly, observations at higher

frequencies cannot peer as far through the disc, as can be seen in Figure 3.22, so a

lower disc mass is also recovered. Finally, as the inclination of the disc increases,

the recovered mass decreases because the morphology of the disc loses distinction

and the line-of-sight column density increases. As a result, the recovered flux

density, Sν , decreases, particularly as the orientation approaches edge-on.

In summary, the derived disc mass is sensitive to the disc properties as well

as the observational setup. However, some combinations of parameters are prob-

ably unrealistic for young, gravitationally unstable discs. For instance, when

low opacity dust models (i.e. no coagulation has been assumed) are used, along

with a low dust temperature, e.g. Tdust = 20 K, the disc mass derived at low

frequencies can be significantly larger than the actual mass. Indeed, observing

the disc model close to face-on at 90 GHz results in an observed mass, Mobs =

4Msim when adopting these parameter values. These overestimates occur for two

primary reasons. Firstly, using an underestimated dust temperature results in

a lower Planck flux when far from the Rayleigh-Jeans limit, which increases the

disc mass. As mentioned earlier, Tdust = 20 K is the median temperature of Class

II discs and therefore, due to the shock-heating of GIs, is likely an underestimate

for young, gravitationally unstable discs. Secondly, this dust model (ThinIceNo-

Coag) differs from the underlying dust distribution in the hydrodynamic model

across the observational frequency range implemented (see Figure 3.10); the latter

assumes dust grains with sizes up to 1 mm are present. As observations indicate
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that larger grains are already present in the envelopes of Class I objects (e.g.

Miotello et al., 2014), which are most likely explained by grain growth within

the inner regions (Wong et al., 2016), low dust opacities are likely inaccurate in

young, gravitationally unstable discs. Note that whilst the assumption of grain

growth perhaps contradicts the assumption of well mixed dust and gas, here it is

supposed that there has not been sufficient time for the dust and gas to become

decoupled because the disc model is very turbulent.

Now, as a higher dust opacity and dust temperature are most appropriate for

the disc model, and the ‘NoIceCoag’ dust grain configuration is self-consistent

with the disc simulation, I focus on the right panel of Figure 3.24. The max-

imum disc masses are recovered when considering a face-on disc, which results

in: Mobs = 0.41Msim at 90 GHz; Mobs = 0.21Msim at 230 GHz; Mobs = 0.15Msim

at 300 GHz; Mobs = 0.09Msim at 430 GHz; and Mobs = 0.03Msim at 850 GHz.

Therefore, the derivations of disc masses from lower frequency data is preferable.

However, as angular resolution is inversely proportional to frequency, currently

the inference of accurate masses and spatially resolving spiral structure are likely

mutually exclusive objectives. Overall, when what are understood to be real-

istic parameters are used, protoplanetary disc masses derived from continuum

observations in the millimetre regime could underestimate the actual mass in a

face-on disc by a factor of 2.5–30, depending on observing frequency, and this

underestimate worsens as the disc inclination increases.

Comparison with other studies

The underestimated disc mass results presented in this chapter are consistent

with the predictions of Forgan & Rice (2013), who use self-gravitating model

discs to match observations of the Class 0 protostar L1527 IRS, and the con-

tinuum results of Douglas et al. (2013), who simulate a GI-driven disc with a
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disc-to-star mass ratio nearly double that in the disc model I use. This result

also appears consistent with the results of Dunham et al. (2014), who report a

mass underestimate in a gravitationally unstable disc similar to the model I use,

of a factor of 2–3 at millimetre wavelengths and a factor of 10 or more at sub-

millimetre wavelengths. Dunham et al. (2014) calculate disc masses assuming

a source distance of 250 pc, and so, as I adopt a source distance of 145 pc, less

extreme underestimates are perhaps expected in Section 3.3.3 based on their re-

sults. However, this is not the case. A possible explanation is that the radiative

transfer calculations performed by Dunham et al. (2014) are 2-dimensional and

do not include the full, non-axisymmetric structure of the disc. As a result, spi-

ral features, which are extremely optically thick at most wavelengths in the disc

model I use (see Figure 3.22), are not represented accurately. Therefore, the un-

derestimation of disc masses derived from observations of young, embedded discs

may be even more pronounced than they predict. If this is the case then there are

likely to be important consequences for the derived properties and classifications

of young systems. In particular, discs that have been observed and determined

not to contain enough mass to be gravitationally unstable could actually contain

GI-driven features.

Accurate dust temperatures

It is important to acknowledge that the assumed dust temperature in Equation 3.3

is an estimated average of the optically thin emission temperature, which is typi-

cally not well constrained in young, embedded systems. Therefore, it is extremely

worthwhile to assess the validity of the dust temperatures used in deriving the

mass of the disc model thus far, and compare with typical assumptions made

when deriving masses from observations.

The actual dust temperature of the optically thin emission varies as a function
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Figure 3.25: Mass-weighted average temperature of the optically thin emission at
various inclinations and frequencies, for three different dust grain properties (see
Table 3.1). The contours denote temperatures from 20 K (solid line) to 120 K
(longest-dashes line) in 20 K increments.

of the optical depth. Hence, the appropriate average dust temperature to assume

when using Equation 3.3 will change as a function of frequency, inclination and

dust opacity. I explore this effect by calculating the mass-weighted average tem-

perature of the emission above the τ = 1 surface, which characterises the optically

thin emission, in a similar method as described in Section 3.2.5. Figure 3.25 shows

these results for the model disc and, as can be seen, for all dust opacities consid-

ered, the mass-weighted average temperature at 90 GHz is higher than at shorter

wavelengths. This occurs due to the increase in optical depth with frequency,

which is much more pronounced for low dust opacities (ThinIceNoCoag) than for

high dust opacities (NoIceCoag). At 270 GHz and beyond, it becomes reasonable

to adopt a constant dust temperature if i < 80◦. At near-edge-on inclinations the

morphology of the disc is obscured and the mass-weighted average temperature

approaches the minimum value recovered, Tdust ≈ 20 K.

Beyond Band 3 of ALMA (> 116 GHz), these results indicate that the average

dust temperature is Tdust ≈ 30–40 K in the GI-active, embedded protoplanetary

disc, except when adopting low dust opacities (ThinIceNoCoag). If observations

are performed at Band 3 (84–116 GHz), where the optical depth is lowest, the
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assumed dust temperature should be increased significantly as more of the shock-

heated regions can be observed; for the disc model I use, Tdust ≈ 55–120 K at

90 GHz, depending on the dust opacity law adopted. These findings, which are

representative of a late Class I/early Class 0 system, disagree with the recom-

mendation of Dunham et al. (2014) to adopt Tdust ≈ 30 K in a Class 0 source

and Tdust ≈ 15 K in a Class I source. This is most likely because, as mentioned

previously, their radiative transfer modelling neglects the shock heating driven

by the GI, and so their temperature estimates of the optically thin emission may

be underestimated. This then implies that their derived masses are likely to be

overestimated.

Overall, the method for deriving masses from continuum flux observations is

questionable for two primary reasons. Firstly, the dust temperatures in a gravita-

tionally unstable disc will cover a large range (approximately 20–250 K in the disc

model used in this work), and the reduction of this to a mass-weighted average

dust temperature neglects the complex non-axisymmetric structure of the disc.

Secondly, the dust temperature is an uncertain property as it is dependent on

the dust opacity, which itself is poorly constrained due to the unconfirmed state

of grain growth in young, embedded systems. Moreover, the use of a dust tem-

perature that is inappropriately low for the system in question can inadvertently

compensate for the large optical depths caused by large dust opacities. For ex-

ample, a mass of Mobs ≈Msim can be recovered when large opacities (NoIceCoag)

are adopted, if a low dust temperature of Tdust = 20 K is assumed. However, as

has been demonstrated, this is an unrealistic dust temperature for the disc model

I use. Therefore, even in this case, where the observational mass approaches the

actual mass, the calculated disc mass is not accurate. Hence, mass estimates

derived from continuum flux observations of embedded, gravitationally unstable

discs are inherently unreliable.
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3.4 Conclusions

3.4.1 lime optimisations

Continuum emission maps of a model protoplanetary disc have been produced

with lime and in Section 3.2 methods for attaining accurate images have been

explored in depth. The main results from this body of work, which focuses on

continuum images, are as follows:

• The optimal grid point weighting function is dependent on the model used

and features of interest within the model. When using number density weighting,

which is the vanilla lime default, n0 = 1×1012 cm−3 and w = 0.5 results in

particularly prominent spiral features within the disc model.

• A convergence test should be used to find the number of grid points nec-

essary to produce an accurate continuum emission image. This will depend on

the model, but for the young, gravitationally unstable model protoplanetary disc

featured in this chapter, a minimum of 2× 105 grid points should be used. Note,

however, that more grid points are always preferable if the computational cost

can be afforded. This strategy should also be applied to line images.

• The contribution to emission intensity in high optical depth regions is neg-

ligible. Grid points can therefore be omitted where τ > 3, which, as these are the

densest regions, increases the number of grid points in the observed, less optically

thick regions significantly. As a result, this method results in an improvement

in the accuracy of the continuum images for the disc model when compared to

vanilla lime images produced using the same number of grid points. Hence, these

findings demonstrate that specialised grid construction can improve the efficiency

and accuracy of lime images.

• The averaging of multiple lime runs using identical inputs improves the
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accuracy of the continuum emission image because the grid point coverage is

effectively increased. As multiple instances of lime can be run simultaneously,

there is no strong argument against averaging consistent lime images, barring

strict computational or time constraints.

Although lime is tailored for line emission studies, these findings are presented

as an indicator that care should be taken even when using a radiative transfer

code to produce continuum emission images, in order to ensure that these images

are accurate. When line emission images are considered, the issues discussed in

this chapter are amplified due to the complexity of the radiative transfer equation

for molecular line transitions. Therefore, even more care should be taken in this

scenario. The results regarding the continuum should be applicable to molecular

line images, which is explored in the next chapter.

3.4.2 Continuum emission and mass estimates

I produced synthetic observations of the disc model in Section 3.3 across a large

parameter space consisting of different frequencies, inclinations and dust opaci-

ties. The model represents a 0.17 M� protoplanetary disc that surrounds a 0.8 M�

protostar likely to evolve into a Solar-like star. As a result this work may be in-

dicative of observations of an object similar to our early Solar System. The main

conclusions drawn from these synthetic observations are as follows:

• Using the antenna configuration for ALMA Cycle 5 and observing for 60

minutes reveals that, at 90–300 GHz, spiral features should be readily detected

in a 0–60◦ inclined young, gravitationally unstable disc at a distance of 145 pc.

Spiral features can also be distinguished in near-face-on discs at 430 GHz, but can

only be identified at 850 GHz when the dust opacity is very low. For Cycle 5 the

optimal frequency to observe non-axisymmetric structure in embedded objects is

230 GHz (1.3 mm).
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• Using a fully extended, maximally operational ALMA affords similar results

to Cycle 5 observations at lower frequencies as the angular resolution and sensi-

tivity do not change significantly. However, at 430 GHz and 850 GHz the angular

resolution is much improved; a minimum spatial resolution of 1.6 au and 0.8 au at

430 GHz and 850 GHz are obtained, respectively. Unfortunately, the spirals are

still not distinguishable at these higher angular resolutions because the noise level

increases with frequency. Nevertheless, the non-axisymmetric inner disc structure

can be seen in extraordinary detail, particularly in inclined discs. Hence, once

ALMA reaches maximum capacity, observations in Bands 8, 9 and 10 could be

used to probe the innermost regions of embedded discs.

• The majority of the gravitationally unstable model disc featured in this work

is very optically thick at frequencies beyond 90 GHz. This is because the spiral

waves and inner disc contain a considerable amount of mass in vertically elongated

regions. As a result, observations of embedded discs should be performed at long

wavelengths where the optical depth is lowest.

• As the GI within a gravitationally unstable disc leads to the heating of

the disc material on a global scale, the adoption of a dust temperature of 20 K,

which is typically used for more evolved discs, is likely inaccurate. Instead, the

mass-weighted average temperature of the optically thin regions within the disc

model is Tdust ≈ 30–40 K at high frequencies (≥ 230 GHz). At low frequencies

(90 GHz), Tdust ≈ 55–90 K as the disc is less optically thick, which means more

of the shock-heated spiral structure is observed.

• Using the flux density of observations to estimate the mass of young, em-

bedded discs is an inherently flawed procedure for two primary reasons. Firstly,

condensing the 3-dimensional spiral structure into one value for the dust tempera-

ture and one value for the dust opacity across the entire disc is misrepresentative.
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Secondly, the dust temperature and dust opacity in optically thick objects are

largely unknown quantities. Hence mass derivations are unreliable.

• The assumption of what are believed to be an appropriate dust tempera-

ture and a reasonable opacity within an embedded, gravitationally unstable disc

can lead to the underestimation of mass by a a factor of 2.5–30 in a face-on

disc, depending on frequency. Moreover, this underestimate worsens as the disc

inclination increases. This could retrospectively validate the idea that the GI is

active in discs previously thought not massive enough to be gravitationally unsta-

ble, which could have a significant impact on the understanding of the formation

and evolution of protoplanetary discs.

The results of the synthetic observations presented here are encouraging for

the future and suggest that spiral features in young, embedded, gravitationally

unstable discs should be detectable in recent and future cycles of ALMA at mil-

limetre wavelengths, and perhaps at submillimetre wavelengths given optimal

conditions and long observing times. The synthetic observations support the re-

cent detection of spiral structure in protoplanetary discs (e.g. Pérez et al., 2016;

Tobin et al., 2016), which strengthens the argument that these non-axisymmetric

features are driven by gravitational instabilities. However, as these objects are

more complex than the disc model used in this work, this argument is still ten-

tative. Therefore, more observations are needed to assess the prevalence of GI-

induced structure in young, embedded objects. If such observations are performed

across multiple wavelengths, unprecedented levels of detail of the disc morphology

should be attainable, which will allow the importance of the gravitational insta-

bility on the formation and evolution of protoplanetary discs to be understood.

The synthetic observations of the disc model used in this chapter suggest

that the mass of a young, gravitationally unstable disc cannot be accurately con-

strained as these objects are likely optically thick across a broad range of ALMA
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frequencies; hence alternative approaches should be adopted. For example, ef-

forts should be made to extract kinematic information from molecular line ob-

servations. Moreover, observing spiral structure in certain molecular lines could

suggest that localised heating of the disc material is occurring (see Chapter 2),

which would strengthen the argument for GI-driven spiral structure. Therefore,

in the following chapter, I use lime and the aforementioned gridding optimisa-

tions to explore the utility of ALMA for the extraction of spiral structure and

kinematic information in commonly observed molecular line transitions. This will

allow the assessment of the accuracy of disc masses derived from line images and

will support the findings of the synthetic continuum observations presented in

this chapter.
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Chapter 4

Line absorption and protostellar
mass estimates

4.1 Introduction

A young, embedded protoplanetary disc can have a mass similar to or greater than

that of its host protostar at the epoch of protostellar formation. Consequently,

the GI can develop within a disc and drive global spiral density waves that affect

the chemical evolution of some molecular species via shock-heating, as shown in

Chapter 2. Moreover, this temperature structure results in a large flux contrast

between spiral and inter-spiral regions. Simulations have shown that this flux

contrast can translate into observable spiral structure in the continuum (Cossins

et al., 2010; Dipierro et al., 2014; Douglas et al., 2013; Hall et al., 2016, Chapter

3), and recent observations of Class 0 sources (e.g. Pérez et al., 2016; Tobin et al.,

2016) support these findings.

As continuum observations of young, protoplanetary discs trace the dust emis-

sion exclusively, the information that can be extracted from continuum images is

limited. Therefore, many observers probe specific molecular transitions in order

to gain a more thorough understanding of the disc morphology and composition.

Several molecules have been detected in protoplanetary discs to date. Whilst the
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majority of molecular line detections have been made in more evolved discs (Class

II/III), detections of CO (J = 2→ 1), 13CO (J = 2→ 1), C18O (J = 2→ 1), H2CO

(J = 30,3 → 20,2), SO (JN = 65 → 54), CS (J = 5→ 4), CCH (N = 3→ 2, J =

5/2→ 3/2, F = 3→ 2), CH3OH (JN = 40,4 → 31,3, JN = 7−1,7 → 61,6) have been

made in younger (Class 0/I) systems (Ohashi et al., 2014; Sakai et al., 2014, 2016;

Tobin et al., 2012, 2016). However, in terms of the focus of this thesis, it is de-

batable whether the objects that have been observed thus far are gravitationally

unstable. Moreover, the expected width of GI-driven spirals is on the order of

au scales, but the smallest angular resolutions attained in these observations are

0.36 × 0.25 arcsec2 for L1448 IRS3B at a distance of 230 pc (Tobin et al., 2016)

and 0.65 × 0.37 arcsec2 for IRAS 04365+2535 at a distance of 140 pc (Sakai et al.,

2016), which correspond to physical scales of 80 × 60 au2 and 90 × 50 au2, respec-

tively. Hence, the beamsizes of observations reported to date are far too large to

resolve any GI-driven spiral structure if it exists. As ALMA is nearing its fully

operational capacity, it is therefore timely and prudent to investigate whether

spiral structure can be resolved with higher angular resolutions. The results can

then be used to inform the selection of future observational targets, thus allowing

the best observational strategy to be developed for determining if spiral features

within young protoplanetary discs are GI-driven.

I explore methods to improve the default behaviour of lime when producing

line images in Section 4.2, and implement some of the optimisations found for

continuum images (see Chapter 3) as a starting point. Calculations performed un-

der the assumption of LTE are compared to non-LTE calculations, and I provide

insight into which frequencies should be adopted for observations of embedded

protoplanetary discs. In Section 4.3, perfect, noise-free synthetic observations of

the model disc are produced across a large parameter space of molecular tran-

sitions, disc inclinations and angular resolutions. From this I produce charts
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Figure 4.1: Spherically symmetrical envelope model used in the radiative transfer
calculations (Keto et al., 2015).

that depict the sensitivity required to detect flux originating within spiral fea-

tures. I then investigate how feasible it is to spatially resolve the spiral structure

from integrated intensity maps, and how feasible it is to spectrally resolve non-

axisymmetric structure from line spectra and position-velocity (PV) diagrams. I

then explore the accuracy and reliability of protostellar masses derived from PV

diagrams. Finally, in Section 4.4 conclusions are presented.

4.2 Producing line image maps with lime

4.2.1 Disc model

The disc model used in this paper is the same as used in Chapter 3, which

is also described in detail in Chapter 2. An envelope is not included in the

radiative hydrodynamic simulation as the disc is assumed to be well shielded,

i.e. heating from external sources is neglected. The contribution of an envelope

in the radiative transfer calculations is taken into account, however, through the
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inclusion a 10 M� Bonnor-Ebert sphere (see Keto et al., 2015). The properties

of this envelope model are shown in Figure 4.1 and whilst the velocities at the

innermost radii are perhaps lower than expected in a young star-forming system,

the rotational velocity is likely to be larger than the infall velocity at small radii

(see e.g. Ohashi et al., 2014). Consequently, the effect of underestimated envelope

velocities should be minimal provided the disc and envelope flux can be separated.

4.2.2 Determining frequencies

Figure 4.2 shows the surface at which the optical depth in the disc is τ = 3 at

90 GHz (top panel) and 850 GHz (bottom panel) respectively, superposed on y-

axis slices of the number density. At 850 GHz, the disc is largely optically thick,

which means observations will only trace the surface layers of the disc. At 90 GHz

however, which is near the lowest frequency ALMA is capable of observing, the

disc is less optically thick and more of the disc material is probed. This has

implications for extracting reliable information from the observations. Hence,

hereafter line intensity maps are produced at relatively low frequencies (i.e. Band

3–7 of ALMA).

Whilst observing at low frequencies is necessary to trace the bulk of the disc

material, it is also pivotal that abundance information is available in optically

thin regions. Figure 4.2 shows the distribution of the fluid elements within the

disc model, in white, collapsed to 2D along the y axis, and as can be seen, the

fluid elements have a much coarser resolution than the underlying hydrodynamic

grid. Consequently, at 850 GHz, because the τ = 3 boundary is near the surface

of the disc, only regions devoid of fluid elements, and therefore devoid of abun-

dances, are observed. At 90 GHz the disc is less optically thick as mentioned

earlier, and so observations will be more reliable because more abundance-rich

regions will be sampled. Therefore, Figure 4.2 demonstrates how important it
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Figure 4.2: Nuclei number densities of the disc model along the y = 0.125 au
plane with solid and dashed green lines overplotted at number densities that
approximately demarcate the boundary of LTE validity. The teal lines show the
boundary where τ = 3 at a frequency of 90 GHz (top) and 850 GHz (bottom);
hence the shaded regions indicate the optically thick regions of the disc when
viewed from above. The white dots indicate the x and z positions of all of the
fluid elements (i.e. not only those constrained to y = 0.125 au) that are chemically
processed (see Chapter 2).

is for chemical simulations of discs to ensure that the resolution of abundances

is sufficient in optically thin regions. Note that for the disc model used in this

work, the innermost disc is still sparsely populated by fluid elements even at low

frequencies; hence the results for r < 15 au are perhaps questionable. However,

as the primary focus here is on the spiral features in the outer disc, this should

not affect the results presented in this chapter.
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4.2.3 LTE approximation

The complexity of line radiative transfer can be drastically simplified if LTE can

be assumed. In this case, instead of iterating towards a converged level population

distribution, the level populations can be assumed to follow a Maxwell-Boltzmann

distribution. The condition for LTE is n k
c > n k

crit , where n k
c and n k

crit are the

number density and critical density for the collisional partner k. The critical

density is defined as the ratio of radiative to collisional transitions, i.e.

n k
crit =

Aul +BulJ̄ − nl

nu
Blu∑

i 6=u γ
k

ui

, (4.1)

where nu and nl are the level populations of the upper and lower levels and γui

is the collisional rates of all transitions from the upper energy level. Aul, Bul and

Blu are the Einstein coefficients for spontaneous emission, stimulated emission

and stimulated absorption, respectively, and J̄ is the mean intensity.

Commonly, background radiation, stimulated emission and absorption are ne-

glected in the calculation of ncrit. However, in reality radiative trapping is impor-

tant for many line transitions, which can be incorporated through the inclusion

of a solid angle averaged escape fraction, β̄. As β̄ is dependent on the geometry

and kinematics of the region, its calculation is not trivial for a non-axisymmetric

disc model, although, for large optical depths, the general result is a reduction

in the critical density (see Shirley, 2015, and references within). An alternate

quantity, which naturally incorporates radiative trapping, is the number density

required to produce an integrated line intensity of 1 km s−1. This is known as

the effective excitation density, neff , and depends on the column density of the

observed molecule and the kinetic temperature of the collisional partner. Shirley

(2015) compared the optically thin critical density to the effective excitation den-

sity and found that, for most low-energy molecular transitions of observational

144



4.2 Producing line image maps with lime

interest, ncrit = 106–107 cm−3. Moreover, Shirley (2015) found that neff is lower

than ncrit by 1–2 orders of magnitude in nearly all cases.

One can assess the validity of LTE by comparing Table 1 of Shirley (2015)

with the number density of the disc model I use, under the assumption that H2 is

the dominant collisional partner for all transitions. Figure 4.2 shows the number

density in the y = 0.125 au plane with contours of density overplotted. I have

used ncrit for comparison purposes because it presents a worst-case scenario for

LTE validity, and because neff can be undefined if an integrated line intensity

of 1 km s−1 is not observed. As can be seen, the number density of the model

disc exceeds the optically thin critical density in the emitting regions (i.e. τ <

3), meaning LTE should be appropriate for our disc model across a wide range

of molecular transitions. This assumption is later verified in Section 4.2.7 by

comparing the LTE results to full non-LTE calculations.

4.2.4 Weighting of grid points

I improve the density weighting algorithm in Chapter 3 because the default imple-

mentation is found to be inadequate for the model disc. Here however, abundance

density weighting is utilised because the focus is on the line emission; hence the

weighting function is amended to use abundance density, with a cutoff threshold

of 0.001 × max(Xi), as only the strongest emission regions are of interest.

4.2.5 Number of grid points

In Chapter 3 I demonstrate that the number of grid points has a significant effect

on the accuracy of the continuum flux image obtained. Line radiative transfer

calculations add a level of complexity, even if LTE is assumed, and therefore

more grid points are expected to be necessary than used in Chapter 3. In order

to investigate this, I produce two C17O 1→ 0 images (i = 30◦) using different
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Figure 4.3: Residual integrated line flux for C17O 1→ 0, calculated under the
assumption of LTE, between two lime runs using the indicated number of grid
points, with standard sampling. This residual is defined as |(f1-f2)|/(f1+f2), where
f denotes integrated flux per pixel.

numbers of grid points and then compare the residual integrated line fluxes. This

method differs from that of Chapter 3, where a ‘canonical’ image for the residual

is used, because the same level of consistency is not reached for the line images.

Figure 4.3 demonstrates that as the number of grid points is increased, the

integrated flux maps become more consistent, suggesting that the line images are

more accurate. This is expected, but, because of the complexity of line transfer,

even when LTE is assumed, the residual at 1 × 106 points is much larger than

for the continuum (see Chapter 3). Therefore, in order to achieve a residual flux

that is less than the expected observational errors (≥ 10 per cent), more than 1

× 106 points are needed for the disc model when default sampling is used.

4.2.6 Sampling optimisations

Constructing a grid of more than 1 × 106 points is computationally expensive and

time consuming. Consequently, it becomes advisable to investigate whether more

accurate images can be obtained without increasing the number of grid points.
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Model-specific sampling

The default behaviour of lime is to implement either a random Cartesian sam-

pling across the entire model, par→sampling = 1, or a radially logarithmic sam-

pling routine across the entire model, par→sampling = 2. As of lime v1.7 there

is also the ability to use a completely separate tree-building sampling algorithm,

but here the focus is on the original ‘randoms-via-rejection’ algorithm.

So far, including in Chapter 3, radially logarithmic sampling has been used,

which I refer to as ‘Sampling2’, to ensure that, probabilistically, more points

are positioned within the disc than the envelope. However, as a result more

points are positioned in the innermost disc rather than the outer disc where the

spiral features of particular interest are located. In order to improve upon this

behaviour, I develop a new sampling routine that uses rectilinear sampling within

the disc in order to ensure a more even distribution of points. Radially logarithmic

sampling is still used to populate the envelope, but only with a small fraction of

the total number of points because the mean free path in the envelope is much

larger than in the disc (see Figure 3.7). I refer to this new sampling algorithm as

‘Sampling3’1.

The middle panel of Figure 4.4 shows the residual for C17O 1→ 0 (i = 30◦)

when 1 × 106 grid points are used and Sampling3 is adopted. When compared to

Sampling2, one of the default lime algorithms, the residual within the outer disc

region is improved considerably. This is because, as mentioned earlier, Sampling3

affords a much more even distribution of grid points; hence a larger proportion

of grid points are positioned beyond the inner disc, as Figure 4.5 demonstrates.

Within the inner disc (r < 15 au) the difference in residual is minimal. This is

because the natural consequence of a greater number of grid points in the outer

disc is a smaller number of grid points in the inner disc. However, because the

1github.com/lolmevans/lime/tree/custom-sampling-routines
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Figure 4.4: Residual integrated line flux for C17O 1→ 0, calculated under the
assumption of LTE, between two lime runs using the indicated number of grid
points and standard sampling (left), a model-specific sampling routine (middle),
or a model-specific sampling routine with an optical depth surface to constrain
the positioning of grid points (right). This residual is defined as |(f1-f2)|/(f1+f2),
where f denotes integrated flux per pixel.

Figure 4.5: 2D histogram of grid point positions in the x-y plane (top) and x-z
plane (bottom) when using standard sampling (left), a model-specific sampling
routine (middle), or a model-specific sampling routine with an optical depth
surface to constrain the positioning of grid points (right). The disc is being
viewed from above.
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inner disc is largely optically thick, emission from points near the midplane will

be negligible. Therefore the grid point positioning can be optimised further by

omitting negligibly-emitting regions.

Optical depth surface

In Chapter 3 I explore the notion of optimising grid point placement by restricting

points to regions where τ < 3, and find it to be a viable method. This is because

the contribution to intensity is diminished by optically thick material, so that at

τ > 3 this contribution is negligible. As the continuum absorbs radiation at a

particular frequency independent of its source, the same logic should apply for

line emission.

I produce a new C17O 1→ 0 image (i = 30◦) using the configuration in Section

4.2.6, whilst employing the optical depth surface method described in Chapter 3,

with one adjustment: rather than relocate a point from τ > 3 to τ < 3 and then

re-evaluate, instead, for the sake of simplicity, the point is rejected and another

is selected randomly. I refer to this sampling algorithm as ‘Sampling4’1.

The right panel of Figure 4.4 shows the residual integrated line flux for Sam-

pling4. Within the outer disc there is a small overall improvement in residual

flux between Sampling3 and Sampling4, even though the x-y plane images in

Figure 4.5 suggest the coverage within the spiral arms is more sparse for Sam-

pling4. However, this is because the positioning of the grid points is more optimal

as intended. Indeed, by restricting points to τ < 3 the negligibly-emitting regions

that lie at high optical depths are omitted. This also explains why there is a more

marked improvement in the inner disc residual when using Sampling4; the point

restriction is visually evident in the x-z plane images of Figure 4.5. Note that,

whilst the residual beyond the disc boundary is considerably larger when using

1github.com/lolmevans/lime/tree/custom-sampling-routines
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the custom sampling routines (Sampling3 and Sampling4), the focus of this work

is on the disc itself and so this is not a concern for the results.

From this analysis it can be seen that Sampling4 offers the most convergent

result for the disc model, when 1 × 106 grid points are used. However, it should

be emphasised that convergence is not necessarily synonymous with accuracy, and

where possible results should be compared to a ‘canonical’ result. In this case, I

compare the LTE runs using the custom sampling algorithm to a full non-LTE

run adopting the default sampling.

4.2.7 Non-LTE comparison

When calculating level populations under non-LTE conditions, the user must

ensure that enough iterations are used to reach a satisfactory level of convergence.

In lime there is no convergence threshold that, once surpassed, terminates the

calculation of level populations. Instead the user can set par→nSolveIters to

dictate how many iterations will be performed. lime does, however, calculate a

signal-to-noise ratio for each grid point using the level population of the current

iteration and the standard deviation of the level population mean over the past

five iterations. This information could be used in future versions of lime to

develop a convergence criterion, e.g. iterating stops once 90 per cent of grid

points have reached a SNR that exceeds 100. For now, however, I compare the

SNR across iterations in order to determine how many iterations should be used

for the disc model. As Figure 4.6 indicates, this convergence level appears to be

reached by five iterations, but in order to err on the side of caution I use ten

iterations for the non-LTE runs.

I generate two ‘canonical’ results by performing full non-LTE calculations for

two grids with 1 × 106 points, selected with Sampling2. Sampling2 is used in

order to avoid the possibility that the custom sampling algorithms are converging
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Figure 4.6: Histograms of the signal-to-noise ratios for different energy levels
(i.e. J number) of C17O 1→ 0 as the amount of iterations of level population
calculations increases. A converged distribution is reached by 5 iterations. The
non-LTE lime run shown here uses 1 × 106 grid points and Sampling2.

to a significantly different solution than the lime default. I then calculate the

residual between these two non-LTE runs, and compare to the residual of one

non-LTE run and one LTE run from Section 4.2.6. To make this comparison

easier to digest, in Figure 4.7 the regions where the residual flux is greater than

10 per cent (the expected observational errors) are demarcated in red/brown,

and elsewhere in green. The purpose of this comparison is to assess whether

using LTE is appropriate as we have predicted, and to establish the propinquity

concerning the thermodynamic configurations.

Figure 4.7 shows that C17O 1→ 0 lime images produced with LTE treatment

are consistent with images produced with full non-LTE treatment, which is as

expected. Moreover, as Figure 4.2 shows, this conclusion should hold across

all low-energy transitions of the molecular species that are focused on in this

chapter. Therefore, this result validates the use of LTE in Section 4.3, which is

computationally beneficial because the assumption of LTE affords a considerable

speedup in level population calculations. Consequently, hereafter Sampling4 is
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Figure 4.7: Residual integrated line flux for C17O 1→ 0 between two lime runs
using the indicated number of grid points. Regions exceeding 10 per cent are
coloured red and elsewhere are coloured green. The left panel shows the result for
two non-LTE runs, with standard sampling, and the right panel shows the result
for one non-LTE run with standard sampling, and one LTE run with a custom
sampling routine (see Section 4.2.6). This residual is defined as |(f1-f2)|/(f1+f2),
where f denotes integrated flux per pixel.

used and LTE is assumed.

Within all of the residual integrated line flux maps presented thus far, there

is a particularly large difference that traces the outline of the non-axisymmetric

structure, regardless of whether LTE is assumed or not. This is due to the

large density gradients found at the boundaries between spiral and non-spiral

material. A dedicated sampling routine would need to be implemented in order

to accurately account for these rapid density variations, but, as these gradients

only exist in very narrow regions, the effect on the observational results presented

in this chapter should be negligible.

4.3 Noise-free synthetic observations

The inventory of molecules detected in protoplanetary discs at (sub)millimetre

wavelengths includes CO, CN, CS, C2H, CH+, HCN, HNC, H2O, HCO+, NH3,

N2H+, N2D+, SO, DCO+, DCN, H2CO, c-C3H2 and some isotopologues of the

listed species (e.g. Chapillon et al., 2012; Dutrey et al., 1997, 2011; Guilloteau

et al., 2016; Qi et al., 2013; Salinas et al., 2016, 2017; Thi et al., 2011). ALMA is
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Figure 4.8: Fractional energy level populations averaged over grid points within
the inner disc and spirals (left panel), the outer disc (middle panel) and the
envelope (right panel). The disc regions are determined by density ranges.

now expanding this catalogue to include more complex organic molecules such as

CH3CN and CH3OH (e.g. Öberg et al., 2015; Walsh et al., 2016). Therefore, it is

timely to use simulations to investigate the observability of molecules in partic-

ularly young and embedded discs, so that the choices of targets and parameters

for future observations can be informed, and also so that the chemical evolution

from the protostellar to the protoplanetary disc phase can be studied.

I produce synthetic observations of 13CO, C18O, C17O, H2CO, HCO+, CN

and SO as these are species that play fundamental roles in disc chemistry and

trace some aspect of the spiral structure in the disc model used (see Chapter 2).

As shown in Section 4.2.2, only low frequency transitions of these molecules are

viable; hence transitions in ALMA Band 3 (84–119 GHz), Band 6 (211–275 GHz)

and Band 7 (275–370 GHz) are chosen. In order to narrow the possible transitions

down further, I use lime to calculate the level populations (in LTE) of each

molecule considered and average these across different regions of the model disc.

The results are shown in Figure 4.8 for the inner disc and spirals, the outer disc,

and the envelope.

The focus of this work is on the spiral features. Hence, after identifying the en-

ergies of the most populated energy levels from Figure 4.8, whilst also considering

the fact that lower frequency transitions are more reliable for the model used (see
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Table 4.1: Molecular transitions used to produce synthetic observations of the model disc.

Molecule Transition Upper energy [K] Lower energy [K] Frequency [GHz] Angular resolution [arcsec]

out02 out28

13CO J = 3→ 2 22.055 11.028 330.588 0.993 0.014
C17O J = 3→ 2 22.487 11.244 337.061 0.974 0.013
C18O J = 3→ 2 21.971 10.986 329.331 0.997 0.014
H2CO JN = 30,3 → 20,2 14.566 7.286 218.222 1.505 0.021
H2CO JN = 102,8 → 110,11 167.304 158.689 258.296 1.271 0.018
HCO+ J = 3→ 2 17.850 8.925 267.558 1.227 0.017
CN N = 3→ 2, J = 5/2→ 3/2 22.678 11.335 340.031 0.966 0.013
CN N = 2→ 1, J = 3/2→ 1/2 11.335 3.786 226.333 1.449 0.020
CN N = 1→ 0, J = 3/2→ 1/2 3.786 0.000 113.495 2.893 0.040
SO N = 6→ 5, J = 7→ 6 33.050 24.316 261.844 1.254 0.017
SO N = 5→ 4, J = 5→ 4 30.654 23.475 215.221 1.526 0.021
SO N = 2→ 1, J = 1→ 2 10.987 3.100 236.452 1.389 0.019
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Section 4.2.2), I select the transitions listed in Table 4.1. H2CO (102,8 →110,11) is

included because Figure 4.8 shows that a transition between levels with relatively

high energies should only be visible in the inner disc and spirals, and therefore

may offer a clearer picture of the innermost density structure. CN (13/2 →01/2)

and CN (35/2 →23/2) are included in order to investigate the effect of transition

frequency on flux; CN is used for this because the fractional populations vary

the least across low energies in the inner disc and spiral regions, as shown in

Figure 4.8.

In the envelope the CO profile calculated by Keto et al. (2015) is used for

13CO, C17O and C18O, scaled by the appropriate isotopic abundances given by

Wilson (1999). The HCO+ profile follows the H2O profile of L1544, scaled so that

the maximum fractional abundance is 1 × 10−8. H2CO follows a step profile with

a fractional abundance of 1.5 × 10−8 at r ≤ 8000 au and 1.5 × 10−9 at r > 8000 au

(Young et al., 2004). Finally, constant fractional abundances of 1 × 10−10 are

adopted for SO and CN (Koumpia et al., 2017; Miettinen, 2016). Whilst these

abundance profiles in the envelope are primitive, the expectation is that isolation

of the envelope flux will be straightforward. Therefore, as the focus of this work

is on the disc spirals, the effect on the presented results should be minimal.

The model disc represents the same object as used in Chapter 3. It is assumed

to be located at a distance of 145 pc, which is typical for the nearest star-forming

regions (e.g. the Ophiuchus Molecular Cloud). Inclinations of 15◦, 30◦, 45◦, 60◦

and 75◦ are adopted in order to span the range of inclinations between the indi-

vidual sources in real systems such as IRAS 16243–2422, which is a protostellar

binary with nearly face-on and nearly edge-on discs separated by 600 au. The

observations are synthesised across different fully operational ALMA antenna

configurations (‘out02’, ‘out08’, ‘out13’, ‘out18’, ‘out21’, ‘out24’ and ‘out28’), for

which a selection of angular resolutions are shown in Table 4.1; it is assumed
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Table 4.2: Spectral resolution and channel spacing in kHz for different correlator
bandwidth modes and channel averaging factor, N . Adapted from the ALMA
Technical Handbook1.

Usable bandwidth [MHz] Spectral resolution
(channel spacing) [kHz]

N = 1 2

1875 977 (488) 1129 (977)
937.5 488 (244) 564 (488)
468.8 244 (122) 282 (244)
234.4 122 (61) 141 (122)
117.2 61 (31) 71 (61)
58.6 31 (15) 35 (31)

that each antenna configuration is applicable across all frequencies. The channel

widths adopted are consistent with the spectral resolutions attainable for ALMA

(see Table 4.2), for an assumed channel averaging factor N = 1. It is recom-

mended to increase the averaging factor, and therefore decrease the number of

channels, because this results in a smaller loss in final resolution. However, here

N = 1 is used in order to provide the most optimistic results.

Perfect observations are produced with no sources of noise. This allows the

constraint of the maximum attainable fluxes across the entire parameter space,

which is accomplished by convolving the lime images with a Gaussian beam us-

ing a fast Fourier transform module, fft, in python. The motivation for this is

threefold. Firstly, a superior efficiency can be achieved with a fast Fourier trans-

form algorithm compared to the production of realistic synthetic observations

across the entire parameter space with software such as casa (v4.5.0; McMullin

et al., 2007). Secondly, it is expected that a significant portion of the parameter

space will simply be unobservable, implying that producing realistic observations

in this scenario is superfluous. Finally, the image fidelity discrepancy between

1https://almascience.eso.org/documents-and-tools/cycle5/alma-technical-handbook
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perfect and realistic observations is not a significant issue due to the extensive

u-v coverage of ALMA. Rather than use a circular Gaussian beam, which is not

entirely accurate, I use an elliptical Gaussian beam with a size determined by the

simobserve task in casa, for an on-source observation time of 12 hr and Briggs

weighting with a robustness factor of 0.5.

4.3.1 Detecting spiral structure

Figure 4.9 shows flux maps integrated across a mostly envelope-free velocity

range, for the indicated transition, narrowest channel spacing and highest angular

resolution (see Table 4.1), at a disc inclination of 15◦. This figure is presented

in order to illustrate the extent of the spiral structure that is distinguishable for

each species, under the condition of noise-free observations, but I emphasise that

obtaining this level of detail is not currently possible with real observations. Nev-

ertheless, Figure 4.9 allows the observable characteristics for various molecules to

be determined, which can inform the preparation of observation proposals. For

example, because CO is ubiquitous due to its highly volatile nature, the spirals

are distinctly traced by each isotopologue. HCO+ also traces the spirals but with

a weaker flux primarily due to its lower abundance. There is an inner hole evident

in the HCO+ intensity map, and this results from the destruction of HCO+ in

the innermost disc due to high abundance of gas-phase H2O; the extent of this

hole could potentially offer insight into the disc mass as discussed in Chapter 2.

H2CO is mostly confined to the innermost disc due to its relatively high bind-

ing energy to dust grains, and hence could offer detailed views of the inner disc

structure if the angular resolution is sufficient. However, H2CO also traces the

spiral structure somewhat in the outer disc, which is perhaps unexpected given

the H2CO column density map in Chapter 2. Equally noteworthy is the relatively

weak reflection of the underlying spiral structure in the CN integrated intensity
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Figure 4.9: Integrated intensity maps (integrated from -5.0 to -0.8 km/s and
0.8 to 5.0 km/s) for each molecular transition, an inclination of 15◦, a spectral
resolution of 31 kHz and the ‘out28’ antenna configuration. The bottom right
panel indicates the physical scale of the observed disc model, which is constant
across all transitions shown. The grey circle in each panel shows the beamsize
for the corresponding observation.
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map given that I found that CN was one of the strongest candidates for trac-

ing non-axisymmetric structure based on its abundance distribution in Chapter

2. Moreover, the column density map of SO is found to be limited in extent in

Chapter 2, yet in the integrated flux maps here it traces as much of the disc as

CO, albeit with slightly less contrast in the inner regions.

In essence, Figure 4.9 suggests that a high contrast in abundance density does

not necessarily translate into a high contrast in flux because of the numerous

interconnected processes that all contribute to line observability. As a result, it is

necessary to perform radiative transfer calculations when one considers line flux

imaging.

Required sensitivities

From the perfect observations (i.e. no noise included) I extract the flux at-

tributable to a typical spiral feature in the disc model, and determine the sensi-

tivity required to detect this flux at the 4σ level, which is taken as the threshold

for a reliable detection. To accomplish this, a pixel position is identified within

the spirals for a particular combination of molecular transition and disc inclina-

tion. I use the integrated intensity map with the smallest beamsize here because

the spirals are the most distinguishable. I then extract the line spectra at this

pixel and fit a Gaussian to the line feature originating from the spirals. From this

Gaussian the full width at half-maximum (FWHM) and flux at half-maximum

are calculated. The FWHM is compared to the channel width to determine if the

line feature can be spectrally resolved, and I take the flux at half-maximum to

ensure that enough of a peak can be detected and identified as line absorption

(as is the case for spiral-originating flux). Using the same pixel position I then

repeat this process as the beamsize and channel width are increased. The disc

inclination is then changed and the pixel selection and Gaussian-fitting process
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Figure 4.10: Depiction of the process undertaken to determine the sensitivity
required for detection of line flux originating from spiral features in the disc
model. Each panel shows, for a particular inclination, antenna configuration
and channel width, the integrated intensity map with a pixel position within a
spiral arm marked by a cross (left) and the line spectra extracted at this pixel
position (right). In the spectra plots, the solid purple line indicates a Gaussian
fit, the dashed purple line indicates the half-maximum amplitude of this fit and
the green line and accompanying text detail the FWHM, which is compared
to the frequency bandwidth in order to determine if the Gaussian fit can be
resolved spectrally. The grey band indicates the envelope velocity range and if
the Gaussian peak lies within this band then the line flux and envelope flux are
treated as indistinguishable. The line transition used here as an example is C17O
3→ 2.
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repeated. Finally, I move on to a different molecular transition and repeat the

entire sequence. Figure 4.10 illustrates some steps of this process visually.

I condense the extracted sensitivities into charts that depict the sensitivity

required for each molecular transition considered. These charts are shown in

Figures 4.11–4.17 and within each is information pertaining to: whether the

linewidth is unresolvable, i.e. whether the FWHM of the line is larger than

the velocity resolution, indicated by a large black cross; whether the envelope

substantially contaminates the line feature, indicated by a grey cross; and whether

the spirals can be visually distinguished in an integrated intensity map, indicated

by a white circle. Hence, wherever there is any type of cross in the charts, it

means that detecting line flux from the disc spirals is unreliable for that particular

combination of molecular transition, disc inclination, antenna configuration and

channel width. Note that the particularly high sensitivities seen in some charts for

the largest channel widths and beamsizes are because in those cases the envelope

contribution can not be disentangled from the line flux (see the accompanying

grey crosses), and so the Gaussian is fitted to a summation of line and envelope

flux.

Figures 4.11 and 4.12 demonstrate that isotopologues of a species produce

differing fluxes at similar frequencies. This is due to the difference in abundance

of the isotopologues as a larger number of absorbing molecules results in a larger

optical depth and hence a deeper absorption feature, as shown by the purple line

spectra in Figure 4.23. However, the difference in peak flux recovered in the spiral

regions is much less than the difference in abundance across the CO isotopologues;

the change in abundance from 13CO to C18O is ≈ 8 and from C18O to C17O is ≈ 4,

whereas the change in peak flux is ≈ 2 and ≈ 1.5, respectively. The reason for this

is that the dependence of line flux on the column density of absorbers, known as

the ‘curve of growth’, falls between
√
ln(Ni) and

√
Ni in the high optical depth
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Figure 4.11: Sensitivity needed to detect 13CO 3→ 2 line flux across different
combinations of angular resolution, spectral resolution and disc inclination (grey
labels). The white circles indicate combinations that result in spatially resolvable
spiral features, which is determined by eye from integrated intensity maps such as
Figure 4.9. The thick grey crosses indicate combinations that result in line spectra
that are indistinguishable from the envelope. The thin black crosses indicate
combinations where the Gaussian fitted to the line spectra (see Figure 4.10) is
not spectrally resolvable.

Figure 4.12: Same as Figure 4.11 but for C17O 3→ 2.

Figure 4.13: Same as Figure 4.11 but for C18O 3→ 2.
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Figure 4.14: Same as Figure 4.11 but for H2CO 30,3 → 20,2.

Figure 4.15: Same as Figure 4.11 but for H2CO 102,8 → 110,11.

Figure 4.16: Same as Figure 4.11 but for HCO+ 3→ 2.
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Figure 4.17: Same as Figure 4.11 but for CN 35/2 →23/2.

Figure 4.18: Same as Figure 4.11 but for CN 23/2 →11/2.

Figure 4.19: Same as Figure 4.11 but for CN 13/2 →01/2.
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Figure 4.20: Same as Figure 4.11 but for SO 67 → 56.

Figure 4.21: Same as Figure 4.11 but for SO 55 → 44.

Figure 4.22: Same as Figure 4.11 but for SO 21 → 12.
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regime. All of the CO isotopologues considered occupy this regime in the disc

spirals, and hence the difference in flux lies within this dependence range. Strictly

speaking, the curve of growth defines how the equivalent width of a line depends

on the column density, but because the line shape is dominated by a Gaussian,

i.e. the Lorentz damping wings are unimportant, it is the peak of the absorption

feature that changes. However, at very high optical depths, such as occurs in the

innermost disc in CO, the line becomes saturated. As a result, the FWHM of

the line feature changes, rather than the peak, in order to maintain the curve of

growth dependence. This phenomenon is illustrated by the orange line spectra

in Figure 4.23.

Typically, for a particular temperature, the fractional population of levels

decreases as the energy of the levels increases. This effect can broadly be seen

across all molecules in Figure 4.8, albeit with some nuances due to the complex

nature of the energy level structure of some species. One of these nuances is the

roughly constant fractional population of CN from N = 0 to N = 6, which is

used to investigate the effect of transition frequency on flux detected, somewhat

independently of the energy level populations. Figures 4.19–4.17 show that, in

this case, the sensitivity required increases with transition frequency, which is

expected because the optical depth increases with frequency, resulting in a deeper

absorption feature at the same position within the disc model. This phenomenon

is illustrated in Figure 4.24.

Spatial resolution

The highest sensitivity required to spatially resolve spiral structure at a significant

level (4σ) in the model disc is 0.38 mJy beam−1, which is recovered for SO 67 → 56

(see Figure 4.20). This is attained at an inclination of i = 15◦ (i.e. close to face-

on) when adopting the ‘out21’ antenna configuration (i.e. 0.047 arcsec), but is
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Figure 4.23: Comparison of CO absorption across different isotopologues. The
top panels show the optical depth at v = -1.6 km s−1 for each molecule and the
bottom panels show the line spectra at the pixel positions shown in the top panel,
which is the same across all transitions. The dotted gray line on the bottom
panels marks v = -1.6 km s−1. These panels are produced for lime images with
no convolution applied.

Figure 4.24: Same as 4.23 but across different low-energy CN line transitions.
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approximately constant across all channel widths. Therefore, the largest spectral

resolution (977 kHz) can be used in order to achieve the highest sensitivity. The

ALMA Sensitivity Calculator, with automatic calculations of the precipitable

water vapour and sky and system temperatures, indicates that, for a spectral

resolution of 977 kHz, a sensitivity of 0.38 mJy beam−1 for SO 67 → 56 requires

an on-source time of 11.9 hr. As this is the most optimistic case for the results

presented in Figures 4.11 and 4.12, I find that in order to spatially resolve some

form of spiral structure in a protosolar-like, Class 0 disc, a minimum of 12 hr of

on-source time is required. Therefore, detecting spiral structure at a significant

level in a relatively nearby, young, embedded system is feasible, but requires a

dedicated observation.

Spectral resolution

Figures 4.11–4.17 indicate that if the condition of spatially resolving the spiral

structure is relaxed, and instead the focus is on spectrally resolving the spiral

structure, then much shorter observation times are permissible. For example,

the sensitivity required for a 4σ detection of H2CO 30,3 → 20,2 in the spirals is

approximately 2.3 mJy beam−1 when using a large beamsize. As a narrow chan-

nel spacing is preferable for spectral resolution, 31 kHz is used with the ALMA

Sensitivity Calculator, again with automatic calculations of the precipitable wa-

ter vapour and sky and system temperatures, to determine that this sensitivity

requires an on-source observing time of ≈ 7.7 hr. If a coarser spectral resolution

of 244 kHz is adopted, which is still sufficiently smaller than the linewidth across

Figures 4.11–4.17, then an on-source observing time of ≈ 1.0 hr is sufficient. This

is firmly within the capabilities of ALMA and is consistent with the recent de-

tection of molecules within low resolution observations of young protoplanetary

discs (e.g. Ohashi et al., 2014; Sakai et al., 2014, 2016; Tobin et al., 2012, 2016).
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The pressing question here is whether spiral structure can be distinguished

spectrally from such observations. In order to investigate this I extract molecular

line spectra for the species considered across the different antenna configurations,

for a channel width of 244 kHz. I extract the spectra at pixel positions in pairs

that are symmetric about x = 0, along the y = 0 axis, in order to ensure a

range of the disc morphology and structure is sampled. I then compare spectra

taken from the symmetrically positioned pixels in order to determine if non-

axisymmetric disc structure can be distinguished. This process is completed

across the range of different angular resolutions in order to assess if line features

within the spectra are distinguishable for low angular resolution observations and,

if so, whether these line features are faithful to the spectra from the high angular

resolution observations, or instead are tainted by convolution. Figure 4.25 shows

the integrated intensity maps with the pixel positions overplotted for 13CO, at

an inclination of 45◦, along with line spectra plots. This is intended to serve

as a representative example but the plots for all of the transitions are given in

Appendix B.

As can be seen in Figure 4.25, at an inclination of 45◦ the line spectra con-

volved with large beamsizes are not necessarily faithful to the underlying spectral

structure. This is because at the highest angular resolution, spectra taken from

the left and right sides of the disc show a line feature at positive or negative

velocities (excluding the envelope centered at 0 km s−1) due to either being red or

blue-shifted in respect to the observer. At the lowest angular resolutions, how-

ever, all spectra exhibit features at both positive and negative velocities. This

finding applies to all of the transitions considered, which means that in order to

achieve a compromise between flux and spectral accuracy, intermediate beamsizes

(in terms of the beamsizes available for ALMA) are required.

At intermediate beamsizes, Figure 4.25 shows that overall the relations be-
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tween line peaks originating in the blue-shifted and red-shifted portions of the

disc are maintained from the highest angular resolution observations. Again this

is true for all of the molecular line transitions considered, and so intermediate an-

gular resolution spectra could be used to infer the presence of non-axisymmetric

structure in a young, embedded disc. This is, however, under the assumption

that a sufficient noise level can be reached as Figure 4.25 indicates that 12 hr of

on-source time only offers significant peak 13CO detection for the largest angular

resolutions. Note also that this determination becomes less reliable as the disc

approaches an edge-on inclination because the complexity of the spectra increases

due to the enhanced amount of material along the line-of-sight.

Position-velocity diagrams

Whilst it may be possible to infer non-axisymmetric structure from relatively

low angular resolution observations via spectral analysis, concluding that this

structure is spiral in nature, and therefore possibly driven by GIs, requires more

evidence. A particularly strong indicator of spiral structure in Galactic simula-

tions is the detection of finger-like features in a position-velocity diagram (see

e.g. Bissantz et al., 2003; Li et al., 2016; Rodriguez-Fernandez & Combes, 2008),

which can also be applied to GI-active protoplanetary discs (Douglas et al., 2013).

Therefore, I produce PV diagrams for all of the molecular transitions considered

in this chapter, across the entire parameter space. These can be found in Ap-

pendix C, but here the PV diagram for 13CO (without Keplerian fits) is shown

as a representative example.

Figure 4.26 shows the position-velocity diagram for 13CO across different in-

clinations and antenna configurations, for a channel width of 244 kHz. As can be

seen, near edge-on (90◦) inclinations are required to distinguish finger-like struc-

ture in the PV diagram. Moreover, in general high angular resolutions are also

171



4. LINE ABSORPTION AND PROTOSTELLAR MASS
ESTIMATES

F
igu

re
4.26:

P
osition

-velo
city

d
iagram

s
for

1
3C

O
3→

2
across

d
iff

eren
t

d
isc

in
clin

ation
s

an
d

an
ten

n
a

con
fi
gu

ration
s,

for
a

sp
ectral

resolu
tion

of
244

k
H

z.
T

h
e

top
righ

t
p
an

el
in

d
icates

th
e

p
osition

an
d

velo
city

ran
ges

of
th

e
ob

served
d
isc

m
o
d
el,

w
h
ich

are
con

stan
t

across
all

p
an

els.

172



4.3 Noise-free synthetic observations

required, which, when cross-referencing with the sensitivity chart (Figure 4.11)

suggests that if the spirals cannot be spatially resolved, then they cannot be iden-

tified in PV diagrams either. However, a caveat to this exists when considering

intermediate angular resolutions and near edge-on inclinations. For ‘out13’ and

‘out18’ antenna configurations, the sensitivity charts indicate that distinguishing

spiral structure in an integrated intensity map is not feasible for practically all of

the molecular transitions considered, regardless of inclination. Contrastingly, on

the basis of results shown in Figure 4.26, an argument can be made for the pres-

ence of non-axisymmetric structure for the same antenna configurations, when

the disc is nearly edge-on. This is because the PV diagram showcases asymmet-

ric features at positive and negative velocities. Furthermore, the high-contrast

individual fingers seen at the highest angular resolutions, which directly trace

the spiral structure, are essentially blurred together at lower angular resolution.

These results hold true for all of the molecular transitions considered. There-

fore, the presence of asymmetric absorption features extending to high positive

and negative velocities from the center of a PV diagram could be indicative of

GI-driven spiral structure in discs.

Determining the presence of non-axisymmetric structure from line spectra or

PV diagrams requires intermediate beamsizes (≈ 0.1–0.2 arcsec for Band 6 and

7 of ALMA) in order to achieve a compromise between detected flux and con-

volution effects. However, beyond this criterion, each method has its strengths

and weaknesses for identifying non-axisymmetric structure. For example, PV di-

agrams require nearly edge-on inclinations in order for clear finger-like structure

to be seen, whereas asymmetric spectral line features favour orientations closer

to face-on. Moreover, determining the presence of non-axisymmetric structure

from line spectra is potentially possible at coarser angular resolutions, although

concluding that the non-axisymmetric structure is spiral in nature is only possi-
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ble with PV diagrams when considering the methods used in this chapter. An

alternate method of confirming spiral structure may be to calculate the residuals

between first moment maps and a Keplerian model (see e.g. Walsh et al., 2017), if

the deviations from Keplerian rotation in the disc are large enough, and the cor-

rect observational configurations are adopted. In summary, the information that

can be extracted from spectral features in observations depends on the techniques

used, and, regardless of technique, the transition observed, the system inclination

and the angular resolution of the observation.

4.3.2 Significance of absorption features

All detected spectroscopic features of non-edge-on discs observed around T Tauri

stars are emission features (e.g. Ansdell et al., 2017; Williams & Cieza, 2011).

This is because an irradiation-dominated disc has a surface temperature that is

higher than its interior temperature, even when viscous heating is included in

models via the α-disc prescription. Here, however, a disc model that is viscosity-

dominated is used because the focus is on the earliest and most observationally

challenging stages of disc formation. As a result, the vertical disc structure re-

sembles cooler surface layers obscuring a hot midplane, rather than the warm

surface layer seen in observations and simulations (see e.g. Henning & Semenov,

2013, and references within), which means the majority of the disc model is seen

in absorption. Therefore, absorption could be a signature of a young, embedded

protoplanetary disc dominated by viscous heating.

Because the temperature falls off as roughly r−0.5 in the α-disc prescription,

the detection of absorption across the majority of the extent of the disc would im-

ply that this viscous heating is global in nature. As is shown in Chapter 2, gravita-

tional instability can drive global shock heating throughout the disc that warms

the midplane to large radii. Therefore, although confirming non-axisymmetric
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structure is certainly a challenge in young, embedded discs, inferring the devel-

opment of gravitational instability from low resolution absorption signatures may

still be possible.

However, an unwanted consequence of absorption features is that, at low an-

gular resolution, emitting and absorbing regions can be blended together, which

will obfuscate the observed flux. Consequently, these opposing regions could de-

structively interfere, greatly reducing the flux that is received. This could then

indicate that the observed system possesses a much weaker flux than it actually

does, which could essentially mimic the effects of depletion. As this is a burgeon-

ing field of research, ensuring reliable results are recovered from observations is

of pivotal importance. Thus, care should be taken to account for this effect when

analysing integrated line intensity maps and line spectra.

The absorption features recovered from the model disc used in this work origi-

nate in the surface layers of the disc. This is due to, firstly, the high optical depths

of the continuum even at the lowest frequencies (see Chapter 3), and secondly,

because the optical depths of all the transitions featured in this work, including

less abundant CO isotopologues, are very large as shown in Figure 4.27. Con-

sequently, it is important to emphasise that such high optical depths will lead

to systematic underestimates of column densities and disc masses. Recently,

Yu et al. (2017) have found that high optical depths in a (gravitationally sta-

ble) 0.03 M� protoplanetary disc model can lead to underestimated disc masses

even for the most optically thin CO isotopologue they consider, C17O. Moreover,

Miotello et al. (2017) find that the optical depth effects will be larger (and more

complex) for more massive discs, and hence the disc mass will be more severely

underestimated.

175



4. LINE ABSORPTION AND PROTOSTELLAR MASS
ESTIMATES

Figure 4.27: Optical depth at v = -1.2 km s−1 for each molecular transition, at an
inclination of 15◦, calculated from the lime images directly. The bottom right
panel indicates the physical scale of the disc model, which is constant across all
transitions shown.
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Figure 4.28: Azimuthally averaged rotational profile of the model disc showing
that the disc rotation is Keplerian-like.

4.3.3 Protostellar mass estimates

The mass of the central protostar can be estimated by fitting a Keplerian curve

to the position-velocity diagram of detected flux from the disc, as long as the

disc rotational profile is sufficiently Keplerian. This may not be true for discs

possessing non-axisymmetric structure, such as self-gravitating discs with spiral

patterns. For the model disc used in this thesis, however, the assumption of

Keplerian rotation is valid because the azimuthally averaged rotational profile

can be closely approximated by a Keplerian curve across most of the disc, as

shown in Figure 4.28. Out to 50 au, the Keplerian profile is given by

vr =

√
G (Ms +Md (r/50 au))

r
, (4.2)

where G is the Gravitational constant, Ms is the protostellar mass (0.8 M�) and

Md is the protoplanetary disc mass (0.17 M�). Note that the non-negligible mass

of the protoplanetary disc is accounted for in the radial velocity, and is calculated

as a function of radius using an exponent that is consistent with the azimuthally

averaged surface density distribution of the model disc (Σ ∝∼ r−1.0).
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The aim of fitting the PV diagrams is to constrain the total protostellar and

protoplanetary mass. Therefore, for this I use a slightly adjusted Keplerian profile

vr =

√
G (Ms + q ∗Ms ((r − 5 au) /50 au))

r
(4.3)

where the inner disc hole (r < 5 au) and outer most disc (r > 55 au) are omitted in

the fit, and q is the disc-to-star mass ratio. The value assumed for q is important

to the fit and here I use q = 0.21, which is the disc-to-star mass ratio for the model

disc used in this chapter, in order to present the most accurate results. However,

deriving protostellar masses from real observations will require an estimate of

this value. For a disc to be gravitationally unstable, typically q > 0.1. Hence,

this can provide a lower limit for systems suspected to be self-gravitating. If the

the disc-to-star mass ratio is underestimated then the derived protostellar mass

will be overestimated. Similarly, if the disc-to-star mass ratio is overestimated

then the protostellar mass will be underestimated. The disc-to-star mass ratio

therefore introduces a systemic uncertainty that should be taken into account for

young, embedded discs.

In order to fit Keplerian curves to the PV diagrams produced in Section 4.3.1,

rotational profiles must first be extracted. I utilise two different methods for de-

termining the rotational profiles. In the first method (‘maximum’) the maximum

flux at each x-position is found. This gives a rotational profile, vx,max. In the

second method (‘upper-edge’), as implemented by Seifried et al. (2016), at each

x-position the y-axis is iterated through from high to low absolute velocity. The

y-position is recorded for the corresponding x-position when the flux within a

pixel first exceeds the sensitivity required (4σ, see Section 4.3.1). This gives a

rotational profile, vx, upper. For both methods the inner 5 au of the disc is omitted

and only the upper right and lower left quadrants are fitted. Once the rotational

profiles have been determined, Keplerian curves of the form given by Equation 4.3
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are fitted using the curve fit routine in python. From these curves the pro-

tostellar mass, Ms, is derived. Figure 4.29 shows illustrative Keplerian fits and

corresponding protostellar masses for each quadrant and fitting method, for 13CO

3→ 2 at a spectral resolution of 244 kHz, across a range of angular resolutions and

disc inclinations. Similar images for the other molecular transitions and spectral

resolutions used in this chapter can be found at https://goo.gl/AVkHRj.

Figures 4.30 and 4.31 present the protostellar masses derived with Keplerian

fitting, Mkep (equivalent to Ms above), averaged over both quadrants, as a fraction

of the actual protostellar mass, Msim. Note that the rotational velocity depends

on the inclination as vr ∝ sin i. Therefore, the recoverable protostellar mass

also depends on the inclination, i, which is accounted for in the simulation mass

as Msim = 0.8 M� sin2 i. The spectral resolution used in Figures 4.30 and 4.31

is 244 kHz as this offers the best compromise between on-source time required

and distinction of the finger-like features in the PV diagrams. Figures showing

the derived masses for the other spectral resolutions adopted in this chapter

are shown in Appendix D. Generally, at higher spectral resolutions the mass

estimates are relatively unchanged, particularly at small beamsizes, and at lower

spectral resolution the protostellar mass values become increasingly unreliable as

the Keplerian form is lost.

The derived protostellar masses vary considerably over the parameter space

used, which is due to the large variability of the features seen in the PV diagrams

(see Appendix C). For most molecules the derived protostellar mass fraction is

slightly smaller for edge-on inclinations as compared to face-on inclinations. This

is a result of a combination of two factors. Firstly, as the inclination approaches

face-on, the radial motions within the disc can contribute to the apparent rota-

tional velocity, thereby increasing the derived protostellar mass, Mkep. Secondly,

as mentioned previously, the recoverable protostellar mass, Msim, decreases as the
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Figure 4.30: Fraction of actual protostellar mass derived by fitting Keplerian
curves to the PV diagrams of various molecular transitions, across different disc
inclinations and angular resolutions, for a spectral resolution of 244 kHz. In the
‘maximum’ method used here to fit the Keplerian curves, the maximum flux at
each x-position is found. The contours denote fractions of 0.1 (smallest-dashes
line), 0.5 and 1.0 (solid line).

181



4. LINE ABSORPTION AND PROTOSTELLAR MASS
ESTIMATES

Figure 4.31: Same as Figure 4.30 but in the ‘upper-edge’ method used here to fit
the Keplerian curves, the location where the 4σ flux is first exceeded along the
y-axis at each x-position is found. The contours denote fractions of 1.0 (smallest-
dashes line), 2.0 and 10.0 (solid line).
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inclination approaches face-on. Therefore, despite the fact that the derived mass

varies considerably from edge-on to face-on, the fraction of the actual protostar

mass recovered tends to only vary slightly with inclination.

Even though the fine structure is lost in the PV diagrams as angular resolution

is decreased, the Keplerian fits remain relatively consistent. As a result, there is

only a small change in the protostellar mass up to intermediate beamsizes (e.g.

0.086 arcsec for 13CO 3→ 2). However, beyond these intermediate beamsizes, the

Keplerian signature can be largely obscured. This is demonstrated by the lack

of fit for several molecules, which incidentally does not occur for the smallest

beamsizes, and, similarly, by the sudden drop in protostellar mass for H2CO

30,3 → 20,2 and SO 55 → 44 when using the ‘maximum’ method. Therefore, high

angular resolution observations are preferable for the derivation of the protostellar

mass from PV diagrams. Otherwise, caution is strongly advised.

In general terms, the ‘upper-edge’ method results in protostellar masses that

are 2–10 times larger than the ‘maximum’ method. This is because, across the

entire parameter space, the Keplerian curves fit to vx,max have lower linear ec-

centricities than the Keplerian curves fit to vx, upper. Consequently, the use of the

‘upper-edge’ method generally overestimates the protostellar mass whereas the

use of the ‘maximum’ method typically underestimates the protostellar mass in

the model used.

The error in the mass is calculated as the standard deviation of the mean

unless only one quadrant can be successfully fit, in which case the error of the

derived protostellar mass is taken as the standard deviation of the fit. This

results in typical errors of < 20 per cent (except at the lowest angular resolutions)

for the former case, and < 10 per cent for the latter case. Hence, for both

fitting methods there is only a very small region of the parameter space where

masses that are accurate within errors are recovered. Due to this, and because
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the underlying Keplerian structure is complicated by inclination and angular

resolution effects, deriving the protostellar mass from PV diagrams of a GI-active

disc is fraught with difficulty. Moreover, here I have fitted Keplerian curves to

perfect PV diagrams (i.e. without noise). The introduction of realistic noise will

most likely further complicate the extraction of protostellar mass.

4.3.4 Comparison with other studies

Douglas et al. (2013) explore the observability of spiral features in a more mas-

sive, gravitationally unstable, disc (0.39M�; see Ilee et al. 2011 and Chapter 2)

than is considered in this thesis. The authors conclude that spiral features are

detectable in absorption across a large parameter space. However, the sensitivi-

ties the authors adopt were calculated for a bandwidth of 1.875 GHz, which is the

available bandwidth of the basebands within the ALMA band receivers, rather

than the expected linewidth of each transition as is appropriate (approximately

350–450 kHz across the frequencies listed in their Table 1). Hence, their sensi-

tivities are significantly higher than I find, meaning Douglas et al. (2013) report

much shorter observation times are required than I report in this chapter. Never-

theless, the results in this chapter support the finding of Douglas et al. (2013) that

a gravitationally unstable disc can be detected in absorption and confirm that,

in principle, spiral features can be inferred from observations of protoplanetary

discs both spatially and spectrally if the SNR is high enough.

Seifried et al. (2016) use 3D magnetohydrodynamics to simulate the collapsing

of two different sized molecular cores into magnetically threaded protoplanetary

discs systems: model 1, which is a 15.2 M� multi-protostar system with a disc

that is most likely much more massive than the disc model used in this chapter;

and model 2, which features a Bonnor-Ebert sphere envelope and evolves to form

a single 0.62 M� protostar and a disc with an approximately 70 au radius, both
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of which are comparable to the disc model used in this thesis. The authors

use radmc-3d to produce line images for different molecular transitions, and

then use casa to synthesise observations of these line images across different

observing times, angular resolutions, disc inclinations and weather conditions.

Overall, the authors conclude that Class 0 discs should be observable in numerous

molecular transitions, across a wide range of observational parameters. However,

no structural detail is apparent in the integrated intensity maps for their model

2, although this is partly due to the fact that this model remains gravitationally

stable, and hence does not develop strong spiral features. On the other hand,

their model 1 disc does contain non-axisymmetric structure, but this structure is

only partially reflected in the integrated intensity maps. Therefore, this supports

the findings of this chapter that spatially resolving spiral features is extremely

challenging in protosolar-like discs.

The integrated intensity maps in Seifried et al. (2016) all show line flux in

emission, whereas for the model disc used in this work the majority of line flux is

seen in absorption as previously mentioned. A simple reason for this is that their

model 2 is gravitationally stable and hence does not feature global heating of the

midplane as in our model. However, this argument does not hold for their model

1 as it is gravitationally unstable. Therefore, an alternative explanation is that

the authors assume constant abundances for all species they consider, whereas in

Chapter 2 it is shown that spiral shocks have a significant effect on the abundances

of many molecular species. However, this should only affect the contrast between

the spiral and inter-spiral regions in their intensity maps, rather than convert

emission to absorption. Moreover, the authors adopt lower abundances, which

are more in-keeping with the peak abundances recovered for the disc model I use

(see Chapter 2), and find similar results in emission. Dust temperatures that are

significantly lower than the gas temperatures can potentially result in line fluxes
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seen in emission rather than absorption, which can arise if the dust and gas

temperature are thermally decoupled. Whilst Seifried et al. (2016) consider some

degree of decoupling, in the regions of interest the dust and gas temperatures are

equivalent, as is the case for the disc model used in this chapter. Therefore, I

instead posit that the reason Seifried et al. (2016) see their disc models in emission

is because the amplitudes of the spiral density waves in their disc models are lower

than in the disc model used here. Hence, the midplane regions are likely not

heated as significantly by global shocks. More simulations are certainly required

to constrain the conditions under which young, embedded protoplanetary discs

will be seen in absorption.

Seifried et al. (2016) also explore how feasible it is to extract protostellar

masses from noisy synthesised PV diagrams of their disc models. In general they

find that ALMA should be able to detect Keplerian rotation profiles in Class 0

systems across different molecular transitions, observational durations, observ-

ing conditions, angular resolutions and different disc inclinations. Given enough

on-source time, the results in Section 4.3.1 tend to support this conclusion. The

authors also find that the fraction of the protostellar mass recovered increases

as the inclination approaches face-on, although the Keplerian profile loses dis-

tinction, which supports the results presented above. Moreover, the protostellar

masses they derive increase with angular resolution, which I also find is true for

the disc model used in this chapter. Whilst Seifried et al. (2016) find that the

protostellar masses derived from Keplerian fits to the ‘upper-edge’ rotational pro-

files are generally accurate within a few 10 per cent across the majority of their

parameter space, I find that this level of accuracy is only achieved for the disc

model used here when the ‘maximum’ method is implemented to constrain the ro-

tational profiles. Indeed, for the ‘upper-edge’ method I find that the protostellar

mass is overestimated by a factor of at least 2 across most of the parameter space;
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the accuracy threshold (4σ) is only met when I use the ‘upper-edge’ method for

HCO+ 3→ 2 seen in a non-face-on disc, and for the highest angular resolution ob-

servations of the CO isotopologues, the CN transitions and H2CO 102,8 → 110,11

seen in nearly edge-on discs. Therefore, the results presented in Section 4.3.1

disagree with Seifried et al. (2016) in this regard, which could be due to the

increased complexity of fitting Keplerian curves to more pronounced finger-like

structure seen in absorption. Hence, whereas Seifried et al. (2016) suggest us-

ing the ‘upper-edge’ method will result in the most accurate protostellar mass

estimates, I find that a one-size-fits-all approach is perhaps inappropriate when

considering gravitationally unstable discs.
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4.4 Conclusions

4.4.1 Radiative transfer calculations

Line flux maps of a protoplanetary model disc have been produced using lime

and in Section 4.2 methods for obtaining accurate images have been explored.

This involved making adjustments to the default sampling behaviour of lime,

comparing LTE treatment to non-LTE treatment, and determining the frequen-

cies that reliably reflect the disc composition. The main results from this section

are:

• A custom sampling routine affords the most convergent line flux images for

the gravitationally unstable disc model. This custom routine combines rectilinear

sampling of the disc with the restriction of grid points at τ > 3. Therefore,

specialised grid construction can improve the accuracy of molecular line images

produced with lime.

• A convergence test should be used to find the number of grid points neces-

sary to produce an accurate line flux image. This is model dependent but for the

young, gravitationally unstable disc model used in this chapter, a minimum of 1

× 106 points should be used. Note, however, that more grid points are always

preferable if the computational cost can be afforded. Incidentally, this number of

points is larger than is necessary in the continuum due to the increased complexity

of radiative transfer calculations when considering line flux.

• Performing radiative transfer calculations for line fluxes can be extremely

computationally expensive due to the coupled nature of the intensity, absorption

and emission coefficients, and the level populations. A significant speed-up can

be made if LTE is adopted, but the validity of this approximation should be

checked by comparing the number density of the emitting regions to the critical

188



4.4 Conclusions

density (or effective excitation density). One can also compare the LTE run to

a full non-LTE run in order to ensure the results are not significantly divergent;

LTE is an accurate approximation for the disc model used in this work because

non-LTE and LTE runs are found to be congruent.

• The frequency of a spectral feature can significantly affect the location of

the observable emitting regions. At large frequencies the optical depth is higher,

which means that less of the disc material is probed by observations. Conse-

quently, the observed flux will originate from nearer the surface of the disc and

hence closer to the critical density boundary, which degrades the applicability of

LTE. Therefore, observing embedded protoplanetary discs at low frequencies is

recommended.

• The resolution and extent of the abundances should be sufficient to en-

compass the emitting regions, as otherwise the reliability of line images can be

questioned. This could have implications for simulations that distribute fluid el-

ements by mass or density because the emitting regions can be located in low

density regions, particularly at large frequencies, and hence may not be well sam-

pled.

4.4.2 Synthetic observations

In Section 4.3 synthetic observations of the model disc were produced by convolv-

ing the lime images with a 2D Gaussian beam across a large parameter space

consisting of different molecular transitions, antenna configurations, spectral res-

olutions and disc inclinations. The observations were assumed to be perfect,

i.e. no noise present, in order to determine the sensitivity that is required for a

detection (as is typically requested by observation proposals). The model disc

represents a 0.17M� protoplanetary disc that surrounds a 0.8M� protostar likely
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to evolve into a Solar-like star. Hence, this work may be indicative of observa-

tions of an object similar to our early Solar System. The main results from this

section are as follows:

• All transitions considered in this chapter trace spirals to an extent when

observed at the highest angular resolution and no noise is present. However, re-

flection of spiral structure in integrated line intensity maps does not necessarily

correlate with the underlying distribution of the species. Therefore, it is im-

perative that radiative transfer calculations are performed when considering line

emission and absorption.

• The gravitational instability within the model disc drives spiral density

waves that shock-heat the disc material globally. As a result, because the disc is

assumed to be heavily embedded, it is comprised of cooler surface layers obscuring

a hot midplane. Consequently, the disc is seen primarily in absorption across

all transitions we consider. Therefore, absorption, which can be attributed to

infalling material, could also be a signature of GI in Class 0 sources.

• The fact that the gravitationally unstable disc is seen in absorption could

introduce complications for low angular resolution observations. This is because

emitting and absorbing regions for a particular transition could blend together,

reducing the overall flux that is detected. This could then affect further analysis

and lead to erroneous conclusions such as the presence of significant depletion.

• All the molecular transitions considered are substantially optically thick (τ

> 102) in our disc model, even at the lowest frequency implemented (113 GHz;

Band 3 of ALMA) and for the least abundant molecule (HCO+). Therefore, the

flux detected is only tracing the upper layers of the disc, which means that esti-

mates of column densities and disc masses derived from line emission or absorption

in young, embedded sources will most likely be significantly underestimated.
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• The sensitivity required to detect absorption originating in spirals increases

with frequency due to the increase in optical depth. The sensitivity also in-

creases with abundance, albeit in a non-linear manner determined by the ‘curve

of growth’. Therefore, higher frequency transitions of more abundant isotopo-

logues should afford easier absorption flux detections in young, embedded, grav-

itationally unstable discs. However, the increased optical depths mean that less

of the disc material is probed, which will incidentally lead to larger systematic

underestimates of column densities and disc masses.

• The sensitivity required for a spiral feature detection does not depend on

the spectral resolution used, assuming the spectral resolution is smaller than the

linewidth. The caveat to this is if the observed line spectrum is contaminated by

the envelope flux contribution, which occurs for most species considered in this

chapter when using large angular and spectral resolutions. Therefore, because

on-source observing time increases as channel spacing decreases, observing young

protoplanetary discs with a spectral resolution of 244–488 kHz is recommended.

• Spatially resolving the spiral structure in a GI-driven, protosolar-like disc

should be possible if dedicated observations are performed. For the model disc

used in this thesis, a minimum of 12 hr on-source time is required to enable a 4σ

detection of SO (76 → 65) at an angular resolution of 0.047 arcsec and a spectral

resolution of 977 kHz. If a larger angular resolution is used then the on-source

time for detection is reduced; an on-source time of 1 hr is required to detect H2CO

3→ 2 for an angular resolution of 1.505 arcsec at a spectral resolution of 244 kHz.

• Spectrally resolving the spiral structure in a GI-driven, protosolar-like disc

may be possible if intermediate beamsizes (e.g. 0.15 arcsec for 13CO 3→ 2) are

adopted; at lower angular resolutions the line spectra are altered too much by

convolution. If line spectra that are extracted from symmetric positions within
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the disc show different peak amplitudes then this implies that the disc contains

non-axisymmetric structure. However, it is not possible to reliably conclude from

this that the structure is GI-driven.

• Direct confirmation of GI-driven spiral structure is achievable via PV dia-

grams if intermediate beamsizes are adopted. This is because finger-like features

can be identified that directly correlate to spiral structure. However, this is only

possible for nearly edge-on inclinations, which means that this technique would

only work for a fraction of real protoplanetary discs. Nevertheless, with current

instruments PV diagrams probably offer the most promising means for confirm-

ing the presence of GI-driven spiral structure in young, embedded protoplanetary

discs.

• The protostellar mass can be obtained from PV diagrams if the rotation

profiles are sufficiently Keplerian. For the disc model used in this chapter, the

derived masses are only accurate for a small region of the parameter space. Obser-

vations with high angular and spectral resolutions are encouraged in order to best

avoid smearing effects of the PV diagram features. However, even in this case the

derived protostellar masses are very sensitive to the method used for fitting the

rotational profiles. Therefore, caution is advised when deriving the protostellar

mass from a GI-active disc that is likely to posses strong spiral features.

In this work the gas and dust temperatures are assumed to be equivalent

within the model disc. If this assumption is inaccurate and the dust temperature

is significantly lower than the gas temperature, then molecular line fluxes may be

seen in emission rather than absorption as has been documented. However, this

quandary essentially simplifies to whether the kinetic temperature is equivalent

to the excitation temperature, which is the condition for LTE. As I have shown

that LTE is appropriate for the model disc across the low energy transitions, the
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assumption of thermal balance should be valid (see also Yu et al., 2017, Appendix

A). If, on the other hand, higher energy transitions are observed, or the disc is

assumed to be less embedded, then the gas and dust temperatures may become

decoupled and require recalculating.

A simplistic envelope model has been implemented in the radiative transfer

calculations performed in this chapter. This has permitted the straightforward

isolation of the envelope contribution in most line spectra. However, several

molecular species have been observed to trace material flowing out from, and

accreting onto, discs, which could contaminate the recovered line spectra in more

complex manners. A method of combatting this is to use a high spectral resolution

so that the different kinematic components can be disentangled, but, as the on-

source observation time increases with spectral resolution, a compromise will

most likely have to be made. An alternative method is to focus on species that

do not typically trace envelope accretion or outflows, such as C17O and OCS.

In terms of the effects on chemistry, accretion from the envelope can alter the

disc composition, and hence synthesised line observations, but observations have

indicated that variations are likely to only be significant near the centrifugal

barrier (e.g. Sakai et al., 2014; Sakai et al., 2017). Moreover, outflows are known

to harbour distinct chemical signatures, but their effects on the disc and envelope

are likely to be insignificant. Indeed, Drozdovskaya et al. (2015) have shown

that wide cavities are needed to directly irradiate the envelope and affect the

composition. Therefore, the omission of outflows and envelope accretion should

be appropriate for the gravitationally unstable disc model used in this thesis.
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Chapter 5

Conclusions

5.1 Summary

This thesis contains work addressing the behaviour of discs surrounding young

protostars. The topics discussed are the modelling of the dynamical and chemical

evolution and the synthesis of continuum and line observations. The following

sections present the most important findings of this thesis.

5.2 A simulation of dynamics and chemistry

Numerous simulations have shown that close to the formation epoch, a proto-

planetary disc can have a mass comparable to that of the central protostar. As

a result, the GI can develop and drive global spiral shocks throughout the disc,

which leads to increases in temperature and density within shocked disc material.

Most chemical simulations of protoplanetary discs to date have used the α pre-

scription to describe the kinematic viscosity, but this is only strictly appropriate

for local mass transport. Therefore, in Chapter 2 the chemical evolution of a 3D

hydrodynamically simulated gravitationally unstable disc was investigated. The

model disc in question has a mass of 0.17 M� and surrounds a 0.8 M� protostar.

The system is representative of a Class 0 object and, moreover, its physical and

195



5. CONCLUSIONS

chemical evolution may be indicative of our early Solar System.

The chemical evolution of the model disc was considered to have no effect

on the dynamics and was followed with a gas-grain chemical network code. It

was found that the GI-driven shocks heat the disc material, which enhances the

rates of desorption and the rates of some endothermic reactions for many species.

Consequently, the gas-phase abundances of most species considered were found

to be substantially increased in the spiral arms. Moreover, as the GI-driven

spiral arms transport mass globally, and due to the high extinction assumed, the

disc was found to have a chemically-rich midplane surrounded by cool surface

layers. This is in stark contrast to the structure of a more evolved, axisymmetric

disc, where photon-heated layers lie above a cold ‘gas-phase desert’ midplane.

It was also found that the persistent shock heating caused permanent changes

in the abundances of some species. In the inner disc the rapid succession of

shocks quickly raises the temperature beyond the desorption energies of all neutral

species, which leads to higher gas-phase abundances than would be expected in

a more quiescent disc. In the outer disc, the effect of periodic shock heating was

found to have significant effects on numerous species, such as the increases in

the abundances of NH3, HNO and CN by factors of > 103. Consequently, CN in

particular was found to be a strong tracer of spiral structure in the model disc.

Essentially, the gravitational instability was found to induce significant tran-

sient and permanent changes in the chemical composition of a young protoplan-

etary disc model. An implication of this result is that observations of embedded

discs could be used to characterise disc dynamics, even if the structure cannot

be resolved spatially or spectrally. For example, a detection of CN in the outer

regions of a disc is indicative of high temperatures, which could be produced

by GI-driven shocks. Moreover, as the volatility of most COMs is comparable

to water ice, shock heating in a GI-active disc may be preserved in the dust
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grain ice mantle composition. For example, CH3OH forms on dust grain surfaces

in molecular clouds via sequential hydrogenation of CO; hence methanol ice is

bound to CO. However, in the shock-heating regions of a gravitationally unstable

disc, methanol ice will be desorbed and then, due to its relatively high desorption

temperature, re-adsorb and be bound to H2O ice rather than CO ice.

Simulations of more evolved protoplanetary discs should perhaps account for

the GI phase of evolution when setting initial abundances, especially when con-

sidering more complex ices. Ideally, simulations should utilise a self-consistent

treatment of molecular core collapse, followed by GI-active evolution (if the disc-

to-star mass ratio is large enough) and then a later phase of more quiescent

evolution, during which an axisymmetric α-disc prescription becomes appropri-

ate.

5.3 Continuum observations and mass estimates

The recent advancements in observational technologies have led to the detection

of non-axisymmetric structure in young protoplanetary discs. However, due to the

inherent challenges of observing Class 0 sources, confirmation of GI has remained

elusive. Therefore, synthetic continuum observations of gravitationally unstable

discs have been used in order to assess the detectability of GI-driven spirals.

Chapter 3 builds upon the available repository of results through the use of a

model disc that may be analogous to our early Solar System.

In order to produce continuum images, lime was used to solve the radiative

transfer equation. A substantial number of points (> 2 × 105) was found neces-

sary to ensure that accurate continuum images of the model disc were produced.

The accuracy of resultant images was found to be significantly affected by the

weighting and sampling routines employed. In particular, restricting grid points

to regions where τ < 3 improved the reliability of the images because more points
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were positioned in non-negligibly-emitting regions. Therefore, model-tailored grid

construction was found to be important when producing lime images.

Synthetic observations of the lime images were produced with casa across

a large parameter space consisting of different frequencies, disc inclinations and

dust opacities. It was found that an on-source time of 1 hr during Cycle 5 of

ALMA should be sufficient to readily detect the GI-driven spiral structure in

0–60◦ inclined discs at 90–300 GHz. The optimal frequency for observing young,

embedded protoplanetary discs was found to be 230 GHz because this frequency

affords the best compromise between angular resolution and sensitivity. More-

over, lower frequencies were found preferable because the disc is substantially

optically thick at frequencies beyond 90 GHz. Observations synthesised with a

fully extended, maximally operational ALMA antenna configuration were found

to be largely congruent with the Cycle 5 observations, implying that the results

found will remain relevant throughout the operational lifetime of ALMA.

Continuum observations of protoplanetary discs are routinely used to esti-

mate the masses based on the detected fluxes. However, this method proved to

be inherently flawed for gravitationally unstable discs for two primary reasons.

Firstly, collapsing the 3D distributions of dust temperature and dust opacity into

1D values for the entire disc is misrepresentative, particularly due to the non-

axisymmetric structure. Secondly, the dust temperature and dust opacities in

young, embedded discs are largely unknown quantities, and moreover, the often-

assumed value of the dust temperature (20 K) was found to be inaccurate for the

model disc. When what are believed to be appropriate values of the dust temper-

ature and dust opacity are adopted, the mass was found to be underestimated by

a factor of 2.5–30 in a face-on disc, depending on frequency; this underestimate

worsens as the disc inclination is increased. Therefore, GI could be active in

discs previously not thought to be massive enough to be gravitationally unstable,
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which could have significant implications for the understanding of protoplanetary

disc formation and early evolution mechanisms.

5.4 Line absorption and protostellar mass esti-

mates

Numerous molecules have been detected in protoplanetary discs, and, recently,

detections of simple molecules have been made in Class 0/I sources. However,

due to the difficulties inherent in observing the youngest protostellar systems, the

angular resolutions are much larger than the expected width of GI-driven spirals

(≈ 5 au). Therefore, synthetic line images of a protosolar-like gravitationally un-

stable disc have been produced in order to determine if instruments like ALMA

can sufficiently resolve the non-axisymmetric disc structure.

lime was used to perform the radiative transfer calculations. In order to

produce congruent images, a model-specific sampling routine was found to be

necessary. This sampling algorithm entailed: at least 1 × 106 grid points; an

abundance density weighting scheme; rectilinear sampling within the disc and

radially logarithmic sampling within the envelope; and grid points being restricted

to regions where τ < 3. Therefore, as with continuum images, the construction

of a model-tailored grid was found to be important for efficiency and accuracy,

although the importance is emphasised in this case due to the relative complexity

of line transfer. Care should also be taken in the choice of the frequency for line

images because, due to the increase in optical depth with frequency, and hence

more obscuration of disc material, observations at lower frequencies are preferred.

The radiative transfer calculations were performed under the assumption of LTE,

which was found to be valid for the adopted model disc because of the high number

densities when compared to the critical densities, and because LTE runs were

found to be consistent with full non-LTE runs. However, it is worth emphasising
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that this assumption should be checked and validated for all instances of line

radiative transfer calculations.

Synthetic observations were produced, without noise, with a python script

that convolved the lime images with a 2D Gaussian beam via a fast Fourier

transform algorithm. A large parameter space was used that consisted of differ-

ent molecular transitions (and thereby frequencies), angular resolutions (antenna

configurations), disc inclinations and spectral resolutions. It was found that the

spiral structure is traced to an extent for all transitions considered, although the

integrated intensity maps do not necessarily coincide with the underlying distri-

bution of the species. Hence, a correct treatment of radiative transfer must be

performed when line fluxes are considered. For all molecular transitions, the disc

is seen in absorption, and this is because of the substantial viscous heating (when

compared to the irradiation heating) in the gravitationally unstable disc model.

Therefore, absorption, which can be attributed to infall, could also be a signature

of GI in a young, embedded protoplanetary disc.

Spatially resolving the spiral structure in a protosolar-like gravitationally un-

stable disc was found to be possible if a dedicated observation is performed. For

the model disc, a minimum of 12 hr on-source time was found to be sufficient

to allow a 4σ detection of flux originating in spiral features, at an angular res-

olution comparable to the width of the spiral features (≈ 7 au). Decreasing the

angular resolution was found to reduce the on-source time required, but at the

cost of discerning spiral structure. Spectrally resolving the spiral structure was

found to be less challenging, as non-axisymmetric structure can be identified in

line spectra of intermediate angular resolution (in terms of ALMA capabilities)

observations, although concluding the presence of GI from asymmetric line spec-

tra is questionable. It was found, however, that PV diagrams can directly prove

the existence of spiral structure in intermediate angular resolution observations,
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if the disc is nearly edge-on. Therefore, with current technologies, unambiguous

line flux detection of spiral structure in a Class 0 source should be achievable.

PV diagrams can also be used to estimate the protostellar mass by fitting

Keplerian curves to the rotational profiles. Observations with high angular and

spectral resolutions were found to produce more reliable protostellar mass esti-

mates because of the smearing effect of PV diagram features at poorer resolutions.

Higher frequency observations were generally also found to be preferable due to

the narrower velocity widths, and hence higher resolutions of the velocity axis in

the PV diagrams. Overall, deriving the protostellar mass from PV diagrams was

found to be unreliable even for optimal observations because the method used

to fit the rotational profiles introduces a large source of uncertainty. Moreover,

as the mass of a self-gravitating disc is appreciable to the protostellar mass, the

inclusion of a necessary disc-to-star mass ratio in the Keplerian fitting introduces

an additional source of uncertainty. Therefore, caution is certainly advised when

estimating the protostellar mass from observations of gravitationally unstable

discs, especially those that may possess particularly distinct spiral features.

5.5 Future work

Recent advancements in observational instrumentation have allowed structures

within protoplanetary discs to be spatially resolved for the first time. Most of

these observations have been of more evolved discs (see e.g. Casassus, 2016), but

as the capabilities of ALMA are continually improving, detections of structure

in younger, more embedded discs are surfacing (e.g. Pérez et al., 2016; Tobin

et al., 2016). More than ever, simulations of protoplanetary discs are crucial

for facilitating accurate interpretations of the observed features, which will guide

our understanding of disc formation and evolution mechanisms, including the

connection to planet formation processes. The complexity of these simulations
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Figure 5.1: Illustration of some of the main processes that must be accounted for
in order to accurately model a protoplanetary disc. The type of modelling re-
quired is indicated in parentheses and consists of hydrodynamics (HD), magneto-
hydrodynamics (MHD), radiation-hydrodynamics (RHD), dust dynamics (DD),
radiative transfer (RT) and chemistry (CHEM). Adapted from Haworth et al.
(2016).

has increased in recent years, but there is still considerable room for improvement.

Modelling protoplanetary discs accurately is extremely challenging because

discs span conditions ranging from cold, dense and molecular, through to hot,

tenuous and ionised. Moreover, as Figure 5.1 illustrates, simulations must treat

dynamic, magnetic, radiative and chemical processes, most of which are inter-

linked. For example, the magnetic field is governed by the ion density, which

in turn depends on the radiation field through the processes of photoionsiation,

photodissociation of molecules and line and continuum cooling. Another exam-

ple of linked processes occurs if the gas is turbulent (due to mechanisms like GI)

and the dust is coupled to the gas, because in this case turbulent motion can

be transferred to the dust grains, thereby affecting grain growth and fragmenta-

tion. Finally, the radiation and magnetic fields affect the gravitational instability

(and fragmentation) within discs, which, as I have shown in this thesis, govern
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the chemical composition of the disc. The ultimate end goal, then, is to be able

to model these interlinked processes simultaneously. Currently, and in the near

future, however, this is not possible as the computational costs are too high.

Moreover, a simulation that accurately represents real objects should be achiev-

able without a complete modelling of the entire set of dynamics. Therefore, it is

prudent to identify key areas that can be addressed in the coming years, which I

present here in relation to the work in this thesis.

The 3D radiative hydrodynamic simulation used in this thesis combines flux-

limited diffusion (FLD) radially, where the radiative transfer equation is approxi-

mated by a diffusion equation, with ray-tracing vertically. However, FLD does not

capture the long-range effects of radiative transfer (and also shadowing effects)

within discs, and typically is based on the assumption that opacity is frequency

independent. Therefore, significant improvements could be made by including

multi-frequency rays to account for radiation transport in all directions. A Monte

Carlo approach, as used in Chapters 3 and 4, could be used for this, although

the computational cost is high. Incidentally this is the primary reason most

Monte Carlo codes use simplistic models or snapshots of dynamical models when

producing synthetic observations.

Over the lifetime of a protoplanetary disc, dust grains grow from ISM sizes

to planetary body sizes, although the exact mechanisms are still not fully under-

stood. The simulation in this thesis does not treat large dust grains, but this

is appropriate because the Stokes number ≤ 1 except at the edges of the model

disc (see Figure 3.1). However, there is observational evidence to suggest that

grain growth may occur as early as the Class 0 stage (e.g. Chiang et al., 2012; Liu

et al., 2016). In this case, larger dust grains become decoupled from the gas. For

solid particles less than ≈ 100 m in size, the dominant interaction between dust

and gas is via mutual drag force, which reduces the relative velocity between
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the particles and the gas. This reduction is characterised by a stopping time.

Hence, in order to avoid numerical instability, the simulation timestep must be

shorter than the stopping time. A smaller particle size or higher concentration

of particles reduces the stopping time, so the issue of numerical instability can

become problematic in protoplanetary discs. It can be circumvented using a fluid

approach, where the dust grains are treated as part of a ‘mixture’, because the

stiff terms in the drag force can be operator-split, leading to a system of ODEs

without any spatial coupling that can be integrated relatively straightforwardly.

A ‘hybrid’ approach, in which the dust grains are treated as solid Lagrangian

particles, can also be used for modelling a particle-gas system. The issue here,

though, is that the inclusion of particles can make the system of equations globally

coupled, in a similar fashion to a diffusion equation. Unlike diffusion equations,

however, the numerical techniques for efficiently treating the global propagation

of information don’t currently exist for simulations that treat Lagrangian dust

with Eulerian gas. Therefore, operator splitting the drag force on the gas is cur-

rently neglected, which means that the stopping time remains problematic for

strong concentrations of solids. Nevertheless, the ‘hybrid’ approach does allow a

much more accurate sampling of the particle velocity distribution than the fluid

approximation, which therefore allows a more accurate treatment of dust grain

collisions. As a result, the ‘hybrid’ model should be preferentially adopted for

simulations of segregated dust dynamics, alongside studies dedicated to improv-

ing the reliability of the numerical methods implemented.

The hydrodynamic simulation featured in this thesis does not include a mag-

netic field. However, magnetic fields are known to thread at least an appreciable

fraction of observed discs. Therefore, a significant number of MHD simulations

have been performed in order to investigate the formation of magnetic protoplan-

etary discs, and have provided evidence that non-ideal MHD effects are necessary
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to circumvent the magnetic braking catastrophe (see Tsukamoto, 2016, for a re-

view). This has led to the general picture of a ‘dead zone’ in the shielded interiors

of discs, where non-ideal effects suppress the MRI, surrounded by turbulent sur-

face layers driven by the MRI. However, recent simulations are challenging this

consensus (e.g. Gressel et al., 2015) and so how these non-ideal effects interact

with each other and with magnetorotational instabilities is not currently fully un-

derstood. Moreover, in relation to this thesis, how MRI turbulence interacts with

GI turbulence is particularly unexplored. ‘Gravito-magneto’ studies of accretion

outbursts in discs have been performed, where material piles up in a magnetically

decoupled ‘dead zone’ until GI is initiated, followed by the development of MRI

and subsequent accretion of excess mass. However, the contribution of GIs and

MRIs to more prolonged phases of disc evolution, and how their relative impor-

tance changes with time, is still unclear. Very recently, Riols & Latter (2018)

performed 3D shearing-box simulations of gravito-turbulent accretion discs with

magnetic fields and found that GIs can either suppress MRIs or amplify magnetic

fields via spiral wave dynamos. This could imply that GI develops an accompa-

nying magnetic field, which then enables material to accrete in ‘dead zones’ via

magnetic torques driven by GI rather than MRI, thereby leading to less violent

outburst phases. However, it should be noted that this is a preliminary study

that lacks an accurate vertical structure and realistic treatment of processes such

as cooling. Therefore, more work is certainly required in order to establish the

importance of GIs and MRIs throughout the formation and evolution of young

protoplanetary discs.

The chemical network used in this thesis, whilst simplistic, should be ap-

propriate for the results presented because the abundances of simple molecules

are found to be consistent with those calculated with a more complex network

(Quénard et al., in prep). Hence, reduced chemical networks, which are usually
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more efficient to run, are of merit for investigations of simple molecular chem-

istry. Recently, there have been recent detections of CH3CN and CH3OH in more

evolved discs (Öberg et al., 2015; Walsh et al., 2016), which suggest that com-

plex organic molecules could also be present in young discs if these molecules

are inherited from earlier epochs of disc evolution. Moreover, the recent detec-

tions of glycolaldehyde and other related molecules in the hot inner envelope of

a Class 0 object (Jørgensen et al., 2016) imply that COMs could be present in

discs with temperatures exceeding 100 K, such as can occur within a gravitation-

ally unstable disc. Therefore, the inclusion of COMs in a chemical network is

most likely required in order to accurately treat GI-active disc composition. This

also requires a sophisticated treatment of grain-surface chemistry because Walsh

et al. (2014) find that grain-surface reactions lead to the efficient formation of

COMs. However, as Walsh et al. (2014) use an α prescription to model a 106 yr

old protoplanetary disc, which possesses the typical cold midplane and warm

surface layers structure, a similar chemical modelling is necessary for a gravita-

tionally unstable disc in order to isolate the effects of the GI on COM formation

and evolution. Moreover, such modelling is necessary in order to identify the

complex molecules best suited for observations of GI-active discs, especially as

COMs are weak emitters due to their complex rotational structures. In partic-

ular, GI-driven shocks may increase the gas-phase abundances of certain COMs

due to the enhanced thermal desorption and generation of grain-surface radicals

(which are then available for further molecular synthesis). Indeed, an exploration

of a protoplanetary disc from the molecular core phase through to the instability

phase should offer an insight into the production of species important for prebiotic

chemistry, such as amino acids, thereby shedding light on the origin of chemical

complexity in planetary systems.

Whilst the chemical modelling of Class 0 discs is relatively understudied, sev-

206



5.5 Future work

eral authors have used MHD simulations to investigate the evolution of the disc

composition (e.g. Hincelin et al., 2013, 2016; Yu et al., 2016). To date, though, a

3D, global simulation where all of the key dynamics described above have been ac-

counted for has yet to be performed. Therefore, the focus of future chemical simu-

lations of young protoplanetary discs should be directed towards uniting these im-

portant dynamics into a sophisticated 3D radiation-magnetohydrodyamics code,

which is then post-processed with an extended chemical network. A coupling of

disc dynamics and complex chemistry would provide the most accurate treatment

of disc evolution, but would be extremely computationally expensive. In reality, a

simplistic in-situ chemical network should be sufficient because chemical effects on

the disc dynamics are only likely to be significant for a few species and processes,

such as CO ro-vibrational cooling and gas heating by PAHs. Grain-charging

should also be included in this simplistic network so that the time-dependent

ionisation structure, which is crucial for correctly modelling the magnetic field

structure, can be determined accurately. In relation to this, outflows and jets

should also be incorporated because jets and winds driven by magnetic fields

can feed back into the disc, thereby altering the ionisation structure. A ‘hybrid’

particle-gas model should be adopted so that segregated dust dynamics can be

modelled appropriately. The actual growth of dust grains can be justifiably omit-

ted for short-term simulations, like the one used in this thesis, because the typical

growth timescale (> 104 yr) is longer than the dynamic timescale. However, sim-

ulations of longer durations should include grain growth in order to accurately

model dust traps, and the potential formation of planets within them.

Ideally, the dynamical criteria introduced above should be implemented grad-

ually so that the importance of processes such as MRI, GI, grain collisions and

ionisation can be separated and constrained. Once the hydrodynamic calcula-

tions have been performed, the physical evolution of the disc should be processed
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by the extended chemical network, which should contain COMs and grain-surface

reactions. This would allow radiative transfer calculations to be performed, likely

under the assumption of LTE, which would allow synthetic observations to be pro-

duced that accurately reflect the underlying non-axisymmetric disc structure in

the continuum and a variety of simple and complex molecular line species. These

synthetic observations could then be compared to real observations of Class 0

sources in order to constrain future observational targets and enhance our under-

standing of the earliest phases of protoplanetary disc evolution.

5.6 Final remarks

Understanding the chemical evolution of protoplanetary discs around low mass

stars is pivotal as it will shape the knowledge of planet formation and the produc-

tion of pre-biotic molecules that are direct descendants of life. Most observations

and simulations to date do not probe the earliest stages of disc evolution, and

hence there is a scarcity of information concerning the youngest, most embedded

discs- especially in terms of the chemistry. Therefore, in this thesis a simulation of

a gravitationally unstable disc within a Class 0 system, which may be analogous

to our early Solar System, has been investigated.

In this thesis I have shown that GI-driven shocks have a transient and perma-

nent effect on disc structure and disc chemistry. The spiral features can be readily

detected by ALMA in the continuum, although these dust features are ambigu-

ous; hence the conclusion of GI as the driving mechanism is dubious. However, if

continuum observations can be corroborated with line images that reveal similar

non-axisymmetric structure, then this implies that both the dust temperatures

and molecular abundances are locally enhanced. In this case, a much stronger ar-

gument can be made for the existence of global-scale turbulence, possibly driven

by GI. In the near future, the continual advancement in angular resolution and
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sensitivity of submillimetre interferometers such as ALMA, and the introduction

of new near/mid-infrared instrumentation such as MIRI (Mid-InfraRed Instru-

ment) on JWST (James Webb Space Telescope, to be launched in 2019) and the

proposed European Extremely Large Telescope (E-ELT, first light planned for

2024), and new radio instrumentation like the proposed SKA (Square Kilometer

Array, phase one operations scheduled for 2020) will increase the likelihood of

unequivocally confirming the presence of gravitational instabilities in young and

embedded protoplanetary discs.
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Appendix A

Disc spiral evolution

Figure A.1 shows column density maps at different snapshots in time that illus-

trate how the disc evolves during the simulation. Low-order spiral waves, which

are present in the model disc because of the initialisation conditions, drive spiral

shocks and an increase in mass flux throughout the disc. The amplitude of the

non-linear GI dampens due to the shock-heating and work done by gravity so

that, by the end of the simulation, the disc is in a thermally self-regulating state.
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Figure A.1: Nuclei column density maps at different snapshots that illustrate
how the spiral structure develops during the disc evolution.
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Integrated line intensity maps
and line spectra

Figures B.1–B.11 show integrated intensity maps at an inclination of 45◦ for

the molecular transitions used in Chapter 4 (except 13CO which is shown in

Figure 4.25), across different angular resolutions. The line spectra extracted at

symmetric pixel positions within the disc are plotted alongside, for a spectral

resolution of 244 kHz. The line spectra for higher spectral resolutions are nearly

indistinguishable for all transitions and hence are not shown here. For lower

spectral resolutions the lineshape is significantly simplified because the velocity

width approaches that of the linewidth. However, the overall structure of the line

spectra is maintained. The integrated intensity maps and line spectra for all disc

inclinations and spectral resolutions can be found at https://goo.gl/AVkHRj.

At high angular resolutions the peak amplitudes of the line spectra are dif-

ferent for equidistant blue-shifted and red-shifted positions within the disc. This

phenomenon, which is evident for all molecular transitions considered, indicates

that the disc contains non-axisymmetric structure. As the angular resolution

is reduced, the ability to distinguish the actual structure of the disc worsens.

Therefore, in order to achieve a compromise between flux and spectral accu-

racy, intermediate beamsizes (in terms of the beamsizes available for ALMA) are
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B. INTEGRATED LINE INTENSITY MAPS AND LINE
SPECTRA

Figure B.1: Integrated intensity maps of C17O 3→ 2 for different antenna con-
figurations (top panels). The integration is performed from -12 to -1 kms−1 and
1 to 12 kms−1, in order to avoid the envelope contribution. Overlayed on the
integrated intensity maps are crosses denoting the positions of molecular spectra
extraction. These extracted molecular spectra are displayed below the intensity
maps for a spectral resolution of 244 kHz, normalised against the non-envelope
flux minima and maxima. The grey regions in the spectra plots denote 4σ for a
12 hr on-source observation, as calculated with the ALMA Sensitivity Calculator.

required. Note, however, that this spectral analysis can not distinguish spiral

structure specifically, and therefore can not be used to justify the GI directly.
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Figure B.2: Same as Figure B.1 but for C18O 3→ 2.

Figure B.3: Same as Figure B.1 but for HCO+ 3→ 2.
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B. INTEGRATED LINE INTENSITY MAPS AND LINE
SPECTRA

Figure B.4: Same as Figure B.1 but for H2CO 30,3 → 20,2.

Figure B.5: Same as Figure B.1 but for H2CO 102,8 → 110,11.
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Figure B.6: Same as Figure B.1 but for CN 35/2 →23/2.

Figure B.7: Same as Figure B.1 but for CN 23/2 →11/2.
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B. INTEGRATED LINE INTENSITY MAPS AND LINE
SPECTRA

Figure B.8: Same as Figure B.1 but for CN 13/2 →01/2.

Figure B.9: Same as Figure B.1 but for SO 67 → 56.
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Figure B.10: Same as Figure B.1 but for SO 55 → 44.

Figure B.11: Same as Figure B.1 but for SO 21 → 12.
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Position-velocity diagrams

Figures C.1–C.11 show the position-velocity diagrams for the molecular transi-

tions used in Chapter 4 (except 13CO which is shown in Figure 4.26), across

different disc inclinations and angular resolutions, for a spectral resolution of

244 kHz. For higher spectral resolutions, the differences in the PV diagrams are

largely indistinguishable at velocities larger than 1 kms−1. When lower spectral

resolutions are used the velocity structure within the PV diagram remains con-

sistent for all but the lowest frequencies (i.e. CN 13/2 → 01/2). Therefore PV

diagrams are not presented here for other spectral resolutions but they can be

found at https://goo.gl/AVkHRj.

At intermediate to high angular resolutions, and nearly edge-on inclinations,

all molecular transitions show absorption features that extend from large positive

and negative velocities towards the center of the PV diagram. This is indicative

of non-Keplerian rotation, which, due to the asymmetric nature of some PV

diagrams, may suggest the presence of spirals. Moreover, the PV diagrams of

certain molecules, such as CO isotopologues and HCO+, possess distinct finger-

like structure, which has been used as a direct indicator of spirals in galaxies.

Therefore, PV diagrams produced from observations of nearly edge-on young,

embedded discs could be used to infer the presence of GI-driven spirals.
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C. POSITION-VELOCITY DIAGRAMS

Figure C.1: Position-velocity diagram for C17O 3→ 2 across different disc incli-
nations and antenna configurations, for a spectral resolution of 244 kHz. The top
right panel indicates the position and velocity ranges of the observed disc model,
which are constant across all panels.

Figure C.2: Same as Figure C.1 but for C18O 3→ 2.
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Figure C.3: Same as Figure C.1 but for H2CO 30,3 → 20,2.

Figure C.4: Same as Figure C.1 but for H2CO 32,8 → 20,11.
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C. POSITION-VELOCITY DIAGRAMS

Figure C.5: Same as Figure C.1 but for HCO+ 3→ 2.

Figure C.6: Same as Figure C.1 but for CN 35/2 → 23/2.
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Figure C.7: Same as Figure C.1 but for CN 23/2 → 11/2.

Figure C.8: Same as Figure C.1 but for CN 13/2 → 01/2.
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Figure C.9: Same as Figure C.1 but for SO 67 → 56.

Figure C.10: Same as Figure C.1 but for SO 55 → 44.
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Figure C.11: Same as Figure C.1 but for SO 21 → 12.
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Protostellar mass estimates

Figures D.1–D.10 show the protostellar masses derived from Keplerian curves

fitted to position-velocity diagrams (see Figure 4.26 and Appendix C), across

the entire parameter space used in Chapter 4 (except for a spectral resolution of

244 kHz which is shown in Figures 4.30 and 4.31). The results for two different

fitting methods are shown for each spectral resolution: in the first method (‘max-

imum’) the maximum flux at each x-position is found; and in the second method

(‘upper-edge’) the location where the 4σ flux is first exceeded along the y-axis at

each x-position is found.

At higher spectral resolutions than 244 kHz the mass estimates are relatively

unchanged, especially when the mass is derived using the ‘upper-edge’ method.

For some transitions, such as H2CO 32,8 → 20,11 and SO 55 → 44, less of the

parameter space is successfully fitted as the spectral resolution is increased. How-

ever, this occurs for large beamsizes where the fit isn’t particularly reliable due

to the smearing of the PV diagram structure. At the smallest beamsizes the

protostellar mass estimates are generally consistent across spectral resolutions

regardless of the fitting method used, because the features of the PV diagram,

such as the finger-like structures in nearly edge-on discs, are generally maintained.

The main exception to this is for the lower frequency transitions of CN, where
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significantly lower protostellar mass fractions are recovered as the spectral resolu-

tion is reduced. This is primarily due to the velocity width being larger at lower

frequencies; hence the velocity axis of the PV diagram has a lower resolution.

Moreover, the flux originating from spiral regions for CN 13/2 → 01/2 is particu-

larly low (see Figure 4.19). As a result, the Keplerian fit becomes less reliable in

this region of the parameter space.

230



Figure D.1: Fraction of actual protostellar mass derived by fitting Keplerian
curves to the PV diagrams of various molecular transitions, across different disc
inclinations and angular resolutions, for a spectral resolution of 31 kHz. In the
‘maximum’ method used here to fit the Keplerian curves, the maximum flux at
each x-position is found. The contours denote fractions of 1.0 (smallest-dashes
line), 2.0 and 10.0 (solid line).
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Figure D.2: Same as Figure D.1 but in the ‘upper-edge’ method used here to fit
the Keplerian curves, the location where the 4σ flux is first exceeded along the
y-axis at each x-position is found. The contours denote fractions of 1.0 (smallest-
dashes line), 2.0 and 10.0 (solid line).
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Figure D.3: Same as Figure D.1 but for a spectral resolution of 61 kHz.
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Figure D.4: Same as Figure D.2 but for a spectral resolution of 61 kHz.
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Figure D.5: Same as Figure D.1 but for a spectral resolution of 122 kHz.
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Figure D.6: Same as Figure D.2 but for a spectral resolution of 122 kHz.
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Figure D.7: Same as Figure D.1 but for a spectral resolution of 488 kHz.
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Figure D.8: Same as Figure D.2 but for a spectral resolution of 488 kHz.
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Figure D.9: Same as Figure D.1 but for a spectral resolution of 977 kHz.
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Figure D.10: Same as Figure D.2 but for a spectral resolution of 977 kHz.
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André, P., Ward-Thompson, D. & Barsony, M. (1993). Submillimeter

continuum observations of Rho Ophiuchi A - The candidate protostar VLA

1623 and prestellar clumps. ApJ , 406, 122. 6, 7
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