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Abstract

Classical novae are the most common astrophysical thermonuclear explosion and are
thought to contribute noticeably to the galactic chemical evolution. As one of the few
environments that can be modelled primarily from experimental nuclear data, observa-
tions of isotopic abundances would provide a direct test for current hydrodynamic codes.
Gamma rays are the only such radiation that can be observed to trace the nucleosynthesis
of isotopes directly. Fluorine-18 produced in the runaway is the strongest y-ray source
immediately after the outburst, although reaction rates must be constrained further to

predict its intensity and therefore detectability.

The 8F(p,a)'50 reaction remains the largest uncertainty in constraining these rates as
key nuclear state parameters in the compound nucleus, '?Ne, are still not known despite
considerable experimental effort. To resolve this, the most important levels close to the
proton threshold were populated using the charge exchange reaction 'YF(3He,t)!"Ne at
IPN, Orsay. A Split-pole spectrometer measured the tritons and identified the states of
interest, whilst a highly segmented silicon array detected alpha-particle and proton decays

from ”Ne over a large angular range and at a high angular resolution.

The resonance parameters, extracted from the experimental results, provide evidence for
a postulated broad state and produce a spin-parity result for the important —122 keV
subthreshold state in direct contradiction to previous measurements of the nucleus. The
results, in addition to other recent studies, provided input parameters for a comprehen-
sive set of theoretical R-matrix calculations that have realistically modelled the remaining
uncertainty in the reaction rate. The newly proposed rate is discussed, along with impli-
cations for future studies of the destruction reaction, both direct and indirect, which are

necessary in providing an answer to the «-ray detectability of classical novae.
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Chapter 1

Astrophysical Background

1.1 Introduction

The elemental components that make up all forms of life are forged within the midst of
stars. Their very creation provides the sunlight used as the primary source of energy
by almost every known living organism. It is through life that the Universe comes to
understand itself, beginning with humanity’s fascination with the heavens. Their motions
have been studied for millennia by civilisations across the globe, and only within the last
century has the nature of stellar creation and evolution has been perceived. To truly
understand the physical processes of the Universe, it is necessary to observe it, not on the
astronomical scale but rather at the subatomic level, where atoms are decomposed into
their electron shell and nuclear core. It is this nucleus, comprised of protons and neutrons,

that defines the elements, and the forces between them that govern their transmutation.

Since their discovery in 1911 by Ernest Rutherford [1], nuclei and their radiations have
been used as probes for understanding the atoms themselves. Whilst the study of atomic
and nuclear structure is of great importance, it is the interaction between nuclei and their
energy generation through the synthesis of new elements, that is of interest to the field of
nuclear astrophysics [2, 3]. The study of nucleosynthesis begins with the measurement of
current isotopic abundances. Because of the influences the formation of our solar system
has had on the terrestrial abundance of elements, it is necessary to look further afield to

the galactic scale.

11



Chapter 1. Astrophysical Background 12

The majority of mass in the galaxy constitutes hydrogen and helium, known to have been
created in the first few minutes following the big bang'. The remaining naturally occurring
elements up to uranium (Z < 92) are formed through the fusion of lighter nuclei in hot,
dense stellar environments. There are a number of nuclear reaction processes that become
available depending on the conditions of the stellar environment. The Sun for example,
as with other stars of its nature, produces energy through the fusion of hydrogen into
helium, eventually burning the helium into carbon or oxygen, but will be incapable of

fusing heavier elements.

Heavier mass stars are able to create pressures in their core for the fusion of carbon, neon,
oxygen and silicon, synthesising elements up to and including iron. It is at this point
that studies of nuclear structure show how heavier elements cannot be synthesised in a
similar hydrostatic manner. The most fundamental property of a nucleus is its mass,
shown not to equal the product of its constituent particles. The mass deficit is known as
the nuclear binding energy and is the energy required to separate the constituent nucleons.
Measurements of the binding energy identify a peak at **Fe where synthesis of lower masses
nuclei emit energy from their fusion and higher mass nuclei consume energy. Energy
generation from nuclear fusion is the balancing force to the natural gravitational collapse

of a star, some of which escapes into the local system in the form of photon radiation.

Indeed, once the energy-generating fuel available to a massive star has been exhausted, it
can no longer support itself and the star dies, often with catastrophic consequences. It is
in the death of stars that heavier elements can be produced, known as explosive nucleosyn-
thesis. Large neutron fluxes produced in the most energetic explosions (supernovae) enable
their rapid capture by the heavy elements from the stellar core, synthesising neutron-rich
nuclei that decay into heavy mass elements up to uranium. The violent demise to massive
stars help to project the newly created elements into the interstellar medium, adding their
contribution to the abundances observed today. Additional thermonuclear reaction pro-
cesses are responsible for the production of specific nuclei, however, this requires a more

in-depth knowledge of their stellar environments and as such have not been discussed.

It is classical novae (another such explosive environment) that is the astrophysical site of
interest to this work, both in its contribution toward the galactic elemental abundance

and the astrophysical processes that occur in its progenitor.

!Big bang nucleosynthesis is also thought to have created "Li and "Be in much smaller quantities.
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1.2 Classical Novae

To a terrestrial observer, a classical nova is perceived as the transitory brightening of a
star over a period of a few days. The bursts of radiation, characterised by their light
curve (Fig. 1.1) and spectroscopic analysis [4], are considered to be the result of runaway
thermonuclear reactions caused by the accretion of matter onto the surface of a white

dwarf star.

1.2.1 Explosive Environment

Approximately half of all observed star systems in the galaxy exist as two (or more) stars'
orbiting around a common centre of mass [5]. Due to the high probability of asymmetric
forces driving the creation of star systems, binary stars usually differ in mass from one
another, causing each to evolve at a different rate. The heavier of the two stars will
generate higher temperatures from its increased density, consuming its available fuel at a
higher rate. The formation of a white dwarf star is dependent on the mass of its progenitor
star. During the last stages of nuclear burning, stars with <8 Mg shed their outer layers
through a series of thermal pulses, forming a planetary nebula and leaving behind its core

as the new white dwarf remnant.

T T T
Phases of the Light Curve
Early Time Rise
Steep Optical Rise
Flattening of Optical Light Curve
Dust Event
Power Law Decline

[=2)

2]
mOaQw>

Infrared Magnitude
S

Detected by Fermi

—
15

D E

-50 -30 -10 5 -3 3 5 10 30 50 100 300 500
Days Past 1* June 2012

Figure 1.1: Taken from ref. [6], infrared light curve over time of V1324 Sco detected in
2012. The characteristic rise and fall of its near visible radiation identifies
the event as a nova. The highlighted time period was during y-ray detection
by the FERMI gamma-ray telescope.

!Binary percentages are dependent on star type and are still frequently debated.
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The majority of white dwarfs consist of carbon and oxygen as a result of triple-a burning
in the core of its progenitor. Slightly higher mass stars, able to reach temperatures for the
fusion of carbon, produce white dwarf remnants composed of oxygen and neon. No longer
able to undergo fusion to support themselves from gravitational collapse, white dwarfs
condense until their electrons behave as a Fermi gas, occupying all available quantum
states below the Fermi energy and repulsing one another through the Pauli exclusion
principle. This degeneracy pressure is limited in mass (calculated by Chandrasekhar to
be 1.459 Mg [7, 8]) before the gravitational forces are too great and the star is collapsed

further to be held by the degeneracy pressure of neutrons, creating a neutron star.

The occurrence of novae in such a binary system is dependent on the proximity of the white
dwarf and its less evolved companion. Close to each star, surfaces of equal gravitational
potential are approximately spherical. Further from the stars, the potential becomes
ellipsoidal, stretched by the potential of its stellar companion. A critical equipotential,
known as the Roche lobe, forms the L; Lagrangian point defining the limit at which
orbiting material is gravitationally bound to that star. Fig. 1.2 shows a diagrammatic
depiction of the Roche lobe. Depending on their separation, it is possible for the less
evolved companion star to expand beyond the Roche lobe, displacing its atmospheric
gases of (primarily) hydrogen into the gravitational potential of the white dwarf through
Li. The matter does not fall directly onto the surface but is formed, at a typical rate of
1071 Mgyr~!, into an accretion disk. Friction converts the kinetic energy of the disk into
thermal energy causing the material to descend toward the degenerate surface of the white

dwarf.

The new hydrogen rich matter on the surface of the white dwarf is gradually compressed
and heated from subsequent accretion, causing the lower layers to become electron degen-
erate, matching the pressures of the white dwarf. Hydrogen begins to fuse into helium
via proton-proton (p-p) burning during the accretion phase, causing the temperature to
increase further. The Fermi-Dirac statistics that govern the behaviour of the degenerate
matter decouple the pressure of the Fermi gas from its temperature. The nova envelope
cannot expand from the fusion ignition to regulate its temperature thus causing a ther-
monuclear runaway at its base. At this point, temperatures reached in the envelope of
T = 0.05—-0.35 GK (E = kT = 0.05—0.36 MeV) are sufficient for hydrogen burning via
the hot(H)-CNO cycle using the carbon and oxygen isotopes dredged up from the white

dwarf to act as the initial catalysts. The runaway reactions last approximately 1000s until



Chapter 1. Astrophysical Background 15

Orbital Rotation
——

Main Sequence
Star

Rty White Dwarf

Accretion Disc

Figure 1.2: Diagram of a binary star system consisting of a white dwarf and a main-
sequence star. The stars are close enough for hydrogenic matter to pass
between them, falling onto the surface of the white dwarf.

the degeneracy of the material is lifted at the Fermi temperature and an explosion occurs,

ejecting approximately 10~°M, of material into the interstellar medium at 10° ms~! [9].

The nova explosion is not thought to destroy the white dwarf star beneath, allowing the
accretion of H from its companion to continue generating enough mass every 10* years for
further novae events [10]. Given the commonality of binary systems it is not surprising
that novae explosions occour at a high frequency in the galaxy, at a rate of 341'%3 yr—!
[11]. Whilst the ejected mass of a nova is small in comparison to more energetic supernova
events, their frequency could suggest a significant contribution to the galactic abundance
and evolution [12, 13]. Indeed, observations of novae spectra at optical, infrared and

ultraviolet wavelengths reveal an overabundance of particular elements in comparison to

our solar system abundances [14].

Hydrodynamic models show that the novae ejecta from carbon-oxygen white dwarfs are
dominated by C, N and O nuclei, whilst an additional enrichment of Ne, Na and Al is
estimated from heavier oxygen-neon white dwarfs [15]. The composition of ejected mass
from a nova explosion contains key information on the white dwarf beneath and allows

predictions of the accretion rate, temperature and timescale. Whilst chemical abundance
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measurements are available from the near optical wavelengths used for current observa-
tions, it is thought that isotopic abundances may be determined through the detection of
~-ray emission. Constraint on the production of key isotopes would assist models in their

simulation of nova explosions in both their nuclear and astrophysical inputs.

1.2.2 Nucleosynthesis

p-p Chain

Nuclear reactions in novae can synthesise nuclei up to mass A ~ 40 [14, 16]. The process
begins, as mentioned earlier, at low temperatures with the fusion of four protons (‘H)
into a “*He nucleus through proton-proton (p-p) reaction chains. Each conversion releases
26.7 MeV into the nova envelope, increasing its temperature. The three possible reaction
chains have been shown in Fig. 1.3. p-p I, IT and IIT dominate at <0.018, 0.018—0.025
and >0.025 GK respectively meaning that all three chains are expected to occur during
the accretion phase in novae. There are no stable nuclei of mass A = 5 or 8, preventing
the synthesis of heavier nuclei using the p-p chains alone. For the ignition to progress to
the runaway sequence required of a nova, heavier mass isotopes must already be present

in the system to act as catalysts to burn protons into “He at a faster rate.

T p-pl p-p 111
\ p(p,B*v)d p(p,BTv)d
d(p,y)*He d(p,y)’He
3He(*He,2p)'He  3He(a,y)"Be
"Be(p,7)*B
p-p 11 8B(5+v)®Be
p(p,ﬂ"_l/)d 8
Be(a)a
d(p,y)°He
3He —>4He 3He(a,y)"Be
T "Be(B7v)7Li
"Li(p,a)a

'H — 2H *H

Figure 1.3: Diagram of the p-p reaction chains that burn four p’s into a helium-4 nucleus.
p-p I is shown in blue, p-p II is shown in red and p-p III is shown in black.
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CNO Cycle

Carbon and oxygen are readily available from the surface of the white dwarf and are
dredged by mixing with the accreted matter to act as seeds for the carbon-nitrogen-
oxygen (CNO) burning cycle. The cycle is catalytic in nature owing to the fact that, for
the simplest CNO cycle shown in Fig. 1.4 as an example, the '2C is recovered in the final
reaction allowing the cycle to restart and the seed nuclei to remain in equilibrium. The
rate of the cycle is determined by the speed of the slowest reaction. For CNO cycles this
is usually limited by proton capture such as 14N(p,’}/)lSO below, where lower temperatures
mean protons have less energy and a lower probability of tunnelling through the Coulomb
barrier. Late in the accretion phase, hydrogen burning through p-p chains contribute less

and the CNO cycle begins to dominate.

150 180y CNO 1
P\ 120 (p,y) 18N
13N<ﬁ+l/)13c
13N 14N 15N 13C(p,’y)14N
150(5—&-”)151\]
IZC 130 15N(p,a)120

Figure 1.4: Diagram of the first CNO cycle that burns four p’s into a helium-4 nucleus.

Further increases in the envelope temperature provide more energy to the proton fuel
and the destruction of 3N, through proton capture, becomes more favourable than its
BT decay. This occurs at approximately T = 0.1 GK evolving the CNO cycle into the
H-CNO cycle (see Fig. 1.5). An important distinction between hot and ‘cold’ cycles are
their limiting reactions. As mentioned previously, the CNO cycle rate is limited by its
proton capture whilst the H-CNO cycles become 37 limited, creating a build-up of nuclei
waiting to decay via positron emission. Mediated by the weak force, the waiting points in
the H-CNO cycle also mean that the reaction rate becomes independent of temperature.
The three H-CNO cycles form a network where material can move between cycles at each
branching point allowing higher mass nuclei to be synthesised. For example '"F may either

decay via positron emission continuing the H-CNO II cycle, or proton capture, continuing
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the H-CNO III cycle. The primary energy generation for novae between T = 0.1—-0.35 GK

is provided by the three H-CNO cycles.

18Ne 19Ne

T\
A/T)iT

140 150 160 17

NN

13N 14N 15N

. —

12C 13C

H-CNO I

20(p) N

H-CNO II

150(5—0— )15N
15N( ,’7)160
150 (py) T
17F<6 )170
170(]9, )18F
18R (p,a)%0

H-CNO III

150(8+)15N
15N (p,y)160
160 (p,)\7F
TF(py) ¥ Ne
18Ne(B+v)8F
BF(p,a) 150

Figure 1.5: Diagram of the H-CNO cycles that burn four p’s into a helium-4 nucleus.
H-CNO I is shown in blue, H-CNO 1II is shown in red and H-CNO III is

shown in black.

Convection thought to occur within the nova envelope [16] transports the concentration

of ST nuclei to the outer surface and replaces its mass with unburnt hydrogenic matter.

The resulting nucleosynthesis is far from hydrostatic equilibrium and triggers an explosive

increase in pressure and the ejection of the envelope. Peak temperatures for CO novae have

been modelled to be lower than those of ONe novae, typically preventing the synthesis of

isotopes heavier than oxygen. The seed nuclei in the ONe white dwarfs, comprising mainly

of oxygen and neon, create a slower ignition time, but allow for more frequent breakout

from the H-CNO cycles and the subsequent rapid capture of protons (rp-process) [17]. The

reactions after breakout are not thought to contribute significantly to the energy of a nova

outburst but do allow the nucleosynthesis of isotopes between 20 < A < 40.

1.3 Nova ~v-ray Luminosity

There are two suspected sources of v rays from classical nova. The first is related to particle

acceleration from the shocks between the nova ejecta and the remaining accretion disk.

The shocks produce radiation at very high energies (~GeV) and it is this emission that was

detected by the Fermi satellite highlighted in Fig. 1.1. The second «-ray source, closer to
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MeV in energy, arises from the ejection of radioactive nuclei and allows the nucleosynthesis
during the novae event itself to be traced directly. Though yet to be detected with any
certainty, it is this radiation that would provide information on the astrophysical processes
that occur during the explosive burning. Gamma-ray observations would provide more
stringent tests of hydrodynamic models that simulate both the interaction of the envelope
with the white dwarf beneath [17] as well as the equations of state for the envelope itself.
With consistent monitoring, such detections may also provide the ability to observe novae

that would otherwise be invisible due to interstellar dust.
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Figure 1.6: Simulated 7-ray emission from CO (left) and ONe (right) novae taken from
ref. [18]. The peaks are caused by the decay of isotopes listed in Table 1.1
and the continuum is due to the Compton scattering of the emitted photons.
No « rays are expected below ~30 keV due to photoelectric absorbtion.

The very short lived 10 and '"F nuclei, produced in the H-CNO cycle, decay whilst
the envelope is still opaque to radiation with a lifetime of 7 = 102, 176 and 93 seconds
respectively. The decay from these isotopes help power the expansion of the envelope [9],
however, their early destruction also prevents their detection. Fig. 1.6 shows the ~-ray
flux expected to be visible from CO and ONe novae based on Monte-Carlo simulations [18].
The two novae are able to be distinguished by their production of “Be (478 keV) and #?Na
(1275 keV) respectively, however, the emission after the first few hours is thought to be
dominated by the 511 keV line, produced by the destruction of e~ - e™ pairs [19]. Positron
production arises primarily from the decay of >N and ®F. Because the lifetime of 13N (7

= 862 s) still places its peak emission prior to the envelopes radiation transparency, *F
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(7 = 158 min) is, therefore, the best candidate for y-ray observations of nucleosynthesis

within novae.

Isotope Lifetime ~-ray Emission Nova
"Be 77 days 478 keV CO

BN 862 s 511 keV & continuum  CO, ONe
110 102 s - CO, ONe
150 176 s - CO, ONe
I7p 93 s - CO, ONe
18F 158 min 511 keV & continuum  CO, ONe
22Na 3.75 yr 511, 1275 keV ONe

Table 1.1: List of the primary radioactive isotopes produced during a nova event and
their contribution to the expected y-ray spectrum.

Gamma rays are emitted well before the visual maximum of the nova, meaning wide
field of view instruments must already be monitoring the sky at the appropriate energy
range!. Such instruments included the Burst and Transient Source Experiment (BATSE)
aboard the Compton Gamma-Ray Observatory (CGRO) where a posteriori analysis, by
Hernanz et al. [20], found upper limits to 30 for the 511 keV emission from three nova.
Currently, the most promising search for novae 7-ray emissions is from the Swift multi-
wavelength space observatory launched in 2004 [21]. The satellite contains the Burst Alert
Telescope (BAT), capable of observing 2 sr of the sky at any time, and whilst no ~-ray
emissions were observed from the 24 novae events detected since its launch, none were
within its currently predicted detectable range of ~1 kPc. Also in current operation, the
INTErnational Gamma Ray Astrophysics Laboratory (INTEGRAL) is able to extend this
detectable range to 4-5 kPc, however, its much narrower field of view (0.2 sr) makes nova

detection far less likely [22].

1.3.1 '®F Abundance in Novae

The distance at which v rays can be detected by orbital observatories is dependent on a
number of properties detailing the evolution and expansion of the novae envelope. The
biggest uncertainty, however, is that of ®F abundance [18]. The radioisotope contributes
directly to the flux of both the 511 keV line (from e~ - e* annihilation) and the con-

tinuum (caused by the Compton scattering of the emitted v rays), providing a limit to

1Spectral resolution must also be high enough to distinguish the cosmic 511 keV line from the slightly
blue-shifted 511 keV line from novae.
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the nova detection range when using the detectors currently aboard orbiting satellites.
As shown in Fig. 1.5, the synthesis of 8F is a result of the "F(p,7)®Ne(81v)®F or
F(BTv)17O(p,7)'8F reactions in the H-CNO cycle. The rates of both the '"F(p,y) reac-
tion [23] and the "O(p,7y) reaction [24] have been measured to a high precision and their

uncertainties have been well constrained. Proton-induced reactions

° 18F(p,a)150
e BF(py)¥Ne

on the fabricated '®F, result in the destruction of the radioisotope, and it is these reactions
that require further study. At nova temperatures, the majority of '®F destruction occurs
from the (p,a) reaction whilst the (p,y) contributes a factor of 1000 less [25]. Current
destruction reaction rate calculations place the detectable range of novae between 0.5
and 5 kPc [21]. This order of magnitude uncertainty must be resolved through accurate
measurements of the ®F destruction rate in order to determine the feasibility of y-ray

detections of novae and to interpret the fluxes correctly if such an event were to be observed.

1.4 Current Status of '®F Destruction Rate

Both of the proton induced reactions, mentioned previously, proceed through the forma-
tion of unbound resonant states in the ’Ne compound nucleus before decaying via their
respective methods'. The rate at which these reactions occur is decided by the parameters
of the 1YNe resonant states where the contribution of each is dependent on the energy of
the reaction (i.e. the temperature of the environment). The study of the *Ne nucleus was
only begun in earnest from 1970, with experiments by Garrett et al. [26] and Haynes et
al. [27) using (3He,a) neutron pickup reactions to observe a number of resonances, both
above and below the p-threshold, for the first time. Those above threshold were used
by Wiescher and Kettner [28] in conjunction with states postulated from its well studied

mirror nucleus F for the first estimation of the '8F(p,a) reaction rate.

Experiments to study the '?Ne nucleus continued over the next few decades using a vari-
ety of charge exchange or particle transfer reactions to populate the states [29]. The first
direct reaction measurements of the ®F(p,a) cross section were not begun until the devel-

opments of radioactive ®F beams in the mid 1990’s. Experiments by Rehm et al. [30-32],

!Proton decay is also possible, however, as this reaction would cause no nuclei to be lost within the
nova system, it has no contribution to the destruction rate.
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Coszach et al. [33] and Graulich et al. [34] measured the yield from '8F ion reactions with
polypropylene targets and quickly found the rate across all the experimental energies to
be dominated by a single 3/2" resonance at ~650 keV above the proton threshold. Ex-
traction of the state’s parameters proved to be ambiguous however, due to the resolution
limitations of these early experiments. Only in 2001 did Bardayan et al. [35] measure the

resonance’s energy, width and strength unambiguously.

The limitations of the direct reactions for studying the structure of the nucleus, and also
for measuring the reaction rate at the necessary novae temperatures, drove the need for
further work in measuring the resonance parameters indirectly. The F(3He,t)'*Ne charge
exchange reaction was therefore performed by Utku et al. [36] improving the measurement
of 14 states and observing 3 new states above the p-threshold. Simultaneous detections
of the alpha-particle and proton decays from the resonances populated in the experiment
also helped to provide the first constraint on decay branching ratios. The results (and
associated uncertainties) from this experiment were utilised by A. Coc et al. [37] in the
year 2000 who began constraining the reaction rate within the expected nova temperature
range. From this work the rate was found to vary by a factor of ~300 between the lowest

and highest calculations.

Further direct ®*F(p,a) and ®F(p,p’) measurements were performed after the turn of the
millennium in the centre of mass energy region, between 330 and 1000 keV, by Bardayan et
al. [38-40], Chae et al. [41] and de Séréville et al. [42, 43]. Bardayan was able to provide
the first determination of the strength of the 330 keV resonance thought to dominate
the reaction rate in novae in addition to achieving the precise measurement of the 665
keV resonance mentioned above. Given the strength of the 665 keV resonance, known
to have J™ = 3/2%, and the discovery/postulation of further 3/2% states closer to the
proton threshold at E.,,, = 8 and 38 keV, interference effects were thought to contribute
to the rate over the energy range of interest (see Fig. 1.7 taken from ref. [43]). The
measurements made by Chae and de Séréville were therefore performed ‘off resonance’ in
an attempt to constrain the potential 3/27 interference terms. The measurement by Chae
was done at energies above the 665 keV resonance, whilst those of de Séréville performed
below in energy, both with the intention of extrapolating the rate down to astrophysical
energies using the R-matrix formalism. With the data available, it was still not possible to
identify the correct interference pattern of the resonances thus further data were required

both from direct capture rates and indirect resonance parameter measurements.
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Figure 1.7: Interference between 3/27 states in Ne as calculated by de Séréville et al.
in 2009. Figure taken from ref. [43].

Concurrently, studies of the mirror nucleus °F were performed from 2003 to 2007 using the
neutron transfer reaction *F(d,p) as reported by de Séréville et al. [44-47] and Kozub et
al. [48, 49]. These studies provided useful comparisons between nuclear states from the two
analogue nuclei. '”F resonance parameters that were easily accessible due to their height
above the p-threshold allowed parameters of ?Ne resonances just above the p-threshold
to be deduced. A comprehensive review of the known states in '?Ne above the 6411 keV
p-threshold and their analogue states in '9F was conducted by Nesaraja et al. [50] in 2007.
Accumulating all prior experimental measurements of both nuclei and providing estimates
of unmeasured Ne nuclear level parameters (in addition to unobserved nuclear levels),
Nesaraja provided a useful reference from which to base further rate calculations. Indeed a
re-analysis of the reaction rate by A. Coc [51] in 2008 successfully reduced the uncertainty

from a factor of 300 to a factor of 10 (see Fig. 1.8).

Since the publication by Nesaraja, many states have been remeasured in addition to new
observations of states previously missing from the level scheme. Table 1.2 summarises the
changes to the 1?Ne level scheme since the publication of Table I in ref. [50] and presents
resonance parameters known with the least uncertainty. Changes or additions (discussed
in the following paragraph) have been highlighted in red. Included in the table are results
from this work that will be discussed in subsequent chapters. Fig. 1.9 has also been
included to visualise the energy levels in " Ne and their relation to the mirror nucleus F.

Analogue assignments have remained unchanged from Nesaraja unless indicated.
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E, / MeV E.., / keV Jv T, / keV T, / keV r,/eV
6.008(20)? —403* (AP 124(25)= ANC = 4° fm~2

6.014(2)4 —397* g7d

6.072(2)4 —339 37 §7d 6 x 10~*d 0.1434

6.097(3)4 —314 Th 9ta

6.132(3)4 —282* 3t 574 7 x 1074 0.1434

6.282(2)° —129 LTI LTa qy648 0 ANC = 73.069" fm~3, ...

6.295(2)° ~116 .

6.411 0 BF +p

6.416(3)4 5* 37Af 5T (5(5), 0.126(126)9 [47(47) 1.2(12)] x 10714 0.77(41)
6.437(9) 26 i 220(20) 1.1(11) x 1020 [1(1)]
6.440(3)4 29 g 20(13) x 1073 1.8(18) x 10738 0.35(18)
6.459(3)4 48*  MER AL 4(4), 5.5(55)4 2. 35( ),8.4(84)] x 107144 1.1(6)
(6.504(30)) 93 (Z7) 0.4(4) 4.6(46) x 10710 0.14(8)
6.537(15)! 126 (25 1.3(11) x 1072 2.7(27) x 10712 0.30(16)
6.700(3)4 289* ) 1.2(10) 1.2(12) x 107° 0. 29(15)
6.742(2)4 331* 8- 5.2(37) 2.22(69) x 1073 5.0(26)
6.851(4)° 440 (27) Ty = 40(20)° 9.7(97) x 1073 2.8(15)
6.864(1)° 453 Ita 1.2(0.9) 1(11) x 1073 2.3(12)
(6.939(30)) 528 i) 99(69) 3.4(34) x 1072 [1(1)]
6.968(19)! 557 € 29(25) 7(47) x 1072 [1(1)]
7.076(2) 665* 3t 23.8(12) 15.2(1) 0.07279:172]
7.173(5) 762 ut) 1.2(10) x 102 9.8(98) x 108 0.15(8)
7.238(6) 827 at 6.0(52) 0.35(35) [1(1)]
7.253(10) 842+ (A" 23(20) 0.2(2) [1(1)]
7.420(14) 1009* Ita 71(11) 27(4) [1(1)]
7.500(3)% 1096* 57k 1.0(1)k 1.5(1)k 5.5(29)
7.531(11) 1120 £ 21(11) 10(6) [1(1)]
(7.558(30)) 1147 (57) 21(18) 1.3(13) [1(1)]
7.616(5)! 1206* g+ 43(15) 2(1) 1.8(10)
7.644(12) 1233* (3 ,27)k 16(6) 27(10) [1(1)]
7.700(10) 1289* (27) 6.2(53) 1.7(17) [1(1)]
7.758(6)k 1347 37k 5(2)k 42(10)k
7.819(11 1408* (Zh 4(3) 18(13) 0.53(28)
(7.826(30)) 1415 (A1 1.7(15) 6.4(64) x 1073 0.47(25)
7.879(26)™ 1468* 1t 130(108)bm 228(50)™
7.944(15 1533* (3% 26(22) 5.9(12) [1(1)]
7.984(8)k 1573* (3 34(13)k 8(THHk [1(1)]
(8.014(30)) 1603 € 2.9(22) 4.8(48) [1(1)]
8.072(30)™ 1661* (5 T, =02201.2)m 3.34(2.89)™ 1.17(59)
2 This work. b Dufour & Descouvemont [56]. ¢ Boulay et al. [60].

d Laird et al. [52].
& Adekola et al. [53].
J Akers et al. [54].
™ Adekola et al. [55].

¢ Parikh et al. [57].

1A, S. Adekola [58].

K Murphy et al. [59].

* Resonances fitted in Fig. 4.15.

fBardayan et al. [61].
! Cherubini et al. [62].
' Dalouzy et al. [63].

Table 1.2: Ne resonance parameters adapted from Table I in ref. [50]. Parenthesised
E, represent missing levels, parenthesised J™ are from mirror assignments
and bracketed I'y are assumed widths.
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Figure 1.8: Reaction rate ratio between the first calculation by Wiescher & Kettner in
1982 [28] and Coc et al. in 2000 [37] (blue) and de Séréville et al. in 2008
[42] (red). Figure taken from ref. [37].

The first change came from work by Dufour & Descouvemont [56] who highlighted two
1/2% states (Ecm. = —410 keV, 1490 keV) calculated to be of particular importance to
the rate. The states’ spin, corresponding to s-waves, and width meant that the high
energy tail of the subthreshold state was expected to extend above threshold and provide
substantial interference with the upper 1/2% state across the nova temperature range. The
first observation of the high energy broad 1/2% state was made two years later in 2009
by Dalouzy et al. [63] using the inelastic scattering of protons via inverse kinematics,
H("Ne,p)?Ne*(p)'®F, matching width measurements well with those predicted by its
mirror state in ref. [56]. Experiments over the following years by Mountford et al. [64]
and Adekola et al. [55], confirmed the observation of the state with similar resonance

parameters.

Until this point, reaction rate estimates had been calculated as a sum of resonant state
contributions above the proton threshold. The work by Dufour & Descouvemont was
the first forray into the study of subthreshold resonances, which was continued later by
Adekola et al. [53, 65] in 2011 with the first observation of an [ = 0 proton transfer at
Ecm = —122 keV, using a (d,p) transfer reaction to populate ?Ne states. The spin was
indicative of a 1/2% or 3/2% state (spins of particular importance to the rate) and as
such, carried implications that resonances just above threshold contributed far less than
previously thought. A study by Laird et al. [52] a year later measured resonances above

and below the threshold with a very high energy resolution utalising the well established
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(®He,t) charge exchange reaction.
A number of results arose from this
experiment that changed the land-
scape of the '“Ne nucleus signif-
icantly. Firstly, the important 8
and 38 keV doublet states were
found to be a triplet of states
with Ecn. = 5, 29 and 48 keV.
Secondly, Distorted Wave Born
Approximation (DWBA) analysis
showed that the 5 keV resonance
was spin 3/27 (in agreement with
the new assignment from ref. [53])
and the 48 keV was 5/27, throw-
ing into question the 3/2% mir-
ror assignments in the region.
Thirdly, the subthreshold reso-
nance at E¢, = —122 keV was
observed clearly, however, no low-
spin assignments could be made
to the data matching the [ = 0
transfer from Adekola. Other sub-
threshold states were also mea-
sured below the —122 keV state
that angular distributions sug-
gested could be 3/27 spin and thus
be candidates for the mirror 3/2%

states.

The last direct reaction measure-
ment of 18F(p,a) to be performed
was by Beer et al. [66] in 2011.
As well as measuring cross sections

between the 330 keV and 665 keV
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Figure 1.9: Analogue state assignments for °F/!9Ne.
Red lines are broken assignments and yellow
are new suggestions from this work.
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resonances, the resonance strengths of both were measured and agreed well with those by
Bardayan. Crucially, however, a beam energy of E. . = 250 keV was used to perform
the lowest energy measurement to date with the intention of constraining the interference
terms dominating the rate uncertainty at that energy. After 155 hours of observation,

1

two counts were recorded with no background. The large error* associated with the cross

section meant that the reaction rate remained relatively unconstrained.

Unmentioned thus far, the ®F(p,y) reaction rate ratio is known to affect the final abun-
dance of the y-ray observable '®F, though to a lesser extent than the (p,a) reaction [36].
The only measurement of the reaction to date was performed by Akers et al. [54] in 2013.
A week of continuous beam time yielded two events for on resonance measurements at
Ecm. = 665 keV. With its associated error?, the resonance strength was found to be over
an order of magnitude weaker than previously thought, rendering the 665 keV resonance
insignificant to the 18F (p,y) reaction rate. Even with its lower contribution to the destruc-
tion of 18F, sensitivity studies [69] have shown final abundances to vary by a factor of two

from the current uncertainty in the 8F(p,7) reaction rate.

The year 2015 saw three experiments conducted with relevance to '*Ne resonances in
novae. The first was by Cherubini et al. [62] using the Trojan horse method to identify
two unobserved states at E.,. = 126 keV and 556 keV, though neither are expected to
contribute to the reaction rate. The second experiment by Bardayan et al. [61] performed
a re-measurement of angular distributions from the subthreshold —122 keV resonance
using the 2°Ne(p,d)'’Ne transfer reaction. The state was found to have a strong s-wave
transfer consistent with the state’s original assignment of J™ = 1/2% and in clear contrast
to the measurement by Laird. A solution was proposed in the third experiment by Parikh
et al. [57] using (*He,t) reactions to populate 'Ne resonances. Achieving a very high
energy resolution, fits made to the data showed the —122 keV subthreshold state to either
be a broad state or a doublet. The existence of two states could explain the difference in
spin assignments if each state were populated preferentially by the two different reactions.
The experiment also found evidence for a previously missing broad 3/27 state at E¢ . =
440 keV. A brief analysis of the cross section (and reaction rate) was also performed by

Bardayan in ref. [61] using the more recent measurements and assuming J™ = 1/2% for

!Calculated using a method for low statistics from ref. [67].
*Error calculations taken from the technique outlined in ref. [68].
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the —122 keV resonance (see Fig. 1.10). The uncertainty in the rate was found to be less

than a factor of 5 giving an uncertainty in ejected '8F mass of a factor of 2.
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Figure 1.10: The most recent cross section calculation by Bardayan et al.. The first four
terms are assuming the —122 keV to be J™ = 1/2%, the last four terms are
assuming J™ = 3/21. Figure taken from ref. [61].

The final experiment to be discussed is that from Boulay et al. [60], performed last year
(2016), in which the first observation of the broad 1/2% subthreshold state, postulated by
Dufour & Descouvemont, was made. The experiment used inelastic proton scattering in
inverse kinematics (similar to those used by Dalouzy) and detected the decay particles from
populated "Ne states. The existence of the subthreshold state adds further complication
to the 8F(p,a) direct capture contribution, owing to the additional interference between
s-wave resonances, and is expected to increase the reaction rate uncertainty from that

calculated in ref. [61].

1.5 Motivation for the Present Work

9Ne resonances still retain significant uncertainties relating to their energy, width and
spin despite their continuous study over the past four decades. As a result, calculations of
the reaction governing the destruction of '8F during a novae outburst vary wildly in their
rate making abundance estimates unobtainable without substantial error. Experimentally,
direct reactions are still difficult to conduct owing to the low cross sections when measuring

at astrophysical temperatures (see section 2.2.1) and to the current intensity of radioactive
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I8F beams. The purpose of this study is therefore to utilise indirect methods to populate
resonances of astrophysical importance, bypassing the Coulomb barrier, and measure the

parameters of interest.

Of particular importance are parameters taken solely from '“F mirror states such as partial
widths of near threshold resonances. Their proximity to the proton binding energy makes
measurements of p partial widths through proton branching ratios difficult, even when
using indirect population methods. A strong measurement with constrained errors on the
alpha-particle width, however, could indirectly yield a limit on the proton width sufficient
for improving reaction rate calculations. Given its potential impact on the reaction rate,
the —122 keV resonance (in dispute by Laird [52], Bardayan [61] and Parikh [57]) must be

investigated further through a measurement of the state’s spin-parity.

Of equal importance to the measurement of new parameters, is an understanding of the
existing parameters’ uncertainties and their impact on the reaction rate. Knowledge of the
rate’s sensitivity to each resonance can help guide future efforts towards the assessment of
those states with a greater impact on the astrophysical reaction rate of interest. Therefore,
in addition to an experimental undertaking, this work’s focus was also on the evaluation
of measurements performed within the last decade, since the publication of Nesaraja [50].
In particular, the discovery of the postulated broad 1/2" resonance raises many questions
about the contribution direct capture now plays in the '8F(p,a) rate, given the potential
for interference between resonances. The observation of new resonances by Cherubini [62]
and Parikh [57] have yet to be investigated in conjunction with direct reaction data and

may provide constraint on these interference terms.

Despite its proven influence on the final abundance of ¥F [69], the ®F(p,a) reaction is
known to proceed three orders of magnitude faster than that of the ®*F(p,y) reaction at
novae temperatures [36]. Therefore, the study of this work has only been on the former
of the two reactions. The results from an experiment using the F(*He,t)!"Ne charge
exchange reaction, designed to investigate the a-particle and p widths of ?Ne resonances,
will be discussed in Chapters 3 and 4. Additionally, cross section calculations based on

the entrance and exit channels of the ¥F(p,a)!50 reaction are outlined in Chapter 5.



Chapter 2

Theory

2.1 Nuclear Reaction Theory

The aim of this work was to investigate the rate of ®F destruction through the indirect
study of resonant proton capture. To understand how the population and decay of nuclear
states in 1Ne through YF(*He,t) can be used to predict their behaviour when populated
by 18F(p,a), it is necessary to outline the physical theories and mechanisms behind nuclear
reactions. It is also appropriate to discuss how reactions measured under laboratory con-
ditions can be translated into their stellar counterparts. The following sections therefore
describe basic nuclear structure properties and their application to interactions between

nuclei.

2.1.1 Cross Sections

The probability of reaction between two colliding particles is represented by the cross

section (o) of the two particles and is defined (in terms of a laboratory experiment) as

N, N, N,

— = ——0, 2.1
t t A (2.1)
where N-/t is the reactions per unit time, Mo/t is the number of beam particles per unit
time and N:¢/A is the target particles per unit area. The cross section has units of area
and can be thought of, classically, as the geometrical surface presented by the target to

the incoming beam. The discrepancy observed between actual geometrical areas and their

30
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cross section measurements suggest that it is more appropriate to be described as the

probability of reaction.

Due to experimental constraints, it is rarely possible to measure the products of a reaction
at all angles. Instead, the differential cross section measures the flux of reactants for a
given solid angle df). The total cross section can be extracted by integrating over the total
solid angle

do(0)

= ds2 2.2
7 aa 22

The shape of the differential cross section can provide information on the mechanism of
the reaction, such as the transfer of orbital momentum. This is discussed in greater detail

in section 2.4.

2.1.2 Particles as Waves

The interactions between reacting nuclei through the strong force are complex and not well
understood, requiring approximations to be made to describe observations seen through
experiment. Direct reactions (such as the charge exchange reaction in this work) can
be modelled using scattering theory where incoming beam is described by a plane wave

travelling, as is customary, in the z-direction with momentum Ak,

¢beam — Aeikz 7 (23)

where A is the peak amplitude and k is the wavenumber. The wave scatters off a central
potential V' produced by the target particle (Fig. 2.1) and the outgoing wavefunction is a

superposition of the incoming plane wave and the scattered radial wave,

) ikr
bp = A {e“kz+f(9)er } . (2.4)
Here, ¢?*" is the scattered radial wave (following the inverse square law) and f(6) is the

scattering amplitude. The incoming and outgoing waves consist of a stream of particles and

are considered to be in a steady state!. Their current densities, j;, Jout, can be substituted

Described by the time independent Schrédinger equation.
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for terms in eq. 2.1 to show that the cross section (probability of reaction) is equivalent

to the square of the scattering amplitude.

do . jout 7"2

= =1 (25

A partial wave analysis! shows the difference between the scattered and unscattered wave
functions at large distances (such as the position of a detector). To maintain an equilibrium
between incoming flux and outgoing flux, the only change scattering can make is to the
relative phase of the two waves. The phase shift (&;) is a result of the different dependence
on r when the scattered wave is close enough to the central potential such that V' # 0.
This implies that all the information on the parameters of the potential is carried by the

scattering amplitude and, by extension, the phase shift.

Scattered Wave Target Nuclei

- - -F-=1-=---»

eikz

.. Beam

Detector

Figure 2.1: Nuclear reaction described by a wave scattering off a central potential. The
detector observes a superposition of the beam and scattered particle wave-
functions.

2.1.3 Resonances

A rapid rise in phase shift is often observed in reaction cross section measurements plotted
as a function of energy, identified by an equivalent rapid variation in cross section. The
changes above the smoother dependency on energy, such as that from Coulomb repul-
sion, are attributed to resonances. A compound nucleus may continue to exhibit discrete

quantum states above the separation energy of the reacting nuclei where the interacting

'Each wave is decomposed into its angular momentum constituents, [, known as partial waves.
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particles are trapped within a potential barrier (Fig. 2.2) for a period of time 7. The phase

shift observed is a measure of the time delay experienced by the scattered wave packet.

Nuclear Potential

V(r)

Figure 2.2: Potential plotted as a function of radius from a compound nucleus. The total
nuclear potential (shown in blue) is the product of the attractive Woods-
Saxon potential in red (generated by the strong force) and the repulsive
centripetal force in black (caused by the spin of the nucleus). Resonances
lie outside the attraction of the nuclear force but remain trapped by a second
potential barrier.

Resonances are characterised by their total spin J and parity # = 41 much like their bound
state counterparts. Their energy E,! is distributed in probability by its width parameter
I' which is related to the state’s lifetime by

h
Ft:ZFi:;, (2.6)

where I'; are the partial widths and are directly proportional to the decay probabilities
for the resonance. The width of a resonance depends on a number of factors including
the penetrability P, of a particle to tunnel through the Coulomb or angular momentum
potential barriers (discussed in section 2.2.1), the spectroscopic factor S that describes
the configuration of the nucleons and the single-particle reduced width 65, containing the

probability that the decaying particle appears at the boundary of the compound nucleus.

! Also denoted as Fc.m. in this work representing the difference from separation energy in the 8F + p
centre of mass frame.
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The partial width is therefore given by

2R o
I, = WPIC Sibs, (2.7)
where u = WZ‘ZF%A is the reduced mass, R is the interaction radius and C' is the Clebsch-

Gordon coefficient. The partial width describes, in part, the probability of reaction through

that channel (see section 2.2.2).

The increase in phase shift over a resonance is a superposition of the resonance’s phase

shift,

L'/a
(5res(E) == tan_l <E3T/—Ej) (28)
and some background phase shift dpg(£) that changes more slowly. If d,5(£) ~ 0 then the
resonance is represented by a clear peak known as a pure Breit-Wigner resonance (discussed
in more detail in section 2.2.2). If §,,4(E) # 0 then the two phase shifts interfere with each
other to produce destructive patterns that reduce the measured cross sections (see Fig.

2.3).

Scattered Wave Background and Resonance Phase Shifts

k=l
]
S
=
=)
< i .
Ovg= 74
3;
J O =74
Opg = 7
| ' ' |
T T T T
o]
-
[
=
CIEE ]
o
1= 5
=
3
%) 2
2]
@ L
o
5
f /\/ \\[ \/\
0
Energy / arb

Figure 2.3: Figure depicting the phase shift caused by a resonance (panel (a)) and its
impact when in combination with a background phase shift (panel (b)).
Resonances can interfere constructively (dpg = 0), destructively (dpg = 7/2)
or anywhere in between. Adapted from Fig. 3.3 in ref. [70].
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It is this interference that attributes to the reaction rate uncertainty observed by de
Séréville et al. [43] (see Fig. 1.7). Interferences only occur for background phase shifts
in the same partial wave as that of the resonance, i.e. for similar J™, as different partial

waves are incoherent in their summation to form the total wave function [70].

2.2 Astrophysical Reaction Rates

The work in this thesis is focused on measuring the rate at which the ®F(p,a) reaction
occurs in novae. It is therefore necessary to address the behaviour of nuclei in an astro-
physical environment to understand its influence on the probability of reaction. The fusion

reaction rate between two particles ¢ and A is given by
Raa = ngnavo(v) , (2.9)

where ngn 4 are the number densities of each particle and v is the relative velocity between
the two. Unlike a monoenergetic beam, particles in an astrophysical environment have a
distribution of velocities dependent on the temperature. The probability of a relative
velocity between the two particles between v and v 4+ dv must be accounted for in eq. 2.9

to produce

(ov) = /P(v)va(v)dv . (2.10)

The probability P(v) within a stellar temperature 7' can be described using the Maxwell-

Boltzmann distribution?,

3/2 . 2
P(v)dv = 47r1)2<27r':bT> exp <2Z1;>dv , (2.11)

where p is the reduced mass of the system and k; is the Boltzmann constant. As most
nuclear experiments are measured in energy, it is more convenient to convert the integration
variable using the non-relativistic relationship E = 1/2uv%. Equations 2.10 and 2.11 can

then be combined to produce the reaction rate for the particle pair

(0v) = <7i)1/2(kb;)3/2/000 #(E)E exp <—kbET>dE, (2.12)

!Temperatures in stellar environments mean relativistic effects are negligible.
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commonly multiplied by Avogadro’s number N4 and expressed in terms of cm>?mol ™ 1s™1.
The equation’s use lies in its ability to calculate the rate of reaction in stellar environments

using cross section measurements made under laboratory conditions.

2.2.1 Gamow Window

Before nuclei separation is small enough to allow interaction via the strong force (r ~
10—15 m), charged particles will feel a repulsive force from the Coulomb potential,

. ZaZAq2

Vol(r) = (2.13)

4megr
where Z is the nuclear charge, g is the elementary charge and ¢y is the permittivity of
free space. The fusion of nuclei ¢ and A is inhibited by the magnitude of the repulsive
potential from the Coulomb force and, under classical conditions, would require a stellar
temperature several orders of magnitude higher than those observed in order to overcome
the barrier. However, a quantum mechanical approach to the nuclei finds that the position
of a particle 7 is a function of probability (given by the square of its wavefunction \w(r)\Q).
There is therefore a finite chance that the particle’s position has surpassed the Coulomb

barrier and feels the stronger attractive force of the nuclear potential.

The penetrability of a particle through the barrier can be calculated by considering its
transmission probability through a small section (dr) of a square well potential. As or

tends to 0, the total transmission coefficient! is given by the product of each section

2 re N ZoZaq?
T = exp <—h\/2m/ \/Aq—Edr> , (2.14)
T0 r

where 7y is the radius of the square well potential at which the barrier is highest, and
re is the classical turning point where the potential is equal in energy to the incoming
particle. The integral can be solved analytically [5] and, at very low energies where F, <

E., approximated to

2
T = exp (—;; ;;ZaZAqQ) =e 2 (2.15)

LCalculated for an s-wave with no orbital momentum barrier.
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where 7 is the Sommerfeld parameter. This approximation of the transmission coefficient

(eq. 2.15) is referred to as the Gamow factor.

The reaction cross section has a high energy dependence from both the transmission

through the potential barrier (eq. 2.13) and from its characterisation as a wave! (eq.
2.4). The cross section can therefore be expressed as
1 —27
o(E) = B¢ "S(E), (2.16)

where S(E) is known as the astrophysical S-factor and exhibits a much weaker energy
dependence in comparison to the other terms. The S-factor can be considered to represent
the intrinsically nuclear part of the reaction probability and is a more useful term for
extrapolating measured cross sections down to astrophysical energies where small changes

in energy can yield reaction probability variations over many orders of magnitude.

With the definition of the S-factor, the reaction rate from eq. 2.12 can be re-written as

8\ 1 0 E  (Eg\"”
=|— — S(FE - = dFE 2.17
o= () G [ s®ew g (%) Jar. @an
where E¢ is the Gamow energy given by
7 ZaZag*
Eq=2u — ) - (2.18)

The two exponential terms in eq. 2.17 arise from the Maxwell-Boltzmann distribution of
energies (eq. 2.11) and the Coulomb barrier penetrability (eq. 2.15) and have been plotted
in Fig. 2.4. It can be seen that there are a very low proportion of particles with high
energy and that particles with low energy do not have a sufficient chance of penetrating
far enough through the Coulomb barrier to allow interaction between the nuclear surfaces.
The balance between these two factors gives rise to the Gamow window where reaction
probability is at its highest (also shown in Fig. 2.4), calculated as a convolution of the

two functions.

!The de Broglie wavelength of a particle is proportional to its energy (\ o ﬁ)
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Figure 2.4: Gamow window, centred on Eg and amplified for the purpose of this figure,
representing the probability of reaction in a stellar environment.

The reaction rate of nuclei are only significant about the Gamow peak and, if approximated

as a Gaussian, the position and width can be calculated by

Eqk2T?\ ' 4
By = <G4b> (219) and A= ﬁm (2.20)

respectively.

2.2.2 Resonant Reactions

Thus far, calculations of the astrophysical reaction rate have assumed a direct capture
of a projectile into bound states of the compound nucleus (with the assumption of ~y-ray
emission as the resulting nucleus finds its lowest energy). It has already been discussed
(section 2.1.3) that cross sections do not always vary smoothly with energy and that
capture at resonant energies exhibit rapid changes in cross section. It is resonant capture
that dominate the majority of thermonuclear reactions as their presence (even at energies
outside the Gamow window) can increase the probability of reaction by several orders of
magnitude. It is also the contribution of resonances to the reaction rate that is of interest
in this work as the interplay between ”Ne resonances produce significant uncertainty in

the 18F(p,a) cross section.
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Narrow Resonance

The cross section for a reaction proceeding through an incoming ¢ and outgoing f channel

of a narrow, isolated resonance is described by the Breit-Wigner equation [71],

ﬁ 2J +1 PZTf
4 (20, +1)(2Ja+ 1) (B, — E)2 + (T/2)2 7

opw(FE) = (2.21)
where A is the de Broglie wavelength (of the reduced mass), E, is the resonance energy,
['; ; are the partial widths of the channels, I' is the total width of the resonance, J, o are
the spins of the reacting particles and J is the spin of the resonance. Substituting oy

from eq. 2.21 for o(F) in eq. 2.12 yields

{ov) =

V27mh? 2J+1 o VI E
(ko T)2 | (270 + 1)(274 + 1)] /0 B B+ (T2 P (—ka)dE . (2.22)

Assuming a narrow resonance where I' < F, such that the energy distribution and pen-
etrability change very little across the resonance, they may be evaluated at £ = F, to

re-write the cross section as

2m o 2 Er
= — 2.2
o0 = () e (15 (2.23)
where w~y is referred to as the resonance strength and equates to
2J+1 Ly
= : 2.24
et [(2Ja+1)(2JA+1)] [ T ] (224)

The resonance strength and energy are the principal parameters that determine a resonant
reaction rate. Eq. 2.23 can be summed for each resonance if several contribute to the

reaction.

Broad Resonance

Unlike the narrow treatment of a resonance, broad resonances are wide enough such that
the energy dependence of the cross section must be accounted for and cannot be approx-
imated as in eq. 2.23. Reaction rates cannot be solved analytically and instead must be

calculated numerically using the Breit-Wigner formula [5],
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7k B(B) T4(E) I(E,)
~ 24 B(E,)T(E,) (B, - E)* + (B2

oBW (2.25)
where the penetrability of the entrance channel P; must be calculated using solutions of
the Schrodinger equation, calculated with a Coulomb potential, known as the regular and

irregular Coulomb functions.

2.3 R-Matrix

The Reaction matrix (R-Matrix) theory is a mathematical formalism that is used to pa-
rameterise reactions occurring through the formation of a compound nucleus and relate
them to the observed cross sections and angular distributions [72]. Referring back to the
scattering approximation of a nuclear reaction, the formalism separates the configuration

space of the problem into two regions either side of a boundary ac,
ac = 1.3(A + A | (2.26)

known as the channel boundary where A, and A 4 are the mass numbers of the particle pair.
The ‘external’ region corresponds to the many different reaction possibilities (channels)
for forming or destroying the compound nucleus (in the case of this work, ?Ne). The
‘internal’ region consists of the compound nucleus itself separated from the external at a
fixed radius a.. Fig. 2.5 shows a rough illustration of the boundary between the internal

nucleus and the external particle configurations.

As described in section 2.1.2, the external region (r > a.) can be described by the super-
position of an incoming plane wave and the scattered radial wave. For the purpose of the

R-matrix formalism eq. 2.4 can be written as
P = [Iz - €2i5101} = [Iz - UlOl} : (2.27)

where I and O are the incoming and outgoing waves from the boundary respectively and U
is the collision function. The incident orbital angular momentum of the system is denoted

by I. The phase shift (or scattering function) contains the information on the scattering
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Figure 2.5: Schematic diagram of the compound nucleus volume defined by the channel
boundary. Possible reaction channels for the 1?Ne nucleus have been shown.
Adapted from Fig. 4 in ref. [73].

potential (the compound nucleus) but must first be related to the wavefunction inside the

channel boundary.

The internal region (r < a.) contains a complete set of stationary states that satisfy the
hamiltonian H X, = E) X, where E), are the eigenvalues and X are the eigenvectors for
state \. A boundary condition, b, relates the stationary states with the quasi-stationary

resonances at the boundary a., such that

dXy
—= +bX)\|p=a. =0 . 2.28
ar +0X)\|r=a, ( )

The internal wavefunction can be described by
p(r) =Y CaXx(r), (2:29)
A
where
Cy= /Oa XXx(r)(r)dr . (2.30)

The logarithmic derivative of eq. 2.29 evaluated at the boundary r = a., yields a Fourier

series with stationary states X, and

K2 X3 (ac)

O = 2ua. (Ey — E)

[¢/(ac) = bib(ac)] - (2.31)
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Combining eq. 2.29 and 2.31, the logarithmic derivative can be written as

¥'(ac) _ (1 -bR)

= ) 2.32
¥(ac) R ( )
where R is the reaction function (R-function), equal to
R [¥alad)|
r= 2 ; Ex—E ’
) (2.33)
E\—-F

where +? is known as the reduced width. Equating the logarithmic derivatives for the
external wave function (eq. 2.27) and internal wave function relates the collision function U

(and the cross section measurements) with the R-function (and the resonance parameters),
U=0"'1-RL)™'(1—-RL"I, (2.34)

where L is defined as L = O'O~! — b. So far the formalism has only been presented for
a single reaction channel. For the many channel example in Fig. 2.5 the formalism is

extended to use matrix notation. The R-function is rewritten as

TAeVA!
Reo = ) 2.35
O (2:35)
A
and known as the R-matrix where the index set ¢ = {asvlm} denote the channel, channel
spin, channel spin component, orbital angular momentum and orbital angular momentum

component for the entrance and exit (') channels.

2.3.1 Subthreshold Resonance

Bound states can be considered solutions to the Schrodinger equation for negative energies
that correspond to positive imaginary wave numbers [70]. Depending on the parameters
of the state, their high energy tails can occasionally extend beyond the separation energy
and contribute to resonance capture. The strength of the tail can be described using the

asymptotic normalisation coefficient (ANC) of the Whittaker function,

Wy i1ja(—2kyr) o e Frrtnrin(zhrr) (2.36)
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where 77 is the imaginary Sommerfeld parameter. Importantly, the ANC can be related

to the reduced width of the state, necessary for the R-matrix formalism, via

2 < h? ) C2 W (—2kay)? (2.3

2uac) 1—C? [ |W(=2kr)|2dr’

Q¢

where C' is the ANC.

2.4 Angular Distributions

From eq. 2.24 it can be seen that the strength of a resonance is dependent on both its spin
and its partial widths, and it was these two parameters that were measured for this work
via the YF(3He,t)'"Ne*(a)(p) reaction. The emission strength of decay products from
populated states in ”Ne is strongly dependent on the angle of emittance. The variation
in decay products (or differential cross section) is governed by the angular momentum
transferred to the decay particle which, in turn, is decided by the spin J of the originating

state.

Whilst many reaction studies have been performed observing the correlation of v rays, only
a few have measured the emission of particle decay after a similar method of population
used in this work. The theoretical foundations have only been dealt with within an article
by Pronko & Lindgren [74] and it is to this formalism that the following description adheres.
The reaction in this work of type A(a,b)B(c)C is outlined in Fig. 3.1 and corresponds to the
same case in the aforementioned article. Within this framework, the angular distribution

of particle c is governed by the following,

W(0) = > P(m)A(JI'smk) (2 — du) X7 (') Y (s) Py cos(6) , (2.38)
mll’ skr
where
A(JW smk) = (=15~ [ J2 (11'00[k0) (JJm — m|k0) W (1JI'J; sk) . (2.39)

The terms of equations 2.38 and 2.39 are as follows,

P(m) This represents the probability of populating the magnetic substates of the recoil state.
The quantum number m can only assume values between —.J and .J, however, substates are

limited by the spin of the target, ejectile and exit channel.
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X7 (1l") Depending on the channel spin, the decay particle can transfer one or two values of orbital
momentum /. Due to conservation of parity I’ =1 — [ + 2. The term X" (Il') represents the

mixing between these values.
8y Dirac function equivalent to 0 unless | = I’
Y (s) Where s is the exit channel spin, Y'(s) represents the contribution of each spin.

Py, cos (0) These are solutions to the Legendre polynomial equation of order k where 6 is the angle
of emission in the centre of mass frame. For reasons of symmetry, only even values of k are

used and the summation is truncated at a maximum value of k where k., = 2.

[, " and J2 are the angular momentum operators for I, I’ and .J, the magnitude of which are

equivalent to /I(I + 1) \/I'(I' + 1) and J(J + 1) respectively.

(l1'00|k0) and (JJm — m|k0) are Clebsch-Gordan coefficients that can be represented by the
Wigner 3 — j symbol [71]

b a—b— _
<g 5 g) = (=1)* "7 (2c+ 1) (abaf|c — ) . (2.40)
W (LJU J; sk) is the Racah coefficient and can be represented by the Wigner 6 — j symbol

{3 2 Jec} = (=1)**H Y (gbed; ef ) (2.41)

The parameters above are all constant coefficients and the shape of the decay distribution
is governed only by the Legendre polynomials. The order of the polynomial is related to
the orbital momentum transferred and, therefore, measurements of the decay with respect

to their angular distribution yield information on the spin of the state.

2.4.1 Alpha-Particle Decay

The states in 1Ne above 3528 keV can decay via an a-particle (J™ = 0+) to the ground
state in O (J™ = 1/27). The channel spin is therefore calculated to be

1 1
S:J150+J :§:|:0:§
Only a single channel spin is possible and therefore Y (s) = 1 and the sum over s is removed

from eq. 2.38. Conservation of angular momentum and parity produce the following two

relationships,

J=1lxs and = (=)' .
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Table 2.1 summarises the relationship between the orbital angular momentum [ transferred
and the spin parity J™ of the state in '"Ne. As shown in the table, each value of J™
corresponds to a single value of [ and therefore X" (1l') = 1 and can be removed from eq.
2.38. Table 2.1 also shows the limitation of such measurements as only the /-value can be
determined experimentally, leaving some ambiguity in the J™ of the state for all but the

isotropic distribution.
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Table 2.1: Legendre polynomial orders (kmax) and their associated spin-parity states in
9Ne for a-particle decay.

The simplifications from the decay of a spin-zero particle lead to the following a-particle

decay distribution

Wa(0) = P(m) A(JUl'smk) Py cos(6) . (2.42)
mk

The A(Jll'smk) and P(m) coefficients were combined into a single free parameter when

fitting the distributions (see section 4.6).

2.4.2 Proton Decay

States above 6411 keV in '“Ne were also able to decay through proton emission. The spin
of the proton (J™ = 1/2%), however, leads to some further ambiguity. The spin of the exit

channel is calculated as
1
S=J18F+Jp = 1:t§ =

resulting in the possibility of two values. Using the same relationships as for the a-

particle decay, Table 2.2 shows the values of orbital momentum and their corresponding
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spin parity states in '?Ne. For a given spin, several possibilities for the orbital angular
momentum, [, carried away by the proton exist. Whilst this leads to further ambiguity, a

common assumption is that the p-decay occurs with the lowest orbital momentum transfer
possible.

None of the terms in eq. 2.38 can be simplified and must be accounted for when fitting
proton decay distributions. Like the a-particle decay before, however, all terms except
the Legendre polynomials can be treated as a single free parameter, as J7y, is the only

property of interest in the current work.

l J7 Kmax
0 it g 0
1 : 3 5 2
: A N 4
3 5 5 5 3 6
4 g—&- g-ﬁ- g—f— %-I— 8
R N S S

Table 2.2: Legendre polynomial orders (kmax) and their associated spin-parity states in
9Ne for p decay.



Chapter 3

9% (3He,t)1"Ne Experimental

Setup

3.1 Experimental Proposal

To conclude from Chapter 1, the astrophysical reaction rates for proton capture onto
I8F within classical nova outbursts must be known to a greater accuracy. Since direct
measurements are often experimentally challenging, alternative methods must be employed
to provide constraints. In section 2.3 it was shown that reaction rates can be calculated
by parameterising entrance and exit channel resonances with their associated compound
nucleus. The proposed experiment was therefore to perform indirect reactions to populate
the Ne compound nucleus and probe its nuclear states for their energy, widths and

angular momenta.

Whilst several reactions were possible, similar experiments performed previously [36, 52,
57] have shown charge-exchange reactions to be a reliable method of populating the states
of interest. A beam of *He was incident upon a target of CaF5 to exchange a neutron for
a proton producing an excited Ne nucleus - *F(3He,t)!"Ne (Fig. 3.1). Measurements
of the branching ratios and spin-parities (J™) were obtained using the excited *Ne decay
products. Nuclear decay is a well described process that would allow for an accurate

interpretation of the particle distributions observed.

47
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SH
(Ejectile)

P(m)

SHe pa_ .,
(Projectile) (Decay)
_— 18 Tt
F 150 Tt
19 19Ne
(Target) (Recoil)

Figure 3.1: Diagram of the 19F(3He,t)'"Ne(«)(p) reaction process. Populated states in
9Ne decay via v, p or a emission. Each state, of spin J™, occupies one of
several magnetic substates P(m) and decays via a channel spin of [ or I/
directly to the ground state of the daughter nucleus. Adapted from Fig. 1
in ref. [74].

The '"“Ne primary decay modes were through alpha-particle and proton emissions and
proved to be experimentally trivial to detect. The probability of emission, known as
the branching ratio, was used to calculate its associated partial width (I'y,). Ensuring
the detectors were sensitive to the position of each decay, emission rates were grouped
according to angle, the relative distribution of which is related to the orbital angular
momentum of the decay channel and, in turn, the spin of the original nuclear state. Due
to energy loss effects, the decay products were unlikely to be an accurate determination
of the originating resonance energy. The momentum of the residual *H (triton) ejectile,

however, was able to be analysed to a far higher precision, providing the Ne state energy.

The triton and decay particle were therefore detected in coincidence and paired in the
data acquisition software to maintain their physical interpretation. Given the widths of
the resonances populated, the lifetime of the decay was on the order of 10716 s and required
accurate timing information to coordinate the two events. The experimental setup used

to achieve these measurements is described in the following sections.
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3.2 Beam Production

3.2.1 Ion Source

A duoplasmatron was used to extract the 2He from its bottle and prepare it for acceleration.
The gas was admitted into a vacuum chamber containing a cathode filament where the
3He became ionised due to interactions with the free electrons produced by the cathode.
An anode, machined into a cone and pierced with a small aperture, extracted the plasma
which was subsequently separated by charge using a secondary electrode. Collisions with
a lithium vapor caused the 3He ions to capture electrons and become negative. Any 3He

that escaped the source without ionisation was recycled using a cold-trap.

3.2.2 Tandem Accelerator

To perform the reaction with the required kinematics, the beam of 3He particles had to
be accelerated to the necessary energy of 25 MeV (8.33 MeV u~!). The acceleration
was accomplished using the IPN Orsay tandem accelerator where the anions from the
ion source were accelerated toward a positive potential terminal held at the centre of the

tandem chamber.

High Voltage

Charging Belt Termlnal ........

V=0 V=+833MV V=0

Source — @ — & > @ — @ ——— O — O — @ — @ — Target
T e G

Stripper Foil

Figure 3.2: Schematic diagram of a tandem accelerator. Beam is accelerated from left
to right due to the high potential held at the centre.

The central potential is created by transferring electrons away from the terminal using an

electrostatically charged belt consisting of alternating conducting and insulating surfaces.
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In order to reach the high voltage required, the terminal is held within a steel tank filled

with sulphur hexafluoride (SF¢) which acts as an electrical insulator.

Within the terminal the accelerated ions are stripped of their electrons usually from passing
through a carbon or beryllium foil. Now positively charged, the 3He?* is accelerated away
from the same potential thus multiplying the output of the accelerator. Fig. 3.2 shows
a diagram of the accelerator and how each half of the chamber provides an accelerating
force. The extracted beam energy follows the simple equation E = (¢ + 1)Vierminal, Where

q is the ion charge state.

The beam is then transported through a series of evacuated beam pipes to the reaction
chamber in front of the split-pole spectrograph. Fig. 3.3 shows the organisation of the

IPNO facility and the path the 3He beam took to the reaction chamber for this experiment.

SALLE DE PHYSIQUE

PUPITRE

MAGNET

Figure 3.3: Diagram showing the beam transport required to take the accelerated 3He
to the reaction chamber.

3.3 Enge Split-pole Spectrograph

The Enge Split-pole at the Institut de Physique Nucléaire, Orsay is a magnetic spectrom-
eter that momentum-analyses charged particles. Following a nuclear reaction, light mass

products can be analysed using the spectrograph to precisely determine their energy and
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therefore the nuclear state from which they originated. The energy is obtained by project-
ing spatially separated particles of different momenta onto a position sensitive detector

using a magnetic field.

The aim with any magnetic spectrometer is to maximise the solid angle and momentum
‘bite’ (range) whilst still focusing equivalent momentum particles on the same detector
position. Whilst magnetic spectrometers had already been in use for some time, the split-

pole design by Harald Enge [75, 76] offered some improvements.

Anti-Scattering
Shields

Virtual Field
Boundary

Pole
Piece II

Pole
Piecel

Plane Adjustment
for Kinematics

Example
Flight Path

Reaction
Chamber

Figure 3.4: Cross-section of a Split-pole design magnetic spectrometer. Highlighted is
the path of a reaction product originating from the target, centred in the
reaction chamber, to the focal plane at the end of the spectrometer. Adapted
from Fig. 5 in ref. [77].

By splitting each pole of the magnet in two whilst remaining enveloped by a single coil,

fringe field effects outside of the pole regions provide transverse focusing. The shaping



Chapter 3. Experimental Setup 52

of the poles (in particular the exit boundary of the first piece) focuses the particles in
the plane of the spectrometer. The result was a higher degree of separation and therefore
improved energy resolution. Fig. 3.4 shows a cross-section of a split-pole and demonstrates

the flight-path of a particle through the magnetic field.

3.3.1 Magnetic Spectrometers

The principal behind a magnetic spectrometer resides in the application of a magnetic field
to deflect incoming charged particles from their original trajectory [77]. As the energy, and
therefore velocity, of the reaction ejectile changes, so too does the magnitude of deflection.
By applying simple charged-particle dynamics it is possible to quantify the deflection

experienced by the reaction products.

The force on a particle of charge @, velocity v and mass m passing through a magnetic

field of magnitude and direction B is given by

(3.1)

The magnetic field produces a centripetal acceleration causing the particle to be deflected

in an orbital path with a radius p, thus experiencing the force,

F="" (3.2)

Making the assumption that the velocity is perpendicular to the magnetic field, eq. 3.1

and 3.2 can be equated to give

Bp=— . (3.3)

The product Bp is referred to as the magnetic rigidity and is, as quoted, a measure of how
rigid a particle’s motion is through a magnetic field. The higher the mass or more energy
it has, the higher its rigidity. The principle of particle separation applies to any charged
particle passing through a one-dimensional field and must be accounted for even in beam

transportation. It is also analogous to the property of electronic rigidity Ep.
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3.3.2 Focal Plane Detectors

The resulting orbits of the reaction products are intercepted by a focal plane detector at
the end of the Split-pole. Because different reactions performed in the reaction chamber
can have vastly different kinematics, the reaction products can be focused at different
depths. The focal plane is therefore motorised and can be adjusted to suit the reaction.

Fig. 3.4 demonstrates the direction of this movement.

Within the focal plane are three separate detectors; two proportional counters and a plastic
scintillator. The three detectors are used together to identify the particles that reach the

focal plane.

Proportional Counters as Detectors

A proportional counter provides an environment for self-amplification of signals for any
incident ionising radiation. The counter consists of a gas-filled chamber, in the case of
the Split-pole isobutane (C4Hjg), and a potential field provided by a cathode and anode.
As the tritons pass through the chamber they deposit energy creating electron-ion pairs
which are accelerated toward the respective electrode. As the electrons gain energy, they
themselves ionise the gas creating further electron-ion pairs which are subsequently accel-
erated. The initial signal (typically one pair produced per 30 eV lost) is amplified and the

avalanche of electrons detected at the anode is proportional to the energy deposited.

The gas and voltage used affect the operation of the counter and can be changed to improve
the efficiency and signal quality for the radiation of interest. The gas chamber in the Split-
pole is of sufficient density to remove only some of the particle’s energy allowing it to pass
through to the remaining focal plane detectors. In some configurations the electrodes
can be rearranged to a specific orientation to provide information on the geometry of the
interaction. For example, multiple anode wires forming a grid structure provide an x and
y position for the radiation’s path through the detector. The Split-pole however uses a

series of delay lines to calculate the particle’s position as explained in section 3.3.2.



Chapter 3. Experimental Setup 54

Plastic Scintillators as Detectors

Radiation interacting with a scintillator deposits energy, exciting its constituent atoms,
which then promptly de-excite producing photons. Coupled to a photocathode, the pho-
tons strike a photosensitive surface and release an electron. The electrons are multiplied
after colliding with a series of dynodes, amplifying the signal and finally collecting on an
anode for measurement. The choice of scintillating material for a given type of radiation
dictates the detector properties, such as efficiency, energy resolution, response time, light
yield etc. A common configuration for detecting charged particles (and also used as part
of the Split-pole’s focal plane detectors) is an organic scintillator within a solid plastic

solvent that can be easily shaped for various geometries.

Split-pole Particle Identification

Measuring a particle’s position after passing through a mass spectrometer is not always
enough to determine if the particle originated from the reaction of interest. It is necessary
to identify the particle’s isotope by utilising the differential energy loss particles experience
as they interact with the orbital electrons of atoms. The aforementioned energy loss can be
measured using detectors such as those mentioned above and is dependent on the particle’s

charge as described by the non-relativistic Bethe-Bloch formula,

E  4mnZ? ¢? 2mv?
d _ A e [m(TrLz))]7 (3.4)

T dr T mev? dreg I

where n is the target electron density and [ is the electron excitation potential of the target.
Considering two particles with the same initial velocity, the more massive or higher charged
particle will deposit a large amount of energy in the first energy loss (dE) detector but
a smaller amount in a second total energy (E) detector. Comparing the signals from the

two will yield a dE v E particle identification plot that highlights contaminating particles.

The primary purpose of the first proportional counter in the Split-pole is to provide a
position measurement of the particles’ location along the focal plane. Five wires run
parallel to the plane and act as the anodes. A series of strips run into the plane at an
angle of 40°, the same angle the analysed reaction products reach the focal plane. The

strips are used as cathodes and are connected in series by a delay line. Two signals are
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read out, one at each end of the delay line starting/stopping a TDC. The time difference

calculated by the TDC provides the position of interaction along the focal plane.

The second proportional counter (and secondary use of the first) is for measuring energy
loss. The plastic scintillator is the last detector the particles interact with and measures the
total remaining energy. Given the focal plane length, signals from the plastic scintillator
are read out at both ends. Two readings are required because the light signals produced
from events at the focal plane extremities reduce in intensity when read at the opposing
end causing the signal to fall below threshold. In total, five data elements are recorded

from the Split-pole, shown in Table 3.1.

Element French English
1 Position Position
Fil Wire (thread)

} Prop Counter

2

3 J0E 0E Prop Counter
4 Plastique Petit  Small Plastic
5

} Scintillator
Plastique Grand Big Plastic

Table 3.1: List of data elements taken from the Split-pole and their detector of origin.
Both the French and English terms have been used to reference the elements
in this thesis.

3.3.3 Magnetic Field

Due to variations in the current applied to the Split-pole coil, the magnetic field across
the dipole is not constant and the Split-pole at Orsay does not include a feedback loop
to correct for the variations. Equation 3.3 shows that for the same particle travelling
through different field strengths, different position values will be recorded reducing the

energy resolution.

The rate of change can vary from a few seconds to several hours and is typically on the order
of B/B =~ 10™* (see Fig. 4.4). A nuclear magnetic resonance (NMR) probe records the
magnetic field strength during the course of the experiment and can be used in calibration

of the focal plane position. The calibration process is explained further in section 4.2.1.
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3.4 Silicon Semiconductor Array

3.4.1 Coincidence Measurement

As mentioned previously, the primary purpose of the experiment was to measure the
decaying particles from the populated '“Ne states. To this end, detectors were required
to surround the target that would be sensitive to the alpha-particle and proton decay
energies expected. In order to anticipate and correct for the angular dependence of the
decay (given the spin of the originating state), the detectors would need to have a high
position sensitivity. For this experiment, W1-type [78] silicon semiconductor detectors

were placed within the reaction chamber itself.

Semiconductors as Detectors

A crystalline material forms a periodic lattice of atoms that restricts the orbiting electrons
to specific energy bands. The valence band corresponds to the highest electron orbital and
thus still restricted to a specific lattice site. The conduction band is the energy region in
which electrons are free to move throughout the entire structure. If the difference (band
gap) between the two energy regions is sufficiently large, the crystal becomes an electrical
insulator. By manipulating the band gap, the material can become a partial conductor
that only allows free movement of electrons if enough energy is supplied to the system (for

example incident radiation).

As electrons are promoted from the valence to conduction band, positively charged holes
appear and, under the influence of an applied electric potential, will drift in the opposite
direction to the now free electron. The stream of charge creates a measurable current
directly proportional to the energy of the incident radiation that created the electron hole
pair. To function as a detector, the principal desirable property is a high drift velocity
that prevents the electrons and holes from recombining thus maintaining a high level of

charge proportionality.

To ensure a large potential difference and therefore fast drift, atoms within the crystal can
be substituted for an element with a higher or lower number of valence electrons, leaving
an extra electron or hole once the covalent bonds have been formed in the lattice. An n-

type semiconductor has been doped with an element that provides more electrons, whilst
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a p-type has fewer electrons. Combining the two causes the excess electrons to flow across
the junction from the n to the p-type semiconductor whilst still maintaining the charge
imbalance from the doping elements atomic numbers. A depleted region in the system is
formed where electrons and holes have recombined. Adding an external voltage extends

this region and further increases the potential seen by any excited electron and hole pairs.

x16 3.1 mm
Width Strips

Front Junction

x16 3.1 mm
Width Strips

Connector Pins

Rear Ohmic Side!

Figure 3.5: Digital render of the W1-type silicon semiconductors used in this exper-
iment. The strips on the front side are orthogonal to those on the back
creating a matrix of detectable positions with a 3mm? resolution.

W1-Type Semiconductors

The W1 detectors used for the experiment contain a fully depleted semiconductor wafer,
made primarily of silicon and segmented into 16 electrically isolated strips on both the
front and back. The strips are arranged such that the front 16 are orthogonal to the rear
16 (Fig. 3.5). The double-sided silicon strip detector (DSSSD) is capable of reading a
charge from both a front and a back strip, constraining an incident particle’s position to
a much higher resolution than just a single semiconductor plane. Each strip is 3 mm by
50 mm with a 0.1 mm interstrip region necessary to prevent crosstalk. The detector’s
position resolution is, therefore, ~ +1.5 mm? though the angular resolution is dependent

on the particle’s origin.

L An ohmic contact is a non-rectifying electrode through which charges of either sign can flow freely
[79].
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3.4.2 Target Chamber Geometry

To maximise the '’ Ne decay detection efficiency, the DSSSD array covered the largest solid
angle possible. The circular reaction chamber measured 31.75 cm in diameter and 15 ¢cm
in height. A sliding seal allowed the spectrograph to be rotated round the chamber whilst
remaining under vacuum. Experimental target foils were fixed to a ladder in the centre of

the chamber and operated remotely, exchanging five target positions.

Target Ladder D 1&2 D 3&4

(To Split-
pole)

Faraday Cup Shield D 3&4

Figure 3.6: Photograph of the Split-pole reaction chamber housing the CaF, target
(highlighted in yellow) and Si semiconductor array (highlighted in blue).
When the lid is closed, the Faraday cup is positioned directly behind the
target ladder, shielded from the silicon.

To measure beam current, a Faraday cup is permanently hung from the chamber ceiling
behind the target ladder. The disadvantages to the faraday cup placement are two-fold.
First, its placement behind the target ladder prevents operation of the Split-pole from 0°
in the lab frame. Second, as the cup is made from graphite, excitations of the carbon
nuclei to the 27 state from unreacted beam cause 4.4 MeV ~ rays to flood the chamber in
addition to the -decay products from the cup activation. Both of these radiation sources
are too strong for silicon placement within the chamber without protection. A shield was
constructed that divided the chamber in two allowing silicon detectors to be placed at

backward angles to the target and remain protected.
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Figure 3.7: Schematic diagram of the reaction chamber geometry. The z axis points
allong the beam allowing 6 to be calculated in the plane of the chamber.
The 1°Ne recoil direction (shown in blue) causes a rotation to the reference
frame of ~ 28° from which the centre of mass angles are calculated.

A rail running round the edge of the chamber allowed radial and angular adjustment to

the detector position whilst still remaining normal to the target. As an improvement to

previous measurements, new mounts were designed that could stack two W1 detectors

vertically thus still occupying the same ‘floor space’. A diagram showing the geometry

of the silicon array can be found in Fig. 3.7. Three mounts were used to hold six W1

detectors in the chamber, characterised in Table 3.2.

Detector Thickness / pm Contact  Angle (/) / o Distance / mm
1 300 Grid
113 94.4
2 300 Grid
3 150 Planar
} 155 98.5
4 300 Grid
5 140 Grid
(-)135 81.9
6 140 Planar

Table 3.2: List of W1 type silicon detectors that formed the detector array within the
reaction chamber. Angle and distance measurements were taken to the cen-

tre point of each detector pair.

Positions of each pixel were subsiquently

calculated using trigonometric methods.
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3.4.3 Silicon Detector Efficiency

In total, the silicon detectors cover 11.45% of the total solid angle! (1.44 sr) however this
is not accounting for the kinematics of the reaction. Given that the beam carries all of
the momentum, reaction products must be forward focused in the laboratory frame. The
emission preference has the effect of lowering the detector efficiency depending on the
angle subtended between the recoil particle and the specific silicon pixel. To calculate
the efficiency of the silicon array, Monte-Carlo? simulations reconstructed the chamber
geometry and reaction kinematics to estimate the detection probability of each W1 pixel.
A framework of pre-defined structures and reactions furnished by NPTool [80] provided a
simplified interface with the Geant4 [81] Monte-Carlo algorithms.

Silicon Array Geometry in Laboratory Frame

2w — 40
el
i Y
S _
=
A By |- —130
i D1 D‘
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0 1 1 I 1 1 I 1 1 1
0 Jt/4 7/2 3][/4 4

Theta (0) / rad

Figure 3.8: YF(®*He,t)!"Ne(a)(p) simulation showing angular coverage of the silicon ar-
ray in the lab frame.

The simulation conducted for this experiment included the six W1 detectors placed accord-
ing to measurements taken during the experimental set-up, a simplified detector replicating
the acceptance window of the Split-pole and the CaFy target foil. Separate simulations
were run for each !Ne state of interest and for each decay mode. In addition, a single
simulation was run for a continuous range of Ne excitations from 5 to 8 MeV necessary

for the depiction of Fig. 3.10.

! Accounting for the loss of three strips in D1&2 due to the target mount obscuring extreme angles
close to 90°.

2Monte-Carlo algorithms rely on repetitive random sampling to quantify an output parameter and can,
in principle, be used to solve any problem with a probabilistic interpretation.



Chapter 3. Experimental Setup 61

Silicon Array Geometry in Centre of Mass Frame
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Figure 3.9: F(®*He,t)!"Ne(a)(p) simulation showing angular coverage of the silicon ar-
ray in the centre of mass frame. Panel (a) shows a matrix of theta against
phi for each interaction of the « particle with the W1 detectors (back scat-
tered *He beam was removed using an energy cut). Panel (b) shows the
x-axis projection of theta. The 12 segments used for angular distribution
bins have been highlighted.

Fig. 3.8 shows the angular coverage of the six W1 detectors in the laboratory frame
for a single excitation of Ne decaying via o emission. In order to correctly interpret the
angular correlation of the recoil decay products, it was necessary to transform silicon array
pixel positions from lab into centre of mass (c.m.) coordinates. As the only component
that need be considered in radioactive decay is the parent nucleus itself, the centre of mass
frame is that of the moving ®Ne. The coordinates for each silicon pixel were therefore
rotated around the y-axis toward the direction of the "Ne recoil (see Fig. 3.7) and

boosted proportionally to its kinetic energy. The calculations for the frame transformation
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are outlined in Appendix A. The silicon angular coverage, and therefore efficiency, are
consequently dependent on the 'Ne state populated. Panel (a) of Fig. 3.9 shows the

angular coverage of the array after rotation and boost into the centre of mass frame.

Gating on single resonance populations, the total angular range was divided into 12 seg-

ments binned in theta (panel (b) of Fig. 3.9) and the efficiency of each given by

1

)
47T nbi“/ncoc

Ebin = (35)
where ny;, is the alpha-particle or proton counts in the silicon array gated on the angular
bin and nyt is the total number of tritons detected in the simulated Split-pole. Multiplying
this number by the number of experimental counts detected gives the counts per steradian

required for angular distribution plots.

Simulated ®Ne Decay Energy vs Triton Energy

Silicon Energy / keV

0.915 ] 0.94 0.965 0.99 1.015
Bp / Tm

Figure 3.10: °F(*He,t)!°Ne(a)(p) simulation showing Si energy against Split-pole mag-
netic rigidity. The triton energy has been given in units of magnetic rigid-
ity. The expected positions of p and « loci are well separated. The lines
a, b and c have been drawn as guides to show the median of the loci
originating from detectors 1&2, 3&4 and 5&6 respectively.

The simulation predicted the kinematic relationship between the detected tritons and the
recoil decay products as shown in Fig. 3.10. As the timing resolution for the system was
insufficient to identify alpha-particles from protons, it is this relationship that was used
to identify the decay products. The loci diffuseness is dependent on energy straggling
through the target and thus on the angle of the pixel, hence the disparity between each

pair of detectors.



Chapter 3. Experimental Setup 63

3.5 Signal Analysis

The rate of 1?Ne population from the beam hitting the target requires appropriate elec-
tronics to record the signals from each of the Split-pole’s 5 elements in addition to the
196 strip channels in the silicon array. With approximately 300 events every second in the
Split-pole and the Si array subject to a rate almost three orders of magnitude higher, a

digital data acquisition system (DAQ) was necessary to record each signal.

3.5.1 Electronics

The signals from the silicon array were fed into Mesytec MPR-16 preamplifiers with each
silicon strip requiring its own channel. The primary function of a preamplifier is to extract
the signal from the detector whilst maximising the signal-to-noise ratio. As semiconductors
produce only a small output signal, the preamplification was charge-sensitive (as opposed
to current-sensitive) for the purpose of integrating the current across the entire signal pulse.
Signals from the silicon strips were passed through the reaction chamber feedthroughs
and, to reduce noise, immediately placed into the MPR-~16s. This limits additional input

capacitance caused by radio frequency pickup, ground loops or noise from the cable itself.

Signals from the preamplifier were then sent into Mesytec STM-16+ shaping amplifiers.
The intention of shaping the pulse is to remove the pile-up from a train of signals from
the preamplifier. The relative pulse height can be extracted and any additional height
from the tail of the previous pulse is removed. Due to the long exponential decay of the
preamplifier, the signal can ‘undershoot’ as it returns to zero. The signal decay undershoot
can be alleviated using a pole zero cancellation network where an adjustable resistor is
placed in parallel with the CR capacitor. Once shaped the signal height is then analysed
from the analogue pulse and converted into a digital measurement. Silena-9418 CR-RC!
ADCs (Analogue to Digital Converter) were used to process 32 channels at a time thus

requiring one ADC for each detector.

The shaping amplifiers also included an LED (Leading Edge Discriminator) that generated
a logic pulse if the shaped signal was above a certain threshold. The pulse was used as

a stop signal for the CAEN V767 TDCs (Time to Digital Converter) that were operated

!Charge differentiator (CR) and integrator (RC) circuits are combined in series to alleviate undesirable
features from using a single circuit alone.
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in ‘trigger matching’ mode. The time between the DAQ trigger (see section 3.5.1) and
any signal from the silicon within the timing window (see section 3.5.2) could therefore be

calculated and digitised.

Given the natural amplification provided by the nature of the detectors, the Split-pole
data elements were treated differently. The signals from the two proportional counters
and both ends of the plastic were sent through a TFA (Timing Filter Amplifier) to shape
the signal before the peak was analysed by a 7th Silena-9418 ADC. As mentioned in section
3.3.2 the position element was calculated from the timing difference between the left and

right signals in the first proportional counter and was also fed into the ADC.

A pulser module set to 5.1 kHz was run throughout the experiment to record the relative
timing of each event for offline correction of the Split-pole’s magnetic field variation. The
pulser was fed into a CAEN V560 scaler for the DAQ to record. The path of these signals

and the sequence of modules used have been outlined in Fig. 3.11.

Split-pole Trigger

The signals processed by the ADCs are only recorded to disk after the DAQ has been trig-
gered. For this experiment, the trigger was provided by the Split-pole using a coincidence
between one of the proportional counters (wire) and one of the plastic signals (PlasP).
Copies of each signal were taken after amplification by the TFA and passed through a
discriminator to provide logic pulses. The discriminators were set such that the wire pulse
lay inside a ‘gate’ provided by the plastic signal. If both detectors fired, the coincidence
unit produced a logic pulse to trigger the DAQ. Fig 3.12 shows the coincidence logic used
between the wire and plastic signals and the relative timing of each (this is also in reference

to point a in Fig. 3.13).

The data acquisition was controlled by a Silena-9418 Acquisition Control module (SAC)
that accepts the trigger and manages the data transfer between the ADC, TDC and scaler
modules within the VME (Versa Module Europa) bus crate. When the DAQ is triggered,
the SAC duplicates the trigger signal to the ADCs. If the event is accepted, the SAC emits
a COM signal to identify the DAQ as busy.

For this experiment, the ‘Monitor 2’ source was used as a secondary output for the COM

signal and transmitted as a trigger for the TDCs, thus TDC data is only recorded if ADC
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Figure 3.11: Signal analysis and trigger logic diagram used for the experiment. Signals

used for physical measurements are shown in blue. The logic paths are

shown in purple with the trigger signals highlighted in red. Several key

signals were duplicated and passed into the control room for monitoring.
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Figure 3.12: Splitpole signal logic used to produce the DAQ trigger (point a in Fig.
3.13). Relative timing between the wire and Plasic signals have been
marked in addition to the width of the logic pulses. The signal widths
were chosen to account for the natural jitter observed after the signal con-
version.

data is recorded. A visualisation of this event sequence has been outlined in Fig. 3.13.
The CAEN V560 scaler was used to count the triggers sent to the SAC and the triggers
that were sent to the TDCs. In this way, the deadtime of the system could be calculated

by comparing the two.

The SAC has a 40-MHz clock resulting in a 25-ns clock cycle. This causes a 25-ns jitter
on the COM signal used to start the TDCs but can be removed by ensuring MON2 is
in coincidence with a delayed copy of the trigger from the Split-pole before being used
to trigger the TDCs. The trigger logic, used to remove the jitter, is shown in Fig. 3.14
located at point b in Fig 3.13.

Whilst this dealt with the TDC start signal jitter, the stop signals would still be susceptible.
A copy of the DAQ trigger from the splitpole was meant to be sent into the DAQ to provide
a reference for the silicon timing signals and subsequently remove the jitter. Unfortunately
this signal was not diverted and caused the timing resolution to remain at approximately
20-25 ns rather than a potential resolution of 4 ns. Fortunately the decay particles could
still be identified and the background from the lower timing resolution still be accounted

for.
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Figure 3.13: Flowchart of signal manipulation to select coincidence events. The relative
timing between example Split-pole and silicon hits have been shown. Note
that hit 7 is outside of the window and therefore would not be recorded.
Points a, b and ¢ have been expanded on in Fig. 3.12, 3.14 and 3.15
respectively.

MIDAS

MIDAS (Multi Instance Data Acquisition System) software provided a suitable interface
for the electronic modules mentioned above and managed writing the data to disk. It was
also used for online data analysis by sorting the data into histograms as it was recorded.
The software regularly used for Split-pole measurements (NARVAL) was run in tandem
with MIDAS to check consistency between the two. NARVAL is limited by input channels

and was not able to accept all 196 channels from the silicon array.

3.5.2 Coincidence Window

As mentioned before, the experiment was designed to measure two particles from the
same reaction in coincidence. The window of the event was therefore required to remain
open long enough to accept signals from both the triton in the Split-pole and the "Ne
decay particle in the silicon array. The tritons had a far longer flightpath to the focal

plane detectors and, acting as the trigger for the DAQ), the silicon signals were necessarily
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Figure 3.14: Logic used to place the trigger in coincidence with itself to remove SAC
jitter (point b in Fig. 3.13).

delayed. This was achieved by extending the shaping time of the Mesytec STM-16+
amplifiers and by adjusting the CAEN V767 TDC window.

By placing an offset on the search window, decay hits in the silicon can be held in a buffer
until a trigger signal from the triton is provided and the time difference calculated. The
relation of the start and stop signals for the TDCs can be traced at point ¢ in Fig. 3.13
and Fig. 3.15 shows a histogram of the TDC signals overlaid on the coincidence window.
It is clear that coincident events have a similar flight time and form a peak above the

random coincidence background.

3.6 Experimental Procedure

The experiment was performed over the course of 9 days segmented into a series of short
‘runs’. Two weeks prior to receiving *He beam from the accelerator, the apparatus was
assembled to test electronics and quality of the silicon semiconductors. A small amount
of 'H test beam was supplied by the lab during this time to assist in the coincidence set

up and construction of the online sort code.

Before recording data from the reaction of interest, the six W1 silicon detectors were

calibrated in situ using a digital pulse generator and a triple alpha-particle source (**°Pu,
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Figure 3.15: Coincidence timing window between Split-pole and silicon array events
(point ¢ in Fig. 3.13). Trigger, window offset and width are measured in
25ns clock cycles. The experimental time of flight peak is located approx-
imately 17 clock cycles after the trigger.

24 Am, ?**Cm) placed at the intersection between beam and target ladder. Both were
used to normalise the natural gain discrepancies between each semiconductor strip and
any possible offset induced by the signal manipulation from the electronics (described in

more detail in section 4.2.2).

To ensure minimal noise and maximum statistics from only the reaction of interest, the
3He beam was tuned through into the reaction chamber into the centre of the target
position with the narrowest beam spot possible. If part of the beam were to scatter off
the aluminium target mount it could produce a high flux of particles within the chamber.
For this reason, during the tuning process individual shields were placed over the silicon

detectors to limit their exposure. The tuning target ladder consisted of the following:

Quartz (45°)

Empty Frame

° natC

CaFs 200ug cm~2 (M)!
Empty Frame (M)

IFor this experiment, some target foils were provided by the Maier-Leibnitz-Laboratory in Munich.
These foils were mounted on alternative frames and have been highlighted with (M).
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The primary tuning method was using a camera mounted on the ceiling of the chamber
pointing at the target ladder. When hit with the beam, the quartz fluoresces allowing
the beam spot to be observed. By monitoring the count rate in the Split-pole and silicon
detectors, the empty frame was used as confirmation that the beam was not infringing
on the edges of the ladder. The natural carbon and calcium-fluoride foils were used for
measuring the resolution of the Split-pole before the silicon shields were removed. A poor

resolution indicated an off-axis beam.

E=25.0 MeV Angle=10° B=0.835T

F(He SHe)°F T o T A

6.787 6.070 5.337 4.550 3.908 2.780 1.346 0.000

IZC(3H6,3HE)12C I I

4.439 0.000

160(3H6,3H9)160 I ” I

6.917 6.049 0.000

oaosorseyr T TOCIT TT T 1T

7071 6463 5827 5156 4.410 3.680 2.982 2212 0.844 0.000

wcasiessiopoca T TE 1 17 | |

7100 6.508 5.903 5.212 4.491 3.353 | 0.000

63.0 cm 73.5 cm 84.1cm

Figure 3.16: Expected focal plane position of populated states observed during tuning.
Magnetic field set such that the ground states had smaller orbits and were
within the plastic trigger range.

The splitpole was initially tuned to a lower magnetic field (~0.83 T) to focus scattered >He
onto the focal plane (see Fig. 3.16). The elastic and inelastic reactions provided higher
statistics for the tuning process. The field was subsequently increased (~1.42 T) to focus

on reacted tritons (Fig. 3.17).

Once tuned, the chamber was vented, the individual shields removed and the target ladder
replaced. The ladder used for tuning had been activated due to contact with the beam,

therefore a new ladder was mounted with the frames listed below.

° natc

Empty Frame (M)
CaFs 200ug cm™2 (M)
CaFy 100ug cm™2 (M)
CaFy 50ug cm™2 (M)

The carbon and empty frames were retained from the previous target ladder to confirm
tuning throughout the experiment. Three different thicknesses of calcium fluoride were

included to observe the compromise between statistics and resolution.
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Figure 3.17: The expected populated states visible on the Split-pole focal plane. States
of interest are shown in the top panel, contaminants are shown below. The
primary source of background are deuteron reactants from elements within

the target (F, Ca and C).

A short measurement of scattered beam off "*C was performed to confirm agreement
between the two DAQs mentioned in section 3.5.1. The target was then swapped to the
200 pug cm~2 CaFy for recording data. The beam energy of 25 MeV and Split-pole angle

at 10° were maintained throughout the experiment.

After approximately 48 hours (with 10 hours of >He beam on target) the ion source failed
causing a reduction in beam intensity. With the reduction in statistics from the loss of
beam, the best method to maintain an acceptable count rate was to increase the solid
angle acceptance of the Split-pole. The horizontal and vertical slits covering the entrance
were therefore widened. The wider entrance into the Split-pole produced a wider range of
incident triton angles causing the focal point from the magnetic field to vary. The effect

of this was to create asymmetric peaks in the Split-pole spectrum (see Fig. 4.12).

Toward the end of the experiment, the beam intensity was able to be raised slightly
allowing the target to be changed from the 200 to the 100 pug cm™2 thickness. The
higher resolution slightly offset the distortion caused by the wide Split-pole opening and
additionally exposed a new layer of unreacted CaFs to the beam. After the allotted beam
time, further calibration runs from the triple alpha-particle source and pulser walkthrough

were performed to check any drift from the initial measurements.
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9% (3He,t)"Ne Analysis and
Results

4.1 ROOT Data Structure

Data collected by MIDAS (section 3.5.1) required translation into a human-readable for-

! reconstructed event fragments into a tree structure provided by

mat. A sorting program
the ROOT data analysis framework. The program read in hexadecimal ‘words’, linked by
the same timestamp, constituting the channel address and corresponding data value. The

hex values were converted to integers and assembled into the following ‘branches’.

adcN The number of ADC hits within the event.
adcList An array listing the ADC channels that were hit.
adcData An array listing the corresponding ADC values.
tdcN The number of TDC hits within the event.
tdcList An array listing the TDC channels that were hit.
tdcData An array listing the corresponding TDC values.

The tree structure allowed the association of signals originating from the same event thus
linking ¢ and '?Ne particle decay hits. Each Split-pole element was fed into a unique ADC
channel and could be identified from the above branches. For a more simplistic analysis

however, five individual branches were additionally created for each Split-pole signal.

Nnitially written by Dr. T. Davinson but heavily modified for this work.

72
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4.2 Detector Calibration

In order to correctly interpret the data, the integer values assigned to the detector signals
(listed as channels') had to be converted into their physical counterparts. For both the
Split-pole and silicon array this involved measuring known signals with precise energies
and comparing to the populated channel in the raw data file. The greater the number of

reference signals, the greater the accuracy of the calibration.

4.2.1 Split-pole

Particle Identification

As shown in section 3.6 the reaction Q-values were such that there were two products
from competing reactions incident on the Split-pole focal plane, only one of which was of
interest. Identifying tritons from the 19F(3He,t)!"Ne reaction allowed all other data to be

discarded, accelerating data sorting and isolating '?Ne peaks for energy calibration.

Wire against Plastique Petite for PID

4000 10°

Deuterons

PlasP / Ch
T

3000 —

102

2000 —

10

1000 —

0 500 1000 1500 2000
Wire / Ch

Figure 4.1: Split-pole Wire (AF) against Plastique Petite (AFE) to separate particles
by Z and A. The triton selection cut is highlighted in red. Background from
partial energy deposition of deuterons ‘bleeds’ into the triton region.

Tritons were selected on matrix plots of energy (F) against energy loss (AE) and of energy

loss against energy loss. The position (Pos), Wire and small plastic (PlasP) elements

!Not to be confused with the amplifier channels assigned to each silicon strip.
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provided the greatest separation between deuterons and tritons. Fig. 4.1 and 4.2 show

the sequential cuts made to the data to select on the tritons.

Plastic Petite, Wire, Plastic Grande against Position for PID
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Figure 4.2: Split-pole Position (F) against Plastic and Wire signals (AF) for further
particle identification. The graphical cuts in each panel are focused on
tritons and remove the majority of the remaining deuteron background.

As a note of importance, Fig. 4.1 shows that whilst nominal energies of tritons and

deuterons are well separated, ejectiles travelling out of plane! have caused deuterons to

'Particles travelling unparallel to the Split-pole do not deposit their full energy in the focal plane
detectors.



Chapter 4. Analysis and Results 75

‘bleed’ into the tritons, making complete separation impossible. The last cut highlighted
in panel c of Fig. 4.2 used the large plastic (PlasG) to remove as much of this background
source as possible. Section 4.4.2 will discuss the contribution and parameterisation of the

remaining background.

Split-pole Position

As mentioned previously the high resolution of the Split-pole arises from its positional
measurement of the tritons along the focal plane and, therefore, it was only this element
that required an accurate calibration. As the position is dependent on the magnetic field
(eq. 3.3) which was not stable during the course of the experiment, the channels required

calibration into units of magnetic rigidity (Bp) rather than energy.

Split-pole Position Calibration to Magnetic Rigidity

N
= L =
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Figure 4.3: Upper panel: Uncalibrated Split-pole focal plane gated on tritons. The inset
shows the peaks fitted to isolated states in 'Ne. Lower panel: Correspond-
ing peak centroid against the calculated value of p.
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There are a number of isolated states in '?Ne that have well known energies and are con-
firmed to be preferentially populated in the reaction of interest. A single run with sufficient
statistics and a stable magnetic field in the Split-pole was chosen to find the channel po-
sition for each peak. Using two-body kinematics (described in detail in Appendix A) the
expected orbital radius (p) was calculated, where B was equal to the average field strength
of the chosen run, and compared to the channel number. Fig. 4.3 shows the peaks fitted
for the calibration and their relationship to the expected value of p. The shape of the
peaks is discussed later in section 4.4.1 The calibration is then applied to each Split-pole

event using the equation
Bp = [Offset + (Gain x channel)] X B . (4.1)

As mentioned in section 3.3.3 the magnetic field in the Split-pole can drift over the course
of the experiment and even over each run reducing the resolution. The magnetic field term
in eq. 4.1 corrects this drift when calibrating. The usual procedure for this correction is
to apply the calibration event by event and confirm the change by plotting Pos against
time where each peak position should remain ‘flat’. However, because the field drift was
so gradual over the experiment (Fig. 4.4), it was unnecessary to compensate for the small

changes within each run. As such, the average field value from each run was used.

X105 Magnetic Field Drift

74 120

Field Strength /1.4 T

0 250 500 750 1000
Time /s

Figure 4.4: Magnetic field recording for run no. 111. The field has a maximum drift of
8 x 10~ which is too small to correct for. Inset is the field drift across all
runs. Whilst overall drift was on the order of 1074, individual variation for
each run was limited to ~ 107°.
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4.2.2 Silicon

Additionally, each strip of the six W1 silicon detectors required calibration to known
energy values. To this end, a pulser module was used to simulate signal inputs into the
preamplifiers at an amplitude reducing from 9 to 1 V (known as a pulser walkthrough).
An example of an uncalibrated pulser spectrum is shown in the upper plot of panel a in
Fig. 4.5. The channel number of each peak was plotted against the amplitude of the pulse

(below) and a linear fit applied. Extrapolating the fit to 0 gave the offset value of each

strip.
Silicon Calibration from Alpha Source and Pulser Walkthrough
X103 X108
2 g °
=] C (a <) - (b 241Amh
g 16 ( ) Y g 4 ( ) 239D|1“
S| ) [
) 3 -
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Figure 4.5: Silicon energy calibration using artificial pulses to obtain the electronic offset
(panel a) and a-decay to measure the gain factor (panel b). The lower plots
show the fit to ADC channel against expected value.

To account for distortions in the current read by each strip in the silicon wafer itself,
signals originating from the a-decay of 23?Pu, 2! Am and ?**Cm (known as a triple alpha-
particle source) were analysed. The source was fixed to the target ladder for approximately
12 hours for each calibration performed. The data were sorted, applying the offset from
the pulser walkthrough in summation, and the peak positions from the spectra plotted
against the precise energy of each a-particle decay. An example spectrum (upper) and
linear calibration fit (lower) are shown in panel b of Fig. 4.5. Note that the smaller peaks
were due to decay to excited states in the daughter nucleus and have not been used for
calibration because of the lower statistics. The intercept parameter of the linear fit was

fixed to 0 whilst the gradient (equivalent to the gain) was left free.
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The measured offset and gain were applied to subsequent silicon data using the formula

E = (channel — Offset) x Gain , (4.2)

the result of which can be seen in panel (a) of Fig. 4.6.

Silicon Energy and Timing Calibration Results
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Figure 4.6: Effect of applying the energy (a) and time (b) calibration to triple a-particle
source data. The left matrix shows before and the right shows after the
calibration.

Silicon Dead Layer

Table 3.2 lists the silicon detectors used during this experiment. Two types of electrical
contact were used; planar and grid, each with differing thicknesses. To improve the energy
calibration, the energy losses of the alpha and proton particles passing through this ‘dead
layer’ had to be accounted for. The measurement of the dead layer thickness was performed
after the experiment in the nuclear labs at the University of York. The detectors were
placed at 90° and 45° degrees to an alpha-particle source (to present differing depths of
dead layer) and the energy of each isotope decay measured. Using the program SRIM
(Stopping Range of Ions in Matter) to estimate the stopping power of alpha-particles
through silicon, the energy difference between each detector orientation equated to the
distance travelled by the particle. Simple trigonometric calculations produced the dead
layer thickness for each detector that could be used in the calibration to ‘add back’ the

lost energy according to the loss predictions from SRIM.
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Timing Calibration

The values provided by the TDCs were calculated electronically where each channel was
equivalent to 0.8 ns, thus there was no gain factor to consider. An arbitrary value for
the central TDC channel was chosen to normalise against and the offset required for each
strip determined from the peak centroid position difference. Whilst quantifying the time
for each silicon detection was unnecessary, centralising the peak position simplified the
data sorting process later. Fig. 4.6 shows the silicon energy (a) and silicon self-timing (b)

against strip number.

4.3 True Event Conditions

Not all signals generated by the detectors and stored in the ROOT tree are considered true
coincident reaction products. Hits in the Silicon array and Split-pole had to meet certain
requirements in order to qualify. Fig. 4.7 shows the sequence of conditional statements
required to sort the data into physical and non physical events. With the exception of

triton identification (mentioned in section 4.2.1) each statement is discussed below.

— Loop over events
~— Loop over adc Multiplicity (5x SP Elements)
Check for 5 Split-pole elements
Within Triton Cuts
Plot Focal Plane Spectrum (Singles)
—~ Loop over adc Multiplicity (2x Si Front and Back)
— Loop over tdc Multiplicity
Check for tdc element
Corresponding Front Back Hit in Detector
Equal Energy
adc/tdc Correlation
Si self timing peak
Alpha or proton locus
Plot FP Spectrum (Alphas) (x12 Ang Bins)
Plot FP Spectrum (Protons) (x12 Ang Bins)

Figure 4.7: Qualitative description of event selection sequence used in offline sort codes
to gate on true coincidences. The three focal plane plots have been drawn
in Fig. 4.11.
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4.3.1 Extraneous Events

The first two conditions are used to remove events that do not have the relevant data for
subsequent cuts and removing these at the top level expedited the sorting process. As
all Split-pole elements were necessary to gate on tritons, events without data in all five
branches were immediately rejected. The lack of signal detection in certain elements could
be attributed to non-parallel particle trajectories generating signals below threshold from

glancing interactions.

The measurement from the TDC is also crucial later in the sort code for identifying tritons
and "“Ne decays that originated from the same reaction. The window for ADC signals
to be registered to the same event lasts for 5 us, however the TDC timing window (Fig.
3.15) is limited to 2 ps. It was expected therefore that with a constant background of
uncoincidental Ne decays and 3/ decays from the faraday cup, approximately 60% of
the data could be discarded immediately due to lacking timing information. Were even
the timing recorded for these events, the discarded data would continue to be inadmissible

under a later condition for being outside of the time of flight peak (section 4.3.4).

One final condition was that an event must contain at least one pair of hits in the Silicon
array, both from separate sides from the same detector. Any other combinations of ADC

channels were treated as background or noise.

4.3.2 Silicon Hit with Equal Energy

As the W1 detectors share the same silicon wafer between the front horizontal strips and
the rear vertical strips, for every particle that ionizes the central depleted region, a signal
of equal size is expected in both the front and back strips. For a proportion of the data
however, the energies recorded in the front and back differ substantially. This can occur
when a particle intercepts the detector within the interstrip region on one side but within
the live area on the opposite side. The difference between the front and back energy was
plotted and fitted with a standard Gaussian. Energy differences that were deemed too

great were rejected (for the W1s used in this experiment a limit of 20 was applied).

It was discovered during the post-experimental alpha-particle source calibration run that
detectors 5 and 6 (see Fig. 3.7) had drifted in energy significantly since the initial calibra-

tion. The average energy difference (back subtracted from front) has been plotted against
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Average W1 Front - Back Energy against Run Number
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Figure 4.8: Mean energy difference between front and back signals against run number.
Detectors 5 and 6 both exhibited drifts from their initial calibration over
the course of the experiment. The approximate function used to describe
the shift has been overlayed in yellow.

run number in Fig. 4.8. Given the close proximity of the detectors to the target foil, they
likely experienced a greater flux of both '“Ne decays and background radiation. This pos-
tulation is based on the general trend observed in Fig. 4.8 indicating residual charge held
in the semiconductor, and also from the inverse drift seen during a period of lower beam
intensity. Whilst unfortunate, the equal energy condition was easily modified to include
this variation. The calibration was also affected, however the maximum energy difference

observed was <100 keV and still allowed different decay particles to be distinguished.

4.3.3 ADC and TDC Correlation

As discussed in section 3.5.1, when a signal is processed by the shaping amplifier, both the
amplitude and relative time of the signal are stored by the ADC and TDC respectively.
It is important, therefore, when analysing the data to ensure that front/back hits in the
silicon are only accepted if the corresponding TDC channel was also recorded in order to
remove random noise from the system. From prior conditions, the data were already well

correlated and this step removed only a small percentage of the total events.
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4.3.4 Coincidence Timing

The crucial cut made to the data is on the time difference between 