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Executive Summary

Vortex flows in the solar atmosphere may contribute significantly to the
energy flux requirements for heating the quiet Sun atmosphere. This thesis
presents evidence that the expected number of vortices in the solar pho-
tosphere is significantly larger than estimated and most importantly their
lifetime is, in the mean, much shorter than previously believed. This sug-
gests that vortex flows are highly dynamic and that their formation and
dissolution is highly temporally localised. The measurements and statis-
tics that support this evidence were made possible by use of an automated
vortex identification approach which allowed for a much larger sample. In
fact the number of identified vortices is several orders of magnitude larger
compared with the latest research on the subject.

Given that vortices in the solar photosphere can introduce magnetic twist,
a pertinent question then is: ”How would that magnetic twist affect ax-
isymmetric MHD modes?”. Part of this thesis visits this question and the
theoretical models used offer interesting answers. Firstly, even for weak
magnetic twist the long wavelength cut-off for the sausage mode that is
present in models without magnetic twist, is removed! It is shown that
magnetic twist naturally couples axisymmetric Alfvén waves with sausage
waves. A coupling that results, among other things, in sausage waves ex-
hibiting Doppler signatures similar to these expected to be observed in
Alfvén waves. These modes can also be excited by a larger variety of drivers
compared to the pure sausage and axisymmetric Alfvén waves. Something
that makes them more pertinent to the question of energy propagation than
their pure cousins (sausage and Alfvén waves).

Lastly, a calculation is presented, for the first time, of a dispersion relation
for resonantly damped axisymmetric modes, in the spectrum of the Alfvén
continuum and also an approximation is presented of the damping time
in the long wavelength limit. It is shown that the damping times can be
comparable to that observed for the kink mode in the case that there is no
magnetic twist.
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Chapter 1

Introduction

1.1 The Sun

The Sun is about 5 billion years old and it will remain in its present phase of evolution

for approximately another 5 billion years. Then, its core hydrogen will be exhausted,

our Sun will expand significantly and will be transformed into a red giant. This red

giant will eventually collapse to a white dwarf whose size will be comparable to today’s

Earth size.

The Sun has been studied for thousands of years. Mankind’s fascination with the

bright object in the sky is arguably as long as history. Perhaps people always under-

stood, even on an intuitive level, that their lives where intricately linked with this

magnificent object. The first recorded study of the Sun dates as far back as 2000 BC

by the Chinese and 600 BC by the Greeks. Notably, in 280 BC Aristarchus of Samos

suggested correctly that the Earth is travelling around the Sun. He even estimated the

Earth-Sun distance to 8 million kilometres. Although this estimate was off by a factor

of approximately 20 it is by no means a small feat, especially when we consider that

it took more than 2 millennia to get the correct estimate of 149.6 million kilometres

by Euler in 1770. Unfortunately Aristarchus’ theory was supplanted by Ptolemy who

argued for an Earth-centric Universe1, a theory that was not challenged for 1400 years!

We have come a long way in our understanding of the Universe and our nearest star

since the Chinese first recorded solar eclipses, however, we should not rest on our lau-

rels as it was only 200 years ago that we thought that the Sun’s surface was actually

inhabited (Priest, 2014, pp. 2)!

1Note that for the purposes of this thesis, it is assumed that there is one unique universe, our own.
Hence it will be referred to as the Universe.

1



1.1 The Sun

1.1.1 Characteristics of the Sun

The most commonly accepted distinction of solar phenomena separates regions on the

surface of the Sun labelling them as quiet and active. The quiet Sun regions are, in

relative terms, less dynamic and have a weaker magnetic field that is almost negligible

in comparison to active regions. The active regions of the Sun are more dynamic thus

supporting a greater number of transient phenomena. The transient phenomena in

active regions range from sunspots, prominences, flares and coronal mass ejections. The

primary drivers of these phenomena are strong magnetic fields; up to approximately two

orders of magnitude compared to the quiet sun regions. A large body of recent research

suggests that this distinction in quiet and active regions is perhaps too simplistic and

although there are indeed differences there exists significant evidence to suggest that

the quiet Sun regions may not be as quiet as we thought in the past; a multi-scale

view would be more appropriate (e.g. (Hansteen et al., 2005; Hansteen et al., 2014;

McIntosh et al., 2011; Klimchuk, 2015) and Chapter 1 by (Priest, 2014)). The quiet

atmosphere is influenced significantly by the magnetic field, which is influenced by the

granule cells whose nature is highly dynamic (see Chapter 5). Additionally, the idea

that the Sun’s atmosphere is static and that adheres to spherical symmetry is in stark

contradiction with what is observed.

For a well rounded account of Sun’s properties and the associated physical pro-

cesses see, e.g. Stix (2012) which is an excellent introduction. Other textbooks on the

subject are: Priest (2014) with a clear focus on magnetic reconnection, and of course

Aschwanden (2005) is also an invaluable reference with a focus on the corona.

Most of our information about distant stars comes from spectroscopy and the pho-

tospheric light that reaches us from these stars. The spectral signatures of this light are

determined by the temperature (T in degrees Kelvin K) and the relative abundance of

chemical elements in the star. Another important measure in the classification of stars,

that quantifies their relative brightness, is the apparent magnitude, m:

(1.1)m ≡ m0 − 2.5 · log

(

l

l0

)

,

where, l is the flux, that is the amount of electromagnetic radiation energy passing

per unit time through a unit area. Here, l0 and m0 refer to the flux and apparent

magnitude of a reference star and are fixed by convention.
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1.1 The Sun

Figure 1.1: Hertzsprung-Russell diagram. Credit: Chandra X-Ray observatory,
diagram downloaded from http://chandra.harvard.edu/edu/formal/variable_

stars/bg_info.html.

The problem with Equation (1.1) is that two stars that have the same apparent

magnitude may, and indeed chances are they will, have different luminosity, L, which

is the total radiative energy output per unit time of the star. Now, given that the flux,

l, depends both on the distance, d, from the star and its luminosity as

(1.2)l =
L

4πd2
,

it becomes evident that the apparent magnitude does not uniquely characterise a star.

To overcome this indeterminacy the absolute magnitude, M , is used. The absolute

magnitude is calculated using the expected flux l̂ that would be observed if the star in

question was at a distance d̂ = 10pc (parsec 1pc = 3.09 ·1016m) from Earth. Therefore,

with the help of Equation (1.1) and Equation (1.2) the expression for the absolute

magnitude is:

(1.3)M ≡ m0 − 2.5 · log

(

l̂

l0

)

.

Given this definition the absolute magnitude of the Sun is 4.7.
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1.2 Solar Anatomy

A systematic way to represent the pair (T,M) for stars is the Hertzsprung-Russell

diagram that plots the absolute magnitude, M , versus the effective surface temperature

T , see Figure 1.1. From this diagram we can see that our Sun is of just an ordinary

main sequence star. Notwithstanding this fact, our Sun holds the key to furthering

our understanding of other stars and plasma physics in general. Some of the physical

properties of the Sun can be seen in Table 1.1.

The magnitude of the numbers in Table 1.1 is quite removed from our daily experi-

ence and so a comparison with more familiar measures can aid comprehension. Accord-

ing to the International Energy Association the world energy production in 2015 was

approximately 1.6 · 1017Wh. If we could capture Sun’s Luminosity for only a second,

that would provide sufficient energy to power our civilisation for more than 274, 000

years at the present rate of consumption. Furthermore, Earth’s mass and radius are

approximately 6 · 1024kg and 6 · 106km respectively. This means that the Sun’s mass

is 330, 000 times larger than the Earth’s mass and its radius is 109 times larger. The

mean Sun-Earth distance is 149.6 ·109m (1 astronomical unit AU); a distance that light

covers in about 8′20′′.

1.2 Solar Anatomy

1.2.1 Interior

Our Sun is in essence a large ball of plasma. It is mainly composed of ionised hydrogen

H (≈ 92 per cent) and helium He (≈ 8 per cent). Other elements that account for

approximately 0.1 per cent are carbon C, nitrogen N and oxygen O and their proportions

are similar with those found on Earth, which would suggest a common origin. The

Property Value

Age 4.6 · 109yr
Mass 1.99 · 1030kg
Radius 6.955 · 108m

Mean density 1.4 · 103kgm−3

Mean distance from Earth 1.496 · 1011m

Surface gravity 274m s−2

Luminosity (L) 3.86 · 1026W
Effective temperature 5785K

Table 1.1: Physical properties of the Sun.
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1.2 Solar Anatomy

internal structure of the Sun in not visible however the field of helioseismology, mainly

with the help of waves, has been used to estimate the properties of the solar interior,

see Figure 1.2. The interior is primarily divided into three regions: i) solar core, ii)

radiative zone and, iii) the convection zone, with a thin separation layer between the

radiative zone and the convection zone, the tachocline.

1.2.2 Solar Core

The solar core is a nuclear reactor that consumes 5 · 109kg of hydrogen per second

converting it to helium primarily via the proton-proton cycle. It is estimated that its

temperature is about 15 million degrees Kelvin, has a mass density of 1.5 · 105kgm−3

and its radius is approximately 0.25 solar radii. The solar core is responsible for 99%

of the Sun’s energy generation.

1.2.3 Radiative Zone

Beyond the core and within [0.25, 0.713] solar radii is the radiative zone. This zone is

in approximate radiative equilibrium as the main energy flux transport mechanism is

radiation via photon emission, absorption and re-emission. The standard model for the

solar interior assumes that the pressure, p, temperature, T , and density, ρ, are functions

only of the radial distance from the centre. An additional assumption is that spherical

shells at a given radius, r, are in hydrostatic and thermal equilibrium. With these

assumptions using the perfect gas law and the diffusion approximation for radiative

flux

(1.4)F ≡
L

4πr2
,

we obtain the temperature gradient:

(1.5)
dT

dr
= −

3κRρ

16σSBT 3

L

4πr2
,

here κR is the Rosseland mean opacity, σSB the Stefan-Boltzmann constant and L the

luminosity.

1.2.4 Convection Zone

Moving away from the radiative zone the mean opacity κR rises quickly which in turn

increases the temperature gradient and at approximately 0.7 solar radii the convective

instability appears. Plasma rises and expands in its journey toward the photosphere
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1.2 Solar Anatomy

Figure 1.2: Solar anatomy. Credit: NASA/Goddard, diagram downloaded from
https://www.nasa.gov/mission_pages/sunearth/science/Sunlayers.html

until the point where its opacity is sufficiently low to radiate energy away; cooling

down and then descending. This process of the convection zone is manifested in the

photosphere by granulation, see Figure 1.3.

1.2.5 Atmosphere

The solar atmosphere is the part of the Sun that we can see. This is defined by the

optical thickness τ :
(1.6)I = I0e

−τ

where I0 is the radiation intensity at the source and I is the observed intensity. A

medium is optically thick (or opaque) when τ ≥ 1, that is when the initial radiation

intensity I0 drops off by more than a factor of e until it reaches its destination I.

The atmosphere is divided into three regions: i) photosphere, ii) chromosphere

and, iii) corona. The photosphere is relatively dense, opaque and is the source of

the majority of Sun’s radiation; hence its name (φως means light in Greek). The

photosphere’s optical thickness is below unity in part of the ultraviolet, visible and

part of the infrared light.

Above the photosphere is the chromosphere which is tenuous and optically thin,

which is followed by the corona that is separated from the chromosphere by a thin

layer called the transition region. The temperature levels along with the density in

6

https://www.nasa.gov/mission_pages/sunearth/science/Sunlayers.html


1.2 Solar Anatomy

Figure 1.3: Granulation on the photosphere.

Figure 1.4: Mean variation of temperature and density as a function of height in the
solar atmosphere according the the VAL model (Vernazza et al., 1981).
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1.3 Thesis Outline

each of these regions according to the VAL model by (Vernazza et al., 1981) can be

seen in Figure 1.4. The VAL model is a one-dimensional model that correctly fits a

number of spectral lines in different regions of the atmosphere. Despite its simplicity,

it has proven to be very useful.

1.2.6 Photosphere

The photosphere is dominated by granulation. Granules have irregular highly dynamic

shapes and they form and disappear constantly. Their centre is bright since it is com-

prised of hot plasma that bubbles upward and out, much like a fountain. As the plasma

cools, it falls down at the boundaries of granules, the intergranular lanes. This explains

why these appear darker in images, see Figure 1.3. Granule sizes vary approximately

in the range [0.3, 2.0]Mm; have a typical size of about 1Mm and their lifetime is in

the range of 1 to 20 minutes. There is a correlation between granule size and their

lifetime with larger granules tending to have longer lifetimes along with smaller hori-

zontal plasma flow velocities. Granules are formed by two or more other granules or

the fragmentation of a large granule.

Apart from these granulation patterns that are considered to be small scale, there

are mesogranules (Shine et al., 2000) and supergranules (Hagenaar et al., 1997). Su-

pergranules have a mean size of about 30Mm with typical sizes within the [20, 70]Mm

range (Roudier and Muller, 1986). Mesogranules bridge the scale gap between granules

and supergranules and have lifetimes between 3 to 6 hours.

Photospheric vortices are often present in magneto-convection simulations (Nordlund et al.,

2009). Similar structures have been discovered by Steiner et al. (2010); Bonet et al.

(2010, 2008) and others. These typically have lifetimes between 5 to 10 minutes. In

Chapter 5 of this thesis is is shown that there is another type of vortices on the solar

photosphere that have significantly smaller lifetimes and are ubiquitous.

The magnetic field on the photosphere is highly variable and dependent on location.

In active regions the mean flux density is approximately within 100G to 500G.

1.3 Thesis Outline

The focus of this thesis is the study of axisymmetric MHD modes in the presence of

magnetic twist in solar atmospheric conditions. Vortex flows in the photosphere can
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1.3 Thesis Outline

excite these MHD modes and, as such, the statistical properties of these flows are an

important factor in estimating whether the conditions for the excitation of these modes

are commonly met in the photosphere.

The two main threads of research explored in this thesis are, i) the identification

and statistical analysis of vortex flows in the solar atmosphere and ii) the mathematical

analysis of axisymmetric MHD modes as well as their resonant absorption.

Chapter 2 lays the theoretical foundation for the following chapters. The linearised

ideal MHD equations are presented along with the analytical tools used for the study

of wave modes in a uniform unbounded magnetized plasma. This fundamental case is

then contrasted with the wave modes in a magnetic flux tube.

Chapter 3 presents an analytical study of axisymmetric modes in magnetically

twisted flux tubes using a set of physically plausible assumptions and simplifications

to proceed with the analysis. A dispersion equation is derived which is subsequently

solved numerically to study various tube configurations, e.g. warm dense tube, weak

cool tube and others. One of the interesting findings of this work is that axisymmetric

modes in magnetically twisted flux tubes can readily be confused with pure Alfvén

waves and given the prevalence of magnetic twist in the solar photosphere it is possible

that reports of Alfvén wave observations may in fact be of axisymmetric modes.

Chapter 4 is a study of resonant absorption in axisymmetric modes using the con-

servation laws developed by Sakurai et al. (1991a). A dispersion relation is derived in

the Alfvén continuum and a simplified approximation is presented. Using these rela-

tions, a probabilistic study is conducted with the aim to aid observers identify regions

that are likely to be viable conduits of axisymmetric waves based on a set of param-

eters. The theoretical predictions of the damping times calculated in this chapter are

in good agreement with observed damping times reported by Van Doorsselaere et al.

(2011) and Morton et al. (2012) and also quasi-periodic pulsations (Kolotkov et al.,

2015) that are believed to be fast sausage waves.

Chapter 5 presents a study on the automated identification of photospheric intensity

vortices using observations from the Swedish 1-m Solar Telescope (SST) on La Palma.

After an introduction, the method used in the identification process is elaborated and

subsequently a statistical analysis of the properties of these vortices, such as lifetime,

radius, expected number of vertices, expected area and their proportion to the total
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1.4 Contributions

area of the photosphere is presented. Lastly, the potential implications of these results

are elaborated upon.

In Chapter 6 future research, interesting new open avenues of research inquiry and

insight gained from this work are presented. The main results and conclusions of this

work are summarised and the thesis concluded.

1.4 Contributions

The main contributions of this work are:

• Vortex Flows in the Solar Atmosphere: Automated Identification and Statistical

Analysis, submitted currently in review. Chapter 5 of this thesis is based on this

work.

• Resonant Absorption of Axisymmetric Modes in Twisted Magnetic Flux Tubes

(Giagkiozis et al., 2016) published in The Astrophysical Journal. Chapter 4 is

based on this publication.

• Axisymmetric Modes in Magnetic Flux Tubes with Internal and External Magnetic

Twist Giagkiozis et al. (2015) published in The Astrophysical Journal. Chapter 3

is based on this publication.

• Multiwavelength Studies of MHD Waves in the Solar Chromosphere Jess et al.

(2015) publised in Space Science Reviews. The author’s contribution to this work

is section 3 and several figures that appear in this survey publication. Chapter 2

in this thesis is based on the aforementioned section of this paper.

• Wave Damping Observed in Upwardly Propagating Sausage-Mode Oscillations

Contained Within a Magnetic Pore Grant et al. (2015) published in The Astro-

physical Journal. The author’s contribution to this work was the solution of

dispersion equations and discussion of the findings. No text from this publication

appears in this thesis.
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Chapter 2

Theoretical Foundations

2.1 Introduction to MHD Waves

2.1.1 Linearised Ideal MHD

In the absence of a magnetic field in a plasma, the supported eigenmodes are sound

waves which are isotropic, that is, their speed is independent on the direction of propa-

gation and also these waves are non-dispersive. However, in the presence of a magnetic

field the number of supported waves is increased. Importantly, although some of these

waves have similarities with sound waves, they can be highly anisotropic. This is be-

cause their character depends on the degree of alignment of the wavevector (k) with

the direction of the background magnetic field (B) and the ratio of the kinetic pres-

sure (p) versus the magnetic pressure (B2/2µ0). This ratio is the plasma-β, defined

as β = 2µ0p/B
2, where µ0 is the magnetic permeability of free space. A commonly

used method to explore the properties of waves in magnetised plasmas is to consider

the linearised ideal MHD equations. As a first step let us consider small perturbations

about a static equilibrium, i.e. no background flow, v0 = 0

(2.1a)
∂

∂t
ρ′ = −∇ · (ρv′),

(2.1b)ρ0
∂

∂t
v′ = −∇p′ +

1

µ0

[

(∇×B)×B′ + (∇×B′)×B
]

,

(2.1c)
∂p′

∂t
= v2S

∂ρ′

∂t
,

(2.1d)
∂

∂t
B′ = ∇× (v′ ×B),

where ρ, p and B are the density, kinetic pressure and magnetic field at equilibrium

and are all functions of spatial coordinates (x). Furthermore, ρ′, p′ and B′ are the cor-
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2.1 Introduction to MHD Waves

Figure 2.1: Friedrichs diagrams for vS < vA with β = 1/γ (left), vS = vA and β = 2/γ
(middle) and vS > vA with β = 2.5/γ (right). The phase speed perturbation of the slow
magneto-acoustic wave is illustrated in blue, the Alfvén wave in orange and the fast
magneto-acoustic wave in red. The dotted lines correspond to the sound and Alfvén
speed. The horizontal and vertical axes labelled as vph,|| and vph,⊥ respectively repre-
sent the velocity perturbation components along and perpendicular to the equilibrium
magnetic field, B.

responding perturbed quantities, while v′, is the velocity perturbation. The quantity,

vS is the adiabatic sound speed.

2.1.2 Wave Modes in a Uniform Unbounded Magnetized Plasma

Now let us explore Equation (2.1) in a very simple setting illustrating the wave modes,

that are supported in the MHD description of plasmas, and their identifying charac-

teristics. For an unbounded homogeneous magnetized plasma, namely p, ρ and B are

constant, Equation (2.1) can be rewritten (Priest, 2014) as,

(2.2a)
∂

∂t
ρ′ = −ρ∇ · (v′),

(2.2b)ρ0
∂

∂t
v′ = −∇

(

p′ +
B ·B′

µ0

)

+
1

µ0
∇ ·
(

BB′
)

,

(2.2c)
∂p′

∂t
= v2S

∂ρ′

∂t
,

(2.2d)
∂

∂t
B′ = (B · ∇)v′ −B(∇ · v′),

the two terms in the right hand side of the momentum Equation (2.2b) are the total

pressure perturbation,
(2.3)p′T = p′ +B ·B′/µ0,

comprised of the perturbation of the kinetic pressure, p′, and the magnetic pressure

perturbation, B ·B′/µ0. The second term in right hand side of Equation (2.2b) is the
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2.1 Introduction to MHD Waves

magnetic tension. Let us consider plane wave solutions for the perturbed quantities,

v′,B′, p′, ρ′ ∝ ei(k·x−ωt), (2.4)

where x is the position vector and k is the wavevector. The equations in the system

(2.2) can be combined to produce the dispersion relation. Specifically, there are two

possibilities, (i) k · v′ = 0 which corresponds to the incompressible case, and, (ii)

k · v′ 6= 0 that corresponds to the compressible case. Using the system (2.2) for the

case k · v′ = 0 results in the following dispersion relation in terms of the phase speed

vph = ω/k (where k = |k|)

v2ph =
B2

µ0ρ
cos2 θ (2.5)

= v2A cos2 θ, (2.6)

where θ is the angle between the wavevector, k, and the background magnetic field,

B. Equation (2.5) describes an anisotropic, non-dispersive wave whose only restoring

force is the magnetic tension. The phase speed in Equation (2.5) corresponds to phase

speed of the Alfvén wave (Alfvén, 1942), where vA = |B|/
?
µ0ρ. In the compressible

case (k · v′ 6= 0) the system of equations (Equations 2.2) can be combined producing

the following dispersion equation,

(2.7)v4ph − (v2S + v2A)v
2
ph + v2Sv

2
A cos2 θ = 0,

Equation (2.7) has two roots in terms of the square of the phase speed, i.e.

(2.8a)v2ph =
1

2

(

v2S + v2A
)

+
1

2

(

v4S + v4A − 2v2Sv
2
A cos 2θ

)1/2
,

(2.8b)v2ph =
1

2

(

v2S + v2A
)

−
1

2

(

v4S + v4A − 2v2Sv
2
A cos 2θ

)1/2
.

The solutions in Equation (2.8) correspond to the two magneto-acoustic modes: the

slow mode, has a phase speed given by Equation (2.8b), and the fast mode, whose

phase speed is given by Equation (2.8a). In summary, there are three MHD modes, the

Alfvén mode (Equation 2.5) whose restoring force is only magnetic tension and the two

magneto-acoustic modes whose restoring force is a combination of magnetic tension

and total pressure force. The phase speed in Equation (2.7) depends on the angle, θ,

and the ratio of the sound speed versus the Alfvén speed, which is proportional to the

plasma-β, i.e. β = (2/γ)v2S/v
2
A. First let us explore the two extremes for the plasma
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2.1 Introduction to MHD Waves

β, namely β ≫ 1 and β ≪ 1. Note the β ≫ 1 limit means that vS ≫ vA and similarly,

β ≪ 1 is equivalent to vA ≫ vS . In the limit where β ≫ 1, Equation (2.8) is reduced

to

(2.9)v2ph ∼

{

v2S for Equation (2.8a),
v2A cos2 θ for Equation (2.8b),

where the solution corresponding to Equation (2.8a) is the dominant mode and the

solution corresponding to Equation (2.8b) is a second order correction. This means

that for β ≫ 1, the Alfvén and slow modes vanish and the fast mode, now the only

mode, converges to the sound speed. This result is quite intuitive considering that a

high plasma-β, in the β ≫ 1 limit, the kinetic pressure dominates the magnetic pressure

thus the magnetic pressure and tension in Equation (2.2b) can be neglected, reducing

Equation (2.2b) to the linearised Navier-Stokes equation. For the low plasma-β case

(i.e. β ≪ 1), Equation (2.8) reduces to

(2.10)v2ph ∼

{

v2A for Equation (2.8a),
v2S cos2 θ for Equation (2.8b),

which means that the fast magneto-acoustic wave in this case converges in magnitude

to the Alfvén speed and is isotropic. Additionally, it is interesting to note that the

fast magneto-acoustic mode is very weakly dependent on kinetic pressure and the main

restoring forces are the magnetic pressure gradient and magnetic tension. Furthermore,

for a wavevector k parallel to B the restoring force of the fast magneto-acoustic mode

is solely the magnetic tension while for increasing θ the magnetic pressure gradient

becomes increasingly more important until θ = π/2 where the restoring force is only

the magnetic pressure gradient. In contrast, the slow magneto-acoustic mode is highly

dependent on θ and admits no waves for θ = π/2.

Next, the cases k ‖ B and k ⊥ B are considered. The first case naturally corre-

sponds the θ = 0, and so Equation (2.8) is reduced to

(2.11)v2ph ∼

{

v2A for Equation (2.8a),
v2S for Equation (2.8b),

while for k ⊥ B (θ = π/2), (2.8) reduces to

(2.12)v2ph ∼

{

v2A + v2S for Equation (2.8a),
0 for Equation (2.8b).

The first observation in this case is that the fast magneto-acoustic mode is no longer

isotropic since its phase speed varies from vA to
b

v2A + v2S . Note that in the limit
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2.1 Introduction to MHD Waves

vA ≫ vS , the phase speed of the fast mode becomes vph ∼ vA, which is in agreement

with Equation (2.10). In this case the fast mode can be considered to be approximately

isotropic.

An interesting relation between the slow and fast magneto-acoustic modes is re-

vealed when Equation (2.1), Equation (2.2c) and Equation (2.1d) are combined, ob-

taining the following relation between magnetic pressure and kinetic pressure,

(2.13)
1

µ0
B ·B′ =

v2A
v2S

(

1−
v2S
v2ph

cos2 θ

)

p′.

According to Equation (2.13), when vph < vS cos θ the kinetic and magnetic pressure are

out of phase by π and so these restoring forces oppose each other. From Equation (2.8b)

it follows immediately that this condition holds for slow magneto-acoustic waves, this

is clearly illustrated in Figure 2.1.

In the case where vph > vS cos θ, the magnetic and kinetic pressure perturbations

are in phase and thus support each other. This condition holds for the fast magneto-

acoustic wave, see Equation (2.8a) and Figure 2.1. In the case when vph = vS cos θ, the

magnetic pressure is zero. Apart from the trivial solution, this condition is satisfied

when, i) vA > vS , for θ = 0, π corresponding to the slow magneto-acoustic wave at this

points, ii) vA = vS , and is satisfied by the the Alfvén wave and lastly, iii) vS > vA,

which is satisfied by the fast magneto-acoustic wave at θ = 0, π. We also notice that

for vA ≫ vS magnetic pressure is dominant while for vS ≫ vA the opposite is true.

In summary, in ideal linearised MHD for a homogeneous plasma there are three

distinct waves, i.e. the slow and fast magneto-acoustic and the Alfvén waves. The phase

speeds of these waves are well ordered: 0 ≤ vslow ≤ vA ≤ vfast and also their velocities

are mutually perpendicular, vslow ⊥ vA ⊥ vfast (Goedbloed and Poedts, 2004). The

Alfvén mode is incompressible and is supported purely by the magnetic tension, while

the restoring forces for the two magneto-acoustic modes is a combination of the total

pressure gradient and magnetic tension. Table 2.1 presents a brief summary of the

results in this section. For β ≪ 1, which is often relevant in chromospheric conditions,

the fast mode is approximately isotropic while the slow mode along with the Alfvén

mode exhibit a strong anisotropy and both have a preferred propagation direction

along the magnetic field while they do not propagate in directions perpendicular to the

magnetic field.
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2.1 Introduction to MHD Waves

Table 2.1: Phase speeds of the slow, fast magneto-acoustic and Alfvén waves for a
uniform unbounded magnetised plasma.

β ≫ 1, vA ≪ vS β ≪ 1, vA ≫ vS

k · v′ = 0

k||B • Alfvén wave, v2ph ∼ v2A. • Alfvén wave, v2ph ∼ v2A.

k ⊥ B
• Alfvén wave,

does not propagate.
• Alfvén wave,

does not propagate.

k · v′ 6= 0

k||B

• Fast wave, v2ph ∼ v2S ,
approximately isotropic,
magnetic and kinetic pres-
sure in phase.

• Slow wave, v2ph ∼ v2A,
magnetic and kinetic pres-
sure out of phase.

• Fast wave, v2ph ∼ v2A,
approximately isotropic,
magnetic and kinetic pres-
sure in phase.

• Slow wave, v2ph ∼ v2S ,
magnetic and kinetic pres-
sure out of phase.

k ⊥ B

• Fast wave, v2ph ∼ v2S ,
approximately isotropic,
magnetic and kinetic pres-
sure in phase.

• Slow wave, does not propa-
gate.

• Fast wave, v2ph ∼ v2A,
approximately isotropic,
magnetic and kinetic pres-
sure in phase.

• Slow wave, does not propa-
gate.
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2.1 Introduction to MHD Waves

Figure 2.2: Schematic diagrams of MHD waves in synthetic cylindrical wave-guides.
The velocity perturbations in the z direction, denoted by δvz, are depicted with vertical
arrows within the tube while the velocity perturbations in the (r, ϕ)-plane, δvr,ϕ, are
illustrated with horizontal arrows. The horizontal plane cuts on the flux tubes illustrate
the density perturbation with darker colours signifying a relatively higher density to
the equilibrium density, the opposite is true for brighter colours. The two schematics
to the left represent slow and fast sausage modes (n = 0), while the two figures to the
right represent slow and fast kink modes (n = 1). Notice that for slow modes the main
component of the velocity perturbation is in the z direction, which is associated with,
relatively to the fast modes, stronger density perturbations.

2.1.3 Wave Modes in a Magnetic Flux Tube

Another geometric configuration of relevance in the solar atmosphere is a straight mag-

netic cylinder. Edwin and Roberts (1983) considered the case for constant magnetic

field inside, Biẑ, and outside, Beẑ, the flux tube with a discontinuity at the tube

boundary r = ra, where ra is the tube radius. Similarly the equilibrium density and

pressure inside and outside the tube are taken to be ρi, pi and ρe, pe respectively. The

resulting dispersion relations, assuming no energy propagation towards or away from

the flux tube are the following (Edwin and Roberts (1983)),

miρe(k
2
zv

2
Ae − ω2)

Kn(mera)

K ′
n(mera)

= meρi(k
2
zv

2
Ai − ω2)

In(mira)

I ′n(mira)
, for m2

i > 0, (2.14)

n0ρe(k
2
zv

2
Ae − ω2)

Kn(mera)

K ′
n(mera)

= meρi(k
2
zv

2
Ai − ω2)

Jn(n0ra)

J ′
n(n0ra)

, for −m2
i = n2

0 > 0,

(2.15)
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2.1 Introduction to MHD Waves

where,

m2
i =

(k2zv
2
si − ω2)(k2zv

2
Ai − ω2)

(v2Ai + v2si)(k
2
zv

2
T i − ω2)

, (2.16)

m2
e =

(k2zv
2
se − ω2)(k2zv

2
Ae − ω2)

(v2Ae + v2se)(k
2
zv

2
Te − ω2)

, (2.17)

are the internal and external radial wavenumbers, n is the azimuthal wavenumber and

kz is the longitudinal wavenumber which, in the present work, is along the ẑ direction.

For the case where m2
i > 0 the amplitude of the resulting eigenmodes are heavily

localised near the boundary of the flux tube (see Equation (2.14)) and so these are

referred to as surface modes. When m2
i < 0 the behaviour of the solutions inside the

flux tube is oscillatory and since only evanescent solutions are permitted outside the

flux tube, i.e. m2
e > 0, the largest wave amplitudes are observed inside and in the

vicinity of the flux tube, these modes are referred to as body waves. The schematic

diagram in Figure 2.2 depicts velocity and density perturbations characteristic to the

fast and slow magneto-acoustic modes for n = 0 (sausage mode) and n = 1 (kink

mode).

Surface and body waves exhibit similar characteristics associated with the slow and

fast magneto-acoustic and the Alfvén mode. However, these modes have a substan-

tially different behaviour when compared with the eigenmodes studied in Section 2.1.2.

The parallel component of the wavevector, k, to the magnetic field B is here kz. The

azimuthal wavevector, n, and the radial wavevectors, mi or me, form the perpendicular

components to the equilibrium magnetic field. With that in mind let us explore the sim-

ilarities and differences of the corresponding eigenmodes in Section 2.1.2 and the modes

present in a magnetic flux tube. The fast magneto-acoustic mode in Section 2.1.2 for

the case where β ≪ 1 was approximately isotropic, the fast mode in the magnetic cylin-

der case is highly anisotropic and also does not exist for some azimuthal wavenumbers.

The main restoring force for the fast sausage mode (n = 0) is the total pressure while

magnetic tension has only a minor role, while the fast kink mode (n = 1) appears to be

nearly incompressible and the main restoring force is magnetic tension (see Figure 2.8

and 2.2). Despite the differences between the eigenmodes for the uniform medium and

the magnetic flux tube the velocities of the three modes present for the magnetic flux

tube case are still mutually perpendicular to one another. The practical implication of

this is that the slow and the Alfvén modes are incredibly difficult to detect in a flux
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2.1 Introduction to MHD Waves

tube as there is heavy dependence on the spatial resolution of spectroscopic methods.

The fast magneto-acoustic mode is most prominently detectable. However, even for

this mode only the sausage mode has been successfully observed, corresponding to the

azimuthal wavenumber n = 0 and the kink mode (n = 1), while modes with n > 1 are

yet to be observed mainly due to limitations in the spatio-temporal resolution of the

instruments used.

The Alfvén modes in Figures (2.3) and (2.4) were calculated using Equations (7)–(9)

by Spruit (1982), i.e.
(2.18a)∇ · v = 0,

(2.18b)vz = 0,

(2.18c)v = 0, outside the tube.

Figure 2.3: The two extrema of the Alfvén mode for n = 0. This mode is also re-
ferred to as torsional Alfvén mode. In this figure and in Figure 2.4-2.8, the red ropes
represent the magnetic field lines, the white arrows the velocity field. A simulation of
this mode is also available at a higher resolution at http://swat.group.shef.ac.uk/
fluxtubecontent/alfven/n0_eig.html

19

http://swat.group.shef.ac.uk/fluxtubecontent/alfven/n0_eig.html
http://swat.group.shef.ac.uk/fluxtubecontent/alfven/n0_eig.html


2.1 Introduction to MHD Waves

Figure 2.4: The Alfvén mode for n = 1. Notice that the magnetic surfaces are decou-
pled, but are more intricate compared with the torsional Alfvén mode (Figure 2.3). A
simulation of this mode is also available at a higher resolution at http://swat.group.
shef.ac.uk/fluxtubecontent/alfven/n1_eig.html

Figure 2.5: The slow sausage mode (n = 0). Notice that the dominant velocity com-
ponent is in the direction along the flux tube. A positive density perturbation (ρ′)
is highlighted with warmer colours with red denoting the maximum and a negative
density perturbation is illustrated with cooler colours with blue the minimum. Lastly
the blue ropes represent the magnetic field outside the flux tube. The density pertur-
bation and external magnetic field are represented in similar fashion in Figure 2.6-2.8.
See http://swat.group.shef.ac.uk/fluxtubecontent/sausage/n0slow1.html for
a higher resolution simulation.
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Figure 2.6: The fast sausage mode (n = 0). Note that the velocity component
along the magnetic field is zero for this mode. See http://swat.group.shef.ac.

uk/fluxtubecontent/sausage/n0fast1.html for a simulation of this mode.

Figure 2.7: The slow kink mode (n = 1). As with the slow sausage mode, the dominant
component of the velocity field is along the direction of the magnetic field. See http://
swat.group.shef.ac.uk/fluxtubecontent/kink/n1slow1.html for a simulation of
this mode.
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Figure 2.8: The fast kink mode (n = 1). Note that the velocity component along the
magnetic field is zero for this mode as it is the case for the fast sausage mode Figure 2.6.
Another notable feature of this mode is that the divergence of the velocity inside the flux
tube is zero, which suggests that this mode is (nearly) incompressible. See http://

swat.group.shef.ac.uk/fluxtubecontent/kink/n1fast1.html for a simulation of
this mode.
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Chapter 3

Axisymmetric Modes in

Magnetically Twisted Flux Tubes

Observations suggest that twisted magnetic flux tubes are ubiquitous in the Sun’s at-

mosphere, with the Chapter 5 suppliying reinforcing evidence towards that view. The

main aim of this chapter is to advance the study of axisymmetric modes of magnetic

flux tubes by modelling both twisted internal and external magnetic field, when the

magnetic twist is weak. The focus of this chapter and Chapter 4 is on axisymmetric

modes in twisted magnetic flux tubes. This focus stems from: i) the intuition that ax-

isymmetric modes have the simplest symmetry, and therefore the conditions for exciting

these modes should be abundant on the solar atmosphere, ii) these modes have been

relatively neglected when compared with the number of studies considering the kink

mode (starting with the works by Aschwanden et al., 1999; Nakariakov et al., 1999)

and iii) in contrast to fluting modes, axisymmetric modes have been observed (e.g.

Morton et al., 2012).

In this chapter the derived dispersion relations are solved numerically assuming that

the twist outside the tube is inversely proportional to the distance from its boundary.

The case of constant magnetic twist outside the tube is studied and an analytical

solution is presented. It is shown that the solution for a constant twist outside the tube

is a good approximation to the case where the magnetic twist is proportional to 1/r,

namely the error is in all cases less than 5.4%. The solution is in excellent agreement

with solutions to simpler models of twisted magnetic flux tubes, i.e. without external

magnetic twist. It is shown that axisymmetric Alfvén waves are naturally coupled with

magnetic twist as the azimuthal component of the velocity perturbation is non-zero.
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The theoretical results of this chapter are then compared with observations and insight

is provided about the expected Doppler signature of these modes. Lastly, it is argued

that the character of axisymmetric waves in twisted magnetic flux tubes can lead to

false positives in identifying observations with axisymmetric Alfvén waves.

3.1 Introduction

There is ample evidence of twisted magnetic fields in the solar atmosphere and be-

low the photosphere. It has been suggested that magnetic flux tubes are twisted

whilst rising through the convection zone (see for example Murray and Hood, 2008;

Hood et al., 2009; Luoni et al., 2011). Brown et al. (2003), Yan and Qu (2007) and

Kazachenko et al. (2009) have shown that sunspots exhibit a relatively uniform rotation

which, in turn, twists the magnetic field lines emerging from the umbra. Several studies

argue that the chromosphere is also permeated by structures that appear to exhibit tor-

sional motion (De Pontieu et al., 2012; Sekse et al., 2013). These structures, known as

type II spicules, were initially identified by De Pontieu et al. (2007). De Pontieu et al.

(2012) show that spicules exhibit a dynamical behaviour that has three characteristic

components, i) flows aligned to the magnetic field, ii) torsional motion and iii) what

the authors describe as swaying motion. Recent evidence shows that twist and Alfvén

waves present an important mechanism of energy transport from the photosphere to the

corona (Wedemeyer-Böhm et al., 2012). The increasing body of observational evidence

of magnetic twist in the solar atmosphere, in combination with ubiquitous observations

of sausage waves (Morton et al., 2012), reinforce the importance of refining our theo-

retical understanding of waves in twisted magnetic and especially axisymmetric modes

as these could be easily perceived as torsional Alfvén waves.

Early studies of twisted magnetic flux tubes focused on stability analyses. For exam-

ple, Shafranov (1957) investigated the stability of magnetic flux tubes with azimuthal

component of magnetic field proportional to r inside the cylinder and no magnetic twist

outside. Kruskal et al. (1958) derived approximate solutions for magnetic flux tubes

with no internal twist embedded in an environment with Bϕ ∝ 1/r. Bennett et al.

(1999) obtained solutions for the sausage mode for stable uniformly twisted magnetic

flux tubes with no external twist while Erdélyi and Fedun (2006) extended the anal-

ysis for the incompressible case of constant twist outside the flux tube. The authors
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also examined the impact of twist on the oscillation periods in comparison to ear-

lier studies (e.g. Edwin and Roberts, 1983) considering magnetic flux tubes with no

twist. In a subsequent work Erdélyi and Fedun (2007) extended their earlier study

(Erdélyi and Fedun, 2006) to the compressible case for the sausage mode with no twist

outside the tube. Karami and Bahari (2010) investigated kink and fluting modes in

incompressible flux tubes. The twist was considered to be proportional to r for all r,

which is unphysical as it grows to infinity as r → ∞, while the density profile considered

was piecewise constant with a linear function connecting the internal and external den-

sities. The authors revealed that the wave frequencies for the kink and fluting modes

are directly proportional to the magnetic twist. Terradas and Goossens (2012) investi-

gated twisted flux tubes with magnetic twist localised within a toroidal region of the

flux tube and zero everywhere else. Terradas and Goossens (2012) argue that for small

twist the main effect of standing oscillations is the change in polarization of the velocity

perturbation in the plane perpendicular to the longitudinal dimension (z-coordinate).

The aim of this chapter is the study of axisymmetric modes, namely eigenmodes cor-

responding to kϕ = 0, where kϕ is the azimuthal wavenumber in cylindrical geometry1.

We focus on axisymmetric modes as they are relatively scarcely studied, compared with

the kink mode, and intuitively, their close connection with Alfvén waves when twist is

introduced. The azimuthal magnetic field inside the tube is ∝ r , while the azimuthal

field outside is constant. If there is a current along the tube, according to the Biot-

Savart law, this current will give rise to a twist proportional to r inside the flux tube

and a twist inversely proportional to r outside. For this reason the analysis is started

with the assumption that the magnetic twist outside the tube is proportional to 1/r.

A perturbation parameter is inserted so as to revert to the case with constant twist.

Subsequently, an exact solution is presented for the case with constant twist outside

the tube and solved numerically for the case with magnetic twist proportional to 1/r.

Then, the numerical solution for 1/r is compared with the exact solution for constant

twist. Based on the obtained estimated standard error, the solution corresponding to

weak constant twist appears to be a good approximation to the solution with weak

magnetic twist that is proportional to 1/r. In the case where there is a pre-existing

twist inside the cylinder, assuming this twist is uniform, this will give rise to a current

1kϕ is often denoted as m in a number of other studies.
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which, in turn, will create the external twist that is again inversely proportional to the

distance from the cylinder. The latter case may occur, for example, due to vortical

foot-point motions on the photosphere (Ruderman et al., 1997) or indeed the intensity

vortices studied in Chapter 5. Recent observational evidence (e.g. Morton et al., 2013)

put the assumptions of Ruderman et al. (1997) on a good basis, however, the vortical

motions in Morton et al. (2013) are not divergence free which means that the same

mechanism can be responsible for the axisymmetric modes studied in this chapter.

The rest of this chapter is organised as follows. In Section 3.2 the model geometry

and the employed MHD equations are described. In Section 3.3 a derivation of the dis-

persion relation for kϕ = 0 is presented, and, in Section 3.3.3 limiting cases connecting

the results in this work with previous models are explored. Furthermore, in Section 3.4

a number of physically relevant cases are elaborated upon. In, Section 3.5 the applica-

bility and potential limitations of the presented model are explored. In Section 3.6 we

summarise the main results of this chapter.

3.2 Model Geometry and Basic Equations

The single-fluid linearised ideal MHD equations in the force formalism are (Kadomtsev,

1966),

(3.1a)ρ
∂2ξ

∂t2
+∇p′ +

1

µ0

(

B′ × (∇×B) +B × (∇×B′)
)

= 0,

(3.1b)p′ + ξ · ∇p+ γp∇ · ξ = 0,

(3.1c)B′ +∇× (B × ξ) = 0,

where, ρ, p and B are the density, kinetic pressure and magnetic field, respectively, at

equilibrium, ξ is the Lagrangian displacement vector, p′ and B′ are the pressure and

magnetic field perturbation, respectively, γ is the ratio of specific heats (taken to be

5/3 in this work), and µ0 is the permeability of free space. In this study we employ

cylindrical coordinates (r, ϕ, z) and therefore ξ = (ξr, ξϕ, ξz) and B′ = (B′
r, B

′
ϕ, B

′
z).

In what follows an index i indicates quantities inside the flux tube (r < ra), while

variables indexed by e refer to the environment outside the flux tube (r > ra). The

model geometry is illustrated in Figure 3.1 when Bϕe ∝ 1/r. For static equilibrium,

(3.2a)∇ ·B = 0,

(3.2b)J =
1

µ0
∇×B,

(3.2c)∇p = J ×B,
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3.2 Model Geometry and Basic Equations

Figure 3.1: Model illustration. We consider a straight magnetic cylinder with variable
twist inside (r < ra) and outside (r > ra), where ra is the tube radius, ρi, pi and
Ti are the density, pressure and temperature at equilibrium inside the tube. The
corresponding quantities outside the tube are denoted by a subscript e. Bϕ is continuous
across the tube boundary. The dark blue surface inside the magnetic cylinder represents
the influence of Bϕ ∝ r. The yellow surface outside the cylinder illustrates the Bϕ ∝
1/r dependence. The dashed red rectangle represents a magnetic surface with only a
longitudinal (z) magnetic field component.
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3.2 Model Geometry and Basic Equations

where J is the current density. It is assumed that, ρ, p andB have only an r-dependence.

The magnetic field is considered to have the form,

(3.3)B = (0, Bϕ(r), Bz(r)).

Notice that in cylindrical coordinates, Equation (3.2a) is identically satisfied. Then,

Equation (3.2b) expands to

(3.4)µ0J =

(

0,−
dBz

dr
,
1

r

d(rBϕ)

dr

)

.

Using Equation (3.4), Equation (3.2c) becomes

(3.5)∇p =

(

−
Bz

µ0

∂Bz

∂r
−

Bϕ

µ0r

d(rBϕ)

dr
, 0, 0

)

.

Therefore, the pressure force in the ϕ and z directions is constant and the magnetic field

and the plasma pressure must satisfy the pressure balance equation in the r direction,

i.e.

(3.6)
d

dr

(

p+
B2

ϕ +B2
z

2µ0

)

+
B2

ϕ

µ0r
= 0.

The ϕ component of the magnetic field outside the flux tube is assumed to be ∝ 1/r.

This assumption is motivated by the experiments conducted by Biot and Savart (1820)

and Ampére (1820-1825) (pp. 175 Jackson, 1999) on current carrying wires. Their

results are summarised by the following formulation (pp. 175-178 Jackson, 1999):

(3.7)dB =
µ0I

4π

dl× x

|x|3
,

where, dB is the infinitesimal magnetic induction at a point P , I is the current along

the wire, dl is the infinitesimal vector along the wire and x is the vector from dl to the

point P . (3.7) describes an inverse square law and when integrated along a straight

infinitely long wire results in the following for the magnitude of the ϕ component of

the magnetic field:

(3.8)
µ0I

2πr
,

while the other components of the magnetic field due to the current are zero. Based on

Equation (3.8) and for thin magnetic flux tubes according to the Biot-Savart law (for

κ = 1 in Equation (3.9)) a reasonable assumption for the form of the magnetic field is,

(3.9)B =

{

p0, Sir,Bziq for r ≤ ra,
`

0, r1+κ
a Se/r

κ, Bze

˘

for r > ra,
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where, Bzi, Bze, Si and Se are constants and κ is a perturbation parameter. The

perturbation parameter has been inserted in Equation (3.9) in such a way so as to

preserve dimensional consistency. The constant Si can be determined by application of

the Biot-Savart law and is therefore taken to be,

(3.10)Si =
µ0I

2πr1+κ
a

,

where I is the current. The assumption here is that the flux tube is thin (see Chap-

ter 5.2, Equation 5.6 Classical Electrodynamics by Jackson (1999)). By substituting

Equation (3.9) into Equation (3.6) we obtain:

(3.11)p(r) =















S2
i

µ0
(r2a − r2) + pa for r ≤ ra,

r
2(1+κ)
a S2

e (1− 2κ)

2µ0κ

ˆ

1

r2κ
−

1

r2κa

˙

+ pa for r > ra,

where, pa, is the pressure at the boundary of the magnetic flux tube. The constant, Se,

is equal to Si, however notational distinction allows for the separation of the internal

and external environments to the flux tube which helps with the validation these results

with previous work (e.g. Erdélyi and Fedun, 2007).

3.2.1 Governing Equations

The solution of the system of equations shown in Equation (3.1), in cylindrical coor-

dinates can be found by Fourier decomposition of the perturbed components, namely

the perturbed quantities are taken to be,

(3.12)ξ, p′T ∝ ei(kϕϕ+kzz−ωt),

where, ω is the angular frequency, kϕ is the azimuthal wavenumber for which only

integer values are allowed and, kz is the longitudinal wavenumber in the z direction.

The Eulerian total pressure perturbation is p′T = p′ + BB′/µ0, which is obtained by

linearisation of the total pressure: pT = (p + p′) + (B +B′)2/(2µ0) and p is the equi-

librium kinetic pressure. Note that for the sausage mode, considered in this work, the

azimuthal wavenumber is kϕ = 0. Combining Equation (3.1) with Equation (3.12) we

obtain the equation initially derived by Hain and Lust (1958) and later by Goedbloed

(1971); Sakurai et al. (1991a), to name but a few. This equation can be reformulated

as two coupled first order differential equations,
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(3.13a)D
d(rξr)

dr
= C1(rξr)− rC2p

′
T ,

(3.13b)D
dp′T
dr

=
1

r
C3(rξr)− C1p

′
T .

and the multiplicative factors are defined as:

(3.14a)D = ρ(ω2 − ω2
A)C4,

(3.14b)C1 =
2Bϕ

µ0r

(

ω4Bϕ −
kϕ
r
fBC4

)

,

(3.14c)C2 = ω4 −

(

k2z +
k2ϕ
r2

)

C4,

(3.14d)
C3 = ρD

[

ω2 − ω2
A +

2Bϕ

µ0ρ

d

dr

(

Bϕ

r

)]

+ 4ω4
B4

ϕ

µ2
0r

2
− ρC4

4B2
ϕω

2
A

µ0r2
,

(3.14e)C4 = (v2s + v2A)(ω
2 − ω2

c ),

where,

ω2
c =

v2s
v2A + v2s

ω2
A, ω2

A =
f2
B

µ0ρ
, fB =

kϕ
r
Bϕ + kzBz.

Here, vs =
a

γp/ρ is the sound speed, vA = |B|/
?
µ0ρ is the Alfvén speed, ωc is the

cusp angular frequency and ωA is the Alfvén angular frequency. The coupled first order

ODEs in Equation (3.13) can be combined into a single second order ODE for, p′T or

ξr. In this work latter approach is selected, namely:

(3.15)
d

dr

[

D

rC2

d

dr
(rξr)

]

+

[

1

D

(

C3 −
C2
1

C2

)

− r
d

dr

(

C1

rC2

)]

ξr = 0.

Using flux coordinates and assuming kϕ = 0, it can be shown that (Sakurai et al.,

1991a),

(3.16a)ρ(ω2 − ω2
A)ξ ⊥ = −i

kzBϕ

|B|

(

p′T + 2
B2

z

µ0r
ξr

)

,

(3.16b)ρ(ω2 − ω2
c )ξ ‖ = i

kzBz

|B|

v2s
v2s + v2A

(

p′T − 2
B2

ϕ

µ0r
ξr

)

.

Here ξ‖ and ξ⊥ are the Lagrangian displacement components parallel and perpendicular

to the magnetic field lines respectively. The dominant component of the Lagrangian

displacement vector (ξr, ξ⊥, ξ‖) determines the character of the mode. For the Alfvén

mode the ξ⊥ component is dominant, while for the slow and fast magneto-acoustic
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modes ξ‖ and ξr is dominant respectively (Goossens et al., 2011). Equation (3.16) sug-

gests that in the presence of magnetic twist the slow and fast magneto-acoustic modes

are coupled to the Alfvén mode even when kϕ = 0, namely the slow and fast modes do

not exist without the Alfvén mode and vice versa. This is because for the Alfvén mode

to be decoupled from the slow and fast magneto-acoustic modes it is required that for

ξ⊥ 6= 0, ξr = 0 and ξ‖ = 0. However, it follows trivially from Equation (3.13) that, if

ξr = 0 then also p′T = 0 and therefore from Equation (3.16) we have that ξ⊥ = 0. From

this, it follows that the Alfvén mode cannot exist without the components correspond-

ing to the slow and fast magneto-acoustic modes, hence the Alfvén mode is coupled

with the slow and fast magneto-acoustic modes. Furthermore, from Equation (3.16)

we can also see that for a solution, i.e. (ω, kz) pair, as ω approaches ωA, the ξ⊥ com-

ponent is amplified that leads to the azimuthal component of the displacement to be

accentuated.

3.3 Dispersion Equation

In this section we follow a standard procedure in deriving a dispersion equation, namely

we solve Equation (3.15) inside and outside the flux tube and match the two solutions

using the boundary conditions. The boundary conditions that must be satisfied are:

(3.17a)ξri|r=ra
= ξre|r=ra

,

(3.17b)p′T i −
B2

ϕi

µ0r
ξri

∣

∣

∣

∣

∣

r=ra

= p′Te −
B2

ϕe

µ0r
ξre

∣

∣

∣

∣

∣

r=ra

,

where, Equation (3.17a) and Equation (3.17b) are continuity conditions for the La-

grangian displacement and total pressure across the tube boundary respectively.

3.3.1 Solution Inside the Flux Tube

The parameters in Equation (3.14) for the case inside the flux tube for the sausage

mode become,
(3.18a)Di = ρi(ω

2 − ω2
Ai),

(3.18b)C1 =
2S2

i r

µ0
n2
i ,

(3.18c)C2 = n2
i − k2z ,

(3.18d)C3 = ρi

[

(ω2 − ω2
Ai)

2 +
4S2

i

µ0ρi

(

S2
i r

2

µ0ρi
n2
i − ω2

Ai

)]

,
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(3.18e)n2
i =

ω4

(v2si + v2Ai)(ω
2 − ω2

ci)
,

where,

ω2
ci =

v2si
v2Ai + v2si

ω2
Ai, ω2

Ai = k2z
B2

zi

µ0ρi
.

The Bϕ component is assumed small to avoid the kink instability, see for example

(Gerrard et al., 2002; Török et al., 2004). This implies, Bϕ ≪ Bz and since Bϕ is a

function of r inside (and outside) the tube we require sup(Bϕ) ≪ Bz ⇒ Sra ≪ Bz.

This condition is satisfied in the solar atmosphere, so we can use the approximation:

v2Ai = (B2
ϕi + B2

zi)/(µ0ρi) ∼ B2
zi/(µ0ρi). Notice that according to Equation (3.11) the

pressure depends on r, however, in this chapter it is assumed that the sound speed is

constant. This is because the term that depends on r in Equation (3.11) is assumed to

be small when compared with pa in solar atmospheric conditions. To see this, consider

that sup(Sra) = 0.2Bz and1 Bz ∼ (10−1 − 10−4)T , T ∼ (104 − 106)K and the number

density n ∼ (1023 − 1016)m−3. This means that2 pa ∼ (104 − 10−1)N · m−2 and the

term that depends on the radius is of the order (Sra)
2/µ0 ∼ (102 − 10−4)N ·m−2 and

therefore the constant term pa is (102 − 103) times larger when compared with the

term that has an r dependence. Hence, to a good approximation, the pressure can

be assumed to be constant. Note, that the density is discontinuous across the tube

boundary and therefore we avoid the Alfvén and slow continua that lead to resonant

absorption.

Substitution of the parameters in Equation (3.18) into Equation (3.15), leads to the

following second order differential equation (see for example Erdélyi and Fedun, 2007),

(3.19)R2 d
2ξr
dR2

+R
dξr
dR

−

(

1 +
k2ri
k2z

R2 + ER4

)

ξr = 0,

where,
R = kαr,

k2ri =
(k2zv

2
si − ω2)(k2zv

2
Ai − ω2)

(v2Ai + v2si)(k
2
zv

2
T i − ω2)

,

E =
4S4

i n
2
i

µ2
0D

2
i k

2
z(1− α2)2

,

α2 =
4S2

i ω
2
Ai

µ0ρi(ω2 − ω2
Ai)

2
,

1In the following expressions the left number corresponds to typical values on the photosphere while
the right number corresponds to typical values of the quantity in the corona.

2Here p = nkBT .
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v2T i =
v2Aiv

2
si

v2Ai + v2si
.

Here kα = kz(1− α2)1/2 is the effective longitudinal wavenumber and vT i is the inter-

nal tube speed. Equation (3.19) was derived and solved before by Erdélyi and Fedun

(2007). The solution is expressed in terms of Kummer functions (Abramowitz and Stegun,

2012) as,

(3.20)ξr(s) = Ai1
s1/2

E1/4
e−s/2M(a, b; s) +Ai2

s1/2

E1/4
e−s/2U(a, b; s) ,

where the parameters, a, b and the variable s are defined as

a = 1 +
k2ri

4k2zE
1/2

,

b = 2,

s = R2E1/2

= k2αE
1/2r2,

and Ai1 and Ai2 are constants. Furthermore, the total pressure perturbation, p′T , is

given by:

p′T (s) = Ai1
kaDi

n2
i − k2z

e−s/2

[

ni + kz
kz

sM(a, b; s)− 2M(a, b− 1; s)

]

+Ai2
kaDi

n2
i − k2z

e−s/2

[

ni + kz
kz

sU(a, b; s)− 2(1 − a)U(a, b− 1; s)

]

.

Now, considering that solutions at the axis of the flux tube, namely at r = 0, must be

finite, we take Ai2 = 0 and so

(3.21a)ξri(s) = Ai1
s1/2

E1/4
e−s/2M(a, b; s) ,

(3.21b)p′T i(s) = Ai1
kaDi

n2
i − k2z

e−s/2

[

ni + kz
kz

sM(a, b; s)− 2M(a, b− 1; s)

]

.

Note that the corresponding equation to Equation (3.21b) had a typographical error in

Erdélyi and Fedun (2007) (see Equation (13) in that study).

3.3.2 Solution Outside the Flux Tube

The multiplicative factors in Equation (3.14) outside of the flux tube for the sausage

mode, kϕ = 0, become
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3.3 Dispersion Equation

(3.22a)De = ρe(ω
2 − ω2

Ae),

(3.22b)C1 =
2r

2(1+κ)
a S2

e

µ0r1+2κ
n2
e,

(3.22c)C2 = n2
e − k2z ,

(3.22d)

C3 = ρ2e(ω
2 − ω2

Ae)
2

+
4r

2(1+κ)
a S2

e

µ0r2(1+κ)

[

r
2(1+κ)
a S2

e

µ0r2κ
n2
e − ρeω

2
Ae − ρe

(1 + κ)

2
(ω2 − ω2

Ae)

]

,

(3.22e)n2
e =

ω4

(v2se + v2Ae)(ω
2 − ω2

ce)
,

where,

ω2
ce =

v2se
v2Ae + v2se

ω2
Ae, ω2

Ae = k2z
B2

ze

µ0ρe
.

Equation (3.15) with Equation (3.22) for κ = 1 corresponds to Bϕ ∼ 1/r, however, the

resulting ODE is difficult to solve. By setting κ = 0 we obtain the case for constant

twist outside the tube, which is also a zeroth-order approximation to the problem

with κ = 1 (Bender and Orszag, 1999). Note, that it is unconventional to use only

the zeroth-order term in perturbative methods, and therefore, to establish the validity

of the approximation we estimate the error by solving for κ = 1 numerically. The

estimated error is quoted in the caption of the dispersion diagrams in this work and

the process which we followed to obtain this is described in Appendix A.2. Substituting

the parameters given in Equation (3.22) into Equation (3.15) we have

(3.23)r2
d2ξr
dr2

+ r
dξr
dr

−
(

k2rer
2 + ν2(κ; r)

)

ξr = 0,

where, k2re and ν2:

(3.24)k2re = −(n2
e − k2z),

(3.25)

ν2(κ; r) = 1 + 2
r
2(1+κ)
a S2

e

µ2
0D

2
er

2κ

{

2
r
2(1+κ)
a S2

en
2
ek

2
z

r2κ
+ µ0ρe

[

ω2
Ae(n

2
e(3 + κ)

− k2z(1− κ))− (n2
e + k2z)(1 + κ)ω2

]

}

.

Notice that ν2(0; r) is independent of r. Therefore, for κ → 0, Equation (3.23) is

transformed to either the Bessel equation for k2re < 0 or the modified Bessel equation

for k2re > 0. It should also be noted that n2
e = k2z , namely k2re = 0, is prohibited since
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3.3 Dispersion Equation

during the derivation of Equation (3.23) it was assumed that n2
e 6= k2z to simplify the

resulting equation. Therefore, the solution to Equation (3.23) for κ → 0, and, assuming

no energy propagation away from or towards the cylinder (k2re > 0), is

(3.26)ξr(r) = Ae1Kν (krer) +Ae2Iν (krer) .

On physical grounds we require the solution to be evanescent, i.e. ξr(r) → 0 as r → 0,

and therefore we must have Ae2 = 0, therefore,

(3.27)ξre(r) = Ae1Kν (krer) .

From Equation (3.13a), the total pressure perturbation p′Te is

(3.28)p′Te = Ae1

(

µ0(1− ν)De − 2r2aS
2
en

2
e

µ0r(k2z − n2
e)

Kν(krer)−
De

kre
Kν−1(krer)

)

.

Note that, for the case k2re > 0 and Se → 0, namely zero twist outside the cylinder,

ν2 → 1, thus we recover the solution for ξr derived by Edwin and Roberts (1983). The

limiting cases for Equations (3.21a) and (3.21b) have been verified to converge to the

solutions with no twist inside the magnetic cylinder in Erdélyi and Fedun (2007) in

Section 3.3.3.

3.3.3 Dispersion Relation and Limiting Cases

Application of the boundary conditions (see Equations 3.17a and 3.17b) in combination

with the solutions for ξr and p′T inside the magnetic flux tube (Equations 3.21a and

3.21b) as well as the solutions in the environment of the flux tube (Equations 3.27 and

3.28) respectively, leads to the following general dispersion equation for a compressible

tube in the presence of internal and external magnetic twist,

raDe

kre

Kν−1(krera)

Kν(krera)
=

r2a
µ0

[

S2
i

k2ri
(ni+kz)

2−
S2
e

k2re
(n2

e+k2z)

]

+
(1− ν)De

k2re
−2

Di

k2ri

M(a, b− 1; s)

M(a, b; s)
.

(3.29)

In order to validate Equation (3.29) we consider a number of limiting cases. First,

in the case when there is no external magnetic twist. In this case Se = 0, and from

Equation (3.25) it follows trivially that, ν2(κ; r) = 1. Therefore, Equation (3.29) for

no external twist becomes:

(3.30)
raDe

kre

K0(krera)

K1(krera)
=

S2
i r

2
a

µ0k2ri
(ni + kz)

2 − 2
Di

k2ri

M(a, b − 1; s)

M(a, b; s)
.
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3.4 Dispersion Equation Solutions

This equation is in agreement with the dispersion equation obtained by Erdélyi and Fedun

(2007) and all the limiting cases therein also apply to Equation (3.29). However, there

is one limiting case missing from the analysis by Erdélyi and Fedun (2007), namely for

no twist inside and outside the tube with k2ri < 0, which, in combination to k2re > 0,

corresponds to body wave modes. We complete this analysis here. Starting with the

following Bessel function limiting cases: 13.3.1 and 13.3.2 in Abramowitz and Stegun

(2012), in the limit of Si → 0 and k2ri > 0 we have

(3.31a)lim
Si→0

(M(a, b− 1; s)) = I0(krir) ,

(3.31b)lim
Si→0

(M(a, b; s)) =
2

krir
I1(krir) ,

while for k2ri < 0 we obtain:

(3.32a)lim
Si→0

(M(a, b− 1; s)) = J0(krir) ,

(3.32b)lim
Si→0

(M(a, b; s)) =
2

krir
J1(krir) .

Therefore, Equation (3.30) in conjunction with the identities J ′
0(s) = −J1(s), I

′
0(s) =

I1(s) and K ′
0(s) = −K1(s) (9.1.28 and 9.6.27 in Abramowitz and Stegun, 2012) in the

limit Si → 0 leads to

kriDe
K0(krera)

K ′
0(krera)

= kreDi
I0(krira)

I ′0(krira)
, for k2ri > 0, (3.33)

|kri|De
K0(krera)

K ′
0(krera)

= kreDi
J0(|kri|ra)

J ′
0(|kri|ra)

, for k2ri < 0, (3.34)

which are in agreement with the results by Edwin and Roberts (1983) and describe

wave modes in the case with no magnetic twist.

3.4 Dispersion Equation Solutions

To explore the behaviour of the sausage mode Equation (3.29) was normalised and

solved numerically for different solar atmospheric conditions, see Table 3.1. Normalised

quantities are denoted with capitalised indices (see Appendix A.1). The solutions of

the dispersion relation depend only on the relative ordering of the magnitudes of the

characteristic velocities (vAE , vAI , vSE, vSI). The sign of k2rI and k2rE depends on this

ordering and this, in turn, defines the three distinct regions in the dispersion plot, i)

regions that contain surface modes (for k2rI > 0 and k2rE > 0), ii) regions that contain
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3.4 Dispersion Equation Solutions

Characteristic Speeds Ordering Type βi βe
vSE > vSI > vAE > vAI Warm dense tube > 1 > 1
vSE > vAI > vAE > vSI Cool evacuated tube ≪ 1 ≫ 1
vSE > vSI > vAI > vAE Weak cool tube > 1 ≫ 1
vAE > vSI > vAI > vSE Intense warm tube ≪ 1 ≪ 1
vAE > vAI > vSE > vSI Intense cool tube ≪ 1 ≪ 1

Table 3.1: Equilibrium cases considered in this analysis. The normalised characteristic
speeds are defined in Appendix A.1.

body modes (for k2rI < 0 and k2rE > 0), and, iii) forbidden regions corresponding to

k2rE < 0. Additional comments on the selection of the characteristic speeds are made

in Appendix A.3. The non-dimensional dispersion equation is given in Appendix A.1

finally, the solutions for the perturbed quantities in terms of ξr and p′T are given in

Appendix A.4.

3.4.1 High plasma-β regime

Based on the results by Vernazza et al. (1981) and the model for the plasma-β in

the solar atmosphere introduced by Gary (2001), we anticipate that the results in

this section are pertinent to conditions typically observed in the upper photosphere,

lower chromosphere and mid-chromosphere. The solutions of the dispersion relation in

Equation (3.29), in terms of the non-dimensional phase speed, vF = vph/vAi = ω/kzvAi,

and the non-dimensional longitudinal wave-vector, K = kzra, for a warm dense tube

(see Table 3.1) are shown in Figure 3.2. For this case the ordering of the characteristic

speeds is as follows: vSE > vSI > vAE > vAI . In this figure, and in the following,

we over-plot two cases, i) Bϕi/Bzi = 0.01 and, ii) Bϕi/Bzi = 0.2, which correspond

to (practically) no twist and small twist, respectively. The reason for using a small,

but non-zero twist for the case corresponding to the dispersion relation with zero twist

which we have shown to be equivalent to the result by Edwin and Roberts (1983), is

that the limits of the Kummer functions in Equation (3.31) and Equation (3.32) require

an increasing number of terms as ai → 0 and their calculation becomes inefficient by

direct summation. However, Bϕi/Bzi = 0.01 is a good approximation to the case

with zero azimuthal magnetic field component. Note that in the following we take the

twist, namely Bϕ(r), to be continuous across the flux tube and thus set, Si = Se. The

behaviour of the fast sausage body waves (FSBW) is very similar for both the case with
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Figure 3.2: Solutions of the dispersion Equation (3.29) for a warm dense tube embedded
in a dense environment (βi > 1, βe > 1) corresponding to a characteristic speed ordering
vSE > vSI > vAE > vAI . The colour coding is as follows: blue indicates body waves,
red corresponds to surface waves, orange corresponds to either the internal or external
Alfvén speeds, note this convention is used consistently in this work. The circle with a
dot corresponds to the case Bϕi/Bzi = 0.01 while the spiral corresponds to Bϕi/Bzi =
0.2. The mean root mean squared error (RMSE) for this speed ordering is 0.0328.
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3.4 Dispersion Equation Solutions

and without twist, and in extension it is very similar to the case with only internal twist

studied by Erdélyi and Fedun (2007). It is worth noting that when internal and external

twist is present, the different radial harmonics of the FSBW modes have two solutions,

one dispersive and one approximately non-dispersive (see Figure 3.2). It is, however,

unclear if the non-dispersive solution remains valid until the next radial harmonic.

Nevertheless, it is clear that, in the neighbourhood of the vSE singularity we obtain

two solutions with comparable phase speeds (vF ) which opens the possibility for beat

phenomena and thus widens the possibility of detection of these waves since the beat

frequency will be smaller than both waves that produce it. This behaviour is not present

when we consider twist only inside the flux tube. Otherwise, the overall behaviour of

the solutions is virtually identical to those determined by Erdélyi and Fedun (2007).

In Figure 3.3 we present the solutions for the second case in Table 3.1. This scenario

can occur when the internal plasma-β is very low, βi ≪ 1, while the external plasma-

β is high, βe ≫ 1. At this point we would like to stress the fact that for a specific

set of characteristic speeds the internal and external plasma-β values are uniquely

defined (see Appendix A.3). We focus here only in the region of solutions in (vAE, vSE)

since the infinite number of the slow sausage body waves (SSBW), present in the

(vTI , vSI) interval are minimally affected by the twist and thus are almost identical

when compared with the corresponding case with no twist. We plot solutions for

Bϕi/Bzi = {0.01, 0.05, 0.1, 0.15, 0.175, 0.2}. The upper plot in Figure 3.3 represents

the solutions only for internal twist. A feature for this set of solutions is that the

FSBW which is transformed to the fast sausage surface (FSSW) for K ∼ 2.7, for

increasing twist the transition becomes discontinuous and an interval, in K, is created

where there exist no solutions. For example, for Bϕi/Bzi = 0.05, this interval extends

for K = (2.4, 3.1) where no fast body waves exist. This interval becomes larger with

increasing twist. However, this is not the case in the presence of external twist, see

lower figure in Figure 3.3. The FSBW and FSSW appear to behave similarly, however,

in all cases except for Bϕi/Bzi = 0.01 there is a surface wave solution that is nearly

non-dispersive for a wide range of K. Another feature is the s-like set of surface wave

solutions that are clearly visible for Bϕi/Bzi = 0.175 and Bϕi/Bzi = 0.2. Note, that

this s-like set is also present for the other cases however the cusp is encountered for

larger values of K. This structure is quite interesting since in some interval of K there
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3.4 Dispersion Equation Solutions

Figure 3.3: Solutions of the dispersion Equation (3.29) for a cool evacuated tube em-
bedded in a dense environment (βi ≪ 1, βe ≫ 1) with speed ordering vSE > vAI >
vAE > vSI . The top figure corresponds to no external twist for r > ra, namely Se = 0,
while in the lower plot there is twist outside as well as inside the flux tube. Note that
in both figures the solutions for Bϕi/Bzi = {0.01, 0.05, 0.1, 0.15, 0.175, 0.2} have been
over-plotted to conserve space and illustrate the effect of increasing the magnetic twist.
The axes inside the figures match the progression of twist for the specific regions, for
instance, in the top plot the axis with the arrow to the left indicates that the first
FSBW from the right corresponds to magnetic twist of 0.01 the second to 0.05 etc.
Note that the vertical axis, for Bϕi/Bzi = 0.01 has no non-dispersive FSSW (horizontal
solutions marked in red) which is indicated by the empty parenthesis near the value
0.01. The mean RMSE is 0.021.

40



3.4 Dispersion Equation Solutions

Figure 3.4: Plots of density perturbations superimposed on the background equilib-
rium density plots for the fast body and surface modes shown in Figure 3.3. The grey
lines represent velocity perturbation streamlines on the xy-plane. Notice that for vi-
sualization purposes the streamlines contain no information on the magnitude of the
perturbation, only direction information is conveyed. In the density plots red and blue
correspond to high and low density respectively. The slices are snapshots at t = 0
at different positions for the wavelength λ of the oscillation. Note that this does not
imply that the wavelength of the two oscillations is the same, rather, it is a fraction
of the corresponding wavelength. (Left) Fast body mode for with magnetic twist for
K = 0.3624 and vF = 1.071. (Right) Fast surface mode with magnetic twist for
K = 3.494 and vF = 0.9058. Notice that in both cases the azimuthal component of the
velocity perturbation at 0/8λ, 4/8λ and 8/8λ is non-zero.
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3.4 Dispersion Equation Solutions

Figure 3.5: Solutions of the dispersion Equation (3.29) for a weak cool tube embedded
in a dense environment (βi > 1, βe ≫ 1) with speed ordering vSE > vSI > vAI > vAE.
The mean RMSE is 0.0547.

exist 3 simultaneous solutions while outside of this interval exists only one. This means

that within that interval, for a broadband excitation, the power of the driver will be

distributed to more than one solution thus reducing the individual power spectrum

signatures of the individual waves. In essence this will result in a interval of solutions

that are much more difficult to detect. Another interesting point in respect to this s-like

set of solutions is that it seems that a point may exist, for a certain value of Bϕi/Bzi

and a single K that there would be a continuum as the s-shape becomes vertical (see

Figure 3.3). However, the existence or physical significance of this point is speculative

since it does not appear to exist for small twist, namely the regime for which our

approximation is valid. In Figure 3.4 we illustrate a FSBW (left panel) and a SSBW

(right panel). In contrast to the kink mode in magnetic flux tubes with weak twist that

exhibit a polarization (Terradas and Goossens, 2012), the sausage mode appears to be

a superposition of an Alfvénic wave and a sausage wave leading by π/2.

The last plasma regime with high plasma-β considered in this work assumes that

the characteristic speeds are ordered as: vSE > vSI > vAI > vAE. In Figure 3.5 we plot

the solutions to Equation (3.29) for this case. The most notable feature, which seems to
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3.4 Dispersion Equation Solutions

Figure 3.6: Solutions of the dispersion Equation (3.29) for an intense warm tube em-
bedded in a rarefied environment (βi ≪ 1, βe ≪ 1) with the following speed ordering,
vAE > vSI > vAI > vSE. The mean RMSE is 0.0291.

be consistent for alternative parameter sets corresponding to photospheric conditions,

is that the magnetic twist appears to have only a small effect on the solutions to the

dispersion equation. For example, we have also used: vAI > vSE > vSI > vAE and

there too (plot not shown as it is identical to the case with no twist) the deviation of

the normalised phase speed was on the order of 0.5% or less for magnetic twist up to

Bϕi/Bzi = 0.2.

3.4.2 Low plasma-β regime

In consultation with the results presented by Vernazza et al. (1981) and Gary (2001),

we expect the results presented in this section to be most relevant to conditions that are

typical of the upper chromosphere, the transition region, and corona. The remaining

two cases that we consider in this work are for low plasma-β conditions (see Table 3.1).

In Figure 3.6 we consider an intense warm flux tube for which the characteris-

tic speeds ordering is: vAE > vSI > vAI > vSE. This case was also considered by

Erdélyi and Fedun (2007) under the assumption that there is only internal magnetic

twist and zero twist in the environment surrounding the flux tube. In that work the

influence of twist was under 1%, however, when the external twist is also considered,
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interesting behaviour emerges. In this case, when there is zero twist, the first SSBW

changes character to a slow sausage surface wave (SSSW) crossing vAI at approximately

K = 0.25. When a small twist is introduced the first radial harmonic of the SSBW

modes now becomes bounded by vAI and a SSSW mode appears. A non-dispersive

solution with a character similar to a surface wave emerges that closely follows vAI .

We have named this solution as surface-Alfvén wave (SAW) in Figure 3.6 and we have

expanded the plot to make it visible since it is extremely close to the internal Alfvén

speed. Interestingly the higher radial harmonics of the SSBW appear to be minimally

affected when the magnetic twist is increased. The correction to the phase velocity

for the FSBW with magnetic twist appears to be small compared with the case of no

magnetic twist. For the first radial harmonic this correction is of the order of 0.4%

while the correction is less than 0.1% for higher radial harmonics. However, this does

not mean that the FSBW for the case with magnetic twist is identical to the case

without twist as the azimuthal component of the velocity perturbation in the former

case is non-zero altering the character of these waves significantly as compared with its

counterpart in the case without magnetic twist.

Lastly we consider an intense cool tube, i.e. vAE > vAI > vSE > vSI , which

corresponds to typical conditions in the solar corona. The solutions to the dispersion

equation (i.e. Equation (3.29)) are shown in Figure 3.7. In this case, magnetic twist

has more pronounced effect on the FSBWs, while the SSBW are virtually unaffected.

In the long wavelength limit, K ≪ 1, the FSBWs become non-dispersive while for short

wavelength limit, K ≫ 1, the solutions are identical to the case of a straight magnetic

flux tube with vertical magnetic field only. It is important to note that, although the

effect of magnetic twist appears to be subtle in this case, it has an significant difference

compared with the case with no magnetic twist, e.g. Edwin and Roberts (1983), as well

as the case considering only internal magnetic twist, e.g. Erdélyi and Fedun (2007). In

both of these cases the sausage mode becomes leaky as K → 0. This however, is not the

case when both internal and external twist are considered. Instead, as the magnetic

twist increases so does the cut-off of the trapped fast sausage waves toward longer

wavelengths. For example, for the particular characteristic speeds ordering considered

in Figure 3.7, the first FSBW ceases to have a cut-off wavelength when Bϕi/Bzi > 0.05,

approximately. Therefore, the FSBW for a twisted magnetic cylinder above a certain
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3.4 Dispersion Equation Solutions

Figure 3.7: Solutions of the dispersion equation Equation (3.29) for an intense cool
tube embedded in a rarefied environment (βi ≪ 1, βe ≪ 1) with speed ordering vAE >
vAI > vSE > vSI . The mean RMSE is 0.0175.
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threshold remains trapped for all wavelengths. A consequence of this is that FSBWs

remain in the Alfvén continuum and therefore may be resonantly damped, see for

example Sakurai et al. (1991a). This means that the sausage mode cannot be ruled out

as a source of energy to the corona.

3.5 Discussion

Although the model we present in this work for a magnetic flux tube with internal

and external twist is relatively advanced in comparison to recent theoretical models,

it contains a number of simplifications and therefore we would be remiss not to dis-

cuss the potential caveats when used to interpret observations. Observations suggest

that the cross-section of magnetic flux tubes is not circular. Although there are no

theoretical studies of magnetic flux tubes with completely irregular cross-section, some

steps towards this direction have been taken by considering flux tubes with elliptical

cross-section, see for example Ruderman (2003) and Erdélyi and Morton (2009). The

results for the sausage mode presented by Erdélyi and Morton (2009) show that, in

comparison with the model of Edwin and Roberts (1983), i.e. circular cross-section,

the ellipticity of the cross-section tends to increase the phase speed of the sausage

mode for photospheric conditions by approximately 5% in the short wavelength limit,

and, is negligible in the long wavelength limit. Conversely, in coronal conditions for

increasing ellipticity the phase speed increase is more pronounced for a wide range of

wavelengths and is shown to be as much as 20% higher of the predicted phase speed

by the model with circular cross-section. This effect is quite important since, for suf-

ficiently large ellipticity, it could counteract the effect that magnetic twist has on the

cut-off frequency for the fast sausage body modes seen in Figure 3.7. Namely, as can

be seen in Figure 3.7, the fast sausage mode remains trapped in the long wavelength

limit, however, should the phase speed be increased, then a cut-off frequency for the

fast sausage body modes may be reinstated.

Furthermore, although we have studied propagating waves in this work, the study

of standing modes for kϕ = 0 is trivially extended. Namely, if the magnetic flux tube is

line-tied on both foot-points, the longitudinal wavevector will be quantised according

to kz = nπ/L, where n is an integer and L is the length of the magnetic flux tube.

If the flux tube is assumed to be line-tied on one end and open on the other, then no
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quantization takes place and there can be propagating and standing waves for all kz.

Here it should be mentioned that the effect of the magnetic flux tube curvature is of the

order of (ra/L)
2 and therefore has a small effect on the eigenfrequencies of magnetic

flux tubes in the solar atmosphere (Van Doorsselaere et al., 2004, 2009).

Other effects that can alter the eigenfrequencies predicted using the model in this

work are, density stratification, flux tube expansion and resonance phenomena due

to neighbouring magnetic flux tubes, see Ruderman and Erdélyi (2009) for a more

in depth discussion. Of course, more complicated magnetic field topologies can have

other unforeseen effects. This can be seen in magneto-convection simulations, e.g.

Wedemeyer-Böhm et al. (2012), Shelyag et al. (2013), Trampedach et al. (2014) as well

as in simulations with predefined background magnetic fields, see Bogdan et al. (2003),

Vigeesh et al. (2012), Fedun et al. (2011). However, the interpretation of the results

from such simulations is a major challenge which is only increased by considering that

the initial conditions, which are mostly unknown, play a very important role in their

subsequent evolution.

3.6 Summary

In the presence of weak twist the sausage mode has mixed properties since it is unavoid-

ably coupled to the axisymmetric Alfvén wave. This is apparent from the solutions (see

for example Appendix A.4) where the azimuthal velocity perturbation component is

non-zero and is also supported by the results presented in Section 3.2.1. The implica-

tions of this on the character of surface and body waves are seen clearly in Figure 3.4,

where the relative magnitude of the radial and azimuthal components of the velocity

perturbation alternate periodically and waves tend to exhibit Alfvénic character the

closer their phase velocity is to one of the Alfvén speeds. The reason for this behaviour

has been explained in Section 3.2.1.

In this chapter the effect of internal and external magnetic twist on a straight flux

tube for the sausage mode was analytically investigated. We have shown that magnetic

twist naturally couples axisymmetric Alfvén waves with sausage waves. Some of the

main results of this coupling are:

• Sausage waves can exhibit Doppler signatures similar to these expected to be
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observed for Alfvén waves.

• The phase difference between the radial and torsional velocity perturbations is

π/2, which means that both effects can be simultaneously observed.

• Excitation of axisymmetric modes in twisted magnetic flux tubes can be accom-

plished by a larger variety of drivers compared to the pure sausage and axisym-

metric Alfvén waves. Therefore, we speculate that these waves should be more

likely to be observed compared with their decoupled counterparts.

• For coronal conditions the fast sausage body waves remain trapped for all wave-

lengths when the magnetic twist strength surpasses a certain threshold. This

appears to be characteristic of magnetic twist and could potentially be used to

identify the strength of the magnetic twist.

These findings suggest that axisymmetric modes with magnetic twist can be easily

mistaken for pure Alfvén waves.
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Chapter 4

Resonant Absorption of

Axisymmetric Modes

Given the mounting evidence taht magnetic twist and axisymmetric MHD modes are

ubiquitous in the solar atmosphere, the study of resonant absorption for these modes is

a pressing issue as it can have important consequences for heating the solar atmosphere

and the observed wave damping in waveguides. In this chapter, for the first time, the

damping rate for axisymmetric MHD waves is calculated in weakly twisted magnetic

flux tubes. The aim is to investigate the impact of resonant damping on these modes

for solar atmospheric conditions. This analytical study is based on an idealised con-

figuration of a straight magnetic flux tube with a weak magnetic twist inside as well

as outside the tube. By implementing the conservation laws derived by Sakurai et al.

(1991a), and the analytic solutions for weakly twisted flux tubes obtained in Chapter 3,

a dispersion relation is derived for resonantly damped axisymmetric modes in the spec-

trum of the Alfvén continuum, and an insightful analytical expression for the damping

rate in the long wavelength limit is calculated. Furthermore, it is shown that both the

longitudinal magnetic field and the density, which are allowed to vary continuously in

the inhomogeneous layer, have a significant impact on the damping time. Given the

conditions in the solar atmosphere, resonantly damped axisymmetric modes are highly

likely to be ubiquitous and play an important role in energy dissipation. It is also

suggested that given the character of these waves, it is likely that they have already

been observed in the guise of Alfvén waves.
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4.1 Introduction

Inhomogeneities, such as a density variation across a magnetic flux tube, produce a

continuous spectrum of eigenfrequencies. Consider for instance a straight magnetic

flux tube of radius re and constant temperature, where the density varies smoothly

from its center to its boundary, such that cylindrical surfaces have constant density.

This means that also the sound and Alfvén speeds within every cylindrical surface are

constant. These concentric cylindrical sheaths comprise the flux tube. Due to the

difference in characteristic speeds, every surface will have its own eigenfrequency. This

results in an infinite set of eigenfrequencies, a continuum. One of the consequences of

this continuum in driven systems is resonant absorption, assuming the driving frequency

is within the continuum.

Given that inhomogeneities are the rule rather than the exception in the solar at-

mosphere, resonant absorption is bound to occur there. This has long been recognised,

from the first suggestion by Ionson (1978) to subsequent studies motivated by advances

in solar observations, see for example the following studies by Poedts et al. (1989,

1990); Ruderman and Roberts (2002); Goossens et al. (2002); Andries et al. (2005);

Goossens et al. (2009); Van Doorsselaere et al. (2009); Verth et al. (2010); Terradas et al.

(2010); Antolin et al. (2015); Okamoto et al. (2015), to name but a few. In general,

resonant absorption in magnetohydrodynamic (MHD) modes is important for the so-

lar atmosphere. Resonant damping of Alfvén waves is a natural and efficient mecha-

nism for energy dissipation of MHD waves in inhomogeneous plasmas (Ionson, 1978,

1985; Hollweg and Yang, 1988). It can also provide an explanation for the observed

loss of power of acoustic modes in sunspots (Hollweg, 1988; Sakurai et al., 1991a,b;

Goossens and Poedts, 1992; Keppens et al., 1994), and it has been shown that it is of

importance in transverse oscillations (kink mode), see for example (Aschwanden et al.,

1999; Nakariakov et al., 1999; Ruderman and Roberts, 2002; Goossens et al., 2002).

Resonant Alfvén waves can be an energy conduit between photospheric motions at the

footpoints of coronal loops (see for example De Groof and Goossens, 2000; De Groof et al.,

2002; De Groof and Goossens, 2002), and, resonant dissipation plays an important

role in the observed damped oscillations in prominences (see Terradas et al., 2008;

Arregui et al., 2012). For an in depth review of resonant absorption in the solar atmo-
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sphere see Goossens et al. (2011).

Since 1999, when the first post-flare standing mode transverse oscillations were de-

tected using the Transition Region and Coronal Explorer (TRACE) (Aschwanden et al.,

1999; Nakariakov et al., 1999) there has been a growth in studies of resonant ab-

sorption for the kink mode. Ruderman and Roberts (2002) derived relations describ-

ing the expected damping of kink waves in coronal loops using the long wavelength

and pressure-less plasma1 approximations, a result that was previously obtained by

Goossens et al. (1992) using the connection formulae derived by Sakurai et al. (1991a,b)

for the driven problem and by Tirry and Goossens (1996) for the eigenvalue problem.

Later Goossens et al. (2002) and Aschwanden et al. (2003) used these results and cal-

culated the expected damping times for a sequence of observed parameters for coro-

nal flux tubes. Goossens et al. (2002) concluded that for the parameter sample used,

resonant absorption can explain the observed damping times well, provided that the

density contrast is allowed to vary from loop to loop. Another important result in

this work is that the observed damping does not require modification of the order of

magnitude estimates of the Reynolds number (1014) as suggested by Nakariakov et al.

(1999). Aschwanden et al. (2003) also arrived at the conclusion that, on average,

the theoretical predictions of the damping rate derived by Goossens et al. (1992) and

Ruderman and Roberts (2002), are consistent with observations and suggested that

damping times of coronal loops can be used to infer their density contrast with the

surrounding plasma. Coronal flux tubes tend to deform in their middle section due

to buoyancy, effectively resulting in cross-sections that are approximately elliptical.

Ruderman (2003) studied the damping of the kink mode in flux tubes with an ellipti-

cal cross-section and found that for moderate ratios of the minor to major semi-axis

the difference of the damping rate for resonant absorption compared with flux tubes

with circular cross-section is not very large. Another deviation from the ideal straight

magnetic flux tube is axial curvature. Van Doorsselaere et al. (2004) studied the effect

of this curvature and also found that the longitudinal curvature of flux tubes does not

significantly alter the damping time of kink modes. Progressively the theoretical mod-

els for kink oscillations have become more elaborate, for example, Andries et al. (2005)

considered longitudinal density stratification. Methods for kink wave excitation have

1Also referred to as cold plasma approximation.
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been studied, see for example Terradas (2009). The increased body of observations of

kink waves allowed Verwichte et al. (2013) to perform a statistical study to constrain

the free parameters present in theoretical models of resonant absorption in kink modes.

In contrast to this avalanche of theoretical and observational advances related to

the kink mode, resonant absorption for axisymmetric modes has not received much

attention. One reason for this is that it was believed that the sausage mode had

a long wavelength cutoff (e.g. Edwin and Roberts, 1983) which suggested that ob-

servation of the sausage mode would be challenging. Furthermore, it was correctly

believed that for a straight magnetic field, axisymmetric modes could not be reso-

nantly damped. However, it is apparent, even in early works in resonant absorption

(see for example Sakurai et al., 1991a,b; Goossens et al., 1992), that for weakly twisted

magnetic field axisymmetric modes can and are resonantly damped. What was not

known until recently, however, was that the long wavelength cutoff for these modes

is also removed in the presence of weak magnetic twist, see Chapter 3. Therefore,

these modes can freely propagate for all wavelengths, and so, at least in principle,

these modes should be observable. Additionally, recent studies suggest that magnetic

twist and axisymmetric modes are ubiquitous throughout the solar atmosphere, a view

that is reinforced by the results of Chapter 3. Therefore, the study of these modes

has become quite relevant and important. Some examples of magnetic twist in the

solar atmosphere are, flux tubes emerging from the convection zone (see for example

Hood et al., 2009; Luoni et al., 2011), sunspot rotation can result in twisted magnetic

fields (Brown et al., 2003; Yan and Qu, 2007; Kazachenko et al., 2009), spicules are

observed to have twist (De Pontieu et al., 2012; Sekse et al., 2013), as well as solar

tornadoes (Wedemeyer-Böhm et al., 2012). Lastly observations of axisymmetric modes

have been recently reported by Morton et al. (2012) and Grant et al. (2015).

The present chapter focuses on the resonant absorption of axisymmetric MHD

modes in weakly twisted magnetic flux tubes. Axisymmetric modes correspond to

modes with azimuthal wavenumber kϕ = 0. First, the results of Chapter 3 are revisted.

In that chapter the longitudinal component of the magnetic field, and the density were

discontinuous across the flux tube boundary. This choice was intentional as it avoids

the MHD continua and simplifies the analysis. However, this simplifications also left

out relevant physics. Having as a starting point the setup in Chapter 3 an intermediate
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layer is introduced in the neighbourhood of the flux tube boundary. Within this layer,

the magnetic field and density are allowed to vary smoothly, resulting in an overall

continuous profile for the longitudinal magnetic field and density. This, in turn, allows

for the existence of the slow and Alfvén continua. Next, we assume that the layer that

connects the internal and external quantities, is thin, namely ℓ ≪ re where ℓ is the

width of the layer. Using the conservation laws, and the resulting jump conditions

for the Alfvén continuum by Sakurai et al. (1991a), the resulting complex dispersion

relation is derived. This dispersion relation is then solved numerically. Lastly, to bet-

ter understand the predicted damping times, the long wavelength limit approximation

is applied to the resulting complex dispersion relation. These simpler relations allow

the comparison of these results with the expected damping for the kink mode pre-

dicted using the results by Goossens et al. (1992) and Ruderman and Roberts (2002).

This chapter is concluded with a statistical analysis of the resulting approximations to

further understand the necessary conditions for the observation of resonantly damped

axisymmetric modes. The main contributions of this chapter can be summarised as

follows:

• For the first time, a dispersion relation is uncovered for axisymmetric modes in

magnetic flux tubes with internal and external twist, including the resonance

with the Alfvén continuum and the simplified expressions for the frequency and

damping time in the long wavelength limit, for which the axisymmetric modes

are no longer leaky.

• Given that there are four parameters required for the evaluation of the aforemen-

tioned relation, namely density contrast, magnetic field contrast, thickness of the

inhomogeneous layer and magnetic twist, a statistical framework is presented to

infer what can be drawn from observations.

• The statistical framework shows that the predictions of the present theoretical

model are in agreement with observed damping times.

Since Alfvén, or Alfvén like waves in the presence of magnetic twist, have the potential

to be long range and thus observable, our focus is only on the Alfvén continuum.

This chapter is organised as follows: in Section 4.2 we introduce the model along

with prior theoretical results required for the derivation of the dispersion relation lead-
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ing to resonant absorption. In Section 4.3, using the jump conditions derived by

Sakurai et al. (1991a) we derive the dispersion equation for axisymmetric modes. This

equation is then used in Section 4.4 to obtain an expression for the damping rate in

the long wavelength limit and then in Section 4.5 the significance of the results in this

work is investigated for the observation of axisymmetric modes in the solar atmosphere.

Finally, in Section 4.6 the results of this chapter are summarised.

4.2 Model

Let us consider an idealised cylindrically symmetric magnetic flux tube in static equi-

librium. We employ a cylindrical coordinate system (r, ϕ, z), with the z coordinate

along the axis of symmetry of the flux tube. The linearised ideal MHD equations are,

(4.1a)ρ
∂2ξ

∂t2
+∇p′ +

1

µ0

[

B′ × (∇×B) +B × (∇×B′)
]

= 0,

(4.1b)p′ + ξ · ∇p+ γp∇ · ξ = 0,

(4.1c)B′ +∇× (B × ξ) = 0,

where ρ, p and B are the equilibrium density, plasma kinetic pressure and magnetic

field, respectively, ξ is the Lagrangian displacement, p′ and B′ are the Eulerian vari-

ations of the pressure and magnetic field, γ is the ratio of specific heats (taken to be

5/3 in this work), and µ0 is the permeability of free space. In what follows an index,

i, indicates quantities inside the flux tube (r < ri) while variables indexed by, e, refer

to the environment outside the flux tube (r > re). The inhomogeneous layer has a

width equal to ℓ = re − ri and it is assumed that ℓ ≪ re. Note that in Chapter 3, ra,

was used to denote the tube radius, this is equivalent to re in this work. The model

configuration is illustrated in Figure 4.1 when Bϕe ∝ 1/r. The quantities ρ, p and B

are assumed to have only an r-dependence, therefore, the following balance equation

must be satisfied when ℓ = 0,

(4.2)
d

dr

(

p+
B2

ϕ +B2
z

2µ0

)

= −
B2

ϕ

µ0r
.

The equilibrium magnetic field is taken to be B = (0, Bϕ, Bz), with Bϕi = Sr, Bϕe =

r1+κ
e S/rκ and Bzi, Bze constant. By substituting Bϕi and Bϕe into Equation (4.2) and
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Figure 4.1: The model used in this chapter: a straight magnetic cylinder with variable
twist inside (r < ri) and outside (r > re) the tube. The region ri < r < re is the
inhomogeneous layer, where the Bz component of the magnetic field and the density
are varying continuously across this layer. The parameters ρi, pi and Ti are the density,
kinetic pressure and temperature at equilibrium inside the tube, i.e. for r < ri. The
corresponding quantities outside the tube (r > re) are denoted with a subscript e. The
quantity rA is the radius at the resonance. The dark blue surface emanating radially
outwards inside the tube represents the influence of Bϕ ∝ r. The yellow surface outside
the tube corresponds to Bϕ ∝ 1/r dependence. The dashed red rectangle depicts a
magnetic surface which would correspond to a magnetic field with only a longitudinal
(z) magnetic field component. The inhomogeneous layer is bounded between ri and re
and is of width ℓ.

55



4.2 Model

defining BϕA = Bϕ(re) = Sre, we obtain:

(4.3)p(r) =















B2
ϕA

µ0

ˆ

1−
r2

r2e

˙

+ pe for r ≤ re,

r2κe B2
ϕA(1− κ)

2µ0κ

ˆ

1

r2κ
−

1

r2κe

˙

+ pe for r > re,

where, pe, is the pressure at the boundary of the magnetic flux tube and the parameter

κ → 1 corresponds to external twist proportional to 1/r while κ → 0 to constant

external twist. Note that although p(r) is continuous, for solar atmospheric conditions

and for weak magnetic twist (sup(B2
ϕ/B

2
z ) ≪ 1), its variation is much smaller than pe

and therefore can be assumed to be constant (Giagkiozis et al., 2015). However, in the

model used in Chapter 3 the equilibrium density and the z component of the magnetic

field are discontinuous, therefore the Alfvén continuum was avoided.

In the present chapter both the density and the magnetic field are continuous (see

Figure 4.2) which introduces the slow and fast continua into our model. Specifically,

the density is assumed to be a piecewise linear function of the form

(4.4)ρ(r) =











ρi for r < ri,

ρi +
r − ri

ℓ
(ρe − ρi) for ri ≤ r ≤ re,

ρe for r > re.

A similar form for the variation in the longitudinal component of the magnetic field is

assumed, so,

(4.5)Bz(r) =











Bzi for r < ri,

Bzi +
r − ri

ℓ
(Bze −Bzi) for ri ≤ r ≤ re,

Bze for r > re.

Note that the assumption here is that ℓ ≪ re, so that pressure balance is maintained

(see Equation (4.2)). Allowing both the density and the magnetic field to vary results

in a non-monotonic variation in the Alfvén frequency across the inhomogeneous layer

as seen in Figure 4.3.

The equilibrium quantities depend only on r and therefore the perturbed quantities

can be Fourier analysed with respect to the ϕ and z coordinates, namely,

(4.6)ξ, p′T ∝ ei(kϕϕ+kzz−ωt).

Here, ω is the angular frequency, kϕ is the azimuthal wavenumber, kz is the longi-

tudinal wavenumber, and p′T is the Eulerian total pressure perturbation defined as
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Figure 4.2: Density profile as a function of r in the inhomogeneous layer of the magnetic
flux tube. Here, ri and re are the radius at which the inhomogeneous begins and ends
respectively, re is the flux tube radius. The position r = rA, is the radius at the
resonance.
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p′ +BB′/µ0. Our focus is on axisymmetric modes (sausage waves) and therefore the

azimuthal wavenumber is taken to be kϕ = 0. The Lagrangian displacement vector in

flux coordinates is ξ = (ξr, ξ⊥, ξ‖) where,

ξ⊥ =
Bzξϕ −Bϕξz

|B|
, ξ‖ =

Bϕξϕ +Bzξz
|B|

, (4.7)

assuming Br = 0. Using Equation (4.6), Equation (4.1) can be transformed to the

following two coupled first order differential equations,

(4.8a)D
d(rξr)

dr
= C1(rξr)− rC2p

′
T ,

(4.8b)D
dp′T
dr

=
1

r
C3(rξr)− C1p

′
T .

(4.8c)ρ(ω2 − ω2
A)ξ ⊥ =

ı

|B|
CA,

(4.8d)ρ(ω2 − ω2
c )ξ ‖ =

ıfB
|B|

v2s
v2s + v2A

CS ,

(4.8e)∇ · ξ = −
ω2CS

ρ(v2s + v2A)(ω
2 − ω2

c )
,

where,
(4.9a)D = ρ(ω2 − ω2

A)C4,

(4.9b)C1 =
2Bϕ

µ0r

(

ω4Bϕ −
kϕ
r
fBC4

)

,

(4.9c)C2 = ω4 −

(

k2z +
k2ϕ
r2

)

C4,

(4.9d)
C3 = ρD

[

ω2 − ω2
A +

2Bϕ

µ0ρ

d

dr

(

Bϕ

r

)]

+ 4ω4
B4

ϕ

µ2
0r

2
− ρC4

4B2
ϕω

2
A

µ0r2
,

(4.9e)C4 = (v2s + v2A)(ω
2 − ω2

c ),

(4.9f)CA = gBp
′
T − 2

fBBϕBzξr
µ0r

, CS=p′T − 2
B2

ϕξr

µ0r

and,

v2s = γ
p

ρ
, v2A =

B2

µ0ρ
,

ω2
c =

v2s
v2A + v2s

ω2
A, ω2

A =
f2
B

µ0ρ
,

fB = k ·B =
kϕ
r
Bϕ + kzBz, gB = (k×B)r =

kϕ
r
Bz − kzBϕ.
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Here, k = (0, kϕ/r, kz) is the wavevector, CA and CS are the coupling functions, vs is

the sound speed, vA is the Alfvén speed, ωc is the cusp angular frequency and ωA is

the Alfvén angular frequency. Equation (4.8) was initially derived by Hain and Lust

(1958) and later by Goedbloed (1971); Sakurai et al. (1991a). The first order coupled

ODEs in Equation (4.8) can be reduced to a single second order ODE for ξr,

(4.10)
d

dr

[

D

rC2

d

dr
(rξr)

]

+

[

1

D

(

C3 −
C2
1

C2

)

− r
d

dr

(

C1

rC2

)]

ξr = 0.

The assumption of axisymmetry (kϕ = 0) leads to,

fB = kzBz, gB = −kzBϕ, CA = −kzBϕ

ˆ

p′T + 2
B2

z

µ0r
ξr

˙

. (4.11)

Therefore the equations for the perpendicular and parallel components of displacement

are given by,

(4.12a)ρ(ω2 − ω2
A)ξ ⊥ = −ı

kzBϕ

|B|

(

p′T + 2
B2

z

µ0r
ξr

)

,

(4.12b)ρ(ω2 − ω2
c )ξ ‖ = ı

kzBz

|B|

v2s
v2s + v2A

(

p′T − 2
B2

ϕ

µ0r
ξr

)

.

Note that Equation (4.12) suggests that the solutions for the components of the La-

grangian displacement vector are coupled in the sense that elimination of one compo-

nent, e.g. by setting it to be identical to zero, has direct implications to the remaining

components. To see this, consider a solution for which ξr = 0. As a result, by Equa-

tion (4.10), p′T must also be equal to zero and, as a consequence of Equation (4.12a)

and Equation (4.12b), it follows immediately that ξ⊥ and ξ‖ must also be identically

equal to zero. Setting ξr = 0 leads to the trivial solution. Alternatively, let us assume

that ξ⊥ = 0. In this case, by Equation (4.12a), the following relation must hold,

(4.13)p′T = −2
B2

z

µ0r
ξr.

This in turn implies that,

(4.14)ρ(ω2 − ω2
c )ξ ‖ = −2ı

kzBz|B|

µ0r

v2s
v2s + v2A

ξr,

which, in general, is non-zero. Now, if we assume ξ‖ = 0 then,

(4.15)p′T = 2
B2

ϕ

µ0r
ξr

which leads to,

(4.16)ρ(ω2 − ω2
A)ξ ⊥ = −2ı

kzBϕ|B|

µ0r
ξr.
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In the case where Bϕ = 0 then ξ⊥ decouples from ξr and ξ‖. At this point it is instruc-

tive to mention the interpretation of the three components of ξ in flux coordinates by

Goossens et al. (2011). Goossens et al. (2011) suggest that ξ⊥ is the dominant compo-

nent for Alfvén waves and for low plasma-β the slow and fast magnetoacoustic waves

ξ‖ and ξr is the dominant component, respectively. A quick check, by setting Bϕ = 0

in Equation (4.7), renders ξ⊥ equivalent to ξϕ. This illuminates the connection of ξ⊥

with torsional Alfvén waves.

In Chapter 3 the Equation (4.10) was solved for weak internal and external magnetic

twist, albeit with the density profile assumed piecewise constant. With the help of the

conservation relations for the Alfvén continuum derived by Sakurai et al. (1991a), these

solutions, which are valid for ideal MHD, can be used to produce a dispersion relation

for MHD waves that undergo damping in the continuum. The solutions in Chapter 3

are reproduced here for convenience,

(4.17a)ξri(s) = Ai
s1/2

E1/4
e−s/2M(a, b; s) ,

(4.17b)
p′T i(s) = Ai

kaDi

n2
i − k2z

e−s/2

[

ni + kz
kz

sM(a, b; s)

− 2M(a, b− 1; s)

]

,

and,
(4.18a)ξre(r) = AeKν (krer) ,

(4.18b)

p′Te = Ae

(

µ0(1− ν)De − 2B2
ϕAn

2
e

µ0r(k2z − n2
e)

Kν(krer)

−
De

kre
Kν−1(krer)

)

.

In the above equations M(·) is the Kummer function and K(·) is the modified Bessel

function of the second kind (Abramowitz and Stegun, 2012). The solutions in Equa-

tion (4.17a) and Equation (4.17b) were initially derived by Erdélyi and Fedun (2007).
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The parameters in Equation (4.17) and Equation (4.18) are,

a = 1 +
k2ri

4k2zE
1/2

, b = 2, (4.19)

ka = kz(1− α2)1/2, α2 =
4B2

ϕAω
2
Ai

µ0r2eρi(ω
2 − ω2

Ai)
2
, (4.20)

s = k2aE
1/2r2, E =

4B4
ϕAn

2
i

µ2
0r

4
eD

2
i k

2
z(1− α2)2

, (4.21)

k2r = k2z

ˆ

1−
n2

k2z

˙

, k2r =
(k2zv

2
s − ω2)(k2zv

2
A − ω2)

(v2A + v2s)(k
2
zv

2
T − ω2)

, (4.22)

n2 = k2z
ω4

(ω2
s + ω2

A)(ω
2 − ω2

c )
, v2T =

v2Av
2
s

v2A + v2s
, (4.23)

Di = ρi(ω
2 − ω2

Ai), De = ρe(ω
2 − ω2

Ae). (4.24)

and ν is,

(4.25)

ν2(κ; r) = 1 + 2
r2κe B2

ϕA

µ2
0D

2
er

2κ

{

2
r2κe B2

ϕAn
2
ek

2
z

r2κ
+ µ0ρe

[

ω2
Ae(n

2
e(3 + κ)

− k2z(1− κ))− (n2
e + k2z)(1 + κ)ω2

]

}

.

This function (Equation 4.25) in Chapter 3 is evaluated for κ = 0, resulting in an exact

solution for constant twist outside the flux tube which is also a zero order approximation

for the external solution when magnetic twist is proportional to 1/r:

(4.26)ν2(0; r) = 1 + 2
B2

ϕA

µ2
0D

2
e

{

2B2
ϕAn

2
ek

2
z

+ µ0ρe
[

ω2
Ae(3n

2
e − k2z)− ω2(n2

e + k2z)
]}

.

Using ν = ν(0; r), i.e. constant external magnetic twist, results in solutions, namely

(4.18a) and (4.18b), that have approximately 5% root mean squared error when com-

pared with the exact solution corresponding to ν = ν(1; r), that corresponds to external

magnetic twist ∼ 1/r, for more details see Chapter 3.

Imposing continuity for the Lagrangian displacement in the radial direction and

total pressure continuity across the flux tube,

(4.27a)ξri|r=re
= ξre|r=re

,

(4.27b)p′T i −
B2

ϕi

µ0r
ξri

∣

∣

∣

∣

∣

r=re

= p′Te −
B2

ϕe

µ0r
ξre

∣

∣

∣

∣

∣

r=re

,
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the following dispersion relation was derived,

(4.28)

reDe

kre

Kν−1(krere)

Kν(krere)
= ρiv

2
Aϕi

[

1

k2ri
(ni + kz)

2 −
1

k2re
(n2

e + k2z)

]

+
(1− ν)De

k2re
− 2

Di

k2ri

M(a, b− 1; s)

M(a, b; s)
,

where v2Aϕi = B2
ϕA/µ0ρi and ω2

Aϕi = k2zB
2
ϕA/µ0ρi.

4.2.1 Long Wavelength Limit

The long wavelength limit of Equation (4.28) is needed for the approximation of the

location of the resonant point used in subsequent sections and is obtained as follows.

Using results from Abramowitz and Stegun (2012) Equation (13.5.5) we have,

(4.29)lim
ǫ→0

M(a, b− 1; s)

M(a, b; s)
= 1.

Furthermore, rewriting ν2(0; r) as,

(4.30)ν2(0; r) = 1 + 2
ρeB

2
ϕA

µ0D2
e

(

ω2
Ae

(

3
n2
e

k2z
− 1

)

− ω2

(

n2
e

k2z
+ 1

))

k2z + 4
B4

ϕA

µ2
0D

2
e

n2
e

k2z
k4z ,

becomes apparent that ν = 1 + O(ǫ2), where ǫ = rekz. Therefore, using Equation

(9.6.8) and (9.6.9) in Abramowitz and Stegun (2012) we obtain that,

(4.31)lim
ǫ→0

K0(krere)

K1(krere)
= 0.

Using Equations (4.29) and (4.31) in Equation (4.28) we have,

(4.32)2(ω2 − ω2
Ai) = v2Aϕi

[

(ni + kz)
2 −

k2ri
k2re

(

n2
e − k2z

)

]

.

Expanding the part in square brackets on the right hand side of this equation about

ǫ = 0 leads to,

(4.33)(ni + kz)
2 −

k2ri
k2re

(

n2
e − k2z

)

= 2
ω

(v2Ai + v2si)
1/2

kz +O
(

ǫ2
)

.

Using this approximation in Equation (4.32), the positive solution of the dispersion

relation (Equation 4.28) in the long wavelength limit to first order is,

(4.34)ω =
1

2





ω2
Aϕi

(ω2
Ai + ω2

si)
1/2

+

(

ω4
Aϕi

ω2
Ai + ω2

si

+ 4ω2
Ai

)1/2


 .
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4.3 Alfvén Continuum

Figure 4.3: An example of Alfvén frequency variation across the resonant layer when
Bz = Bz(r) and ρ = ρ(r), for χ = ρe/ρi = 0.1, ζ = Bze/Bzi = 0.35 and ℓ/re = 0.2.
Here r = 1 is the tube boundary and ωA is the normalised Alfvén frequency, the
normalisation is with respect to the internal Alfvén frequency, ωAi.

For notational convenience Equation (4.34) can be rewritten as

ω = ωAih, (4.35)

h =
1

2

«

q2i

p1 + d2q1/2
+

ˆ

4 +
q4i

1 + d2

˙1/2
ff

(4.36)

where, qi = BϕA/Bzi and d = vsi/vAi. This ω is used as an approximation to the

resonance frequency, ω0, in Section 4.4. Lastly, we should note that given this value

for ω0, although the variation of the Alfvén speed across the inhomogeneity in the flux

tube is quadratic (see Figure 4.3), since ωAi < ω0 < ωAe, there will only be a single

resonance point.
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4.3 Alfvén Continuum

4.3 Alfvén Continuum

For an equilibrium with magnetic twist, such as the model used in this work, the total

pressure perturbation is no longer a conserved quantity and therefore Equation (4.27a)

and Equation (4.27b) require modification. Sakurai et al. (1991a) derived new con-

served quantities for the Alfvén and slow continua. Specifically for the Alfvén contin-

uum the conserved quantity is,

(4.37)CA = gBp
′
T − 2fBBϕBz

ξr
µ0r

.

Using this conserved quantity they derived jump conditions for ξr and p′T , namely

a prescription on how the radial component of the Lagrangian displacement and the

total pressure perturbation can vary across the inhomogeneous layer connecting the

internal with the external solutions. This prescription then implies, that the following

conditions must be satisfied,

(4.38)ξri(r)|r=ri
+ Jξr(r)K = ξre(r)|r=re

and
(4.39)p′T i(r)

∣

∣

r=ri
+ Jp′T (r)K = p′Te(r)

∣

∣

r=re
,

where JξrK and Jp′T K are the jump conditions across the resonant layer in the inhomoge-

neous section of the flux tube, in the radial displacement and total pressure perturbation

(Sakurai et al., 1991a). The jump conditions are given by

(4.40)JξrK = −
ıπ

|∆A|

gB
µ0ρ2v

2
A

CA,

and

(4.41)Jp′T K = −
ıπ

|∆A|

2TBz

µ0ρ2v2Ar
CA,

where T = fBBϕ/µ0 = kzBzBϕ/µ0 and,

(4.42)∆A =
d

dr

(

ω2 − ω2
A(r)

)

.

Taking into account that kϕ = 0, Bϕ 6= 0 and Equation (4.11), the jump conditions,

Equations (4.40) and (4.41), can be written as,

(4.43)

JξrK =
ıπ

|∆A|

kzBϕ

µ0ρ2v2A
CA

= −
ıπ

|∆A|

k2zB
2
ϕ

µ0ρ2v2A

∣

∣

∣

∣

∣

r=rA

·

{

p′T +
2B2

z

µ0

ξr
r

}∣

∣

∣

∣

r=ri

,
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4.3 Alfvén Continuum

and,

(4.44)

Jp′T K = −
ıπ

|∆A|

2kzBϕB
2
z

µ2
0ρ

2v2Ar
CA

=
2ıπ

r|∆A|

(

kzBϕBz

µ0ρvA

)2
∣

∣

∣

∣

∣

r=rA

·

{

p′T + 2
B2

z

µ0

ξr
r

}∣

∣

∣

∣

r=ri

.

Given that Bz = Bz(r) and ρ = ρ(r) in the inhomogeneous layer (see Equations 4.4,

Equation (4.5) and Figure 4.2) we have,

(4.45)
∆A = ωA(r)

2∆AF

= ωA(r)
2

[

1

ρ

dρ

dr
− 2

1

Bz

dBz

dr

]

.

Obviously when Bz is constant across the inhomogeneous layer,

(4.46)∆A = ω2
A(r)

1

ρ

dρ

dr
.

Substituting Equation (4.43), (4.44) and (4.45) into Equation (4.38) and Equation (4.39)

we obtain the dispersion relation for axisymmetric MHD waves that undergo resonant

absorption in the Alfvén continuum of frequencies due to the twist in the magnetic

field:
(4.47)DAR(ω, kz) + ıDAI(ω, kz) = 0,

where,

(4.48)
DAR = 2

Di

k2ri

M(a, b− 1; si)

M(a, b; si)
− 2ρini(ni + kz)

v2Aϕi

k2ri

+
riDe

kre

Kν−1(krere)

Kν(krere)
−

ri
rek2re

{

(1− ν)De − 2ρen
2
ev

2
Aϕe

}

,

and,

(4.49)

DAI =
π

ρ|∆AF |

v2Aϕ

v4A

∣

∣

∣

∣

∣

r=rA
[

2

k2ri

(

Di
M(a, b− 1; si)

M(a, b; si)
− ni(ni + kz)ρiv

2
Aϕi

)

+ 2ρiv
2
Ai

]

[

2
B2

z

µ0r

∣

∣

∣

∣

rA

+
1

rek2re

{

(1− ν)De − 2ρen
2
ev

2
Aϕe

}

−
De

kre

Kν−1(krere)

Kν(krere)

]

.

In these equations we used the following definitions:

v2AϕA =
B2

ϕA

µ0ρA
, v2AA(rA) =

B2
zA

µ0ρA
, (4.50)

|∆AF (rA)| =
1

ℓ

ˇ

ˇ

ˇ

ˇ

ρe − ρi
ρA

− 2
Bze −Bzi

Bz(rA)

ˇ

ˇ

ˇ

ˇ

, (4.51)
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4.4 Long Wavelength Limit - Alfvén Continuum

where ρA = ρ(rA), vAA = vA(rA) and BzA = Bz(rA). To find the radius at the

resonance point, namely the radius where vA(r) = v0(= ω0/kz)
1, we can express rA as

a convex combination of the radius ri and the width of the inhomogeneous layer ℓ since

rA must be within the interval (ri, re). Therefore we can write rA = ri + wℓ, where

w ∈ (0, 1). Now we have transformed the problem of solving for rA to a problem where

we have to solve for w, the convex combination parameter. Given this formulation for

rA and Equations (4.4) and (4.5) we can write BzA = Bz(rA) = Bzi + w(Bze − Bzi)

and ρA = ρ(rA) = ρi + w(ρe − ρi). Equipped with these definitions, the equation that

we need to solve to find w becomes,

(4.52)v2AA =
(Bzi + w(Bze −Bzi))

2

µ0(ρe + w(ρe − ρi))
= v20

Using the definitions χ = ρe/ρi, ζ = Bze/Bzi Equation (4.52), simplifies to

(4.53)v2Ai

(1 + w(ζ − 1))2

1 + w(χ− 1)
= v20 .

This equation is solved for w in the next section.

4.4 Long Wavelength Limit - Alfvén Continuum

Taking the long wavelength limit, ǫ ≪ 1, of Equations (4.48) and (4.49) and using

Equation (4.29), Equation (4.31) then, Equations (4.48) and (4.49) reduce to,

(4.54)DAR =
ω2 − ω2

Ai

k2ri
−

n2
i

k2ri
v2Aϕi + χ

n2
e

k2re
v2Aϕe,

(4.55)
DAI =

π

re





π

∆AF

v2Aϕ

v2A

∣

∣

∣

∣

∣

r=rA





[

1−
ρe
ρA

n2
e

k2re

v2Aϕe

v2AA

]

[

ω2 − ω2
Ai

k2ri
−

n2
i

k2ri
v2Aϕi + v2Ai

]

.

These equations can be solved if we allow a complex frequency ω = ωr+ ıγA, and when

γA ≪ ωr we can obtain that the damping rate, γA, in the Alfvén continuum frequencies

(Goossens et al., 1992) to second order is given by,

(4.56)γA = −DAI(ω0)

(

∂DAR

∂ω

∣

∣

∣

∣

ω=ω0

)−1

.

1For the definition of ω0 see Equation (4.35).
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4.4 Long Wavelength Limit - Alfvén Continuum

Figure 4.4: Contour map of the damping time τd (see Equation (4.66)) as a multiple of
the period τ , plotted for density contrast in the interval χ ∈ (0, ζ2/h2), and longitudinal
magnetic field contrast in the interval ζ ∈ (0, 1). The remaining parameters in (4.66)
are set as follows: ℓ/re = 0.1 and BϕA/BzA = 0.15. The red line marks ζ2/h2 above
which the resonance frequency is outside of the continuum. The gray region in this
plot denotes damping times of 30 and above.
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4.4 Long Wavelength Limit - Alfvén Continuum

Figure 4.5: Contour map of the ratio τd(χ, ζ) versus τd(χ, 1), see (4.69). The density
contrast is allowed to vary in the interval χ ∈ (0, ζ2/h2), and longitudinal magnetic
field contrast in the interval ζ ∈ (0, 1). The red line is the same as in Figure 4.4, whilst
values within the grey region correspond to ratios larger than 4.
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4.4 Long Wavelength Limit - Alfvén Continuum

This equation results in an expression that is difficult to interpret, and for this reason,

given that we seek an expression for the damping rate in the long wavelength limit we

expand it in a series about ε = 0 where ε = rekz. This expansion results in,

(4.57)γA = ω0
π

Z

ℓ

re

ρA
ρi

B2
ϕA

B2
zA

(

1 +
B2

ϕA

B2
zA

)(

1 +
B2

ϕA

B2
zi

)

+O
(

ε2
)

,

where

(4.58)Z =

∣

∣

∣

∣

(χ− 1)− 2
ρA
ρi

Bzi

BzA
(ζ − 1)

∣

∣

∣

∣

.

Now, in this chapter weak magnetic twist is assumed (q = BϕA/BzA ≪ 1), therefore,

(4.59)
B2

ϕA

B2
zA

(

1 +
B2

ϕA

B2
zA

)(

1 +
B2

ϕA

B2
zi

)

=
B2

ϕA

B2
zA

+O(q4),

and so Equation (4.57) can be simplified to

(4.60)γA = ω0
π

Z

ℓ

re

ρA
ρi

B2
ϕA

B2
zA

.

Here ω0 is approximated by (4.34), i.e. ω0 ≈ ωAih, and the radius at the resonance

point, rA, is obtained analogously to Equation (4.53), by solving,

(4.61)
(1 + w(ζ − 1))2

1 + w(χ− 1)
= h2.

There are two cases to be considered. First, when ζ = 1, that is Bzi = Bze, and

assuming χ ∈ (0, 1/h2), the solution for w is

(4.62)w =
h2 − 1

h2(1− χ)
,

when 1/h2 < χ < 1 in this case the resonant point is outside of the continuum and

there is no resonant absorption and in the limit χ → 1 the external and internal Alfvén

speeds become equal and there are no propagating waves either. The second case is for

values of ζ ∈ (0, 1) and χ ∈ (0, ζ2/h2) for which the admissible solution is,

(4.63)w =
2(1− ζ) + h

(

4(ζ − 1)(ζ − χ) + h2(χ− 1)2
)1/2

+ h2(χ− 1)

2 (1− ζ)2
.

When χ > ζ2/h2, similarly to the first case there is no resonant absorption since the

resonance frequency (ω0) is outside of the continuum. For ζ2/h2 < χ < ζ2 there

are undamped propagating waves, however, when χ > ζ2 the external Alfvén speed is

smaller than the internal and no waves propagate. Lastly note, that in this investigation

69



4.4 Long Wavelength Limit - Alfvén Continuum

we assume that Bzi ≥ Bze and therefore ρi = ρe has no admissible solution for w when

Bzi = Bze. Now, when Bz is assumed to be constant, i.e. Bzi = Bze = Bz, using

Equation (4.62), ρA/ρi, BzA/Bzi and Z simplify to,

ρA
ρi

=
1

h2
,

BzA

Bzi
= 1, Z = |1− χ|, (4.64)

resulting in γA (Equation (4.60))

γA =
ω0

h2
π

|1− χ|

ℓ

re

B2
ϕA

B2
zA

=
ωAi

h

π

|1− χ|

ℓ

re

B2
ϕA

B2
zA

. (4.65)

To obtain the damping time normalised by the period of the wave, we use a typical

wavelength kz = π/L, where L is the characteristic length of the tube, the associated

period is τ = 2L/hvAi (see Equation (4.35)) the damping time (1/γA) for modes in the

continuum as a multiple of the wave period is,

(4.66)τd =
Z

2π2

re
ℓ

ρi
ρA

B2
zA

B2
ϕA

τ,

a contour map of this equation for ζ ∈ (0, 1) and χ ∈ (0, ζ2/h2), can be seen in

Figure 4.4. When Bzi = Bze the damping time becomes,

(4.67)τd = h2
|1− χ|

2π2

re
ℓ

B2
zA

B2
ϕA

τ.

The long wavelength limit approximation of the damping rate γA in Equation (4.57),

is accurate to ≈ 10−6 at kzre = 1 when compared with the numerical solution of the

dispersion relation in Equation (4.47). This accuracy is better than 10−6 for kzre < 0.1

and is calculated using the maximum of the root mean squared error (RMSE),

(4.68)RMS Error =

(

1

N − 1

N
∑

i=1

(

γA − γ̂A
γA

)2
)1/2

.

In this equation, γA is the numerically calculated damping rate, γ̂A is the theoretical

approximation in Equation (4.57) and N is the number of samples. For this error

estimate we used 104 samples in the parameter space (χ, ζ, ℓ/re, Bϕ/Bz), uniformly

distributed1.

Works investigating resonant absorption in the context of solar atmospheric con-

ditions tend to consider solely a radial non-uniformity in either the magnetic field or

1Since the parameter space is not a hypercube, e.g. see Figure 4.5, we used rejection sampling for
invalid parameter combinations until the desired number of samples was achieved.
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4.4 Long Wavelength Limit - Alfvén Continuum

density. However, accounting for radial variation in both the magnetic field and den-

sity can lead to significant variation in the estimated damping times. The ratio of

Equation (4.66) over Equation (4.67) is,

(4.69)
τd(χ, ζ)

τd(χ, 1)
=

Z

|1− χ|

ρi
ρA

1

h2

and in Figure 4.5 a contour map is shown for ζ ∈ (0, 1) and χ ∈ (0, ζ2/h2).

It can be seen from Figure 4.4 that the behaviour of the damping rate with respect

to changes in the density contrast is in some regions exactly the opposite to that for the

kink mode (Goossens and Poedts, 1992, see for example). Namely, in a roughly trian-

gular region in Figure 4.4 the damping rate is proportional to ∼ 1/χ, in contrast to the

kink mode where the damping rate is proportional to ∼ χ. Similar behaviour has been

been shown to exist in the leaky regime for sausage modes (Vasheghani Farahani et al.,

2014). The factor in Equation (4.66) that determines this behaviour is Zρi/ρA. We

approximate the local minimum in the χ direction by evaluating the partial derivative

of Z with respect to χ,

(4.70)
∂Z

∂χ
=

−2ζ + h2(χ− 1) + 2

h
a

4(ζ − 1)(ζ − χ) + h2(χ− 1)2
,

which is subsequently equated to 0. From this we obtain a relation χ = (2/h2)ζ + b

and b is identified by noting that at ζ = 1, the maximum value for χ is 1/h2, thus the

approximation is,

(4.71)χ =
2

h2
ζ −

1

h2
.

As the remaining terms in Equation (4.66) do not vary with χ and ζ (note the ratio

Bϕ/Bz is held fixed) this approximation holds for all valid parameters. This approxima-

tion allows us to estimate in which regime a specific parameter combination is. Namely,

for parameter combinations that are below the line described by Equation (4.71), for

increasing density contrast (χ ↓), damping will be slower (τd ↑). For parameter combi-

nations that result in points above this line, increasing the density contrast (χ ↓) results

in decreasing damping time (τd ↓), namely waves will decay faster. This is illustrated

in Figure 4.4 as a yellow line (4.71) and the exact inflection points are marked with a

green line.

Given the form of Equation (4.66), and especially that of Equation (4.67), a compar-

ison with previous results for the kink mode is in order, particularly the expression for
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4.4 Long Wavelength Limit - Alfvén Continuum

the damping rate obtained by Goossens et al. (1992) and later by Ruderman and Roberts

(2002). In Ruderman and Roberts (2002), and Equation (73) in that work, using the

notation in this work, reads as follows,

(4.72)τd =
2

π

re
ℓ

1− χ

1 + χ
τ.

The relative magnitude of the damping time shown in Equation (4.72) and Equa-

tion (4.67) is,

(4.73)
τd,Axisymmetric

τd,Kink
=

h2

4π

(1− χ)2

1 + χ

B2
zA

B2
ϕA

.

It is evident that there is a region in the parameter space of (χ,Bϕ/Bz) for which

τd,Axisymmetric is smaller when compared with τd,Kink, however, this comparison is given

here just as a reference and caution should be exercised in its interpretation since the

damping, τd,Kink in Ruderman and Roberts (2002) was calculated for the kink mode

without magnetic twist. It is possible that magnetic twist amplifies dissipation in the

kink mode, and therefore still, dissipation for the kink mode may be larger than that

of axisymmetric modes.

4.4.1 Numerical Solution of Dispersion Relation in the Alfvén Con-

tinuum

Equation (4.47) has been solved numerically, using ω0 obtained in Equation (4.34) as

an initial point in the solver. Additionally, by means of investigating whether another

solution exists, the dispersion relation is solved again with a random ω0 in the range

(vAi, vAe). The solutions and their associated damping times can be seen in Figure 4.6.

It is interesting that there exists another solution in the long wavelength limit that

could not be obtained in the analysis in Section 4.4. However, given that for this

solution τd ≪ τ , it is unlikely that this mode will be observed. The phase speed

of these solutions suggests that the waves corresponding to these solutions have a

character that is closer to the sausage mode in a flux tube with no magnetic twist.

This implies that the characteristic expansion and contraction of the sausage mode is

heavily suppressed by magnetic twist. This mode could potentially be important for

heating in the chromosphere due to its relatively short range.

Now, it has been shown that the singularity about the resonance point at rA is

logarithmic for ξr (ln(|r−rA|)) and 1/(r−rA) for ξ⊥, so the dynamics will be governed
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4.4 Long Wavelength Limit - Alfvén Continuum

Figure 4.6: Numerical solutions of the dispersion equation Equation (4.47) for χ =
{0.1, 0.2, 0.3, 0.4, 0.5}, q = 0.15, ζ = 1 and ℓ/re = 0.1 for panels (a) to (d) (χ =
ρe/ρi, ζ = Bze/Bzi, q = BϕA/BzA) and χ = 0.2, q = {0.1, 0.1375, 0.175, 0.2125, 0.25},
ζ = 1 and ℓ/re = 0.1 for panels (e) to (h). The panels (a), (c), (e) and (g) depict
the normalised phase velocity and the panels (b), (d), (f) and (h) the corresponding
normalised damping times. The bottom panel shows a logarithmic plot of the damping
time versus magnetic twist for different values of kzre. Note that the phase speed in
panel (c) has some variation for the different values of χ, however, this variation is
on the order of 10−6 and is not shown as this is near the accuracy of the numerical
solutions. All solutions have been obtained numerically by solving Equation (4.47).
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4.4 Long Wavelength Limit - Alfvén Continuum

by ξ⊥ since ξr/ξ⊥ → 0 as r → rA and therefore ξ⊥ ≫ ξre in the neighbourhood of

the resonant point (Poedts et al., 1989; Sakurai et al., 1991a). Also the ξr component

provides its energy to the resonant layer (Goossens et al., 2011) and therefore the char-

acteristic expansion and contraction of axisymmetric modes will be reduced. These

facts, along with the proximity of the solution corresponding to the long wavelength

limit approximation to Section 4.4 to the internal Afvén speed suggest that these waves

would appear in observations to have properties similar to Alfvén waves. Given that

pure Alfvén waves require ∇ · ξ to be identically zero, and, a driving mechanism that

is solely torsional, we argue that observed Alfvén waves are much more likely to be ax-

isymmetric waves, as these do not have these strict requirements. In Figure 4.6 panels

(a) through (d) show solutions for different values of χ while panels (e) through (h)

solutions are shown when q is allowed to vary. The damping time for the solution for

which we have an analytical approximation (see panels (c)) and (d)) increases (τd ↑)

for increasing density contrast (χ ↓) while the other solution exhibits the opposite be-

haviour (see panels (a) and (b)) namely τd ↓ for χ ↓. However, the damping time for

both solutions decreases (τd ↓) for increasing magnetic twist q ↑. The bottom panel

of Figure 4.6 shows a different view of the damping times as a function of the mag-

netic twist (q) shown in panels (f) and (h) at kzre = {0.1, 0.15, 0.2, 0.25, 0.3}. From

this view it can be seen that the solutions in (e) are much more sensitive to variations

in the magnetic twist when compared with the solutions in panel (g). This sensitiv-

ity, in combination with the fact that for extremely small twist the sausage cut-off is

reintroduced (Giagkiozis et al., 2015), means that this mode will be observable for a

very small interval of magnetic twist. The mode shown in panels (c) and (d) does not

present this difficulty, and therefore it is to be expected that observation of this mode

is more likely. In both cases the solution corresponding to the analytic approximation

remains very close to the internal Alfvén speed which is equal to 1 in Figure 4.6. Since

ω0 from Equation (4.35) depends on q, BzA and the internal sound speed, these modes

will appear to have a strong Alfvén character for virtually all valid parameter combi-

nations. Lastly, kr can be likened to the wavenumber in the radial direction, and, since

in the long wavelength limit kr is proportional to kz, as kz increases, the wavelength

in the radial direction decreases and couples with the thin inhomogeneous layer more

closely and therefore more energy per wavelength is absorbed and thus the damping
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4.5 Connection to Observations

Figure 4.7: Contour map of the estimated probability (see Equation 4.74) that an
axisymmetric mode can be observed to have a normalised damping time τ̄d in the
range (1, 3), for a given combination of (ζ, q), i.e. magnetic field contrast and twist
respectively. The free parameters are ζ ∈ (0.35, 1) and q = BϕA/BzA ∈ (0, 0.3) and
the integration parameters are χ ∈ (0.5, 1) and ℓ/re ∈ (0.1, 0.5). The white region
represents 0 probability.

time is reduced (see Figure 4.6).

4.5 Connection to Observations

Reports of observations of axisymmetric modes (sausage modes) are increasing in

frequency in the recent literature. For example quasi-periodic pulsations in solar

flares are believed to be associated with the kink and sausage mode (see for exam-

ple Van Doorsselaere et al., 2011; Nakariakov and Zimovets, 2011; Nakariakov, 2012;

De Moortel and Nakariakov, 2012; Kolotkov et al., 2015). Even more interestingly

some of these pulsations appear to have periods in the interval (15, 100) seconds which

could be consistent with the results in the present investigation if the length-scale of
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4.5 Connection to Observations

Figure 4.8: Contour map of the estimated probability for an axisymmetric mode to
be observed to have a normalised damping time τ̄d in the range (1, 3) for a point in
(ζ, χ), i.e. magnetic field and density contrast respectively. The free parameters are
ζ ∈ (0, 1) and χ ∈ (0, 1) and the integration parameters are q = BϕA/BzA ∈ (0, 0.3)
and ℓ/re ∈ (0.1, 0.5). Similarly to Figure 4.7 the white region in this map represents
an estimated probability of 0 of observing resonantly absorbed axisymmetric modes for
the particular set of parameter combinations.
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4.5 Connection to Observations

these pulsations is on the same order as the length-scale of coronal flux tubes≈ 100Mm.

Furthermore the results by Morton et al. (2012) suggest that axisymmetric modes are

ubiquitous and that they appear to be coexistent with kink modes. This coexistence fur-

ther supports the argument by Arregui et al. (2015); Arregui and Soler (2015); Arregui

(2015) that Bayesian analysis is an essential tool for the identification of the likely

wave modes present in observations as well as a more systematic way for the appropri-

ate model selection. The uncertainty in determining the parameters for the kink mode

led Verwichte et al. (2013) to perform a statistical analysis as a way to narrow the range

of their values. This departure from certainty and convergence towards probabilistic

inference models for solar observations is, in my view, long overdue.

Despite this increase in interest in axisymmetric modes, the relation that approx-

imates their expected damping rate, see Equation (4.66), requires knowledge of four

parameters: the density and magnetic field contrast, the relative magnetic twist and

the ratio of the thickness of the inhomogeneous layer versus the tube radius, i.e.

(χ, ζ, q = BϕA/BzA, ℓ/re). In contrast to the large body of observational evidence

for the kink mode, observations of sausage waves are relatively scarce. This makes

impossible an analysis similar to Verwichte et al. (2013) for these modes. Therefore, a

different approach is adopted, a probabilistic approach which is related to the use of

Bayesian inference suggested by Arregui et al. (2015).

As a first step towards improving this situation we provide a way to estimate the

probability that an observed sausage wave has a damping rate within a specified range,

given that, one or more of the four parameters in Equation (4.57) are known. The

assumptions required for the validity of this estimate are the following:

• The four parameters in Equation (4.57) are independent, i.e. no parameter is a

function of the others.

• The likelihood of any combination in the parameter space is the same. That is

to say that there exists no preferred combination of parameters.

These assumptions are difficult to prove, especially given that there are no statistical

analyses of the properties of sausage waves and reliable estimates of all four parameters.

Since it is not known if there is, in fact, a set of preferred parameters, these assump-

tions are required for an unbiased estimate. Acknowledging these uncertainties, a first
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4.5 Connection to Observations

attempt is made in identifying the probability predicted by the model presented in this

chapter that a wave with the characteristics described in this investigation is resonantly

damped in the long wavelength limit with a damping rate given by Equation (4.66) for

a given parameter combination.

The aforementioned probability can be estimated as follows: first, the parameters

for which reasonably good estimates are available are identified. These parameters are

refered to as free parameters denoted by f . The remaining parameters are refered to

as integration parameters and are denoted by i. Subsequently, a domain is defined for

the integration parameters. Then the probability of the damping rate being within the

open interval (a, b) is given by,

P (a, b; f1, . . . , fn) =

∫

C di1 . . . di4−nw(i1, . . . , i4−n)Iτ̄d>a,τ̄d<b r·s
∫

C di1 . . . di4−nw(i1, . . . , i4−n)I1 r·s , (4.74)

Iτ̄d>a,τ̄d<b r·s = Iτ̄d>a,τ̄d<b rτ̄d(i1, . . . , i4−n; f1, . . . , fn)s , (4.75)

I1 r·s = I1 rτ̄d(i1, . . . , i4−n; f1, . . . , fn)s , (4.76)

where C is the domain of integration defined as the set of all elements in the integration

parameter space that are valid according to the analysis in this chapter, and, τ̄d = τd/τ .

The function I(·) is an indicator function and n = {1, 2, 3}, i.e. an estimate for at

least one parameter is necessary. When the indicator function is subscripted with 1

it simply returns one when the parameter combination is valid, namely the integral in

the denominator of Equation (4.74) simply returns the area where τ̄d is defined. The

indicator function in the numerator is defined as,

(4.77)Iτ̄d >a,τ̄d<b [τ̄d(i1, . . . , i4−n; f1, . . . , fn)] =

{

1 a < τ̄d < b,
0 otherwise.

This function returns 1 when the normalised damping rate (τ̄d) is within the open

interval (a, b), and therefore the numerator of Equation (4.74) returns the area in C for

with the normalised damping rate is within the interval (a, b). The function w(i1, i2)

is a non-negative weighting function, and, its integral over C is equal to 1. As we have

assumed that every combination in the integration parameter space (i1, i2) is equally

likely, this function is simply a constant and simplifies out from the integrals. The effect

of this function is similar to the prior information in Bayesian inference. Therefore, if

relevant information of a specific preference in parameter space is present in the solar

atmosphere, this can be taken into account by appropriately modifying w(·).
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For the contour maps shown in Figure 4.7 and Figure 4.8 it is assumed that the

free parameters in Equation (4.74) are (ζ, q) and (ζ, χ) respectively. For this case

Equation (4.74) becomes

(4.78)P (a, b; f1, f2) =

∫

C di1di2w(i1, i2)Iτ̄d>a,τ̄d<b [τ̄d(i1, i2; f1, f2)]
∫

C di1di2w(i1, i2)I1 [τ̄d(i1, i2; f1, f2)]
.

The rationale for selecting the limits for the integration parameters in Figure 4.7 is

based on the reported values for the parameters (χ, ℓ/re) and normalised damping

rate, in Aschwanden et al. (2003) for the kink mode. These authors used 11 cases

of observed damping kink oscillations and their estimates for these parameters are as

follows: χ ≈ 0.1, ℓ/re ∈ (0.1, 0.5) and the observed normalised damping rates were

in the interval (1, 3). The parameter q has been selected in an interval that ensures

that the magnetic twist is small. As can be seen in both Figure 4.7 and Figure 4.8

the probability for the resonantly absorbed axisymmetric modes for a wide range in

parameters is significantly high. As seen in Figure 4.7, normalised damping times in

the interval (1, 3) are possible even for extremely small magnetic twist (≈ 0.02).

In the case where more information is available Monte Carlo simulation can be used

to estimate the probability density function (PDF) of the normalised damping time.

This is illustrated with two examples. First, estimates from Morton et al. (2012) are

used where the magnetic field is assumed to be constant inside and outside the flux tube

but this assumption is unlikely to be identically satisfied so we allow a small variation

in ζ in the interval ζ ∈ (0.95, 1). The density contrast is taken to be in the interval

(10−2, 10−1). Since Morton et al. (2012) do not provide an estimate for the width of

the inhomogeneous layer we allow it to vary uniformly between (0.1, 0.5), an interval

that is in line with estimates by Goossens et al. (2002) and Aschwanden et al. (2003).

In both examples it is assumed that the magnetic twist is within the interval (0.1, 0.2).

Using these intervals and assuming a uniform distribution Equation (4.66) is sampled

106 times. The estimated PDF for this set of parameters is the blue curve in Figure 4.9.

The blue vertical line is the expectation value which is equal to E[τd/τ ] = 7.49.

In the second example the used parameter estimates are from Van Doorsselaere et al.

(2011). We assume a H plasma where, ρ = Nmp, p = NkBT where N is the number

density, mp the proton mass and kB is the Boltzmann constant. With the plasma-β

equal to β = 2µ0p/B
2 and the assumption that βe ≪ βi (Van Doorsselaere et al., 2011)
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4.5 Connection to Observations

Figure 4.9: Rescaled probability density functions (PDF) of the normalised
damping time using parameter estimates from Morton et al. (2012) (blue) and
Van Doorsselaere et al. (2011) (red). For illustration purposes the scaling in both
PDFs is such that their maximum is equal to 1. The support for the blue PDF is
(1.79, 19.72) and the expected value for the damping time is E[τd/τ ] = 7.49. Similarly
the support for the red PDF is (0.56, 15.97) with an expected value for the damping time
E[τd/τ ] = 5.58. The intervals used for the parameters (χ = ρe/ρi, ζ = Bze/Bzi, q =
BϕA/BzA) and the associated assumptions are detailed in Section 4.5.
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results in

(4.79)
βi
βe

=
ζ2

χ

Ti

Te
≫ 1.

Assuming a lower limit for βi/βe ≥ 100 and a hot flux tube, Ti/Te = 10, we can restrict

ζ and χ to

1

200
≤ χ ≤

βe
βi

Ti

Te
, (4.80)

ˆ

χ
Te

Ti

βi
βe

˙1/2

≤ ζ ≤ 1. (4.81)

The lower limit for χ is considered as a minimum contrast in Van Doorsselaere et al.

(2011) to avoid the sausage cut-off. However, in the presence of very weak magnetic

twist this cut-off is removed, and therefore we don’t need to assume extreme values

for the density contrast. The upper limit for χ and lower limit for ζ are taken so

that Equation (4.79) is satisfied. The resulting PDF can be seen in Figure 4.9. It

is interesting that the expected value for the damping time in this case is 5.58 which

is very close to observed damping (τd/τ = 6) of a mode that is believed to be a fast

sausage mode (Kolotkov et al., 2015). It is apparent from Figure 4.9 that the PDFs

cannot be approximated well using a normal distribution, and therefore their use for

obtaining estimates of the damping time from results like Equation (4.66) in this work,

and, similar equations (e.g. Goossens et al., 1992; Ruderman and Roberts, 2002) can be

misleading. In contrast, Monte Carlo simulation and non-parametric density estimation

can be quite useful tools for exploring this type of problems.

4.6 Summary

Theoretically, it has been known for some time, that, in the presence of weak magnetic

twist, axisymmetric modes will be resonantly damped (see for example Goossens et al.,

1992). In this chapter a dispersion relation for resonantly damped axisymmetric modes

was calculated, for the first time, in the spectrum of the Alfvén continuum. An approx-

imation of the damping time in the long wavelength limit was also derived. It has been

shown that the damping time can be comparable to that observed for the kink mode in

the case that there is no magnetic twist. Furthermore, the resulting equation (see Equa-

tions 4.47 and 4.57) was solved analytically and, i) the validity of this approximation

was confirmed, and, ii) an additional solution that decays much faster in comparison
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4.6 Summary

was identified. The resulting approximation in the long wavelength limit shows that

the damping time is proportional to the magnetic twist and inversely proportional to

the density contrast. It is interesting to note that Vasheghani Farahani et al. (2014)

who investigated the damping of fast sausage modes in the leaky regime found a similar

relation between the damping time and the density contrast. However, in that work a

very large density contrast is required to allow observation of the sausage mode. This

is not the case for one of the results of this chapter, which even for modest density

contrasts (see Figures 4.7 and 4.8) the damping time is within one to three periods of

the wave.
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Chapter 5

Intensity Vortices in the Solar

Photosphere

Vortices in the solar photosphere are fundamentally important as these coherent flows

have the potential to form coherent magnetic field structures in the solar atmosphere,

e.g. twisted magnetic flux tubes. These flows have traditionally been identified by

tracking magnetic bright points using primarily visual inspection. This approach has

the shortcoming that it introduces bias into the statistical analyses. In this chapter the

process of vortex identification is fully automated using an established method from

hydrodynamics for the study of eddies in turbulent flows. For the first time, this is

applied to detect inter-granular photospheric intensity vortices. Using this approach,

the expected lifetime of intensity vortices is shown to be much shorter (≈ 17s) compared

with previously observed magnetic bright point swirls. These results suggest that at

any time there are 1.4× 106 such small-scale intensity vortices covering about 2.8% of

the total surface of the solar photosphere.

5.1 Introduction

Traditionally photospheric intensity flow fields have been traced using local correlation

tracking of (magnetic) bright points and the revealed vortex flows have been identified

by eye. This manual approach has two major shortcomings, i) it introduces observa-

tional bias into the statistical analysis and ii) a large number of vortex flow fields are

most likely missed simply due to the sheer scale of the task, which also has adverse

effects on the variance of the statistical analysis. Small-scale vortices in the quiet Sun

regions are widely accepted to form due to turbulent convection (e.g. Shelyag et al.,
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5.2 Observations and Vortex Identification Process

2011; Kitiashvili et al., 2012a; Shelyag et al., 2012). Solar photospheric vortex flows

have drawn the attention of researchers as they have the potential to excite a wide

range of MHD waves, e.g. slow and fast magneto-acoustic as well as Alfvén waves

(Fedun et al., 2011). Vortex flows also appear to have a prominent role in both direct

and alternating current models of solar atmospheric heating. In direct current mod-

els, neighbouring magnetic flux tubes (or strands) can become magnetically twisted

under the influence of photospheric vortices. This, in turn, implies that current sheets

may develop at the interface between such strands allowing the possibility of magnetic

reconnection (Parker, 1972, 1983a,b; Klimchuk, 2015). In alternating current models,

photospheric vortices can be seen as MHD wave drivers that can excite large scale solar

tornadoes (Wedemeyer-Böhm et al., 2012; Wedemeyer et al., 2013; Amari et al., 2015).

These tornadoes have an estimated net positive Poynting flux of 440Wm−2 that is more

than adequate to heat the quiet solar atmosphere whose energy flux requirement is es-

timated to be approximately 300Wm−2 (Withbroe and Noyes, 1977). Unfortunately,

despite the increasing interest in these coherent flows in the solar photosphere, the num-

ber of observations reported in the literature is still based on small sample sizes, with

reports often associated with only a few detected events (see for example Steiner et al.,

2010; Palacios et al., 2012; Park et al., 2016), or tens of observations (e.g. Bonet et al.,

2008, 2010; Vargas Domı́nguez et al., 2011). The effect of such small a sample size in

the variance of the statistical results is significant and there is the potential that there

is a systematic bias introduced due to the manual nature of the process. Both of these

are detrimental to the reliability of the reported results.

In this chapter a fully automated method to identify vortex flows is presented.

The centre of circulation and their flow boundary is identified using a method that is

based on local correlation tracking (Fisher and Welsch, 2008) applied to photospheric

intensity observations, combined with an established method for identifying vortices

used in the study of turbulence (Graftieaux et al., 2001). Subsequently, characteristic

vortex parameters are estimated, such as lifetime diameter, mean perpendicular velocity

and area.
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Figure 5.1: The proposed physical mechanism modelling the high velocity of vortex
centres. The line segments yL and yR, shown in blue and red color, respectively,
represent the edges of two neighbouring granules. In this instance, the two edges are
moving towards each other with speed |v|. The streamlines in the plane outline the
velocity field near the edges of the granules, with vL and vR denoting the velocity field
in the left and right granule, respectively. The velocity of the vortex centre is labelled
vö. The blue streamlines in the z-direction depict magnetic field lines above the vortex
centre. The black arrow shows the evolution.

5.2 Observations and Vortex Identification Process

5.2.1 Observations

The observations investigated here were carried out between 08:07:24–09:05:46 UT

on the 21st June 2012, with the CRisp Imaging SpectroPolarimeter (CRISP) at the

Swedish 1-m Solar Telescope (SST: Scharmer et al., 2003, 2008) at La Palma. The

image resolution of the CRISP observations is 0.059′′per pixel. A quiet Sun region very

close to disk centre was observed with an effective Field-Of-View (FOV) of 55×55 arc-

sec, centred on solar-x=−3.1′′ and solar-y=69.9′′. The required accuracy of the pointing

of the CRISP FOV, in heliocentric coordinates, was achieved through co-alignment of

bright-points observed with the CRISP wideband images, together with co-temporal

continuum images in 170.0nm from the Solar Dynamics Observatory / Atmospheric

Imaging Assembly (SDO/AIA: Lemen et al., 2012). The sequential spectral scans com-

prise a full-Stokes IQUV scan at −0.0048nm from the Fe i 630.2nm line core. The

spectro-polarimetric sequences have a post-reduction mean cadence of 8.25s. After ac-

quisition, the data was processed with the Multi-Object Multi-Frame Blind Deconvolu-

tion (MOMFBD) algorithm (van Noort et al., 2005; van Noort and Rouppe van der Voort,

2008; de la Cruz Rodŕıguez et al., 2015).
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5.2 Observations and Vortex Identification Process

Figure 5.2: A snapshot of the estimated velocity field based on the Fe i continuum
(intensity shown in grey-scale) using local correlation tracking (LCT), illustrating the
identified vortices and their boundaries. The circles denote the vortex centre, with red
referring to counter clockwise vortices (positive) and blue clockwise vortices (negative).
The orange border line denotes the vortex boundary.
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5.2.2 Vortex Identification Process

The automated vortex identification methodology presented here is split into four

stages: i) pre-processing, ii) velocity field estimation, iii) vortex identification and,

iv) vortex lifetime estimation. The intensity maps obtained from observations have

varying intensity at different times that appears to be due to atmospheric effects. This

intensity variation is a few standard deviations from the mean and the effect is global,

i.e. affects almost equally the entire image and disappears in subsequent frames. To

counter these effects image histogram equalization (e.g. Pizer et al., 1987) is used in

the following way:

• First, the expected distribution of intensities is estimated by means of averaging

the histogram distributions across all frames. The rationale for this is that the

Sun is not expected to change its power emission spectrum, in the mean, during

the time of the observation.

• Once the expected intensity distribution has been obtained, histogram equaliza-

tion is applied to all frames using that distribution as a reference.

This procedure is fast and efficiently removes inter-frame flickering, and, improves the

numerical stability of the LCT method.

The pre-processing stage removes rapid intensity fluctuations, while preserving the

relative counts as much as possible. Subsequently, we remove the mild seeing effects

in our observations using a Gaussian filter. Although it is well known that atmo-

spheric seeing is a non-linear effect (see e.g. November and Simon, 1988), given that

the seeing conditions were good, this simple averaging method produced similar re-

sults to destreching algorithms and is computationally more efficient. To avoid the

reduction of the temporal resolution a moving-average Gaussian filter is employed with

a 3dB attenuation at quarter the Nyquist frequency 1/(8T ) where T is the cadence.

The velocity field estimation is performed using fast local correlation tracking (FLCT)

(Fisher and Welsch, 2008). This filtering was empirically determined to result in a

small reduction in the identified number of vortices from the data, therefore the sub-

quently presented results are to be interpreted as a lower bound of the number of

vortices present in the observational data used.
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For the vortex identification, a proven and established method is implemented that

has its roots in the study of turbulence in fluid dynamics. Once the velocity field

estimates are found, the same approach as Graftieaux et al. (2001) is used to identify

the vortex centres and boundaries. Graftieaux et al. (2001) defined two functions Γ1

and Γ2, for the identification of the vortex centres and boundaries, respectively. The

function Γ1 used in this chapter is,

(5.1)Γ1(xp) =
1

|S|

∑

S

((xm − xp)× vm) · 1z
||xm − xp||2 · ||vm||2

.

Here, S = {xm : ||xm − xp||2≤ R} is a disk of radius R about the point xp, ||·||2 is

the Euclidean norm, 1z is a unit vector normal to the plane and |S| is the cardinal-

ity of S. Γ1 defines a scalar field and its magnitude achieves a maximum at unity.

Graftieaux et al. (2001) shows that this function achieves this maximum when xp is at

the centre of an axisymmetric vortex. However, given that ideal axisymmetric vortices

are quite uncommon, the threshold for classifying a point in S as a potential vortex

centre is reduced to 0.9, and, the local maximum of these points is classified as the

vortex centre. For the identification of the vortex boundary, we use the discrete version

of Γ2, defined as,

(5.2)Γ2(xp) =
1

N

∑

S

((xm − xp)× (vm − v̄p)) · 1z
||xm − xp||2 · ||vm − v̄p||2

,

where v̄p is the mean velocity in the neighbourhood of the point xp. It is shown by

Graftieaux et al. (2001) that in the inner core of a vortex the magnitude of Γ2 is larger

than 2/π. Flows with values of Γ2 < 2/π are dominated by strain and when Γ2 = 2/π

we have a pure shear. The velocity vectors required by Equations (5.1) and (5.2) were

estimated using local correlation tracking (FLCT by Fisher and Welsch (2008)).

Let us now calculate the vortex centres and their boundaries at every time instance,

however, simultaneously the lifespan of these vortices also needs to be estimated. For

this purpose we assume that the vortex centre can move at approximately the sound

speed of the photosphere, about 10km s−1 (Nordlund et al., 2009). If the speed of the

vortex centres is comparable to the sound speed, this would suggest that the maximum

distance a centre could traverse from one frame to the next would be 82.5km, which

is almost 2 pixels at the spatial resolution of observational data. However, at present

the vortex formation mechanism has not been clearly established and if such flows in
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the photosphere are formed as shown in Figure 5.1, the speed of their centre may be

much larger than the sound speed. The edges of the granules are represented as line

segments (red and blue line segments in Figure 5.1). These are defined to be the points

where the vertical component of the velocity transits from being mostly positive, as

is on granules, to being negative, as is the case in the inter-granular lanes. Due to

the dynamic nature of the granulation pattern on the photosphere, their edges are

in constant relative motion with respect to the edges of neighbouring granules. This

relative motion, in combination with the converging flows from neighbouring granules

at an angle, produces effectively counter streaming (or shear) flows at the line where the

two flows meet. This effect can drive vortex flows whose centres can move (vö) at much

larger speed compared with the relative speed that generated them (see Figure 5.1).

Therefore, using a conservative estimate it is assumed that vortices that are within a 4

pixel radius in two consecutive times, are in fact the same vortex. An alternative vortex

formation mechanism for flux tubes whose footpoints are relatively stationary compared

with the timescale of downdrafts within the tubes is suggested byWilliams and Taroyan

(2018).

5.3 Results and Statistical Analysis

A representative example of the results obtained from the vortex identification process

is shown in Figure 5.2. The grey-scale denotes intensity, normalised in the range 0 to

1 corresponding to black and white, respectively. Over-plotted is the LCT estimate

of the surface velocity field. The red-filled circles mark counter-clockwise vortex flows

(positive), blue circles correspond to clockwise flows (negative) and the orange line

delimits the vortex flow boundary.

Figure 5.3 and Figure 5.4 show statistical results based on a sample size of N =

26, 988 vortices. As the only source of information that is used here is based on LCT

applied to intensity observations, the identified vortex flows are referred to as inten-

sity vortices. This is to acknowledge line-of-sight integration effects and temperature

variations that, from a practical standpoint, lead to the estimated velocity field being

a weighted average of the plasma motions at different heights within the spectral line

formation height (Nordlund et al., 2009).

The results suggest that the expected lifetime of such vortices is independent of
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orientation (see a) and b) in Figure 5.3). In fact, no statistically significant deviations

in the distributions of positively or negatively oriented vortices have been found, for

any of the measured parameters, i.e. lifetime, space and time density, diameter, area

or perpendicular speed (see Figure 5.3 and 5.4). What is intriguing however, is that for

the majority of vortices (approximately 85%) their expected lifetimes are less or equal

to three times the cadence (24.75s). This is much shorter when compared with similar

features identified by tracking magnetic bright points (BPs) (e.g. Bonet et al., 2008).

The apparent discrepancy could be attributed to errors in LCT, where very short lived

structures are the result of errors in the identified velocity field. Notwithstanding this

limitation, LCT velocity maps have been shown to be a good first order approximation

to the velocity field (Verma et al., 2013; Louis et al., 2015). Nevertheless, it is unlikely

that the identified vortex lifetimes are due to an LCT discrepancies. This is based on

our experience with LCT and the fact that we could not find a study that suggests that

LCT introduces, in a statistically meaningful way, some form of bias that would collec-

tively distort vortices sufficiently to reduce their lifetimes. If this intuition is correct,

observations with improved imaging equipment (both cadence and spatial resolution)

should reveal vortices with even smaller lifetimes in the solar photosphere.

Assuming an expected lifetime, for both positive and negative vortices, of τ =

0.29 min (see a)-b) in Figure 5.3) and the space and time density of vortices d =

0.84 Mm−2min−1 (see e) in Figure 5.3), it is estimated that there will be τ · d =

0.244 Mm−2 vortices at any time. In turn, this implies that there are continuously

1.48×106 vortices over the whole photosphere. Under the assumption that the expected

lifetime, as well as, space and time density in other regions of the photosphere are

similar to our observations. If intensity vortices are indeed closely correlated with the

actual velocity field, then based on the simulation results reported by Kitiashvili et al.

(2012a,b) it is anticipated that their expected size will decrease with the advent of higher

spatial resolution observations. A prime example of near future expected capability

is the Daniel K. Inouye Solar Telescope (DKIST) whose visible broadband imager is

planned to have spatial resolution of 16km to 25km per pixel, at 430.4nm and 656.3nm,

respectively, and cadence of 3.2s (Berger and ATST Science Team, 2013).

Figure 5.4, panels e) and f) show the distribution of the average perpendicular

speed within the vortex boundary. This is calculated by projecting the velocity vector
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d (Mm−2min−1) τ (min) τ · d (Mm−2) E(#) on Photosphere Sample size

Current chapter 0.84 0.29 0.244 1.48× 106 26, 988
(Bonet et al., 2008) 1.8 × 10−3 5.1 0.92 × 10−2 0.55× 105 138
(Bonet et al., 2010) 3.1 × 10−3 7.1 2.2 × 10−2 1.3× 105 42
(Vargas Domı́nguez et al., 2011) 1.6 × 10−3 15 2.4 × 10−2 1.46× 105 144
(Wedemeyer-Böhm et al., 2012) (1.4 × 10−4) (12.7) (1.8× 10−3) (1.1 × 104) (14)

Table 5.1: Summary statistics of space and time density (d), expected lifetime (τ),
number of vortices per Mm2 (τ · d) and expected number of vortices on the solar
photosphere (E(#)). In the last column the number of vortices on which the statistical
analysis is based on is provided. The values in the last row in the table are in parentheses
since they do not correspond to observations in the photosphere, however, these are
included for reference.

at every point within the vortex to a vector perpendicular to the ray emanating from

the vortex centre. Finally, panel g) in Figure 5.4 provides an estimate of the percent

of the area of the photosphere covered by intensity vortices at any time.

5.4 Summary

There is an abundance of small-scale intensity vortices in the quiet Sun and their

typical lifetimes are approximately 17 seconds. It is estimated that at any given time,

the expected number of vortices in the photosphere is 1.4 × 106 and that they occupy

2.8% of the photosphere at any time. Although the area of these vortices may appear

small in the photosphere, even if only a tenth of these vortex flows reaches the lower

corona they may occupy more than 17% of its total area due to magnetic expansion.
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5.4 Summary

Figure 5.3: Estimates of (a and b) vortex lifetime mass function, and (c,d and e) the
number of vortices perMm2 ·minute. The red circles denote the best fit of a parametric
mass density function (PMF). In this case, the Geometric distribution was a best fit
for the lifetimes of the vortices. The orange line, and the white font E on its right, is
the expected value calculated from the empirical distribution of the data. Values with
a hat indicate best fit parameter estimates for the particular distribution, and, E(·) is
the expected value.
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Figure 5.4: Empirical and parametric estimates of the probability density function
(PDF) for (a and b) the vortex diameter, which is calculated using the average of the
minor and major axis of a best fit ellipse for every vortex, (c and d) the area of vortices
(in Mm2), (e and f) the magnitude of the perpendicular velocity (|v⊥|) and lastly (g)
an estimate of the percentage of the total photosphere covered with intensity vortices.
The notation in this figure follows Figure 5.3.
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Chapter 6

Conclusions and Further

Research

6.1 Intensity Vortices

Vortex flows in the solar atmosphere may contribute significantly to the energy flux

requirements for heating the quiet Sun atmosphere. However, for that connection to be

established strong evidence is required: i) vortex flows motions are ubiquitous in the

solar atmosphere, ii) that these motions appear at different heights, e.g. photosphere,

chromosphere and corona. The results from Chapter 5 provide evidence supporting the

first of these requirements. However, at this point it is unclear if these vortices extend

to higher layers of the solar atmosphere (i.e. choromosphere and above). If in fact some

of the vortices identified in Chapter 5 do extend above the photosphere, the proportion

that does so is an important quantity to be measured.

To illustrate the importance of these questions consider the following conjecture

that is based on the similarities in scale and location of vortex flows identified in Chap-

ter 3 with small-scale whirlpools (or swirls) reported by Bonet et al. (2008, 2010) and

Vargas Domı́nguez et al. (2011). The conjecture is that these are, in fact, the same flow

features in the quiet Sun. If that is indeed the case, then remarkably the number of vor-

tices in the photosphere would be an order of magnitude larger than previous estimates.

Now, consider that if these are related with previously identified magnetic tornadoes by

Wedemeyer-Böhm et al. (2012) (another open question), then the estimated number of

these tornadoes will also be up for revision by as much as an order of magnitude. If

intensity vortices prove to be the root cause of solar tornadoes (Amari et al., 2015),

then this would suggest that 10% of the photospheric vortices reach the lower corona
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forming magnetic tornadoes. This has the extraordinary implication that at least 17%

of the area of the lower corona is constantly supplied with a positive Poynting flux of

440Wm−2, as opposed to 1.2% implied from Wedemeyer-Böhm et al. (2012). The as-

sumptions in this revised estimate are that the photospheric vortices that do extend up

to the lower corona have a mean radius of 1.5Mm, their corrected expected number is

1.48× 105 vortices at every time, i.e. 10% of our intensity vortices on the photosphere,

instead of 1.1 × 104 (see Table 5.1) and that the average net positive Poynting flux in

each magnetic tornado is 440Wm−2. Furthermore, based on a Monte Carlo simulation

emulating the positions of intensity vortices, it is found, subject to the assumptions

above, that within 5 vortex periods (approximately 88s) at least 60% of the area of

the lower corona will have been swept by tornadoes and within 10 periods (176s) this

increases to more than 84%. This means that if, i) there is an effective enough dis-

sipative layer in the lower corona to the energy flux supplied by magnetic tornadoes,

and ii) intensity vortices are the cause of magnetic tornadoes, then the coronal heating

problem in the quiet Sun may be near its resolution.

The automated identification approach used in Chapter 5 illustrates another impor-

tant point. We must transcend small scale analyses that focus on single, or a very small

number of events. Using the methods elaborated upon in Chapter 5 a significantly larger

number of vortices was identified when compared with previous observational studies.

This is evidence consolidating the fact that small-scale vortices are prevalent in the

solar photosphere. Most interestingly, an overwhelming majority of these vortices have

lifetimes that are often much shorter than previously believed, which suggests that

these flows are highly dynamic in nature.

Due to the episodic nature of the formation of these small-scale vortices, any mag-

netic field through them will be supplied with a broadband impulse comprised of both

torsional and radial components which will generate propagating MHD waves an argu-

ment that is especially relevant to the axisymmetric waves studied in Chapter 3 and

Chapter 4 due to symmetry considerations. The presence of a magnetic field in vortices

is consistent if we recall that their location is in the inter-granular lanes where the mag-

netic field concentrations are highest. Both observational and numerical simulations

(e.g. Fedun et al., 2011) support the idea that MHD waves with a broad frequency

range can be generated by vortex flows. However this is to be expected on more fun-

95



6.2 Axisymmetric MHD Modes and Resonant Absorption

damental grounds due to a particular duality in frequency space. Localisation in time,

leads to spread (broadening) in the frequency domain and vice versa. In physical terms

this implies that the rapidity of vortex formation alongside with deviation from axi-

symmetry offer a wave driver that results in waves of different frequencies, albeit with

different amplitudes. Regarding energy transport to the upper layers of the atmosphere,

numerical simulations suggest that vortex driven MHD waves (Amari et al., 2015) are

a prime candidate.

The most compelling differences compared with previous reports (e.g. Bonet et al.,

2008, 2010; Vargas Domı́nguez et al., 2011) are in the expected lifetime and, space

and time density. Table 5.1 shows summary statistics comparing the main results in

Chapter 5 with previous studies that are based on more than 3-4 observed vortices. In

my view, there are at least two explanations for this mismatch. First, vortex flows and

any type of feature tracking in observations, is time consuming and error prone when

performed manually. This increases the likelihood of bias and increases the variance

of the analyses. In addition, lifetime estimates relie on the accuracy of LCT for the

surface velocity field identification, which, although has been shown to have reasonable

correlation with the true velocity field (Louis et al., 2015), is only a first approximation

to small-scale motions in inter-granular lanes. Notwithstanding this uncertainty, given

that the chosen automated technique is straightforward to implement, the results can

be cross-validated by other studies, which, in my view, is extremely important.

6.2 Axisymmetric MHD Modes and Resonant Absorption

The abundance of twisted magnetic fields that is reinforced by the results in Chapter 5

motivated the work performed in Chapter 3 and Chapter 4. In Chapter 3 it was

shown that for weak magnetic twist in a straight flux tube model axisymmetric modes

(sausage) exhibit a more elaborate character due to being coupled to axisymmetric

Alfvén waves. This coupling leads to similarities in the Doppler signatures of the

studied axisymmetric modes and pure Alfvén waves as described in a stright flux tube

model with no magnetic twist. Importantly, for coronal conditions, the fast sausage

body waves remain trapped for all wavelengths when the magnetic twist strength is

above a certain threshold. This most interesting result may be surprising to theorists

as, in the straight magnetic flux tube with constant magnetic field model, there exists a
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cutoff in the long wavelength limit for sausage modes. This result means that this mode,

in conditions that are closer to the physical reality in the solar atmosphere, are allowed

to propagate. Furthermore, given that there exists a π/2 phase difference between the

radial and torsional velocity perturbations these waves can easily be mistaken for pure

Alfvén waves.

In particular, observations of Alfvén waves rely on the apparent absence of in-

tensity (i.e. density) perturbations in conjunction with torsional motion observed by

alternating Doppler shifts, see for example (Jess et al., 2009). The results of Chapter 3

suggest that there exists at least one more alternative interpretation for waves with the

aforementioned characteristics. Namely, the observed waves by Jess et al. (2009) could

potentially be surface sausage waves (see right panel of Figure 3.4), since the local-

ized character of the density perturbation also implies localized intensity perturbations

that can be well below the instrument resolution. Furthermore, given the presence of

torsional motion (see right panel of Figure 3.4) the sausage mode will have a Doppler

signature similar to that of an Alfvén wave. The Doppler signature in combination with

the fact that surface waves can have a phase velocity very close to the Alfvén speed

(see SAW in Figure 3.6) suggests that Jess et al. (2009) potentially observed a sausage

mode in the presence of magnetic twist. This line of reasoning is further supported

by the evidence in Wedemeyer-Böhm et al. (2012) and Morton et al. (2013), where the

authors show that vortical motions are ubiquitous in the photosphere. However, the

excitation of the decoupled Alfvén wave requires vortical motion that is divergence

free, see for example Ruderman et al. (1997), while the vortical motions observed in

Morton et al. (2013) are not free of divergence. These vortical motions, and those in-

vestigated in Chapter 5, are a natural mechanism for the excitation of the axisymmetric

modes studied in Chapter 3. A numerical study, based on the parameters identified in

Chapter 5, to investigate the sweetspot of driver frequencies and the amount of prop-

agated power in the higher layers of the atmosphere would be an excellent candidate

for future research as it supply us with quantitative results for power propagation for

this mode.

The fact that axisymmetric modes will be resonantly damped was known theo-

retically for quite some time, e.g. (see for example Goossens et al., 1992). However,

perhaps due to the prevalence of the straight magnetic flux tube with constant mag-
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netic field which predicted the sausage cutoff, no studies derived a dispersion relation

for axisymmetric modes. Given that this cutoff is very sensitive, that is to say it is

removed even for very weak twist (see Chapter 3), the study of axisymmetric modes in

the presence of weak magnetic twist became most pertinent. In Chapter 4 a complex

dispersion relation was derived for these modes in the spectrum of the Alfvén con-

tinuum. This relation along with the resulting approximation in the long wavelength

limit, show that the damping time is proportional to the magnetic twist and inversely

proportional to the density contrast.

Of the two solutions uncovered in Chapter 4, only the one with a phase velocity

close the internal Alfvén speed has, for some parameter combinations, damping times

that would allow observation. The other solution is found to be damped on time

scales ≈ 10−2 − 10−1 of the wave period as seen in Figure 4.6, which means that its

observation would be extremely challenging. On the other hand although the predicted

damping times for the solution whose phase speed is close to the Alfvén speed are large

enough to allow observation. Also, the fact that its phase speed is so close the internal

Alfvén speed along with the dominance of the ξ⊥ component in the wave dynamics

means that the character of this wave will be predominantly Alfvénic (Goossens et al.,

2011). Because of this, it is argued that it is possible that resonantly damped sausage

waves have already been observed, albeit in the guise of Aflvén waves, see for example

Jess et al. (2009).

Lastly, the damping time was estimated for the parameters presented by Morton et al.

(2012) and Van Doorsselaere et al. (2011) and interestingly the predicted damping time

is very close to the observed damping in quasi-periodic pulsations by Kolotkov et al.

(2015) that are believed to be fast sausage waves. Subject to certain assumptions,

axisymmetric modes appear to be quite important conduits for energy transfer in the

solar atmosphere. Perhaps even more important than pure Alfvén waves, given that the

excitation mechanism for sausage modes in weakly twisted magnetic flux tubes appears

to be more readily available in comparison to the required purely torsional drivers for

Alfvén waves, see (Giagkiozis et al., 2015) and Chapter 3.
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Concluding Remarks

It is most interesting that an aleged quote by A. Einstein is pertinent to this day and

especially to solar physics and observations: ”As far as the laws of mathematics refer to

reality, they are not certain; and as far as they are certain, they do not refer to reality.”

This, I find, to be a most accurate description and as I mention in 4.5, we ought to

take an approach closer to the one illustrated most excellently by Arregui et al. (2015).

That is, we should move towards a probabilistic or statistical approach in interpreting

observations.
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Appendix A

Axisymmetric Modes

A.1 Dimensionless Dispersion Equation

For completeness we give here the dimensionless version of the dispersion equation

Equation (4.28). The following equation is now a function of vF and K, instead of

ω and kz. One of the benefits of solving Equation (A.1) instead of Equation (4.28)

directly is that the former is, usually, numerically more stable. Another benefit is that

the study of different plasma conditions is made simpler since it is straightforward to

alter the ordering of the characteristic speeds (vsi, vAi etc).

ρe
ρi

K(v2F − v2AE)

k2rE

Kν−1(krEK)

Kν(krEK)
=

[

v2AΦI

k2rI
(1 +NI)

2 −
ρe
ρi

v2AΦE

k2rE
(1 +N2

E)

]

+
ρe
ρi

(1− ν)(v2F − v2AE)

M2
E

− 2
(v2F − 1)

k2rI

M(a, b− 1; s)

M(a, b; s)
,

(A.1)

where,

a = 1 +
k2rI

“

K2(v2F − 1)2 − 4v2AΦI

‰

8v2AΦINI(v2F − 1)
, b = 2, s = 2

v2AΦINI

(v2F − 1)
,
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ω
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vph
vAi

, vSI =
vsi
vAi

, vSE =
vse
vAi

, vAI = 1,

vAE =
vAe

vAi
, n2
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2
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2
E, k2ri = k2zk

2
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vT i
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, K = kzra, vAΦI =
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vAi
,

and
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2
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2
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,
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v2T i =
v2Aiv

2
si

v2Ai + v2si
, v2TI =

v2SI
1 + v2SI

, v2Te =
v2Aev

2
se

v2Ae + v2se
, v2TE =

v2AEv
2
SE

v2AE + v2SE
,

ν2 = 1 + 2
v2AΦE

(v2F − v2AE)
2

“

2v2AΦIN
2
E + (v2AE(3N

2
E − 1)− v2F (N

2
E + 1))

‰

.

Also the plasma-β inside and outside the flux-tube can be calculated using: βi =

(2/γ)v2SI and βe = (2ρeB
2
zi/γρiB

2
ze)v

2
SE respectively.

A.2 Estimation of the Root Mean Square Error

We argue that the exact solution for constant twist outside the magnetic flux tube

is a good approximation to the solution corresponding to the case where the twist is

∝ 1/r. However, as we state in the text, we only obtain the zeroth-order term in

the perturbation series which corresponds to constant twist. To justify this statement

we estimate the root mean squared error (RMSE) also referred to as standard error,

defined as follows,

RMSE = lim
L→∞

ˆ

1

L− 1

∫ L

ra

´

ξ̂re(r)− ξre(r)
¯2

dr

˙

1

2

.

In this context, ξ̂re(r) is the solution to the case with constant magnetic twist, i.e.

κ = 0 in Equation (3.23), while ξre(r) is a numerical solution to Equation (3.23) with

κ = 1, namely magnetic twist proportional to 1/r. The RMSE is expected to vary for

different parameters, i.e. K, vF and Bϕi/Bzi, and for this reason we discretize K and

vF using a 100 × 100 grid and also use the following value for Bϕi/Bzi = 0.2, since for

all values of Bϕi/Bzi < 0.2 the RMSE is consistently smaller. Subsequently we average

the resulting root mean square errors which we then quote in the corresponding figure

caption. Note, that ξ̂re(r) and ξre(r) are normalized, therefore a value for the mean

RMSE of, e.g. 0.01, means that the standard error is 1% on average, when comparing

ξ̂re(r) with ξre(r).

A.3 Characteristic Speeds Ordering Considerations

The ordering of characteristic speeds depends on 6 variables: Bzi, Bze, Ti, Te, ni, ne,

where ni and ne are the number densities inside and outside the flux tube respectively.
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Starting from and assuming the magnetic twist is small,

vAi =
Bzi?
µ0ρi

, vAi =
Bzi?
µ0ρi

, vsi =

c

γ
pi
ρi
, vse =

c

γ
pe
ρe

,

βi =
2µ0pi
B2

zi

, βe =
2µ0pe
B2

ze

, ρ = nmp, p = nkBT.

Taking logs of the speeds and using the following definitions:

v⋆Ai = ln(vAi) +
1

2
ln(µ0mp), v⋆Ae = ln(vAe) +

1

2
ln(µ0mp),

v⋆si = ln(vsi)−
1

2
ln

ˆ

γ
kB
mp

˙

, v⋆se = ln(vse)−
1

2
ln

ˆ

γ
kB
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˙

,

b⋆i =
1

2
pln(βi)− ln(2kBµ0)q , b⋆e =

1

2
pln(βe)− ln(2kBµ0)q ,

and

B⋆
zi = ln(Bzi), B⋆

ze = ln(Bze), T ⋆
i = (1/2) ln(Ti), T ⋆

e = (1/2) ln(Te),

n⋆
i = (1/2) ln(ni), n⋆

e = (1/2) ln(ne),

the speeds and plasma-β parameters can be written as follows,
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
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







.

Now notice that the above matrix is rank 4 which means that the dimension of the null-

space is 2, with basis vectors: y1 = (1, 0, 0, 0, 1, 0), and, y2 = (0, 1, 0, 0, 0, 1). This means

in practice that for a given set of parameters resulting in a specific speed ordering βi and

βe are uniquely defined but there is a 2 dimensional subspace involving B⋆
zi, B

⋆
ze, n

⋆
i ,

n⋆
e, that is, all linear combinations of y1 and y2. Also notice that the sound speeds, v⋆si

and v⋆se, depend only on the internal and external temperature, T ⋆
i and T ⋆

e respectively.

Additionally the null-space of the matrix (see the basis vectors y1 and y2) suggests that

the densities, n⋆
i and n⋆

e, are secondary variables to the magnetic field strength, B⋆
zi

and B⋆
ze.
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A.4 Perturbed quantities in terms of ξr and p′T

Given, ξr and p′T in Equation (4.17a),Equation (4.17b) or Equation (4.18a),Equation (4.18b)

the remaining perturbed quantities for the sausage mode (kϕ = 0) are (Erdélyi and Fedun,

2010),

ξri(s) = Ai1
s1/2

E1/4
e−s/2M(a, b; s) ,
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