
Combinatorial Questions for S on Tn

for a semigroup S

Asawer Duraid Hamdi Al-Aadhami

PhD

University of York

Mathematics

September 2017



Abstract

We study combinatorial questions for the wreath product S on Tn (properly, S on Tn)

and related semigroups, where S is a monoid and Tn is the full transformation

monoid on n = {1, 2, . . . , n}. It is well known that S on Tn is isomorphic to the

endomorphism monoid of a free S-act Fn(S) on n generators and if S is a group,

Fn(S) is an example of an independence algebra. We determine the number of

idempotents of S on Tn, first in the more straightforward case where S is a group.

We investigate the monoid of partial endomorphisms PT A of an independence

algebra A, focussing on the special case where A is Fn(G). We determine Green’s

relations and Green’s pre-orders on PT Fn(G). We also obtain formulae for the

number of idempotents and the number of nilpotents in PT Fn(G).

We specialise Lavers’ technique in order to construct a presentation for MnoTn

from presentations of Mn and Tn.

Finally, we find monoid presentations for some special subsemigroups of semidi-

rect products. We suppose M and T are monoids such that M is a left T -act by

endomorphisms and G and H are the groups of units of M and T , respectively. In

addition, we suppose N = M \ G and S = T \ H are ideals of M and T , with

N and G left S-acts, respectively. We then establish a monoid presentation for

C = (N1 o {1}) t (M o S).

ii



Contents

Abstract ii

List of Contents iii

List of Figures vi

Preface vii

Acknowledgements x

Author’s Declaration xi

1 Preliminaries I: Semigroup fundamentals 1

1.1 Semigroups, binary relations and equivalences . . . . . . . . . . . . . 1

1.1.1 Semigroups . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.2 Binary relations . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.1.3 Equivalences . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.2 Congruences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.3 Free semigroups, monoids and free groups . . . . . . . . . . . . . . . 13

1.3.1 Free semigroups and monoids . . . . . . . . . . . . . . . . . . 13

1.3.2 Free groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

1.4 Green’s relations and regular semigroups . . . . . . . . . . . . . . . . 19

1.4.1 Green’s relations . . . . . . . . . . . . . . . . . . . . . . . . . 19

1.4.2 Regular semigroups . . . . . . . . . . . . . . . . . . . . . . . . 23

1.5 Presentations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

iii



1.5.1 Semigroup presentations . . . . . . . . . . . . . . . . . . . . . 25

1.5.2 Monoid presentations . . . . . . . . . . . . . . . . . . . . . . . 25

1.5.3 Group presentations . . . . . . . . . . . . . . . . . . . . . . . 26

1.6 Semidirect products of semigroups, monoids and groups . . . . . . . . 28

2 Preliminaries II: Universal algebras and independence algebras 34

2.1 Universal algebras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

2.2 Independence algebras . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.2.1 Basic definitions . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.2.2 Endomorphism monoids of independence algebras . . . . . . . 43

3 Transformation semigroups 45

3.1 Symmetric groups SX and Sn . . . . . . . . . . . . . . . . . . . . . . 46

3.2 Full transformation semigroups TX and Tn . . . . . . . . . . . . . . . 49

3.2.1 Idempotents in TX and Tn . . . . . . . . . . . . . . . . . . . . 50

3.3 Partial transformation semigroups PT X and PT n . . . . . . . . . . . 51

3.3.1 Green’s relations on PT X . . . . . . . . . . . . . . . . . . . . 53

3.3.2 Idempotents in PT X and PT n . . . . . . . . . . . . . . . . . 55

3.4 Semigroup of all singular selfmaps Singn . . . . . . . . . . . . . . . . 59

4 Free (left) S-acts and their endomorphism monoids 62

4.1 S on Tn is the endomorphism monoid of a free S-act of rank n . . . . . 62

4.2 Green’s relations on G on Tn . . . . . . . . . . . . . . . . . . . . . . . 67

4.3 Idempotents in wreath products . . . . . . . . . . . . . . . . . . . . . 71

4.3.1 Idempotents in G on Tn . . . . . . . . . . . . . . . . . . . . . . 71

4.3.2 Idempotents in S on Tn . . . . . . . . . . . . . . . . . . . . . . 75

4.3.3 Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

5 Monoids of partial endomorphisms 86

5.1 Semigroups PT A and PT A . . . . . . . . . . . . . . . . . . . . . . . 87

5.2 Semigroups PT Fn(G) . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

iv



5.2.1 Idempotents in PT Fn(G) . . . . . . . . . . . . . . . . . . . . . 95

5.2.2 Green’s relations on PT Fn(G) . . . . . . . . . . . . . . . . . . 103

5.2.3 Ideals of PT Fn(G) . . . . . . . . . . . . . . . . . . . . . . . . . 106

5.3 Nilpotents in PT Fn(G) . . . . . . . . . . . . . . . . . . . . . . . . . . 108

5.3.1 Graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

5.3.2 Nilpotents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

5.3.3 Number of Nilpotent in PT Fn(G) . . . . . . . . . . . . . . . . 117

6 Presentations of certain subsemigroups of semidirect products 121

6.1 Presentations for semidirect product M o S . . . . . . . . . . . . . . 122

6.1.1 Presentation for Sn . . . . . . . . . . . . . . . . . . . . . . . . 124

6.1.2 Presentation for Tn . . . . . . . . . . . . . . . . . . . . . . . . 125

6.1.3 Presentation for Mn and for Mn o {1n} = M on {1n} . . . . . 125

6.1.4 Presentation for Singn . . . . . . . . . . . . . . . . . . . . . . 128

6.2 Presentation for semidirect product MoS and singular wreath prod-

uct M on Singn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

6.2.1 Presentation for semidirect product M o S . . . . . . . . . . . 130

6.2.2 Presentation for M on Singn . . . . . . . . . . . . . . . . . . . 132

6.3 Presentations for (N1 on {1n})t (M on Singn) and (N1 o {1})t (M oS)138

6.3.1 Presentation for (N1 on {1n}) t (M on Singn) . . . . . . . . . . 142

6.3.2 Presentation for (N1 o {1}) t (M o S) . . . . . . . . . . . . . 155

Bibliography 161

v



List of Figures

1.1 The commutative diagram of free semigroups. . . . . . . . . . . . . . 14

1.2 The commutative diagram of free groups. . . . . . . . . . . . . . . . . 15

1.3 The commutative diagram of free group G(X). . . . . . . . . . . . . . 17

1.4 The egg-box of a typical D-class. . . . . . . . . . . . . . . . . . . . . 21

1.5 The egg-box diagram of Da. . . . . . . . . . . . . . . . . . . . . . . . 24

5.1 Figure G . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

5.2 Unlabelled graph (left) and labelled graph (right) . . . . . . . . . . . . . 109

5.3 The graph of the vertex x with degree 4, denoted by d(x) = 4 . . . . . . . 110

5.4 Four rooted trees and the corresponding tree whose root has degree 4. 111

5.5 Three different types of trees. . . . . . . . . . . . . . . . . . . . . . . . 112

6.1 The left action of T on M . . . . . . . . . . . . . . . . . . . . . . . . . 139

vi



Preface

Wreath products are particular kinds of semidirect products, and provide a pow-

erful tool within both semigroup and group theory. For historical use of wreath

products in groups see, for example, Loewy [29] and Polya [36]. The use of wreath

products was extended to semigroups by B.H. Neumann [35] in 1960 and they are

now widely used in this context.

Semigroups of transformations are fundamental mathematical objects in semi-

group theory, since every semigroup S embeds into a full transformation semigroup,

with this embedding being monoidal in the case S is a monoid. Among all trans-

formation semigroups one can distinguish: the symmetric group SX of all bijective

transformations of a set X, the full transformation semigroup TX of all transforma-

tions of a set X and the partial transformation semigroup PT X of all partial trans-

formations of a set X. Moreover, some of the most natural examples of monoids

arise as the (partial) endomorphism monoids of various mathematical structures,

including independence algebras. If X is a set with n elements, then it will be

convenient to denote the set X as n or Xn = {1, 2, · · · , n}. If X = Xn we will

write Sn for SX , Tn for TX and PT n for PT X . Note that the set Singn = Tn \ Sn

is a subsemigroup (indeed, an ideal) of Tn, and consists of all non-invertible (i.e.,

singular) transformations on Xn. Howie [24] first investigated Singn and his famous

result states that Singn is generated by its non-invertible idempotents.

Let A be an alphabet, a semigroup presentation is an ordered pair 〈A : R〉,

where R ⊆ A+ × A+. For R ⊆ A+ × A+, we denote by R] the smallest congruence

on A+ generated by R. To say that a semigroup S has presentation 〈A : R〉 is to

say that S ∼= A+/R] or, equivalently, there is a semigroup epimorphism ϕ : A+ → S

with Kerϕ= R]. If such an epimorphism exists, then we say that S has presentation

〈A : R〉 via ϕ. Presentations have been obtained for certain singular semigroups

of transformations and related structures [10, 11, 12, 13] and [31]. Specifically, a

presentation for Singn is given in [11] in terms of the generating set consisting of all
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idempotents of rank n − 1. Furthermore, a presentation for M on Singn is given in

[14] in terms of a particularly natural idempotent generating set.

This thesis is organised as follows:

Chapter 1: We recall the basic definitions and results of semigroup theory,

needed for full understanding of the subsequent work in this thesis. In particular we

give some details of presentations in the context of semigroups, monoids and groups.

Chapter 2: We give an account of the notions of universal algebra that we

require. We recall some facts concerning independence algebras (also known as v∗-

algebras) and their endomorphism monoids.

Chapter 3: We recall some basic definitions concerning transformations semi-

groups SX , TX , PT X and SingX . We recall that PT n is isomorphic to Tn,0, which

is a submonoid of the full transformation semigroup Tn,0 on Xn,0 = {0, 1, 2, · · · , n}.

Clearly, Tn,0 is isomorphic to Tn+1, the full transformation semigroup on Xn+1 =

{1, 2, · · · , n+ 1}.

Chapter 4: The aim of this chapter is to study free (left) S-acts (where S is

a monoid) and their endomorphism monoids. We recall that the endomorphism

monoid of a free left S-act Fn(S) on n generators is isomorphic to a wreath product

S on Tn. Our first new result is to count the number of idempotents in EndFn(S)

where S is finite monoid.

Chapter 5: This chapter is devoted to the study of the partial endomorphism

monoid PT A, where A is an independence algebra. This extends the consideration

of the local automorphism monoid L(A) by L. Lima [28] of all isomorphisms α : B→

C, where B and C are subalgebras of A. Indeed, L(A) is an inverse subsemigroup

of I(A), the symmetric inverse semigroup on the set A (see, [28] Chapter 2), and
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PT A is a left restriction monoid (see, [16]).

In particular, we consider the monoid PT Fn(G), which consists of all morphisms

α : B → C, where B and C are subalgebras of Fn(G). If G is trivial clearly

PT Fn(G) is isomorphic to PT n. If G is non-trivial, we prove that PT Fn(G) is

isomorphic to EndFn(G)0, the endomorphism monoid of the left G-act given by

Fn(G)0 = Fn(G)∪̇{0}, where {0} is a trivial left G-act. Also, we show that PT Fn(G)

is embedded via ϕ in G0 on+1 Tn,0, where G0 is the group G with 0 adjoined and Imϕ

is the monoid Kn(G)0, where

Kn(G)0 = {(0, g1, · · · , gn, α) : iα = 0 if and only if gi = 0

where 1 ≤ i ≤ n and α ∈ Tn,0}.

Furthermore, where G is a finite group we find formulae to count the number of

idempotents and nilpotents in PT Fn(G).

Chapter 6: In this chapter we give presentations for certain subsemigroups of

semidirect products. We find a monoid presentation for MnoTn from a presentation

of Mn and Tn by using Lavers’ technique [27]. We give a general presentation for

a semidirect product M o S which allows us to find a number of presentations

for M on Singn. In the case where M on Singn is idempotent generated, we give a

presentation in terms of a particularly natural idempotent generating set: these

results are taken from the joint paper [14], to which I contributed in small part. We

find a monoid presentation for (N1 on {1n})t (M on Singn) where M is a monoid, G

is a group of units of M and N = M \G is an ideal of M ; this is a minor adjustment

of a known result [14]. Finally, we suppose M and T are monoids such that M is

a left T -act by endomorphisms and G and H are the groups of units of M and T ,

respectively. In addition, we suppose N = M \ G and S = T \ H are ideals of M

and T , respectively, with N and G are left S-acts. Then a monoid presentation for

(N1 o {1}) t (M o S) is obtained.
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Chapter 1

Preliminaries I: Semigroup

fundamentals

In this chapter we present the necessary background on semigroups for full under-

standing of the subsequent work. All of the definitions and results presented here

are standard and can be found in [9], [25] and [33].

Throughout this thesis, mappings are written on the right of their arguments,

which means composition of mappings is from left to right.

1.1 Semigroups, binary relations and equivalences

1.1.1 Semigroups

A semigroup is a pair (S, µ) where S is non-empty set and µ : S×S → S is a binary

operation satisfying the associative law:

((x, y)µ, z)µ = (x, (y, z)µ)µ

for all x, y, z ∈ S. We usually write (x, y)µ as x · y or even more simply as xy, so

the associative law can be expressed as (xy)z = x(yz) for all x, y, z ∈ S. We refer

to the binary operation µ as multiplication on S. Where µ is clear, we write simply

1



S rather than (S, µ) or (S, ·).

A semigroup S is commutative if ab = ba for all a, b ∈ S.

If a semigroup S contains an element 1 with property that for all x ∈ S

x 1 = 1x = x,

we say that 1 is an identity element of S, and that S is a semigroup with identity

or monoid.

Notice that every semigroup has at most one identity, since if 1
′
also has property

that x 1
′

= 1
′
x = x for all x ∈ S, then

1
′
= 1 1

′
(as 1 is an identity)

= 1 (as 1
′
is an identity).

Therefore, if S is a monoid we may refer to the identity of S.

If S has no identity element, then it is easy to adjoin an extra element 1 to S to

form a monoid S ∪ {1} with 1 s = s 1 = s for all s ∈ S, and 1 1 = 1.

We define

S1 =


S if S has a identity element;

S ∪ {1} otherwise.

We say that S1 is the monoid obtained from S by adjoining an identity if necessary.

Thus every semigroup S may be embedded into a monoid, S1.

We call a semigroup S with at least two elements a semigroup with zero if there

exists an element 0 in S such that for all x ∈ S, we have

0x = x 0 = 0.

We say that 0 is a zero element of S. Note that every semigroup S has at most

one zero element. For any semigroup S, we may adjoin an extra element 0 to S to

2



give S ∪ {0} and define 0 s = s 0 = 0 0 = 0 for all s in S. We refer to S0 as the

semigroup with zero obtained from S by adjoining a zero. Thus every semigroup S

can be embedded into a semigroup with zero, S0.

If A and B are subsets of a semigroup S, then we define the product of A and

B to be the set {ab : a ∈ A, b ∈ B}. It is easy to check the associativity survives

to give (AB)C = A(BC) for all A,B,C ⊆ S. Note that, A2 = {a1a2 : a1, a2 ∈ A}

rather than {a2 : a ∈ A}. In the special case of singleton subsets A = {a} or

B = {b}, we write aB or Ab rather than {a}B or A{b}.

An idempotent in a semigroup S is an element e ∈ S such that e2 = e. We

denote by E(S) the set of all idempotents in S and often use E if S is clear.

A non-empty subset T of a semigroup S is called a subsemigroup of S if it is

closed with respect to the multiplication, which means that for all x, y ∈ T , we

have xy ∈ T . Precisely, a non-empty subset T of S is a subsemigroup if and only if

T 2 ⊆ T . If S is a monoid, then T is a submonoid of S if T is a subsemigroup and

1 ∈ T .

Let S be a semigroup and {Ti : i ∈ I} be an indexed set of subsemigroups of

S. Then if the set
⋂
i∈I Ti is non-empty, it is a subsemigroup of S. Particularly, for

any non-empty subset A of S the intersection of all the subsemigroups of S that

contains A is non-empty and it is a subsemigroup of S. We use 〈A〉 to denote this

subsemigroup, and note it consists of all elements of S that can be expressed as a

finite products of elements in A. Further, if 〈A〉 = S we say that A is a set of

generators, or a generating set, of S.

A non-empty subsemigroup T of a semigroup S is a left (right) ideal of S if and

only if ST ⊆ T (TS ⊆ T ), and T is (two-sided) ideal if and only if TS ⊆ T and

ST ⊆ T . Notice that, if S is a monoid with identity 1, then an ideal T of S is equal

to S if and only if 1 ∈ T .

If a is an element of a semigroup S, then Sa = {sa : s ∈ S}, aS = {as : s ∈ S}

and SaS = {sas : s ∈ S} are left, right and two sided ideals, respectively, but they

3



might not contain a. Notice that

S1a = Sa ∪ {a},

so a ∈ S1a. Also, S1a is a subset of S (it does not contain any adjoined identity).

In particular, S1a is the smallest left ideal of S containing a, known as the principal

left ideal of S generated by a. Dually, aS1 = aS ∪ {a} is the smallest right ideal of

S containing a, known as the principal right ideal of S generated by a. Moreover,

S1aS1 = SaS ∪ Sa ∪ aS ∪ {a},

is the smallest two sided ideal of S containing a, known as the principal ideal gen-

erated by a. If S is a monoid, then S1a = Sa, aS1 = aS and S1aS1 = SaS. In fact,

other conditions (such as a being idempotent) will also give S1a = Sa, aS1 = aS

and S1aS1 = SaS. Further conditions will be mentioned later.

A semigroup S has ML if there are no infinite chains

S1a1 ⊃ S1a2 ⊃ S1a3 ⊃ · · ·

of principal left ideals; ML is the descending chain condition (d.c.c) on principal left

ideals. The left-right dual of ML is denoted by MR.

Let S and T be semigroups. Then the map θ : S → T is called a (semigroup)

morphism if for all x, y ∈ S,

(xy)θ = (xθ)(yθ).

If S and T are monoids, with 1S and 1T , respectively, then θ will be called a

(monoid) morphism if θ is a semigroup morphism and 1Sθ = 1T . On the other

hand, if θ is one-one then we call it a monomorphism, and if θ is onto, then we

say that θ an epimorphism. Finally, θ is called an isomorphism if it is bijective

homomorphism.

4



A morphism θ from a semigroup S into itself is called an endomorphism of S,

and an isomorphism from S onto S is called an automorphism of S. We denote by

EndS and AutS , respectively, the set of all endomorphisms of S and the set of

all automorphisms of S. In fact, EndS and AutS are closed under composition.

As the identity map IS : S → S belongs to each of those sets, hence the set of all

endomorphisms of S, EndS, under composition of maps, forms a monoid, which

called the endomorphism monoid of S. The set of all automorphisms of S, AutS,

under composition of maps forms a group called the automorphism group of S.

Clearly, AutS is the set of elements α of EndS such that there is a β ∈ EndS with

αβ = βα = IS, that is, AutS is the the group of units of EndS.

In fact, any algebraic structure A has a monoid of endomorphisms End A, with

group of units Aut A, as we will explain in Chapter 5. Moreover, we also be consid-

ering PT Fn(A), the monoid of partial endomorphisms of A.

1.1.2 Binary relations

A (binary) relation on a set X is a subset ρ of the cartesian product X ×X, i.e., a

set of ordered pairs (x, y) ∈ X ×X, we say that x and y are ρ-related if (x, y) ∈ ρ.

For a binary relation ρ ⊆ X × X, we usually prefer to write x ρ y instead of

(x, y) ∈ ρ. Notice that, every binary relation on X includes the empty subset ∅ of

X ×X, and the whole set ωX = X ×X includes every binary relation on X. The

relation is called universal relation on X, in which x ∈ X is related to every y ∈ X.

The equality relation on a set X is defined as the set

ιX = {(x, x) : x ∈ X}

which is also known as the diagonal relation. Obviously, here two elements of X

are related if and only if they are equal. Usually, BX denotes the set of all binary

5



relations on X. Define a multiplication ◦ on BX by the rule that for all ρ, σ ∈ BX ,

ρ ◦ σ = {(x, y) ∈ X ×X : (∃z ∈ X) (x, z) ∈ ρ and (z, y) ∈ σ}.

As it is easy to check that the multiplication ◦ on BX is associative, we have the

following proposition.

Proposition 1.1.1. [25] Let BX be the set of all binary relations on a set X, then

(BX , ◦) is a semigroup.

It is easy to show ιX ◦ ρ = ρ = ρ ◦ ιX for all ρ ∈ BX , hence BX is a monoid with

identity ιX .

For each ρ ∈ BX , we define the domain Dom ρ by

Dom ρ = {x ∈ X : (∃y ∈ X) (x, y) ∈ ρ}

and the image Im ρ by

Im ρ = {y ∈ X : (∃x ∈ X) (x, y) ∈ ρ}.

We remark that ρ ⊆ σ implies Dom ρ ⊆ Domσ and Im ρ ⊆ Imσ, for all ρ, σ ∈

BX .

For each ρ ∈ BX , we define ρ−1 ∈ BX , the converse of ρ, by

ρ−1 = {(x, y) ∈ X ×X : (y, x) ∈ ρ}.

A binary relation α of BX is called a partial map of X if |xα| = 1 for all

x ∈ Domα. This means that for all x, y1, y2 ∈ X,

(x, y1) ∈ α and (x, y2) ∈ α⇒ y1 = y2.

The above condition is fulfilled by the empty relation ∅, which is therefore in-

6



cluded among the partial maps.

Let α : U → V be a map and Z ⊆ U . The restriction of α to the set Z is the

map

α|Z : Z → V, z 7→ zα for all z ∈ Z.

Sometimes we treat the restriction α|Z as a map with domain Z and codomain

Zα.

If α, β are partial maps of X, then α is a restriction of β if Domα ⊆ Dom β,

and α = β|Domα.

Let PT X be the set of all partial maps of X.

Proposition 1.1.2. [25] The subset PT X of BX consisting of all partial maps of X

is a subsemigroup of BX .

We remark that the converse α−1 of a partial map α need not be a partial map.

For example, if X = {1, 3}, then α = {(1, 1), (3, 1)} is a partial map, but α−1 is

not.

We will later discuss in more details the partial transformation semigroup PT X

in Chapter 3.

A binary relation ≤ on a set X is called a partial order relation if

(i) ≤ is reflexive, i.e., for all x ∈ X, x ≤ x;

(ii) ≤ is anti-symmetric, i.e., for all x, y ∈ X, x ≤ y, y ≤ x imply x = y;

(iii) ≤ is transitive, i.e., for all x, y, z ∈ X, x ≤ y, y ≤ z imply x ≤ z.

A binary relation ≤ on a set X is called a total order relation if ≤ is a partial

order relation having an extra property, that if for all x, y ∈ X, x ≤ y or y ≤ x.

We call a pair (X,≤) with ≤ a partial order on X a partially ordered set, and with

≤ a total order on X a totally ordered set.

A pre-order (quasi-order) on a set X is defined to be a reflexive and transitive

relation ≤ on X. Furthermore, there exist standard way of obtaining an equivalence

relation ≡ from a pre-order ≤, where we define a ≡ b if and only if a ≤ b and b ≤ a.
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1.1.3 Equivalences

An equivalence (relation) on a set X is defined to be a binary relation ρ which is

reflexive, symmetric and transitive. Traditionally, if ρ is an equivalence relation on

a set X, we write x ρ y or x ≡ y (mod ρ) instead of (x, y) ∈ ρ, for all x, y ∈ X.

The set

xρ = {y ∈ X : (x, y) ∈ ρ},

for all x ∈ X, called ρ-classes, or equivalence classes of x.

Let Ω(X) = {Bi : i ∈ I} be a family of non-empty subsets Bi of a set X, then

Ω(X) is a partition of X, if for all i ∈ I the subsets Bi are pairwise disjoint, i.e.,

Bi ∩ Bj = ∅ for all i 6= j, and the union of all the subsets Bi in the partition is X,

i.e., X =
⋃
i∈I
Bi. It is known that an equivalence relation ρ on a set X partitions

X into equivalence classes. Conversely, corresponding to any partition of X, there

exists an equivalence relation ρ on X where two elements of X are ρ-related if and

only if they belong to the same block of partition, which means

x ρ y ⇔ x, y ∈ Bi,

for some i ∈ I and x, y ∈ X.

We call a set

X/ρ = {xρ : x ∈ X}

the quotient set of X by ρ.

The following proposition presents an important connection between maps and

equivalences.

Proposition 1.1.3. [25] If φ : X → Y is a map, then φ ◦ φ−1 is an equivalence.
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We usually call the equivalence relation

φ ◦ φ−1 = {(x, y) ∈ X ×X : (∃z ∈ X) (x, z) ∈ φ, (y, z) ∈ φ}

= {(x, y) ∈ X ×X, : xφ = yφ},

the kernel of φ, i.e., φ ◦φ−1 = Kerφ. Hence Kerφ is an equivalence relation defined

on X by the rule

xKerφ y ⇔ xφ = yφ

for all x, y ∈ X.

It is important to emphasize that the Kerφ classes partition X into disjoint

subsets, and for any x, y ∈ X, x, y lie in the same class if and only if they have the

same image under φ.

If φ : X → Y is a map, then φ is one-one if and only if Kerφ = ιX , and constant

if and only if Kerφ = ωX .

Let {ρi : i ∈ I} be a non-empty family of equivalence relations on the set X.

Then it is easy to check that
⋂
i∈I ρi, the intersection of all ρi, i ∈ I, is also an

equivalence relation on X. Moreover, for any given relation ρ on X, the family of all

equivalence relations containing ρ is a non-empty set as we certainly have ρ ⊆ X×X,

hence the intersection of these equivalence relations is again an equivalence relation,

which is the smallest equivalence relation containing ρ. We call it the equivalence

relation generated by ρ, and denoted it by ρe.

However, this foregoing general description is not particularly useful, therefore,

it is necessary to develop an alternative description to find the equivalence relation

ρe generated by a given binary relation ρ on a set X.

Let ρ be an arbitrary reflexive relation on X. For any m ∈ N, we define

ρm = ρ ◦ ρ · · · ◦ ρ︸ ︷︷ ︸
m times

.
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Then we say that

ρ∞ =
⋃
{ρn : n ≥ 1}

is the transitive closure of the relation ρ. According to Howie [25], ρ∞ is the smallest

transitive relation on X containing ρ. Moreover, we have

Proposition 1.1.4. [25] Let ρ be any fixed binary relation on X. Then the smallest

equivalence relation on X containing ρ is given by

ρe =
(
ρ ∪ ρ−1 ∪ ιX

)∞
.

We can rewrite the Proposition 1.1.4 as follows:-

Proposition 1.1.5. [25] If ρ is a relation on a set X and ρe is the smallest equiv-

alence on X containing ρ, then (x, y) ∈ ρe if and only if either x = y or, for some

n ∈ N, there is a sequence of transitions

x = z1 → z2 → · · · → zn = y

in which, for each i ∈ {1, 2, · · · , n− 1}, either (zi, zi+1) ∈ ρ or (zi+1, zi) ∈ ρ.

1.2 Congruences

For a semigroup S, homomorphic images (monogenic acts) are not determined by

subsemigroups, but rather by congruences (one-sided congruences).

Let ρ be a binary relation on a semigroup S. We say that ρ is left compatible

(with the operation on S) if

(∀s, t, a ∈ S) (s, t) ∈ ρ⇒ (as, at) ∈ ρ
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and right compatible if

(∀s, t, a ∈ S) (s, t) ∈ ρ⇒ (sa, ta) ∈ ρ

and ρ is said to be compatible if

(∀s, t, s′, t′ ∈ S) [(s, t) ∈ ρ and (s′, t′) ∈ ρ]⇒ (ss′, tt′) ∈ ρ.

Remark: a left (right) compatible equivalence is called a left (right) congruence,

and a compatible equivalence relation is called a congruence.

Proposition 1.2.1. [25] A relation ρ on a semigroup S is a congruence if and only

if it is both a left and right congruence.

The following theorem is the Fundamental Theorem of Morphisms for Semi-

groups.

Theorem 1.2.2. [25] Let ρ be a congruence on a semigroup S. Then the set

S/ρ = {aρ : a ∈ S}

together with the multiplication defined by the rule that (aρ) (bρ) = (ab)ρ forms a

semigroup, and the mapping ρ\ defined by

ρ\ : S −→ S/ρ : a 7→ aρ

is morphism.

Now let φ be a morphism from S to T . Then the relation

Kerφ = {(a, b) ∈ S × S : aφ = bφ}

is a congruence on S, Imφ is a subsemigroup of T , and S/Kerφ is isomorphic to

Imφ.
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It is clear that the intersection of non-empty family of congruences on a semi-

group S is a congruence on S and any relation ρ is contained in some congruence

namely X×X. Hence we can deduce that for every relation ρ on S there is a unique

smallest congruence ρ] on S containing ρ, namely the intersection of the family of

all congruences on S containing ρ.

The following proposition is an analogous result for congruences to Proposition

1.1.4, and gives us a usable description of ρ].

Proposition 1.2.3. [25] For any fixed binary relation ρ on a semigroup S, the

smallest congruence ρ] containing ρ is defined by ρ] = (ρc)e, where

ρc = {(xay, xby) : x, y ∈ S1, (a, b) ∈ ρ},

and ρc is the smallest left and right compatible relation containing ρ.

Now, if ρ is any relation on a semigroup S, and if c, d ∈ S are such that

c = xay, d = xby,

for some x, y ∈ S1, where either (a, b) or (b, a) belongs to ρ, we say that c is connected

to d by an elementary ρ-transition.

Then we have the following proposition as an analogous result for congruences

of Proposition 1.1.5.

Proposition 1.2.4. [25] Let ρ be a relation on a semigroup S, and let a, b ∈ S.

Then (a, b) ∈ ρ] if and only if either a = b or, for some n ∈ N, there is a sequence

a = z1 → z2 → · · · → zn = b

of elementary ρ-transitions connecting a to b.

The following lemma has another property for the congruence on a semigroup S:
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Lemma 1.2.5. [25] Let ρ, σ be congruences on a semigroup S, then

(ρ ∪ σ)c = ρc ∪ σc = ρ ∪ σ.

Where ρ and σ are congruences on a semigroup S, we denote (ρ ∪ σ)] by ρ ∨ σ.

Hence from Proposition 1.2.3 and Lemma 1.2.5 we obtain

(ρ ∪ σ)] = [(ρ ∪ σ)c]e = (ρ ∪ σ)e = ρ ∨ σ.

So (ρ ∪ σ)e is the smallest congruence on S containing ρ ∪ σ.

A useful result is provided by the following lemma:

Lemma 1.2.6. [25] Let ρ, σ be congruences on a semigroup S such that ρ◦σ = σ◦ρ.

Then ρ ∨ σ = ρ ◦ σ.

1.3 Free semigroups, monoids and free groups

1.3.1 Free semigroups and monoids

An alphabet is a non-empty finite set A. A letter is an element of A and a word (or

string) over A is a finite sequence a1a2 · · · an of elements ai, 1 ≤ i ≤ n of A.

If a1, a2, · · · , an, a′1, · · · , a′m ∈ A, then

a1a2, · · · an = a′1 · · · a′m ⇔ n = m and ai = a′i for 1 ≤ i ≤ n.

Let A+ = {a1a2 · · · an : n ∈ N, ai ∈ A, 1 ≤ i ≤ n} be the set of all finite

non-empty words over A. A binary operation is defined on A+ by juxtaposition

(a1a2 · · · am)(b1b2 · · · bn) = a1a2 · · · amb1b2 · · · bn,

with respect to this operation, A+ is a semigroup, called the free semigroup on A.

It is clear that the set A is a generating set of A+. As A = A+ \ (A+)2, the set A is
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a unique minimum generating set for A+.

Notice that A∗ = A+ ∪ {ε}, where ε is the empty word (containing no letter at

all). So A∗ with the following binary operation

(a1a2 · · · am)(b1b2 · · · bn) = a1a2 · · · amb1b2 · · · bn,

ε ω = ω = ω ε for all ω ∈ A∗

is a monoid called free monoid on A.

An abstract way to define a free semigroup on A can be given as follows: A

semigroup F is called a free semigroup on a set A if

(F1) there is a map α : A→ F ;

(F2) for every semigroup S and every map φ : A → S there exists a unique mor-

phism ψ : F → S such that the diagram

A F

S

φ

α

ψ

Figure 1.1: The commutative diagram of free semigroups.

commutes.

The uniqueness property guarantees that any two free semigroups on base sets

of equal order are isomorphic.

It is easy to see the free semigroup A+ as defined above does have the properties

(F1) and (F2). We refer to the map α : A → A+ that associated each a ∈ A with

the corresponding one-letter word in A+ as the standard embedding of A in A+.

Now, where α is standard embedding map and φ : A→ S any given map with any
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semigroup S, we define ψ : A+ → S by

(a1a2 · · · am)ψ = (a1φ)(a2φ) · · · (amφ)

for all a1a2 · · · am ∈ A+. It is easy to see that ψ is a unique morphism and αψ = φ.

If S is a semigroup and A is a generating set for S then the property (F2) gives

us a morphism ψ from A+ onto S. Hence S ' A+/Kerψ. As we can always find a

generating set for S, even S itself we have the following lemma:

Lemma 1.3.1. [25] Every semigroup may be expressed up to an isomorphism as a

quotient of a free semigroup by a congruence.

Corollary 1.3.2. Every (finitely generated) semigroup S is a homomorphic image

of a (finitely generated) free semigroup .

By replacing A+ by A∗, Corollary 1.3.2 becomes:

Corollary 1.3.3. Every (finitely generated) monoid M is a homomorphic image of

a (finitely generated) free monoid.

1.3.2 Free groups

An abstract definition of a free group on a set X can be given as follows:

A group FG(X) is said to be free on a non-empty set X ⊆ FG(X) if for every

group G and map θ : X → G, there exists a unique homomorphism ψ : FG(X)→ G

such that xθ = xψ, for all x ∈ X.

As X ⊆ FG(X), let the map ι : X −→ FG(X) be the inclusion map, hence the

following diagram commutes.

X FG(X)

G

θ

ι

ψ

Figure 1.2: The commutative diagram of free groups.
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To construct a concrete description of a free group on a set of generators, there

are two approaches, which both begin in the same way by consideration of free

monoids.

If X is the set of generators, let X−1 = {x−1 : x ∈ X} be a set in one-one

correspondence with X, then we consider the free monoid (X ∪X−1)∗. Notice that

at this point the two approaches diverge.

One approach by letting ρ be the monoid congruence on (X ∪X−1)∗ generated

by H, where

H = {(xx−1, ε), (x−1x, ε) : x ∈ X},

such that ε is the empty word in (X ∪X−1)∗. Then consider

G(X) = (X ∪X−1)∗/ρ = {ωρ : ω ∈ (X ∪X−1)∗}.

It is easy to see that G(X) is a group under the binary operation (ωρ)(ω′ρ) = (ωω′)ρ,

where ω, ω′ ∈ (X∪X−1)∗ with identity ερ and (xζ11 · · · xζnn )−1ρ = (x−ζnn x
−ζn−1

n−1 · · ·x−ζ11 )ρ,

where xi ∈ X, ζi ∈ {1,−1}. We only need to check that (x−ζnn · · ·x−ζ11 )ρ is the in-

verse of (xζ11 · · ·xζnn )ρ as follows:

(xζ11 · · ·xζnn )ρ(x−ζnn · · ·x−ζ11 )ρ =
(
(xζ11 · · ·xζnn )(x−ζnn · · · x−ζ11 )

)
ρ

= (xζ11 · · ·xζnn x−ζnn · · ·x−ζ11 )ρ

= (xζ11 · · · ε · · ·x
−ζ1
1 )ρ

...

= (xζ11 x
−ζ1
1 )ρ

= ερ.

We claim that G(X) is free group on a set X in the sense of the abstract definition

of free group. We take the inclusion map ι : X → G(X) such that x 7→ xρ,

which represents the standard embedding of X into G(X) associating each x in X
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with the corresponding one-letter word in G(X). Then for any given group G and

an arbitrary map θ : X → G, we extend θ to have domain X ∪ X−1 by putting

x−1θ = (xθ)−1. Now, as (X ∪ X−1)∗ is free on X ∪ X−1 we have a well-define

morphism ψ : (X ∪X−1)∗ → G given by

(xζ11 · · ·xζnn )ψ = (x1θ)
ζ1 · · · (xnθ)ζn ,

where xi ∈ X, ζi ∈ {1,−1}.

Now, for any (xx−1, ε) ∈ H we have (xx−1)ψ = (xθ)(xθ)−1 = 1 = εψ this implies

(xx−1, ε) ∈ Kerψ. Similarly, (x−1x, ε) ∈ Kerψ, so H ⊆ Kerψ and hence ρ ⊆ Kerψ.

Therefore, there exists ψ̄ : G(X) = (X ∪ X−1)∗/ρ → G given by (ωρ)ψ̄ = ωψ.

Moreover, for any x ∈ X, xιψ̄ = (xρ)ψ̄ = xψ = xθ, so ιψ̄ = θ.

Now, we check that ψ̄ is unique morphism such that the following diagram com-

mutes.

X G(X)

G

θ

ι

ψ̄

Figure 1.3: The commutative diagram of free group G(X).

Suppose that φ : G(X) = (X ∪X−1)∗/ρ → G is such that ιφ = θ then for any

xρ ∈ G(X) where x ∈ X we have

(xρ)φ = xιφ = xθ = xψ = (xρ)ψ̄.

Now, we are going to describe another approach to construct a free group.

If X is a subset of the free group on X, then different words of (X ∪X−1)∗ can

give rise to the same element of the free group. For example, if X = {x, y} then

xy and xx−1xy must be equal in the free group. To overcome this, we consider the

concept of a reduced word as follows:
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A word ω = xη11 · · ·xηnn ∈ (X ∪X−1)∗ where xi ∈ X and ηi ∈ {1,−1}, is reduced

if it contains no subword xx−1 or x−1x.

Examples of group-reduced words can easily given. Let X = {x, y}; then xy,

x−1yxyx−1, x−1yyxy−1 are group-reduced words. However, yxyxx−1 and x−1yxyy−1

are not.

Proposition 1.3.4. [4] Let ω ∈ (X ∪X−1)∗. Then ω ρωr for a unique reduced word

ωr.

Now, define

R(X) = {ω ∈ (X ∪X−1)∗ : ω = ωr}

with binary operation

ω · ν = (ων)r, for any ω, ν ∈ (X ∪X−1)∗.

Clearly, the identity element of the set R(X) is the empty word ε ∈ (X ∪ X−1)∗,

as ε = εr. If ω = xζ11 · · ·xζnn ∈ R(X) then x−ζnn · · · x−ζ11 ∈ R(X) and xζ11 · · · xζnn ·

x−ζnn · · · x−ζ11 = (xζ11 · · · xζnn · x−ζnn · · ·x−ζ11 )r = εr = ε. Hence, to show the set R(X)

is group with the above binary operation we only check that the associativity holds

for all ω ∈ R(X). To prove that, let ω, ν, κ ∈ R(X), we need to show that

((ων)rκ)r ρ (ω(νκ)r)r. By Proposition 1.3.4, we have ((ων)rκ)r ρ (ων)rκ ρ (ων)κ, and

as (ων)κ = ω(νκ), we obtain ω(νκ) ρω(νκ)r ρ (ω(νκ)r)r. As ((ων)rκ)r and (ω(νκ)r)r

are both reduced words, then ((ων)rκ)r = (ω(νκ)r)r. Hence, (ω · ν) · κ = ω · (ν · κ),

so that R(X) is a group.

Now, define a map φ : G(X) → R(X) by (ωρ)φ = wr. It is easy to show that

φ is an isomorphism map and then we deduce G(X) ∼= R(X). Hence, R(X) is free

group on a set of generators X.
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1.4 Green’s relations and regular semigroups

1.4.1 Green’s relations

Green’s relations are equivalence relations that characterize the elements of semi-

group S in terms of the principal ideals they generate, and they were first introduced

by J.A. Green in 1951 [20].

We define relations ≤L, ≤R and ≤J on a semigroup S by the rules:

a ≤L b ⇐⇒ S1a ⊆ S1b

a ≤R b ⇐⇒ aS1 ⊆ bS1

a ≤J b ⇐⇒ S1 aS1 ⊆ S1 b S1.

Remark that these relations are all quasi-orders; they are not, in general, partial

orders.

If e, f ∈ E(S), then we have

e ≤L f ⇐⇒ ef = e and e ≤R f ⇐⇒ fe = e.

Furthermore, if a, b ∈ S then ab ≤J a, b. Thus the product always lies below its

factors with respect to ≤J .

Note that ≤L is right compatible, as if a, b, c ∈ S and a ≤L b, then S1a ⊆ S1b,

and so S1ac ⊆ S1bc, that is, ac ≤L bc. Dually, ≤R is left compatible.

We now let L, R and J be the equivalence relations associated with ≤L, ≤R

and ≤J , respectively. Thus for any a, b ∈ S

aL b ⇐⇒ S1a = S1b

aR b ⇐⇒ aS1 = bS1

aJ b ⇐⇒ S1 aS1 = S1 b S1.

So, a and b are L-related if they generate the same principal left ideal, a and b

are R-related if they generate the same principal right ideal, in addition a and b are
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J -related if they generate the same principal two-sided ideal.

The next proposition gives an alternative characterisation of the relations L, R

and J .

Proposition 1.4.1. [25] Let S be a semigroup and a, b ∈ S. Then

(i) aL b if and only if there exist x, y ∈ S1 such that xa = b, yb = a;

(ii) aR b if and only if there exist u, v ∈ S1 such that au = b, bv = a;

(iii) aJ b if and only if there exist x, y, u, v ∈ S1 such that xay = b, ubv = a.

Now, if aL b and c ∈ S, then S1a = S1b, so S1ac = S1bc and hence acL bc, i.e.,

L is right compatible. Dually, R is a left compatible.

The following lemma gives an important property of L and R follows from the

observation concerning the compatibility properties of ≤R and ≤L.

Lemma 1.4.2. [25] Let S be a semigroup. The relation L is a right congruence and

R is a left congruence.

As the intersection of two equivalences is again an equivalence, hence the inter-

section of the equivalence relations L andR on a semigroup S is again an equivalence

relation on S, and we denote it by H such that L ∩R = H.

We denote the equivalence relation L ∨R by D. We use La, Ra, Ha, Ja and Da

to be denote the L-class, the R-class, the H-class, the J -class and the D-class of

an element a ∈ S, respectively.

Proposition 1.4.3. [25] The relations L and R commute, i.e., L ◦ R = R ◦ L.

By Lemma 1.2.6, we have D = L ◦ R = R ◦ L = L ∨ R. It is clear L ⊆ J and

R ⊆ J , and as D is the smallest equivalence relation containing L and R, we have

D ⊆ J .

Observe that in certain classes of semigroups some of Green’s relations coincide.

For example, in a group G we have

G1a = G = G1b and aG1 = G = bG1
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for all a, b ∈ G. So aL b and aR b for all a, b ∈ G. Therefore, we have

L = R = H = D = J = G×G = ω.

Another example, if S is a commutative semigroup then we have

L = R = H = D = J .

It is worth to mention that in every finite semigroup S, we have D = J , as follows:

Proposition 1.4.4. [25] If a semigroup S is a finite, then D = J .

In the following theorem we will consider some semigroups for which D = J :

Theorem 1.4.5. [25] let S be a semigroup. If S has ML, MR, then D = J .

Observe that each D-class in a semigroup S is a union of L-class and also a union

ofR-class. Further, the intersection of an L-class andR-class is either empty or is an

H-class. However, it follows from the definition of D and the fact D = L◦R = R◦L

that

aD b⇔ Ra ∩ Lb 6= ∅ ⇔ La ∩Rb 6= ∅.

It is often useful to visualize a D-class of a semigroup S using a so called egg-

box diagram, which is a grid depicted by the figure below, whose columns represent

L-class of D, rows represent R-class of D, and the intersections of the columns and

rows, that is the cells of the grid, represent the H-class of D.

Figure 1.4: The egg-box of a typical D-class.
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The structure ofD-classes helps to determine the properties of a semigroups. The

following important lemma, known as Green’s Lemma, tells us that every L-class

and every R-class in a D-class has the same size.

We first explain the maps restricted to particular domains used in this lemma,

known as right translations and left translations. A right translation of a semigroup

is a map ρs : S −→ S define by

xρs = xs

for all x ∈ S. Dually, a left translation of a semigroup S is a map λt : S −→ S such

that

yλt = ty

for all y ∈ S.

Lemma 1.4.6. Green’s Lemma: [25] Let S be a semigroup and a, b ∈ S.

Suppose aD b

(i) If aR b, let s, s
′ ∈ S1 such that

as = b, bs
′
= a.

Then the right translations ρs : La −→ Lb and ρs′ : Lb −→ La are mutu-

ally inverse R-class preserving bijections from La onto Lb and Lb onto La,

respectively.

(ii) If aL b, let t, t
′ ∈ S1 be such that

ta = b, t
′
b = a.

Then the left translations λt : Ra −→ Rb and λt′ : Rb −→ Ra are mutu-

ally inverse L-class preserving bijections from Ra onto Rb and Rb onto Ra,

respectively.
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A consequence of Green’s Lemma is that if a, b are any D-equivalent elements in a

semigroup S then there exists a bijection from Ha onto Hb, which means |Ha| = |Hb|.

We have the following result, usually called Green’s Theorem:

Theorem 1.4.7. Green’s Theorem: [25] If H is an H-class in a semigroup S

then either H2 ∩H = ∅ or H2 = H and H is a subgroup of S.

We now immediately deduce:

Corollary 1.4.8. [25] If H is an H-class in a semigroup S, then H is a subgroup

of S if and only if H contains an idempotent of S. No H-class in S can contain

more than one idempotent.

Given an idempotent e ∈ E(S), and let G be a subgroup of a semigroup S

containing e. For any a ∈ G, we know aH e in G, so aH e in S, and hence G ⊆

He, thus, the elements of G are all H-related, where He is the H-class of e in S.

Therefore, we have He is a maximal subgroup of S containing e.

We end this subsection with the following result:

Proposition 1.4.9. [25] Let a, b be elements in a D-class of a semigroup S. Then

ab ∈ Ra ∩ Lb if and only if La ∩Rb contains an idempotent.

1.4.2 Regular semigroups

An element a of a semigroup S is called regular if there exists x in S such that

axa = a. The semigroup S is called regular if all its elements are regular.

If b ∈ Ra, there exist u, v ∈ S1 such that au = b, bv = a, this gives

b = au = axau = axb = b(vx)b

means b is also regular. Similarly, if c ∈ Lb so c is regular, and we have aR bL c

and this implies aD c, so we have the following lemma:

Lemma 1.4.10. [25] If a is a regular element of a semigroup S, then every element

of Da is regular.
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Consequently, if D is a D-class of a semigroup S then either every element of

D is regular or no element of D is regular. We call the D-class regular if all it is

elements are regular.

If S is a regular semigroup then for each a ∈ S, a = axa ∈ aS, Sa and SaS.

Hence, Green’s relations can be expressed in terms of S rather than S1. Note also

that if a is regular then S1a = Sa, aS1 = aS and S1aS1 = SaS.

Notice that any idempotents e in a semigroup S are regular (as e = eee), it

follows that every D-class containing an idempotent is regular. Moreover, every

regular D-class must contain at least one idempotent, as if a = axa, then

(ax)2 = (ax)(ax) = (axa)x = ax,

so ax ∈ E(S) and dually, xa ∈ E(S). Moreover,

a = axa, ax = ax =⇒ aR ax

a = axa, xa = xa =⇒ aLxa.

Hence axR aLxa, which has the following diagram

a ax

xa

Figure 1.5: The egg-box diagram of Da.

Lemma 1.4.11. [25] In a regular D-class, each L-class and R-class contains an

idempotent.
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From the above lemma we deduce that a semigroup S is regular if and only if

each L-class and each R-class contains an idempotent.

We remark that every idempotent e in a semigroup S is a left identity for Re

and a right identity for Le.

1.5 Presentations

1.5.1 Semigroup presentations

Let A be an alphabet. A semigroup presentation is an ordered pair 〈A : R〉,

where R ⊆ A+ × A+. A relation (u, v) ∈ R will usually written as an equa-

tion u = v. If A = {a1, · · · , am} and R = {(u1, v1), · · · , (un, vn)}, we write

〈a1, · · · , am : u1 = v1, · · · , un = vn〉 instead of 〈A : R〉. The elements of A and R

are called generator symbols and defining relations, respectively. For R ⊆ A+×A+,

we denote by R] the smallest congruence on A+ generated by R. To say that a semi-

group S has presentation 〈A : R〉 is to say that S ∼= A+/R] or, equivalently there

is a semigroup epimorphism ϕ : A+ → S with Kerϕ= R]. If such an epimorphism

exists, then S has presentation 〈A : R〉 via ϕ.

1.5.2 Monoid presentations

In the definition of the semigroup presentations if replace A+ by A∗, we obtain a

monoid presentation for a semigroup S.

The difference between these types of presentations is that monoid presentations

may contain relations of the form u = 1.

If S is a semigroup and has a semigroup presentation 〈A : R〉 via φ : A+ → S,

then S1 = S∪{1} has a monoid presentation 〈A : R〉 via φ∗ : A∗ → S1. This means

if S is not a monoid, then ωφ∗ = 1 if and only if ω = ε (the empty word in A∗). If S

is a monoid, then ωφ∗ = ωφ = 1, for some ω ∈ A+ (as S has semigroup presentation

〈A : R〉 via φ). So, from every semigroup presentation of a semigroup S we may
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obtain a monoid presentation of the monoid S1.

If M is a monoid and has a monoid presentation 〈Y : Q〉 via ψ : Y ∗ →M , then

we may not be able to regard 〈Y : Q〉 as a semigroup presentation, as it may contain

relations of the form u = 1. Even if Q has no relations of this kind, ψ|Y + : Y + →M

may not be onto. However, 〈Z : P 〉 is a semigroup presentation for M via ψ̄, where

Z = Y ∪ {e} and

P = {u = v : u = v ∈ Q, u, v ∈ Y +} ∪ {u = e : u = 1 ∈ Q}

∪ {e x = x, x e = x : x ∈ Z},

and

yψ̄ =


yψ if y ∈ Y ;

1 if y = e.

1.5.3 Group presentations

To construct a group presentation for a group G, first we define the normal closure

of any subset K of a group G to be the intersection of all normal subgroups of G

containing K. Clearly the normal closure of K is a smallest normal subgroup of G

containing K. Hence, the normal closure of K is often called the normal subgroup

generated by K.

Let ψ : G → H be a group homomorphism. The kernel of ψ is the normal

subgroup of G defined by

kerψ = {x ∈ G : xψ = eH}.

The above definition of kerψ is related to the definition of Kerψ as a relation, since
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u kerψ = v kerψ ⇔ uv−1 ∈ kerψ

⇔ (uv−1)ψ = eH

⇔ (u)ψ(v−1)ψ = eH (asψ is a group homomorphism)

⇔ (uψ)(vψ)−1 = eH

⇔ uψ = vψ

⇔ uKerψ v

⇔ uKerψ = vKerψ (as Kerψ is a congruence).

A group presentation for a group G is usually defined to be a pair 〈X : R〉,

where X is a free set of generators of a free group FG(X) and R = {uiv−1
i : i ∈

I} ⊆ FG(X). To say that a group G has presentation 〈X : R〉 is to say that

G ∼= FG(X)/R], where R] is the smallest normal subgroup of FG(X) generated by

R or, equivalently there is a group epimorphism ψ : FG(X)→ G where R] generates

Kerψ, i.e., Kerψ = R]. If such an epimorphism exists, then G has presentation

〈X : R〉 via ψ.

If a group G has a group presentation 〈X : R〉 then G has a monoid presentation

〈X ∪X−1 : R′〉, where X−1 is defined in page 16,

R′ = R ∪ {xx−1 = ε = x−1x : x ∈ X}

and ε is the empty word in FG(X). Now, as a group G has a monoid presentation

〈X ∪X−1 : R′〉 we know from Subsection 1.5.2 that we can construct a semigroup

presentation for G. On the other hand each semigroup presentation (monoid pre-

sentation) for G yields a group presentation for G.
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1.6 Semidirect products of semigroups, monoids

and groups

Definition 1.6.1. Let S and T be semigroups, then

S × T = {(s, t) : s ∈ S, t ∈ T},

with the binary operation

(s1, t1)(s2, t2) = (s1s2, t1t2)

is a semigroup, called a direct product of semigroups S and T .

If S and T are monoids, then S × T is a monoid with identity (1S, 1T ). And

S × T is a direct product of monoids S and T .

If G and H are groups, then G×H with the above binary operation is a group

called the external direct product of groups G and H. The inverse of an element

(g, h) ∈ G×H is (g−1, h−1).

Definition 1.6.2. Let (S, ·) be a semigroup. We define (Sopp, ∗) to be the opposite

semigroup of (S, ·) such that

a ∗ b = b · a.

Hence, if S is a semigroup of mappings, as we see later the semigroup Sopp consists

of the same mappings, composed in the opposite order.

Definition 1.6.3. Let T be semigroup and X be a set. Then T acts on X on the left

if there exists a map T×X → X, (t, x) 7→ t·x, such that for all x ∈ X, and t1, t2 ∈ T ,

(S1) t1 · (t2 · x) = (t1t2) · x.
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This is equivalent to saying that there is a semigroup morphism λ : T → T oppX

such that for any t ∈ T and operation λt : X → X given by λt(x) = t · x, and

tλ = λt,

where TX is the full transformation monoid on X under composition from left to

right. We give an explicit description for TX later on in Chapter 3.

We only need to prove λ is a semigroup morphism, which means (st)λ = (sλ)(tλ),

for all s, t ∈ T . Notice that, (st)λ = λst and (sλ)(tλ) = λsλt, for all s, t ∈ T . By

using (S1) we obtain for any x ∈ X

((sλ)(tλ))(x) = (λsλt)(x) = λs(λt(x)) = λs(t·x) = s·(t·x) = (st)·x = λst(x) = (st)λ(x),

so that (st)λ = (sλ)(tλ).

If T is a monoid (or, indeed, a group) and acts on a set X, then for a monoid

action we insist that for all x ∈ X

(S2) 1T · x = x.

This is equivalent to saying that λ : T → T oppX as above is a monoid morphism,

i.e.,

1Tλ = IX .

Conversely, if T is a semigroup such that θ : T → T oppX is a semigroup morphism,

define

t · x = (tθ)(x),

then T acts X on left.
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To show that, first we check (S1) holds. Then for all s, t ∈ T and x ∈ X

(st) · x =
(
(st)θ

)
(x)

= ((sθ)(tθ))(x) (as θ is a semigroup morphism)

= (sθ)((tθ)(x))

= (sθ)(t · x)

= s · (t · x).

Further, if T is a monoid and θ is a monoid morphism, we need to prove that (S2)

holds. Hence, for all x ∈ X

1T · x = (1T θ)(x) = x.

Therefore, T acts X on left as required.

Just to mention, where convenient we will omit “ · ” in expression such as s · x

and write this simply as sx.

Definition 1.6.4. Let T be semigroup (monoid) and S be a semigroup, such that

T acts on S on the left. Then T acts S on the left by endomorphisms, if for all

t,∈ T and s1, s2 ∈ S we have

(S3) t · (s1s2) = (t · s1)(t · s2).

This is equivalent to saying that there is a semigroup (monoid) morphism

θ : T → (EndS)opp, where EndS is the endomorphism monoid of semigroup mor-

phisms. Recall that in EndS ⊆ TS we compose from left to right, so that in

(EndS)opp we compose from right to left, so that for θ, ψ ∈ (EndS)opp, to compute

θψ we first do ψ then θ.
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If T is a monoid (semigroup) and if S is a monoid then we insist

(S4) t · 1S = 1S,

so that the action of T is by monoid morphisms of S.

If T and S are monoids, then T acts on S by endomorphisms if θ : T → (EndS)opp

is a monoid morphism, in this case (EndS)opp is the endomorphism monoid of

monoid morphisms, such that

(θ(t))(1S) = 1S for all t ∈ T.

This translates to t · 1S = 1S for all t ∈ T .

Remark, the restriction of θ to the group of units, H1 of T , is such that

θ|H1 : H1 → AutS.

The semidirect product of two semigroups was used for the first time by Neumann

[35] to construct wreath products of semigroups.

Definition 1.6.5. Suppose that T and S are semigroups such that T acts on the

left of S by endomorphisms. Define a binary operation on S × T by

(s, t)(s′, t′) = (s(t · s′), tt′).

Then S × T with the above binary operation is a semigroup, called a semidirect

product of S by T , and denoted by S o T .

If T and S are monoids and T acts on the left of S by endomorphisms satisfying

(S1), (S2), (S3) and (S4), then S o T is a monoid with identity (1S, 1T ).
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This is because

(1S, 1T )(s, t) = (1S(1T · s), 1T t)

= (1Ss, 1T t) (by using (S2))

= (s, t),

and

(s, t)(1S, 1T ) = (s(t · 1S), t1T )

= (s1S, t1T ) (by using (S4))

= (s, t).

Let S and T be semigroups and SoT be the semidirect product of S by T . If U

is a subsemigroup of T , then U acts S on left by endomorphisms, and clearly SoU

is a subsemigroup of S o T .

Now, let M and K be monoids and M oK be the semidirect product of M by

K. If H is a submonoid of K, then H acts M on left by endomorphisms, and it is

clear that M oH is a submonoid of M oK with identity (1M , 1K).

Lemma 1.6.6. Let G and H be groups, such that G acts on the left of H by endo-

morphisms. Then G acts on the left of H by automorphisms.

Proof. Let θg : H → H given by θg(h) = g · h for all g ∈ G and h ∈ H. As G

acts on the left of H by endomorphisms, this means g · (h1h2) = (g · h1)(g · h2) and

g · 1H = 1H by (S3) and (S4), respectively. To prove G acts on the left of H by

automorphism we only need to prove that θg is bijection.

To prove θg is one to one. Let h, k ∈ H and suppose θg(h) = θg(k), that implies

g · h = g · k. As G is a group then g−1 ∈ G and hence g−1 · (g · h) = g−1 · (g · k), and

then (g−1g) · h = (g−1g) · k by using (S1), this implies 1G · h = 1G · k, and by using

(S2) we obtain h = k. Hence, θg is one to one.
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To prove θg is onto. Let k ∈ H, then there exist g−1 · k ∈ H such that

θg(g
−1 · k) = g · (g−1 · k)

= (gg−1) · k by (S1)

= 1G · k

= k by (S2).

So, θg is onto.

Notice that, if G and H are groups such that G acts on the left of H by auto-

morphisms, then H × G with the binary operation that defined in Definition 1.6.5

is a group, called an external semidirect product of H by G, and denoted by H oG.

The inverse of an element (h, g) ∈ H oG is (g−1 · h−1, g−1).

This is because

(h, g)(g−1 · h−1, g−1) = (h(g · (g−1 · h−1)), gg−1)

= (h((gg−1) · h−1), 1G) (by using (S1))

= (h(1G · h−1), 1G)

= (hh−1, 1G) (by using (S2))

= (1H , 1G)

and

(g−1 · h−1, g−1)(h, g) = ((g−1 · h−1)(g−1 · h), g−1g)

= (g−1 · (h−1h), 1G) (by using (S3))

= (g−1 · 1H , 1G)

= (1H , 1G) (by using (S4)).
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Chapter 2

Preliminaries II: Universal

algebras and independence

algebras

This chapter is devoted to the study of universal algebras and independence algebras.

The formal definition of a (universal) algebra will be given in Section 2.1. In Section

2.2 we define independence algebras, the special class of algebras in which we are

interested.

We recommend [2], [3], [5], [7], [17], [18], [19], [32] and [34] as references for this

chapter.

2.1 Universal algebras

We need some basic ideas from the field of universal algebra. Specially, the notion

of algebra, subalgebra and homomorphism.

Definition 2.1.1. [7, 32] An algebra A is an ordered pair A=〈A,F 〉 such that A

is a non-empty set and F = 〈Fi : i ∈ I〉 where Fi is a finitary operation on A for

each i ∈ I. The set A is called the universe of A, Fi is referred to as a fundamental

or basic operation of A for each i ∈ I, and I is called the index set or the set of
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operation symbols of A.

Algebras are usually denoted by bold face letters, while the underlying universes

are denoted by the corresponding standard face letters.

We now explain the notion of the rank of an operation on A. Let A be a non-

empty set and n ∈ N0, where N0 = {0, 1, 2, · · · }. An n-ary operation or (an operation

of rank n) on A is a function

An → A.

We have some special terminology for n-ary operation where n ∈ {0, 1, 2, 3}. The

operation of rank 0 on A is a function

A0 → A,

as A0 is a singleton this takes one value and we call this operation a nullary

operation. We often associate a nullary operation with the single element in its

image. An operation of rank 1 on A is a called a unary operation and it is a function

A→ A.

An operation of rank 2 on A is called a binary operation and it is a function

A2 → A.

Similarly, a ternary operation is an operation of rank 3 and it is a function

A3 → A.

By a finitary operation on A we mean n-ary operation on A of some n ∈ N0.

The rank function or similarity type of A where A=〈A,F 〉 and F = 〈Fi : i ∈ I〉
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is the function

ρ : I → N0

given by ρ(i) = rank of Fi. A partial operation of rank n on A is a function from a

subset of An into A.

We will use QA to stand for the fundamental operation of A indexed by Q, where

Q is an operation symbol of A, and we will say that QA is the interpretation of Q

in A.

Moreover, where Q is an operation symbol of the algebra A with rank r, and

a1, · · · , ar ∈ A, we often use the expression

QA(a1, · · · , ar),

and sometimes we replace it by QA(a), where a stands for the a tuple of elements

of A of the correct length.

Definition 2.1.2. [7, 32] Let A=〈A,Fi〉 be an algebra and let Fi be an operation

of rank r on the non-empty set A, and let X be a subset of A. We say that X is

closed with respect to Fi (also that Fi preserves X and that X is invariant under

Fi) if and only if

Fi (a0, a1, · · · , ar−1) ∈ X for all a0, · · · , ar−1 ∈ X.

Remark 2.1.3. [7, 32] If Fi is constant (Fi an operation of rank 0), this means that

X is closed with respect to Fi if and only if Fi ∈ X. Hence the empty set ∅ is closed

with respect to every operation on A of positive rank, however it is not closed with

respect to any operation of rank 0.

Algebras A and B are said to be similar if and only if they have the same rank

function. The similarity relation between algebras is an equivalence relation whose

equivalence classes will be called similarity classes.
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Definition 2.1.4. [7, 32] Let A be an algebra. A subset of the universe A of

A, which is closed with respect to each fundamental operation of A, is called a

subuniverse of A. The algebra B is said to be a subalgebra of A if and only if A and

B are similar, the universe B of B is a subuniverse of A, and QB is the restriction

to B of QA, for each operation symbol Q of A.

The set SubA denotes the set of all subuniverses of A.

Remark 2.1.5. [7, 32] The empty set ∅ is a subuniverse of A if and only if A does

not contain a constant (i.e., there are no operations of rank 0 on A).

If A does not contain a constant, we will consider the empty set ∅ to be a

subalgebra of A, although the empty set ∅ is not the universe of any algebra and

operations are not defined.

Definition 2.1.6. [7, 32] Let A and B be similar algebras and Q be an operation

symbol of rank r. A function ψ from A to B is said to respect Q if and only if

(
QA(a0, a1, · · · , ar−1)

)
ψ = QB ((a0)ψ, · · · , (ar−1)ψ) for all a0, · · · , ar−1 ∈ A.

Definition 2.1.7. [7, 32] Let A and B be similar algebras. A function ψ from A

to B is called a homomorphism from A to B if and only if ψ respects every basic

operation symbol of A.

Hom(A, B) denotes the set of all homomorphisms from A to B.

Let A and B be similar algebras. Each of

h : A→ B

A
h−→ B

h ∈ Hom(A, B)

denotes that h is a homomorphism from A to B.
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Both

h : A � B

and

A
h
� B

denote that h is a one-to-one homomorphism from A into B. We call such homo-

morphisms embeddings. Likewise, both

h : A � B

and

A
h
� B

denote that h is a homomorphism from A onto B, and in this case we say that B is

the homomorphic image of A under h. Further, A
h∼= B denotes that h is a one-to-

one homomorphism from A onto B. We call such homomorphisms isomorphisms.

The algebras A and B are said to be isomorphic, which we denote by A ∼= B, if

and only if there is an isomorphism from A onto B.

Isomorphism is an equivalence relation between algebras, and is a finer equiva-

lence relation than similarity, in the sense that if two algebras are isomorphic, then

they are also similar.

Definition 2.1.8. [7, 32] Let n, k ∈ N0, the composition of operations is the con-

struction of an n-ary operation h from k given n-ary operations f1, f2, · · · , fk and a

k-ary operation g, by the rule

h(x) = g(f1(x), · · · , fk(x)).

All of these must be operations on the same set A.

Definition 2.1.9. [7, 32] For any k, n ∈ N such that k ≤ n, the k-th projection

operations on a set A is an n-ary operations pnk(x1, · · · , xn) = xk.
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Definition 2.1.10. [7, 32] A clone on a non-empty set A is set of operations on A

that contains the projection operations and is closed under all compositions. The

clone of all operations on A will be denoted by CloA, while the set of all n-ary

operations on A, where n ∈ N0 will be written as ClonA.

Definition 2.1.11. [7, 32] The clone of term operations of an algebra A, denoted

by Clo A, is the smallest clone on the base set A that contains the basic operations

of A. The set of n-ary operations in Clo A is denoted by Clon A. The member of

Clo A are called term operations of the algebra A.

In the following lemma we describe how the map in any universal algebra pre-

serves all the term operations:

Lemma 2.1.12. [7, 32] Let A=〈A,F 〉 be an algebra with F = 〈Fi : i ∈ I〉. Then

α : A→ A preserves each Fi if and only if α : A→ A preserves all term operations.

Proof. By mathematical induction on n, suppose

F0 = Proj(A) = {pmk : k ≤ m, m ∈ N};

Fn+1 = Fn ∪ {f(g1, · · · , gk) : either f = Proj(A) or, f ∈ Fn, rank f = k,

and g1, · · · , gk ∈ Fn where rank gi = s}.

Let f ∈ Fn be an m-ary operation. If n = 0, then f is a projection, so f = pmk

where k ≤ m and f(x1, · · · , xm)α = xkα = f(x1α, · · · , xmα).

Suppose n ∈ N0 and α preserves all operations in Fn. Let h ∈ Fn+1 \ Fn. Then

either h is a projection or, h = f(g1, · · · , gk) where f ∈ Fn and g1, · · · , gk ∈ Fn with

rank gi = s. The first case has already been considered. In the second as α preserves

each operation Fi, we have
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h(x1, · · · , xs)α = f(g1(x1, · · · , xs), · · · , gk(x1, · · · , xs))α

= f(g1(x1, · · · , xs)α, · · · , gk(x1, · · · , xs)α)

= f(g1(x1α, · · · , xsα), · · · , gk(x1α, · · · , xsα))

= h(x1α, · · · , xsα),

as required.

Theorem 2.1.13. [7, 32] Let A be an algebra and let S be any non-empty collection

of subuniverses of A. Then ∩S is a subuniverse of A.

Proof. Evidently ∩S is a subset of A. Let F be any basic operation of A and suppose

that r is the rank of F . To see that ∩S is closed under F , pick any a0, · · · , ar−1 ∈ ∩S.

For all B ∈ S we know that a0, · · · , ar−1 ∈ B but then F (a0, · · · , ar−1) ∈ B, since

B is a subuniverse. Therefore F (a0, · · · , ar−1) ∈ ∩S and ∩S is closed under F .

Definition 2.1.14. [7, 32] Let A be an algebra and let X ⊆ A. The subuniverse of

A generated by X is the set
⋂
{B : X ⊆ B andB is a subuniverse of A}.

The set SgA(X) denotes the subuniverse of A generated by X.

Since X ⊆ A and A is a subuniverse of A, Theorem 2.1.13 justifies calling

SgA(X) a subuniverse of A.

Lemma 2.1.15. The subuniverses of A are precisely those subsets X of A such that

X = SgA(X).

Theorem 2.1.16. Let γ : A → B be a homomorphism. The image and inverse

image under γ of subuniverses are subuniverses.
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Proof. Let C be a subuniverse of A, and D be a subuniverse of B. Suppose that for

all i = 1, · · · , n we have ai ∈ C so that a1γ, a2γ, · · · , anγ elements of Cγ. Let Q be

an operation symbol of rank n, then QB(a1γ, · · · , anγ) = (QA(a1, · · · , an))γ ∈ Cγ,

since all ai ∈ C and C is subuniverse of A. So, Cγ is a subuniverse of B.

Conversely, where D be a subuniverse of B, then the inverse image of D un-

der γ is Dγ−1 = {a ∈ C : aγ ∈ D}. If a1, · · · , an ∈ Dγ−1, then aiγ ∈ D

for all i = 1, 2, · · · , n. As γ is a homomorphism and taking Q as before, we

get (QA(a1, · · · , an))γ = QB(a1γ, · · · , anγ) ∈ D, since D is a subuniverse. So

QA(a1, · · · , an) ∈ Dγ−1. Hence Dγ−1 is a subuniverse of A.

2.2 Independence algebras

2.2.1 Basic definitions

Let V be a vector space over a field, and let End (V ) be the monoid of all linear

maps α : V → V with multiplication being composition of mappings. Then we say

that End (V ) is the full linear monoid over V . Let Xn = {1, 2, · · · , n}. The full

transformation monoid under the semigroup operation of composition is denoted by

Tn. We give an explicit description for Tn later on in Chapter 3.

If V is a vector space of dimn, then End (V ) and Tn are each a union of finitely

many ideals Ik (0 ≤ k ≤ n for End (V ) and 1 ≤ k ≤ n for Tn) such that the Rees

quotients Ik/Ik−1 are completely 0-simple, and Ik consists of all elements of rank

≤ k. For α ∈ End (V ), rankα is dim(Imα) and for α ∈ Tn, rankα is |Imα|.

This led Gould to ask [17]

“What do vector spaces and sets have in common which forces End (V ) and Tn

to support a similar pleasing structure?”

To answer the above, Gould [17] investigated the endomorphism monoid of a

class of universal algebras, called an independence algebras previously known as
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v∗-algebras [34].

Let A be a set and C : P (A)→ P (A) be a function, where P (A) is the set of all

subsets of A. Then C is a closure operator on A if for all X, Y ∈ P (A):

(i) X ⊆ C(X);

(ii) if X ⊆ Y then C(X) ⊆ C(Y );

(iii) C(X) = C(C(X)).

For any universal algebra A the function

SgA : P (A)→ P (A),

where

X 7→ SgA(X) = 〈X〉

is a closure operator.

Note that, SgA(∅) = ∅ if and only if A has no constants.

A closure operator C on a set B is algebraic if for all X ⊆ B

C(X) =
⋃
{C(Y ) : Y ⊆ X, |Y | <∞}.

Also, for any universal algebra A is , SgA is an algebraic closure operator. We

can write this as

SgA = 〈X〉 =
⋃
Y⊆X
|Y |<∞

〈Y 〉 .

We need only to show 〈X〉 ⊆
⋃
Y⊆X
|Y |<∞

〈Y 〉. Let a ∈ 〈X〉 this implies a = t(x1, · · · , xn)

where {x1, · · · , xn} ⊆ X. So, a ∈ 〈{x1, · · · , xn}〉, which means a ∈
⋃
Y⊆X
|Y |<∞

〈Y 〉.

Definition 2.2.1. [17] The Exchange Property (EP) for a closure operator C on a

set A is defined as follows:
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(EP) For all X ⊆ A and x, y ∈ A, if x /∈ C(X) but x ∈ C(X ∪ {y}), then

y ∈ C(X ∪ {x}).

Definition 2.2.2. [17] Let C be a closure operator on a set A, and X ⊆ A. Then

X is C-independent if for all x ∈ X, x /∈ C(X \ {x}).

If A is an algebra then we refer to SgA-independent sets more simply as inde-

pendent sets.

It is obvious if A is any algebra such that every subset of A is a subuniverse,

then every subset of A is independent. This is because, where A is any algebra then

SgA is a closure operator such that C(X) = SgA = 〈X〉 = X. So, if X ⊆ A is a

subuniverse of A, then for all x ∈ X = 〈X〉 we have x /∈ X \ {x} = 〈X \ {x}〉.

Therefore, X is independent.

Definition 2.2.3. [17] Let A be an algebra, and X ⊆ A, then X is a basis of A if

X generates A and is independent.

We remark that any algebra satisfying (EP) has a basis, and in such an algebra

a subset X is a basis if and only if X is a minimal generating set if and only if X is

the maximal independent set. All basis of A have the same cardinality, called the

rank of A. Furthermore, any independent subset X can be extended to be a basis

of A.

Definition 2.2.4. [17] An algebra A has the Free basis property (F) if:

(F) For any basis X of A and function α : X → A, α can be extended to an

element of End A.

Definition 2.2.5. [17] An algebra A satisfying (EP) and (F) is called an indepen-

dence algebra.

2.2.2 Endomorphism monoids of independence algebras

Let A be an independence algebra. From Chapter 1, End A is the endomorphism

monoid of A and Aut A is the automorphism group of A. Clearly Aut A is the

group of units of End A.
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If α ∈ End A then Kerα = {(x, y) ∈ A×A : xα = yα} is a subalgebra of

A×A and a congruence on A, and Imα = {aα : a ∈ A} is a subalgebra of A.

The rank of α1, written as ρ(α), is defined to be ρ(Imα). If α, β ∈ End A

with Imα = Im β, then ρ(α) = ρ(β). On the other hand, if Kerα = Ker β then

Imα ∼= A/Kerα = A/Ker β ∼= Im β. So, ρ(α) = ρ(β).

In [17] Gould, obtained explicit descriptions of Green’s relations on End A, where

A is an independence algebra.

Lemma 2.2.6. [17] Let A be an independence algebra. For all α, β ∈ End A, we

have the following:

(i) α ≤L β if and only if Imα ⊆ Im β;

(ii) α ≤R β if and only if Ker β ⊆ Kerα;

(iii) α D β if and only if ρ(α) = ρ(β);

(iv) α ≤J β if and only if ρ(α) ≤ ρ(β);

(v) D = J .

Corollary 2.2.7. [17] Let A be an independence algebra. For all α, β ∈ End A,

then:

(i) α L β if and only if Imα = Im β;

(ii) α R β if and only if Kerα = Ker β;

(iii) α J β if and only if ρ(α) = ρ(β) if and only if α D β.

An example of an independence algebra is the free G-act on n free generators

over a group G, which will be the main goal of Chapter 4.

1Please note, this is a different notion of rank to that of the rank of an operation as given earlier
in this chapter.
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Chapter 3

Transformation semigroups

The symmetric groups SX , the full transformation semigroups TX and the partial

transformation semigroups PT X are amongst the most interesting semigroups in

semigroup theory. We consider these semigroups (which are, in fact, all monoids),

in this chapter. If X is a set with n elements, then it will be convenient to denote

the set X as the set Xn = {1, 2, · · · , n}. If X = Xn we will write Sn for SX , Tn for

TX and PT n for PT X . The set Singn = Tn \Sn is a subsemigroup (indeed, an ideal)

of Tn, which consists of all non-invertible (i.e., singular) transformations on Xn.

Transformation semigroups are found everywhere in semigroup theory: Cayley’s

Theorem states that every semigroup S embeds in some transformation semigroup

TX . If S is a group, the Cayley representation maps S into the symmetric group

SX ⊆ TX , which is the group of units of TX , and consists of all permutations on X.

In the case S does not have an identity element, the Cayley representation maps S

into SingX = TX \ SX .

The aim of this chapter is to give basic definitions for Sn, Tn, PT n and Singn.

In Section 3.1 we recall the basic concepts for Sn. In Section 3.2 we define the

basic concepts for Tn, and some of its general properties such as Green’s relations

and idempotents. Section 3.3 is devoted to the study of the PT n. Also, we verify

that PT n is isomorphic to Tn,0 which is the submonoid of the full transformation

semigroup Tn,0 on Xn,0 = {0, 1, 2, · · · , n}. Finally, the definition of the semigroup of
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all singular selfmaps Singn is given in Section 3.4. Howie’s famous result [24], tells

us that Singn is generated by its idempotents of rank n− 1.

Further material can be found in [15], [24] and [39].

3.1 Symmetric groups SX and Sn

The symmetric groups SX on a non-empty set X is the group of all bijections from

X into itself under composition of functions.

If α ∈ Sn we can describe α in a general way

α =

 1 2 · · · n

1α 2α · · · nα

 .

The elements of Sn can be specified in various ways, such as, if β ∈ S4, we either

give an explicit description for β by stating 1β = 2, 2β = 1, 3β = 4 and 4β = 3 or,

write β by using “two row” notation,

β =

 1 2 3 4

2 1 4 3

 .

As β is one-one, that is, the entries of the second row is a re-arrangement or

permutation of the first row.

Lemma 3.1.1. The group Sn contains n! elements.

Denoting the order of a semigroup S by |S|, by Lemma 3.1.1, we have |Sn| = n!.

For simplicity, the operation of composition ◦ is replaced by the operation of

multiplication i.e., for any α, β ∈ SX

x(α ◦ β) = x(αβ) = (xα)β for all x ∈ X.

46



If σ ∈ S4 such that

σ =

 1 2 3 4

2 4 3 1

 ,

then

σ−1 =

 1 2 3 4

4 1 3 2

 ,

is the inverse of σ, such that

σσ−1 =

 1 2 3 4

1 2 3 4

 = I4,

where I4 is the identity function of S4.

The following definition explains the cycle notation concept that helps us study

the behaviour of elements of Sn.

Definition 3.1.2. Let a1, a2, · · · , am ∈ Xn = {1, 2, · · · , n} be distinct. Then

(a1a2 · · · am)

is cycle and represents the function

a1 7→ a2 7→ · · · 7→ am−1 7→ am 7→ a1

x 7→ x for all x /∈ {a1, a2, · · · , am}.

Further, the length of any cycle is coinciding with its order, such that the order of

a cycle of length m is m.

For example, if

σ =

 1 2 3 4

2 4 3 1

 = (1 2 4) and τ =

 1 2 3 4 5

3 4 2 1 5

 = (1 3 2 4),
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then σ and τ are cycles, and the order of σ and τ is 3 and 4, respectively.

Note that, there are various ways to write σ and τ , such as

σ = (1 2 4) = (2 4 1) = (4 1 2) and τ = (1 3 2 4) = (3 2 4 1) = (2 4 1 3) = (4 1 3 2).

Two cycles are disjoint, if they have no elements in common.

Not every elements of Sn is a cycle, for example β above.

Lemma 3.1.3. Every element of Sn is a product of disjoint cycles.

So by this lemma and β as above we have β = (1 2)(3 4).

Moreover, the identity function of Sn is In =

 1 2 3 4 · · · n

1 2 3 4 · · · n

. We think

of In as being empty product.

The decomposition of an element as a product of disjoint cycles is called cycle

decomposition and is unique except for the order in which the cycles are written.

Proposition 3.1.4. Let α, β be disjoint cycles in Sn. Then αβ = βα.

The order of an element in Sn is the least common multiple (l.c.m.) of the

lengths of the cycles in its cycle decomposition.

For example,

γ =

 1 2 3 4 5 6 7

2 1 4 5 3 6 7

 = (1 2) (3 4 5),

the order of γ is l.c.m. of 2 and 3, i.e., 6.

Definition 3.1.5. A transposition is a cycle of length 2.

Remark here that, for any transposition σ = (u v), σ has order 2, σ2 = In, and

σ = σ−1.

Any cycle is a product of transposition for

(a1a2 · · · am) = (a1a2)(a1a3) · · · (a1am).
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As (Sn, ◦) is a semigroup, so our composition of functions starts from (a1a2) and

compose from left to right, therefore, the last function we do is (a1am).

In general functions do not commute. Notice that, these transposition are not

disjoint.

We define the rank of an element α of Sn to be the cardinality of Imα, (i.e.,

|Imα| = rankα), and as Sn is the group of all bijection maps then |Imα| = rankα =

n.

3.2 Full transformation semigroups TX and Tn

An important example of a semigroup is the full transformation semigroup TX on

a non-empty set X, which is the set of all transformations on X, (i.e., all functions

X → X), under the semigroup operation of composition. As before, we often write

the operation of composition as a multiplication, i.e., for any α, β ∈ TX ,

x(α ◦ β) = x(αβ) = (xα)β for all x ∈ X.

The transformation IX : X → X is the identity transformation on X, so that for

any α ∈ TX we have IXα = αIX . Hence TX with the operation of composition is a

monoid.

If α ∈ TX , α can be written as

α =

 1 2 · · · n

1α 2α · · · nα

 .

Observe that not every element in the full transformation monoid Tn is one-one,

hence the second row in α above is not a permutation of the first row.

Lemma 3.2.1. [25] The full transformation monoid Tn contains nn elements.

We define the rank of an element α of TX to be the cardinality of Imα, (i.e.,

|Imα| = rankα).
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Observe

Sn = {α ∈ Tn : |Imα| = n}.

The next lemma describes Green’s relations for the full transformation monoid

TX .

Lemma 3.2.2. [25] Let TX be the full transformation monoid on a non-empty set

X. For all α, β ∈ TX , we have the following:

(i) αL β if and only if Imα = Im β;

(ii) αR β if and only if Kerα = Ker β;

(iii) αD β if and only if rankα = rank β;

(iv) D = J .

3.2.1 Idempotents in TX and Tn

The following lemma gives a rather useful characterization of the idempotents of a

transformation monoid.

Lemma 3.2.3 (The E(TX) Lemma). An element ε ∈ TX is idempotent if and only

if ε|Im ε = IIm ε.

Proof. Since ε|Im ε = IIm ε, that is, yε = y for all y ∈ Im ε. Of course, for each x ∈ X,

xε ∈ Im ε. Then

ε ∈ E(TX)⇔ ε2 = ε,

⇔ xε2 = xε for all x ∈ X,

⇔ (xε)ε = xε for all x ∈ X,

⇔ yε = y for all y ∈ Im ε,

⇔ ε|Im ε = IIm ε.
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The following corollary is folklore, [15]. The result may also be obtained by

using generating functions see [24]. We also show how generating functions may be

used when enumerating the number of idempotents in certain wreath products (see

underneath Lemma 4.3.2).

Corollary 3.2.4. [15] The number E(Tn) of idempotents in the semigroup Tn equals

E(Tn) =
n∑
k=1

(
n

k

)
kn−k.

Proof. There exist
(
n
k

)
possible images for an idempotent µ with |Imµ| = k. Sup-

pose those images are Y1, Y2, · · · , Y(nk)
, for each of those images there exist kn−k

idempotents with this image. This is true since for any Yj = {i1, · · · , ik} where

1 ≤ i1 < · · · < ik ≤ n, µ = µ2 has image Yj if and only if ilµ = il for all

l ∈ {1, · · · , k}. Any values for iµ ∈ Yj, i /∈ Yj will give a suitable idempotent.

There are therefore k choices for each i /∈ Yj and so kn−k possible choices for µ = µ2

with Im µ = Yj. Hence we have
(
n
k

)
kn−k idempotents of Tn with k elements in the

image. By using the sum rule the proof will be complete.

3.3 Partial transformation semigroups PT X and

PT n

Let PT X = {α : α : Y → Z, whereY, Z ⊆ X}. Then PT X under composition of

partial functions is a monoid, called the partial transformation monoid on X. Notice

that TX ⊂ PT X . If α : X → Y is any map, then the preimage or inverse image of

a set B ⊆ Y under α is the subset of X defined by

(B)α−1 = {x ∈ X : (x)α ∈ B}.

We know from Chapter 1 it is not necessary α−1 to be a partial map. Therefore,

α−1 does not necessarily exist.
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Lemma 3.3.1. [25] Let X be a non-empty set. If α ∈ PT X , then α−1 ∈ PT X if

and only if α is one-one.

If α, β ∈ PT X , then

Domαβ = [Imα ∩ Dom β]α−1,

Imαβ = [Imα ∩ Dom β]β,

and for all x ∈ Domαβ, then x(αβ) = (xα)β.

If Xn = {1, · · · , n}, we usually write PT n for PT X . The element α ∈ PT n can

be illustrate in the following form:

α =

 1 2 · · · n

y1 y2 · · · yn

 ,

where

yi =


− i /∈ Domα;

iα i ∈ Domα.

Notice that, PT X has a zero, “ the empty map”, and in case Xn = {1, · · · , n}, this

element is

0 =

 1 2 · · · n

− − · · · −

 .

For example, if X2 = {1, 2}, then we can list the elements of PT 2 as follows:

 1 2

1 1

 ,

 1 2

1 2

 ,

 1 2

2 1

 ,

 1 2

2 2

 ,

 1 2

1 −

 ,

 1 2

2 −

 ,

 1 2

− 1

 ,

 1 2

− 2

 ,

 1 2

− −

 .

The first row of the above list consists of total transformations and lists all
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elements in T2. The above example demonstrates TX ⊂ PT X .

Lemma 3.3.2. [15] The partial transformation monoid PT n contains (n+ 1)n ele-

ments.

3.3.1 Green’s relations on PT X

It is well-known that when A and B are algebras (of the same type), and α : A→ B

is a homomorphism, then Imα = {aα : a ∈ A} is a subalgebra of B.

Also,

Kerα = {(x, y) ∈ A×A : xα = yα},

is a subalgebra of A×A and a congruence on A.

Definition 3.3.3. Let α ∈ PT X . Define binary relations Kerα on Domα and πα

on X by the rules:

xKerα y if and only if x, y ∈ Domα and xα = yα,

and

x πα y if and only if x, y ∈ Domα and xα = yα or , x, y ∈ X \Domα.

Notice that Kerα is the usual kernel relation on the domain of α, and πα is

Kerα ∪ ωX\Domα, where ωT is the universal relation on a set T . Clearly, Kerα and

πα are equivalence relations on Domα and X, respectively.

The proof of the following is given in the case of finite X in [15]; ours is essentially

the same.

Lemma 3.3.4. [15] For all α, β ∈ PT X , we have the following:

(i) α ≤L β if and only if Imα ⊆ Im β;

(ii) α ≤R β if and only if Domα ⊆ Dom β and πβ ⊆ πα.
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Proof. (i) If α ≤L β then α = γβ for some γ ∈ PT X ; hence Imα = Im γβ ⊆ Im β.

Conversely, suppose that Imα ⊆ Im β. For each a ∈ Imα we have a ∈ Im β so

a = yaβ for some ya ∈ Dom β. Define γ ∈ PT X by Dom γ = Domα and xγ = yxα,

for each x ∈ Domα. Then Im γ ⊆ Dom β, and so Dom γβ = Dom γ = Domα, and

for any x ∈ Domα, xγβ = yxαβ = xα so, α = γβ.

(ii) If α ≤R β in PT X then α = βγ for some γ ∈ PT X . For arbitrary x ∈ Domα,

we have xα = xβγ, thus x ∈ Dom β. Hence Domα ⊆ Dom β.

Let (x, y) ∈ πβ.

Case (1) If x ∈ Domα then x ∈ Dom β so as (x, y) ∈ πβ, we must have y ∈ Dom β.

Then as xβ = yβ, xα = xβγ = yβγ = yα so y ∈ Domα also; and xα = yα so

(x, y) ∈ πα.

Case (2) If x, y /∈ Domα, so (x, y) ∈ πα.

Hence, πβ ⊆ πα.

Conversely, suppose that Domα ⊆ Dom β and πβ ⊆ πα. Let U = (Domα)β

and define γ : U → Imα by (aβ)γ = aα for any aβ ∈ U with a ∈ Domα. If

a, a′ ∈ Domα and aβ = a′β then as πβ ⊆ πα we have aα = a′α, so γ is well-

defined. As Dom γ = U = (Domα)β, γ ∈ PT X . Certainly Dom γ ⊆ Im β. Let

c ∈ Dom βγ, so that c ∈ Dom β and cβ ∈ Dom γ. It follows that cβ = aβ for some

a ∈ Domα. Thus (a, c) ∈ πβ ⊆ πα so that as a ∈ Domα we have c ∈ Domα.

Hence Dom βγ ⊆ Domα and clearly the converse is true by definition of γ. Thus

Domα = Dom βγ and then it is immediate that βγ = α. Thus α ≤R β in PT X .

Corollary 3.3.5. For all α, β ∈ PT X , we have:

(i) αL β if and only if Imα = Im β;
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(ii) αR β if and only if Domα = Dom β and Kerα = Ker β;

(iii) αH β if and only if Imα = Im β, Domα = Dom β and Kerα = Ker β.

Proof. (i) This follows immediately from Lemma 3.3.4.

(ii) From Lemma 3.3.4, α R β if and only if Domα = Dom β and πα = πβ.

This gives

Kerα = πα ∩ (Domα×Domα) = πβ ∩ (Dom β ×Dom β) = Ker β.

Conversely, if Domα = Dom β and Kerα = Ker β, then

πα = Kerα ∪ ((X \Domα)× (X \Domα))

= Ker β ∪ ((X \Dom β)× (X \Dom β))

= πβ.

(iii) This follows immediately from (i) and (ii).

3.3.2 Idempotents in PT X and PT n

The following theorem describes the idempotents elements in PTX .

Theorem 3.3.6. [15] An α ∈ PT X is an idempotent if and only if Imα ⊆ Domα

and the restriction α|Imα = IImα.

Proof. Let α ∈ PT X such that α2 = α. Let x ∈ Domα then as α2 = α so

x ∈ Domα2 and xα = xα2 = (xα)α so xα ∈ Domα therefore, Imα ⊆ Domα, and

for each y ∈ Imα we have yα = y. Conversely, if α acts as the identity on Imα and

Imα ⊆ Domα then for x ∈ Domα, xα ∈ Imα ⊆ Domα. Then we have x ∈ Domα2

and so as Domα2 ⊆ Domα always, we have Domα2 = Domα. Further, (xα)α = xα

which means xα2 = xα for any x ∈ Domα so that α2 = α.
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Corollary 3.3.7. [15] The number E(PT n) of idempotents in the semigroup PT n

equals

E(PT n) =
n∑
k=0

(
n

k

)
(k + 1)n−k.

Proof. There exist
(
n
k

)
possible images for an idempotent α with |Imα| = k. Suppose

those images are Z1, Z2, · · · , Z(nk)
; for each of those images there exist (k + 1)n−k

idempotents with this image. This is true since for any Zj = {i1, · · · , ik} where

1 ≤ i1 < · · · < ik ≤ n, α = α2 has image Zj if and only if ilα = il for all

l ∈ {1, · · · , k}, and for all i ∈ Domα \ Zj, iα ∈ Zj. Let i ∈ {1, · · · , n} \ Zj. Either

i /∈ Domα or, i ∈ Domα and there are k possibilities i1, · · · , ik for iα. There are

therefore, k+ 1 choices for each i /∈ Zj and so (k+ 1)n−k possible choices for α = α2

with Imα = Zj. Hence we have
(
n
k

)
(k + 1)n−k idempotents of PT n with k elements

in the image. By using the sum rule the proof will be complete.

Consider the finite set Xn,0 = {0, 1, 2, · · · , n}, and

Tn,0 = {α : α is a transformation on Xn,0}

be the full transformation semigroup on Xn,0. Notice that Tn,0 ∼= Tn+1.

Let

Tn,0 = {α ∈ Tn,0 : 0α = 0}.

Lemma 3.3.8. The subset Tn,0 is a submonoid of Tn,0.

Proof. Let α, β ∈ Tn,0 so α, β ∈ Tn,0, 0α = 0, and 0β = 0. We want αβ ∈ Tn,0,

that is, αβ ∈ Tn,0 and 0(αβ) = 0. Under usual composition αβ ∈ Tn,0 and since

0(αβ) = (0α)β = 0β = 0, we obtain αβ ∈ Tn,0. It is clear that In,0 ∈ Tn,0 is such that

0In,0 = 0, therefore, In,0 ∈ Tn,0. Hence Tn,0 is a submonoid of Tn,0 as required.

For completeness we give the proof of the following result. The key idea is to

add an extra element 0 to the domain, such that for any α ∈ PT n we extend the

domain of α in such a way that α sends any elements for which α was not previously
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defined to 0, and 0 maps to 0.

Lemma 3.3.9. For n ∈ N, PT n is isomorphic to Tn,0.

Proof. Define ψ : PT n → Tn,0 by

αψ = α

such that

iα =


0 if i = 0;

iα if i ∈ Domα;

0 if i ∈ {1, 2, · · · , n} \Domα.

To prove ψ is bijection. Let αψ = βψ, this implies that i(αψ) = i(βψ)

for all i. For all i with i 6= 0, we have i ∈ {1, 2, · · · , n} \ Domα if and only if

i(αψ) = 0 if and only if i(βψ) = 0 if and only if i ∈ {1, 2, · · · , n} \ Dom β. Hence,

Domα = Dom β. Moreover, if i ∈ Domα = Dom β that implies iα = i(αψ) =

i(βψ) = iβ, so that α = β and, therefore, ψ is one to one.

To prove ψ is onto let µ ∈ Tn,0. Define µ
′ ∈ PT n by

Domµ
′
= {i ∈ {1, · · · , n} : iµ 6= 0},

and for all i ∈ Domµ
′
, iµ

′
= iµ.

To show µ
′
ψ = µ. We have

i(µ
′
ψ) = iµ′ =


0 if i = 0;

iµ
′

if i ∈ Domµ
′
;

0 if i ∈ {1, 2, · · · , n} \Domµ
′
.

=


0 if i = 0;

iµ if i ∈ Domµ
′
;

0 if i ∈ {1, 2, · · · , n} \Domµ
′
.
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For i ∈ {1, 2, · · · , n} \Domµ
′
, we have by definition of Domµ

′
that iµ = 0.

Therefore,

i(µ
′
ψ) = iµ′ =


0 if i = 0;

iµ if i ∈ Domµ
′
;

iµ if i ∈ {1, 2, · · · , n} \Domµ
′
.

So for all value of i, i(µ
′
ψ) = iµ′ = iµ, hence µ

′
ψ = µ, so that ψ is onto.

To show that ψ is homomorphism it is enough to prove that (αβ)ψ = αψβψ.

Let α, β ∈ PT n. For all i

i(αβ)ψ = iαβ =


0 if i = 0;

i(αβ) if i ∈ Domαβ;

0 if i ∈ {1, 2, · · · , n} \Domαβ.

=


0 if i = 0;

(iα)β if i ∈ Domα and iα ∈ Dom β;

0 if i ∈ {1, 2, · · · , n} \Domαβ.

On the other hand, i(αψβψ) = i(αβ). For all i, if i = 0, we get 0(αβ) = (0α)β =

0β = 0. If i ∈ Domαβ, then i ∈ Domα and iα ∈ Dom β, so that we get i(αβ) =

(iα)β = (iα)β = (iα)β = i(αβ) = iαβ. Otherwise, i /∈ Domαβ. So i /∈ Domα or

i ∈ Domα and iα /∈ Dom β, and then

i(αβ) = (iα)β =


0β if i /∈ Domα;

(iα)β if i ∈ Domα and iα /∈ Dom β.
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=


0 if i /∈ Domα;

0 if i ∈ Domα and iα /∈ Dom β.

Therefore,

i(αβ) =


0 if i = 0;

i(αβ) if i ∈ Domαβ;

0 if i ∈ {1, 2, · · · , n} \Domαβ.

Hence, (αβ)ψ = αψβψ, as required.

3.4 Semigroup of all singular selfmaps Singn

As mentioned before, that transformation semigroups are ubiquitous in semigroup

theory is due to the Cayley’s Theorem, that states that every semigroup S embeds

in some transformation semigroup TX . However, in case that S does not possess an

identity element, the Cayley representation maps into SingX = TX \ SX , the set of

all non-invertible transformation on X.

If Xn = {1, 2, · · · , n}, then

Tn \ Sn = Singn = {α ∈ Tn : |Imα| ≤ n− 1}

is a subsemigroup (indeed, an ideal) of Tn, which called the semigroup of all singular

selfmaps of Xn.

Howie proved in [24] if X is finite then every element of TX that is not bijective

is expressible as a product of idempotents.

Theorem 3.4.1. [24] Let Xn = {1, 2, · · · , n}, and let Tn be the full transformation

monoid on Xn. Then the subsemigroup of Tn generated by its non-identity idempo-

tents is Singn = Tn \ Sn. In fact, every element of Singn is a product of idempotent

with rank n− 1.
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The defect of an element α ∈ Tn is defined as n − |Imα|. From the above

theorem we deduce that Howie’s famous result that states Singn is generated by its

idempotent of rank n− 1 (of defect 1).

The later are precisely the maps εij ∈ Tn (for i, j ∈ Xn with i 6= j) defined by

kεij =


k if k 6= j;

i if k = j.

These idempotent may be represented diagrammatically, for 1 ≤ i 6= j ≤ n, by

1

εij =

i j n

and

1

εji =

i j n

.

We write X = {εij : i, j ∈ Xn, i 6= j} for the set of all rank n − 1 idempotents

from Tn. By using the property of Green’s relations, which follows from the fact

that

αR β ⇔ Kerα = Ker β and αL β ⇔ Imα = Im β,

it is easy to check that for all i, j, k, l ∈ Xn with i 6= j and k 6= l,

εijR εkl ⇔ {i, j} = {k, l} and εij L εkl ⇔ j = l.

Theorem 3.4.1 can be rewrite as follows:

Theorem 3.4.2. [24] If n ≥ 2, then Singn = 〈X 〉.
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In Chapter 6, we find a presentations for M oS and M onS products, where S is

a subsemigroup of the full transformation semigroup Tn. In particular, we interested

in the case that S = Singn.
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Chapter 4

Free (left) S-acts and their

endomorphism monoids

Our aim is to study free (left) S-acts for a monoid S, and their endomorphism

monoids. In Section 4.1 we address the fundamental concepts and definitions of

the endomorphism monoid of a free S-act on n free generators. In Section 4.2 we

describe Green’s relations on G onTn. Thus far the work in this chapter is re-working

known results. In Section 4.3 we count the number of idempotents in EndFn(S)

where S is finite: this is new. We first consider the case where S is a finite group

and then move on to the general case where S is a finite monoid.

We recommend [26] as a references for Chapter 4.

4.1 S on Tn is the endomorphism monoid of a free

S-act of rank n

We are already defined the following concept in Chapter 1, towards the end of

Definition 1.6.3.

Definition 4.1.1. A non-empty set A is a (left) S-act if there exists a map

S × A→ A, (s, a) 7→ sa
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such that for all a ∈ A, and s, t ∈ S

s(ta) = (st)a and 1Sa = a.

Definition 4.1.2. Let A and B be two left S-acts. A mapping α : A→ B is called

a homomorphism of left S-acts or just an S-morphism if (sa)α = s(aα) for all a ∈ A,

s ∈ S.

By using the same technique in Chapter 1, in the next definition defines a free

S-act.

Definition 4.1.3. [25] Let X be a non-empty set, FX(S) is a free S-act on X if

(i) there is a map α : X → FX(S);

(ii) for every S-act A and every map φ : X → A there exists a unique morphism

ψ : FX(S)→ A such that the diagram commutes.

X FX(S)

A

φ

α

ψ

We say that X is the set of (free) generators of FX(S). From standard universal

algebra we know that FX(S) exists. We now show how to give an explicit construc-

tion.

Lemma 4.1.4. [26] Let ∅ 6= X be a set. We make S×X into left S-act by defining

an action of S on S ×X by s(t, x) = (st, x). Clearly S ×X is a left S-act. Further

S ×X is the free left S-act on X.

Proof. Let α : X −→ S × X be given by xα = (1S, x). Let A be a left S-act and

ν : X −→ A be a function. Define θ : S ×X −→ A by (s, x)θ = s(xν). Then θ is
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an S-morphism since for any s ∈ S and x ∈ X,

(t(s, x))θ = (ts, x)θ

= (ts)(xν)

= t(s(xν))

= t((s, x)θ).

For any x ∈ X, xαθ = (1S, x)θ = 1S(xν) = xν and so αθ = ν and the diagram

X S ×X

A

ν

α

θ

commutes. It can be check that θ is unique S-morphism from S×X to A such that

the above diagram commutes. Suppose that ψ : S ×X −→ A is such that αψ = ν.

Then for any (s, x) ∈ S ×X,

(s, x)ψ = (s(1S, x))ψ = s((1S, x)ψ) = s(x(αψ)) = s(xν) = (s, x)θ.

It is convenient to use the following equivalent formulation for the free S-act on

X.

Let TX(S) be the set of all expression of the form sx, x ∈ X, s ∈ S, where

sx = s′x′ for s, s′ ∈ S, x, x′ ∈ X if and only if x = x′ and s = s′. We make TX(S) a

left S-act by putting t(sx) = (ts)x, and identify 1Sx with x. Clearly S×X ∼= TX(S)

where (s, x) 7−→ sx.

From now take FX(S) = TX(S). Notice

FX(S) =
⋃̇

x∈X
Sx
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where

Sx = {sx : s ∈ S}.

If |X| = n, we usually write Fn(S) for FX(S). If |X| = 1, say X = {x}, then

F1(S) = Sx and it is clear that Sx ∼= S, where S is regarded as a left ideal of S.

Let α ∈ EndFn(S). Notice that, each α ∈ EndFn(S) depends only on its action

on the free generators {xi : i ∈ {1, 2, · · · , n}} and it is therefore convenient to write

xiα = ωiαxiᾱ

where i ∈ {1, 2, · · · , n}, ᾱ ∈ Tn and (ω1
α, · · · , ωnα) ∈ Sn. For s ∈ S and i ∈

{1, 2, · · · , n},

(sxi)α = s(xiα) = sωiαxiᾱ.

We now define the “ wreath product” multiplication Sn × Tn by putting

(s1, · · · , sn, η)(t1, · · · , tn, µ) = (s1t1η, · · · , sntnη, ηµ),

under this multiplication, Sn × Tn becomes a monoid with identity (1, 1, · · · , 1, In)

where In is the identity transformation in Tn, and it is denoted S on Tn. This is a

special case of a more general notion of a wreath product (see for example [42]).

According to the next lemma it is easy to show that the wreath product multi-

plication is associative, which also will be shown in Chapter 6.

We remind the reader that if α ∈ EndFn(S), and u, v lie in the same indecom-

posable component, then uα, vα also lie in the same component. Thus α produces

a mapping from {xiS : 1 ≤ i ≤ n} to itself, which corresponds to ᾱ.

Lemma 4.1.5. For n ∈ N, EndFn(S) is isomorphic to S on Tn.
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Proof. Define ψ : EndFn(S) −→ Sn × Tn by

αψ = (ω1
α, ω

2
α, · · · , ωnα, ᾱ).

To prove that ψ is bijection. Let αψ = βψ, so,

(ω1
α, ω

2
α, · · · , ωnα, α) = (ω1

β, · · · , ωnβ , β)

where xiα = ωiαxiα, xiβ = ωiβxiβ. Therefore, for any sxi ∈ Fn(S) we have,

(sxi)α = s(xiα) = s(ωiαxiα) = s(ωiβxiβ) = s(xiβ) = (sxi)β

so that, α = β and ψ is one to one.

To prove ψ is onto let (s1, · · · , sn, η) ∈ Sn × Tn, and define α : Fn(S) −→ Fn(S)

by xiα = sixiη. Remark, ωiα = si, iα = iη, for all i, so α = η, and

αψ = (ω1
α, · · · , ωnα, α) = (s1, · · · , sn, η),

so that ψ is onto.

Now, to prove ψ is homomorphism. Let α, β ∈ EndFn(S). It is enough to show

that (αβ)ψ = (αψ)(βψ). For any i ∈ {1, · · · , n}

xiαβ = (ωiαxiα)β = ωiα(xiαβ) = ωiαω
iα
β xiαβ.

So (αβ)ψ = (ω1
αω

1α
β , · · · , ωnαωnαβ , αβ) = (ω1

α, · · · , ωnα, α)(ω1
β, · · · , ωnβ , β) = (αψ)(βψ),

as required.

Lemma 4.1.6. Let A = (s1, · · · , sn, τ) be an element in S on Tn. Then A is idem-

potent if and only if τ is idempotent and si = sisiτ for all i ∈ {1, 2, · · · , n}.

Proof. Let A = (s1, · · · , sn, τ). Then A2 = (s1s1τ , · · · , snsnτ , τ 2), so that A = A2 if
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and only if si = sisiτ , 1 ≤ i ≤ n, and τ = τ 2.

4.2 Green’s relations on G on Tn

Independence algebras are a class of universal algebras having sets of free generators

including freeG-acts over any groupG. In [17], Gould obtained results characterising

Green’s relations on End A, where A is an independence algebra. In this subsection

we prove explicitly the description of [17] for ≤L, ≤R, ≤J , L, R, H, D and J in

the special case of EndFn(G).

To proceed, we describe the subalgebras of Fn(G), as these will be the images of

endomorphisms of Fn(G).

Lemma 4.2.1. A subset A is a subalgebra of Fn(G) if and only if

A = Gxi1
⋃̇

Gxi2
⋃̇
· · ·
⋃̇

Gxim ,

for some 1 ≤ i1 < i2 < · · · < im ≤ n and 0 ≤ m ≤ n.

Proof. Let A be a subalgebra of Fn(G). We claim A = Gxi1
⋃̇
Gxi2

⋃̇
· · ·
⋃̇
Gxim ,

where 1 ≤ i1 < i2 < · · · < im ≤ n and 0 ≤ m ≤ n. Let gxk ∈ A; as A is a subalgebra

we obtain (hg−1)(gxk) ∈ A for all h ∈ G, hence hxk ∈ A, which proves one direction

of our claim.

The converse is clear.

For a subalgebra

A = Gxi1
⋃̇

Gxi2
⋃̇
· · ·
⋃̇

Gxim ,

where 1 ≤ i1 < i2 < · · · < im ≤ n and 0 ≤ m ≤ n, we say that rank of A, ρ(A), is

m. For α ∈ EndFn(G) we define ρ(α) to be ρ(Imα).

Lemma 4.2.2. For all α, β ∈ EndFn(G), we have the following:

(i) α ≤L β if and only if Imα ⊆ Im β;
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(ii) α ≤R β if and only if Ker β ⊆ Kerα;

(iii) ρ(αβ) ≤ ρ(α), ρ(β).

Proof. (i) It is clear that if α ≤L β in End Fn(G) then α ≤L β in TFn(G) and this im-

plies α = γβ for some γ ∈ End Fn(G) and from this we obtain Imα = Im γβ ⊆ Im β.

Conversely, suppose Imα ⊆ Im β, for each i ∈ {1, · · · , n} we have xiα ∈ Imα ⊆

Im β, so we choose ai ∈ Fn(G) such that xiα = aiβ. Now define ν ∈ End Fn(G)

by xiν = ai for i ∈ {1, · · · , n}. Then clearly xiνβ = aiβ = xiα. Hence we obtain

νβ = α which means α ≤L β.

(ii) If α ≤R β in End Fn(G) then α ≤R β in TFn(G) and this implies that α = βγ,

for some γ ∈ End Fn(G).

Let (x, y) ∈ Ker β so xβ = yβ. Then

xα = x(βγ) = (xβ)γ = (yβ)γ = y(βγ) = yα.

Hence, (x, y) ∈ Kerα so that Ker β ⊆ Kerα, as required.

Conversely, suppose Ker β ⊆ Kerα. Define γ : Fn(G) −→ Fn(G) by let Im β =

Gxi1
⋃̇
· · ·
⋃̇
Gxim and then define xijγ = ωjα, where ωjβ = xij , and xiγ = xi, for

all i /∈ {i1, · · · , im}.

Now, if ωjβ = ω
′
jβ = xij , then (ωj, ω

′
j) ∈ Ker β ⊆ Kerα so that ωjα = ω

′
jα, and

hence γ is well-defined.

As Fn(G) is free on Xn = {x1, · · · , xn}, γ must be a G-morphism. Let w ∈ Fn(G)

be such that w = gxk and let xkβ = hxij , then we have wβ = g(xkβ) = g(hxij) =

gh(wjβ) = (ghwj)β. Now, wβγ = (ghxij)γ = (gh)(xijγ) = (gh)(wjα) = (ghwj)α.

As wβ = (ghwj)β, and Ker β ⊆ Kerα, we have wα = (ghwj)α = wβγ. Hence,

α = βγ.
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(iii) We claim that for any τ, κ ∈ End Fn(G) that

ρ(τκ) ≤ ρ(κ) and ρ(τκ) ≤ ρ(τ).

Recall, ρ(τ) = ρ(Im τ) and let Im τ =
⋃̇
y∈YGy, where Y ⊆ Xn so that ρ(τ) = |Y |.

Since Im (τκ) = Im (τ)κ = (
⋃̇
y∈YGy)κ =

⋃̇
y∈YG(yκ) this implies that ρ(τκ) ≤

|Y | = ρ(τ). Now, ρ(κτ) = ρ(Imκτ) = ρ((Imκ)τ). As Imκτ ⊆ Im τ then we have

ρ(Imκτ) ≤ ρ(Im τ) this implies that ρ(κτ) ≤ ρ(τ). So that ρ(αβ) ≤ ρ(α), ρ(β).

Lemma 4.2.3. For all α, β ∈ End Fn(G), we have the following:

(i) α L β if and only if Imα = Im β;

(ii) α R β if and only if Kerα = Ker β;

(iii) α H β if and only if Imα = Im β and Kerα = Ker β;

(iv) α D β if and only if ρ(α) = ρ(β);

(v) α ≤J β if and only if ρ(α) ≤ ρ(β);

(vi) α J β if and only if ρ(α) = ρ(β);

(vii) D = J .

Proof. It is easy to prove (i) and (ii) by using the previous Lemma.

(iii) This is an immediate consequence of (i) and (ii).

ρ(α) = ρ(µβν) ≤ ρ(µβ) ≤ ρ(β) and ρ(β) = ρ(γαδ) ≤ ρ(γα) ≤ ρ(α), so that

ρ(α) = ρ(β).
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(iv) First to prove if ρ(α) = ρ(β) then α D β. Let ρ(α) = ρ(β), then Imα =⋃̇
y∈YGy, Im β =

⋃̇
z∈ZGz for some Y, Z ⊆ Xn with |Y | = |Z| = ρ(α) = ρ(β).

Suppose τ : Y −→ Z is a bijection and define τ : Imα −→ Im β by (gy)τ = g(yτ)

for all g ∈ G and y ∈ Y .

It is clear that τ is one to one since if (gy)τ = (hy
′
)τ this implies that g(yτ) =

h(y
′
τ) for all g, h ∈ G and y, y

′ ∈ Y . So, this forces yτ = y
′
τ and g = h. Since

τ is a bijection we obtain y = y
′
. Moreover, τ is onto since from the definition of

τ we have (gy)τ = g(yτ) for all g ∈ G, y ∈ Y and since τ is bijection so for all

gz ∈ Im β, pick y ∈ Y with yτ = z, then gy ∈ Imα and that gz = g(y)τ = (gy)τ .

Let γ = ατ so that γ ∈ End Fn(G). Note that Im γ = Im (ατ) = (Imα)τ = Im β, so

that β L γ. Now let u, v ∈ Fn(G), it is clear uα = vα if and only if (uα)τ = (vα)τ ,

as τ is one-one, so that Kerα = Kerατ = Ker γ, therefore, α R γ. Hence α D β.

Conversely, suppose α D β; then α R γ L β for some γ ∈ End Fn(G). It is clear

from (i) and (ii) Kerα = Ker γ and Im γ = Im β. Now Imα ∼= Fn(G)/Kerα =

Fn(G)/Ker γ ∼= Im γ and since ρ(α) = ρ(Imα) = ρ(Im γ) = ρ(γ) we obtain

ρ(α) = ρ(γ), moreover, ρ(γ) = ρ(Im γ) = ρ(Im β) = ρ(β) so that we obtain

ρ(α) = ρ(β).

(v) If α ≤J β then α = γβδ, so that by Lemma 4.2.2 (iii) we obtain

ρ(α) = ρ(γβδ) ≤ ρ(γβ) ≤ ρ(β).

Conversely, suppose ρ(α) ≤ ρ(β) and let Imα =
⋃̇
y∈YGy and Im β =

⋃̇
z∈ZGz

for some Y, Z ⊆ Xn; so that ρ(α) = |Y | and ρ(β) = |Z|. As ρ(α) ≤ ρ(β) so that

there is a one to one map ϕ : Y −→ Z, now let W = Im ϕ, so W ⊆ Z and |Y | = |W |.

Fix w0 ∈ W and define κ : Z −→ W by

zκ = z, for all z ∈ W,
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zκ = w0, for all z ∈ Z \W,

so that Imκ = W . Now define γ : Im β =
⋃̇
z∈ZGz −→

⋃̇
w∈WGw by zγ = zκ.

Clearly γ extends to a G-act morphism so βγ ∈ End Fn(G). Since Im βγ =

(Im β)γ = (
⋃̇
z∈ZGz)γ =

⋃̇
z∈ZGzγ =

⋃̇
z∈ZGzκ =

⋃̇
w∈WGw we have ρ(βγ) =

|W | = |Y | = ρ(α) and hence ρ(βγ) = ρ(α), so by (iv) we obtain βγ D α so βγ J α

as D ⊆ J , and hence α ≤J β.

(vi) If ρ(α) = ρ(β) then by (iv) α D β so that α J β as D ⊆ J .

Conversely, suppose α J β, then α = µβν, β = γαδ, for some µ, ν, γ, δ ∈

End Fn(G). By using Lemma 4.2.2 (iii) we obtain ρ(α) = ρ(µβν) ≤ ρ(µβ) ≤ ρ(β)

and ρ(β) = ρ(γαδ) ≤ ρ(γα) ≤ ρ(α), so that ρ(α) = ρ(β).

(vii) This is an immediate consequence of (iv) and (vi).

4.3 Idempotents in wreath products

In this section, our aim is to count the the number of idempotents for the endomor-

phism monoid of a free S-act of rankn. We first consider the case where S is a finite

group and move on to the general case where S is a finite monoid.

For A ∈ S on Tn, we define rankA = rankα, where A = (s1, s2, · · · , sn, α). In

the case where G is a group, this coincides with the usual notation of rank of an

endomorphism of the independence algebra Fn(G).

4.3.1 Idempotents in G on Tn

Consider the special case where G is a group.
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Corollary 4.3.1. Let G be a group and let A = (g1, · · · , gn, µ) be an element in

G on Tn. Then A is idempotent if and only if µ = µ2 and gj = 1 for all j ∈ Imµ.

Proof. From Lemma 4.1.6, A is idempotent if and only if µ = µ2 and gi = gigiµ,

i ∈ {1, 2, · · · , n}. As G is group, the latter is equivalent to giµ = 1 for all i ∈

{1, 2, · · · , n}, that is, gj = 1 for all j ∈ Imµ.

Lemma 4.3.2. Let G be a group. The number E(n,G) of idempotents in G on Tn

equals

E(n,G) =
n∑
k=1

(
n

k

)
kn−k|G|n−k.

Proof. Let A ∈ G onTn such that A = (g1, · · · , gn, µ) = A2 and |Imµ| = k where, k ∈

{1, 2, · · · , n}. There exist
(
n
k

)
possible images for an idempotent µ with |Imµ| = k.

Suppose those images are Y1, Y2, · · · , Y(nk)
, for each of those images there exist kn−k

idempotents of Tn with this image. In virtue of Corollary 3.2.4, we obtain
(
n
k

)
kn−k

idempotents of Tn with k elements in the image. By using Corollary 4.3.1, A = A2

if and only if µ = µ2 and gi = 1 for all i ∈ Imµ. However, gj is arbitrary elements

in G, for all j /∈ Imµ, so for any fixed µ = µ2 ∈ Tn, where |Imµ| = k there exist

|G|n−k choices for (g1, · · · , gn, µ), and then we obtain
(
n
k

)
kn−k|G|n−k idempotents in

G on Tn, and by using the sum rule the proof will be complete.

We remark that the technique of [24] may be used to show that the exponential

generating function of E(n,G) is

ψ(z) ≡ exp(zez|G|) =
∞∑
n=0

E(n,G)

n!
zn.

The next example explain how the previous corollary works:

Example 4.3.3. Let G = {1, a, a2} be a finite group, and n = 3. To count the

number of idempotent in G o3 T3 (recall that if A ∈ G o3 T3 means A = (g1, g2, g3, µ),

where g1, g2, g3 ∈ G and µ ∈ T3).
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It is clear that

G3 ={(1, 1, 1), (a, a, a), (a2, a2, a2), (1, a, a2), (a, 1, a2), (a, a2, 1), (1, 1, a),

(1, a, 1), (a, 1, 1), (1, 1, a2), (1, a2, 1), (a2, 1, 1), (a, a, 1), (a, 1, a),

(1, a, a), (a, a, a2), (a, a2, a), (a2, a, a), (a2, a2, a), (a2, a, a2), (a, a2, a2),

(a2, a2, 1), (a2, 1, a2), (1, a2, a2), (a2, a, 1), (a2, 1, a), (1, a2, a)},

so, |G3| = 27 = |G|3 = 33.

Since n = 3 we have 3 cases to find an idempotent in G o3 T3;

Case 1 If µ ∈ T3 and rankµ = 1 (|Imµ| = 1). There are 3 idempotent elements in

T3 having rank 1:

c1 =

 1 2 3

1 1 1

 c2 =

 1 2 3

2 2 2

 c3 =

 1 2 3

3 3 3

 .

Now, if (g1, g2, g3, c1) is idempotent, then by using Corollary 4.3.1, we obtain

g1 = 1, and in this case it is obvious that there are 3 choices for g2 and for g3,

and they are either 1, a or a2. Therefore, we have 9 idempotent elements in

G o3 T3 of the form (g1, g2, g3, c1):

(1, 1, 1, c1), (1, a, a2, c1), (1, 1, a, c1), (1, a, 1, c1),

(1, 1, a2, c1), (1, a2, 1, c1), (1, a2, a, c1), (1, a, a, c1),

(1, a2, a2, c1).

Similarly if µ = c2 or c3. Hence, if rankµ = 1 there are 27 idempotent elements

in G o3 T3.

Case 2 If µ ∈ T3 and rankµ = 2 (|Imµ| = 2). There are 6 idempotent elements in
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T3 having rank 2:

α1 =

 1 2 3

2 2 3

 α2 =

 1 2 3

3 2 3

 α3 =

 1 2 3

1 2 1



α4 =

 1 2 3

1 2 2

 α5 =

 1 2 3

1 3 3

 α6 =

 1 2 3

1 1 3

 .

If µ = α1 this implies Imµ = {2, 3} so, by Corollary 4.3.1, we obtain g2 =

g3 = 1. Hence, there are 3 choices for g1. So, there are 3 idempotent elements

in G o3 T3 of the form (g1, g2, g3, α1):

(1, 1, 1, α1), (a, 1, 1, α1), (a2, 1, 1, α1).

Similarly there are 3 idempotent elements (g1, g2, g3, µ) for any µ = µ2 ∈ T3

with rankµ = 2. Hence, if rankµ = 2 there are 18 idempotent elements in

G o3 T3.

Case 3 If µ ∈ T3 and rankµ = 3 (|Imµ| = 3). There is only one idempotent

element in T3 has rank = 3, and it is

I =

 1 2 3

1 2 3

 .

Now, if µ = I this yields Imµ = {1, 2, 3} and so that, by using Corollary 4.3.1,

we will obtain only one idempotent element in G o3 T3, which is (1, 1, 1, µ).

In order to count all idempotent elements in G o3 T3, we must count all idem-

potent elements in three cases together to obtain (3 × 9) + (6 × 3) + 1 =

27 + 18 + 1 = 46.

Using the formula in Lemma 4.3.2, we obtain the same result.

In the case |G| = 1, that implies G on Tn ∼= Tn, and Lemma 4.3.2 reduced to the
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formula in Corollary 3.2.4.

4.3.2 Idempotents in S on Tn

We now proceed to count the number of idempotent elements in S on Tn , where S

is a finite monoid.

Let E(S) be the set of all idempotent elements in S. For A ∈ S on Tn, recall that

rankA = rank τ , where A = (s1, · · · , sn, τ). Using Lemma 4.1.6, A is idempotent if

and only if τ = τ 2 and si = sisiτ for all i ∈ {1, 2, · · · , n}. Consequently, for i ∈ Im τ ,

it follows si ∈ E(S).

The next result calculates the number of idempotents in S on Tn.

Theorem 4.3.4. Let S be a finite monoid. Let f ∈ E(S) and put

P (f) = |{s ∈ S : sf = s}|.

Now define

P = {P (e) : e ∈ E(S)},

and for l ∈ P let

m(l) = |{e ∈ E(S) : P (e) = l}|.

The number I (n, S) of idempotents in S on Tn equals

I(n, S) =
n∑
r=1

(
n

r

)  ∑
(l1,··· ,lr)∈Pr

m(l1) · · · · ·m(lr)(l1 + · · ·+ lr)
n−r

 .

Proof. Suppose that I (n, S) be the number of idempotents in S on Tn, and I (n, r, S)

be the number of idempotents of rank r.
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Then

I (n, S) =
n∑
r=1

I (n, r, S).

Let

I
′
(n, r, S) = |{A = (s1, · · · , sn, τ) : A = A2, and Im τ = {1, 2, · · · , r}}|

be the number of idempotents A = (s1, · · · , sn, τ) where Im τ = {1, · · · , r}.

Note that, τ = τ 2 so jτ ∈ {1, · · · , r} for r + 1 ≤ j ≤ n.

Claim,

I (n, r, S) =

(
n

r

)
I
′
(n, r, S).

Clearly, for any subset T ⊆ {1, 2, · · · , n}, with |T | = r, we have

I
′
(n, r, S) = |{A = (s1, · · · , sn, κ) : A = A2, Imκ = T}|.

Since there are
(
n
r

)
possible images for idempotent κ with Imκ = T , we have

I (n, r, S) =

(
n

r

)
I
′
(n, r, S).

Our first aim is to show how many A = A2 such that

A =

e1, · · · , er, sr+1, · · · , sn, τ =

 1 2 3 · · · r r + 1 · · · n

1 2 3 · · · r (r + 1)τ · · · nτ

 ,

where Im τ = {1, 2, · · · , r} and e1, · · · , er are fixed idempotents.

Let e1, e2, · · · , er ∈ E(S), and

I
′
(e1, e2, · · · , er, n, r, S) = |{A = (e1, e2, · · · , er, sr+1, · · · ,sn, τ) : A = A2,

Im τ = {1, · · · , r}}|.
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Recall that

P (ei) = |{s ∈ S : sei = s}|.

We are going to prove that

I
′
(e1, e2, · · · , er, n, r, S) = (P (e1) + P (e2) + · · ·+ P (er))

n−r.

Note that any idempotent τ ∈ Tn with Im τ = {1, 2, · · · , r} determines and is

determined by a labelled partition of {r + 1, · · · , n} into subsets N1, · · · , Nr with

|Ni| = ki and k1 + · · ·+ kr = n− r.

Notice that, we say “partition” but we allow some ki to be 0, i.e., some Ni to be

empty. The labelled partition corresponds to Ker τ where

Ker τ = {{1} ∪N1, {2} ∪N2, · · · , {r} ∪Nr},

so that Njτ = j if Nj 6= ∅.

Given any k1, · · · , kr ≥ 0 with k1 + · · ·+kr = n−r, there are (n−r)!
k1!···kr! labelled par-

titions of {r+ 1, · · · , n}, each corresponding to τ = τ 2 where Niτ = i and |Ni| = ki,

1 ≤ i ≤ r, [21, 37]. For each τ there are P (e1)k1 · · ·P (er)
kr choices of sr+1, · · · , sn.

Thus

I
′
(e1, e2, · · · , er, n, r, S) =

∑
k1+···+kr=n−r

(n− r)!
k1! · · · kr!

P (e1)k1 · · ·P (er)
kr .

From the “multinomial Formula”, [21, 37],

I
′
(e1, e2, · · · , er, n, r, S) = (P (e1) + · · ·P (er))

n−r. (*)

For illustration, we now present an alternative way of counting idempotents, to

verify directly the formula (*).

We again ask ourselves how to count the number of idempotents
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A = (e1, · · · , er, sr+1, · · · , sn, τ), where τ =

 1 2 3 · · · r r + 1 · · · n

1 2 3 · · · r (r + 1)τ · · · nτ


and e1, · · · , er are fixed idempotents.

For j ∈ {r + 1, · · · , n}, jτ ∈ {1, · · · , r}. Given jτ , we know that sj must be

chosen such that sj = sjsjτ , and this is the only constraint on the choice of sj and

jτ for r + 1 ≤ j ≤ n.

Thus

I
′
(e1, e2, · · · , er, n, r, S) = number of ways of choosing the pairs (sj, jτ);

=
∏

r+1≤j≤n

(number of ways of choosing (sj, jτ)).

Now for any j ∈ {r + 1, · · · , n}, if jτ = l we have P (el) choices for sj.

So there are P (e1) + · · ·+ P (er) choices for (sj, jτ).

Thus

I
′
(e1, e2, · · · , er, n, r, S) = (P (e1) + · · ·+ P (er))

n−r

as required.

Now, returning to the main argument

I
′
(n, r, S) =

∑
e1,e2,··· ,er∈E(S)

I
′
(e1, e2, · · · , er, n, r, S)

=
∑

(e1,e2,··· ,er)∈E(S)r

(P (e1) + · · ·+ P (er))
n−r.

As

P = {P (e) : e ∈ E(S)},
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and for l ∈ P let

m(l) = |{e ∈ E(S) : P (e) = l}|.

Then

I
′
(n, r, S) =

∑
(l1,··· ,lr)∈Pr

m(l1) · · · · ·m(lr)(l1 + · · ·+ lr)
n−r.

From the above, the formula for I(n, S) can be written as

I(n, S) =
n∑
r=1

(
n

r

)  ∑
(l1,··· ,lr)∈Pr

m(l1) · · · · ·m(lr)(l1 + · · ·+ lr)
n−r

 .

Theorem 4.3.4 simplifies substantially in the case that S is a finite group.

In this case, E(S) = {f} where f is the idempotent of S,

P (f) = |{s ∈ S : sf = s}| = |S|,

P = {P (e) : e ∈ E(S)} = {|S|},

m(l) = |{e ∈ E(S) : P (e) = l}| = 1.

Now in the formula

I
′
(n, r, S) =

∑
(l1,··· ,lr)∈Pr

m(l1) · · · · ·m(lr)(l1 + · · ·+ lr)
n−r

we have first one element (|S|, · · · , |S|) ∈ Pr and, m(|S|) = 1, so I
′
(n, r, S) reduce

to

I
′
(n, r, S) = (r|S|)n−r

= rn−r|S|n−r.
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Hence,

I(n, S) =
n∑
r=1

(
n

r

)
rn−r|S|n−r,

which exactly what we got in Lemma 4.3.2.

4.3.3 Example

To implement the formula, we need only identify the idempotents E(S) of S, and

for each e ∈ E(S), calculate P (e). This immediately gives us P and m(l) for each

l ∈ P .

We will demonstrate the formula of counting the number of idempotents S on Tn

by the following worked example:

Example 4.3.5. Let S = {0, 1, a}, where a2 = 1, and n = 3. We want to count the

number of idempotents in S o3 T3.

We know that for e ∈ E(S),

P (e) = |{s ∈ S : se = s}|,

so

P (e1) = P (1) = |{s ∈ S : s · 1 = s, }| = 3,

and

P (e2) = P (0) = |{s ∈ S : s · 0 = s}| = 1.

Also, since

P = {P (e) : e ∈ E(S)},

and

m(l) = |{e ∈ E(S) : P (e) = l}|,

we obtain P = {3, 1}, where l1 = 3 and l2 = 1, and m(l1) = 1, m(l2) = 1.
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Now we have the parameters P , l1, l2,m(l1) and m(l2), we apply the formula to

give

I (3, S) =

(
3

1

)
(32 + 12) +

(
3

2

)
((1 + 1) + (1 + 3) + (3 + 1) + (3 + 3)) +

(
3

3

)
(8)

= 30 + 48 + 8

= 86.

For the last summand, notice we are merely counting the choices for (p, q, r) ∈ P3.

For the illustrations, we now give a detailed verification.

Since n = 3 we have 3 cases to find an idempotent in S o3 T3:

Case 1 If τ ∈ T3 and rank τ = 1 = r. There are 3 idempotent elements in T3 having

rank 1: c1, c2, and c3.

By using the formula to count the number of idempotent where n = 3, and

r = 1, we have the following:

I(3, 1, S) =

(
3

1

)
I
′
(3, 1, S),

where

I
′
(3, 1, S) =

∑
l∈P1

m(l)l2 = 1 · 32 + 1 · 12 = 10.

This is because if A = (s1, s2, s3, c1), then s1 = s2
1, s2 = s2s1, and s3 = s3s1.

We have two choices for s1, which are 0 and 1. When s1 = 0 there is one

choice for s2 and for s3, which is 0. When s1 = 1 there are 3 choices for s2 and

for s3 and they are either 0, 1, a. Therefor, we have 9 idempotent elements in

S o3 T3 of the form (1, s2, s3, c1). Hence we will have 10 idempotent elements

in S o3 T3 of the form (s1, s2, s3, c1).

Similarly, for τ = c2 or c3.

81



Therefore,

I(3, 1, S) =

(
3

1

)
I
′
(3, 1, S) = 30,

is the number of idempotent in S on Tn when rank τ = 1.

Case 2 If τ ∈ T3 and rank τ = 2 = r. There are 6 idempotent elements in T3 having

rank 2. By using the formula we will obtain

I(3, 2, S) =

(
3

2

)
I
′
(3, 2, S),

where

I
′
(3, 2, S) =

∑
(l1,l2)∈P2

m(l1)m(l2)(l1 + l2)3−2

= m(l1)m(l1)(l1 + l1) +m(l1)m(l2)(l1 + l2)

+m(l2)m(l1)(l2 + l1) +m(l2)m(l2)(l2 + l2)

= 16.

Because if A = (s1, s2, s3, τ) and τ =

 1 2 3

1 2 1

 for instance, then s1 = s2
1,

s2 = s2
2 and s3 = s3s1. So, there are two choices for s1 and for s2, which are

0 and 1. When s1 = 0, s2 will be either 0 or 1, and in each case s3 will be

0. If s1=1, s2 will be either 0 or 1 and in each case s3 will be either 0,1 or a.

Therefore, we will obtain 8 idempotent elements in this situation. Now, since

there are two idempotents in T3 have the same image which is {1, 2}, so we

have 16 idempotent elements for them together.

The total number of idempotents in S o3 T3 where rank τ = 2 = r is

I(3, 2, S) =

(
3

2

)
I
′
(3, 2, S) = 48.
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Case 3 If τ ∈ T3 and rank τ = 3 = r. There is only one idempotent element in T3

has rank 3, and it is

I =

 1 2 3

1 2 3

 .

By using the formula we will obtain

I(3, 3, S) =

(
3

3

)
I
′
(3, 3, S),

where

I
′
(3, 3, S) =

∑
(l1,l2,l3)∈P3

m(l1)m(l2)m(l3)(l1 + l2 + l3)3−3 = 8.

As A = (s1, s2, s3, I), such that s1 = s2
1, s2 = s2

2 and s3 = s2
3. Hence, there

are two choices for each of s1, s2 and s3 which are either 0 or 1. Hence we will

obtain 8 idempotent elements in this situation.

So, the total number of idempotents in S o3 T3 where rank τ = 3 = r is

I(3, 3, S) =

(
3

3

)
I
′
(3, 2, S) = 8.

Now, since

I (3, S) =
3∑
r=1

I (3, r, S) = 30 + 48 + 8 = 86

idempotents in S o3 T3.

We can find the number of idempotents in S o3 T3 in another way.

We know that,

I (n, S) =
n∑
r=1

I (n, r, S)

where

I (n, r, S) =

(
n

r

)
I
′
(n, r, S)
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and

I
′
(n, r, S) =

∑
(e1,e2,··· ,er)∈E(S)r

(P (e1) + · · ·+ P (er))
n−r.

So, if τ ∈ T3 and rank τ = 1 = r we have

I
′
(3, 1, S) =

∑
er∈E(S)

P (er)
3−1 = 32 + 12 = 10.

So, the number of idempotents in S o3 T3 where rank τ = 1 = r is

I (3, 1, S) =

(
3

1

)
I
′
(3, 1, S) = 30.

Now, if τ ∈ T3 and rank τ = 2 = r, this implies that

I
′
(3, 2, S) =

∑
(e1,e2)∈E(S)2

(P (e1) + P (e2))3−2

= P (e1) + P (e1) + P (e1) + P (e2)

+ P (e2) + P (e1) + P (e2) + P (e2)

= 16

and the number of idempotents in S o3 T3 where rank τ = 2 = r is

I (3, 2, S) =

(
3

2

)
I
′
(3, 2, S) = 48.

Also, where τ ∈ T3 and rank τ = 3 = r, we will have

I
′
(3, 3, S) =

∑
(e1,e2,e3)∈E(S)3

(P (e1) + P (e2) + P (e3))3−3 = 8

and the number of idempotents in S o3 T3 where rank τ = 3 = r is

I (3, 3, S) =

(
3

3

)
I
′
(3, 3, S) = 8

and so
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I (3, S) =
3∑
r=1

I (3, r, S) = 30 + 48 + 8 = 86,

verifying our earlier result for the number of idempotents in S o3 T3.
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Chapter 5

Monoids of partial endomorphisms

The aim of this chapter is to study the monoid PT A of partial endomorphisms of

an independence algebra A. In the first section we define the monoid PT A, and

verify that the monoid PT A is a submonoid of PT A.

In Section 5.2 we focus on the special case where A is the free left G-act Fn(G) =⋃̇n

i=1Gxi of rankn. If G is trivial then clearly PT Fn(G) is isomorphic to PT n. In the

case where G is non-trivial, we prove that PT Fn(G) is isomorphic to EndFn(G)0,

the endomorphism monoid of the left G-act given by Fn(G)0 = Fn(G)∪̇{0}, where

{0} is a trivial left G-act. As an alternative description, we show that PT Fn(G) is

embedded via ϕ in G0 on+1 Tn,0, where G0 is the group G with 0 adjoined and Imϕ

is the monoid

Kn(G)0 = {(0, g1, · · · , gn, α) : iα = 0 if and only if gi = 0

where 1 ≤ i ≤ n and α ∈ Tn,0}.

In Subsection, 5.2.1 the formula to count the number of idempotents in PT Fn(G)

is found. In Subsection 5.2.2 we describe Green’s relations on PT Fn(G). In Subsec-

tion 5.2.3 we describe some of the ideals of Kn(G)0 in terms of the ideals of Tn,0.

Finally, the formula to count the number of nilpotents in PT Fn(G) is given in
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Section 5.3.

The recommend references of this chapter are [15], [17], [22], [23], [25] and [40].

5.1 Semigroups PT A and PT A

Let A be an algebra and A the universe of A. The semigroup of all partial maps

from A to A is denoted by PT A, and the semigroup of all morphisms B→ C, where

B, C are subalgebras of A is denoted by PT A.

The following lemma shows that PT A is a submonoid of PT A.

Lemma 5.1.1. The semigroup PT A is a submonoid of PT A.

Proof. Let α, β ∈ PT A such that α : B → C and β : D → W be morphisms.

Since Imα and Dom β are subuniverses of C and D, respectively, and by using

Theorem 2.1.13 and Theorem 2.1.16, we get Domαβ = [Imα ∩ Dom β]α−1, and

Imαβ = [Imα ∩ Dom β]β are subuniverses of B and W, respectively. We define

the composition of α and β as x(αβ) = (xα)β for all x ∈ Domαβ. Thus αβ is a

map between two subuniverses.

Now to show that αβ ∈ PT A, which means for all b1, · · · , bn ∈ Domαβ and

terms t(b1, · · · , bn),

(t(b1, · · · , bn))(αβ) = t(b1(αβ), · · · , bn(αβ)).

Notice that,

(t(b1, · · · , bn))(αβ) = (t(b1, · · · , bn)α)β

= t(b1α, · · · , bnα)β (as α is morphism)

= t((b1α)β, · · · , (bnα)β) (as β is morphism)

= t((b1(αβ), · · · , bn(αβ)).

Clearly, the identity IA of PT A is an automorphism, so IA ∈ PT A.
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It is worth mentioning that PT A has the empty map if and only if the empty

set ∅ is a subalgebra if and only if A has no constants.

5.2 Semigroups PT Fn(G)

The semigroup of all morphisms B→ C, where B, C are subalgebras of Fn(G), is

denoted by PT Fn(G).

Let α ∈ PT Fn(G). Then α can be represented by

α =

 xi1 · · · xik

gαi1xi1α · · · gαikxikα

 ,

where α ∈ PT n, gαi1 , · · · , g
α
ik
∈ G, and xilα = gαilxilα . Moreover, every choice of

β ∈ PT n with Dom β = {j1, · · · , jt}, where 1 ≤ j1 < · · · < jt ≤ n, t ≥ 0 and

hβj1 , · · · , h
β
jt
∈ G, gives

β =

 xj1 · · · xjt

hβj1xj1β · · · hβjtxjtβ

 ∈ PT Fn(G).

It is obvious that, if G is trivial, then in this case EndFn(G) will be isomorphic

to Tn and PT Fn(G) to PT n.

Consider the G-act Fn(G)0 = Fn(G)∪̇{0}, where G is non-trivial and {0} is

a trivial G-act. As each α ∈ EndFn(G)0 depends only on its action on the free

generators {xi : i ∈ {1, 2, · · · , n}}, therefore,

xiα = gαi xiα,

for some gαi ∈ G, where gαi is uniquely defined if iα 6= 0 for all i, where 1 ≤ i ≤ n.
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Note, 0α = 0 so α ∈ Tn,0. Moreover, for α, β ∈ EndFn(G)0, α = β if and only if

xiα = xiβ for all i ∈ {1, · · · , n}.

Remark 5.2.1. Let G 6= {e}. If α ∈ EndFn(G)0, we can not have 0α = gxi, for some

g ∈ G and i ∈ {1, 2, · · · , n}, which means any α ∈ EndFn(G)0 must fix 0.

Proof. Let h ∈ G, h 6= e. If 0α = gxi, then h(gxi) = h(0α) = (h.0)α = 0α = gxi, so

we will get hg = g, giving h = e, and that is a contradiction.

The proof of the following is similar to the proof of Lemma 3.3.9.

Lemma 5.2.2. Let G 6= {e}. For n ∈ N, PT Fn(G) is isomorphic to EndFn(G)0.

Proof. Define γ : PT Fn(G) → End Fn(G)0 by

αγ = α where 0α = 0

and

(gxi)α =


(gxi)α if gxi ∈ Domα;

0 if gxi ∈ Fn(G) \Domα.

We show that α is a G-act morphism, that means we need g(aα) = (ga)α for all

g ∈ G and a ∈ Fn(G)0.

If a = 0, then g(0α) = g.0 = 0 = (g.0)α, since α fixes 0.

Now consider a = hxi. Observe that xi ∈ Dom α if and only if hxi ∈ Domα for

all h ∈ G. If hxi ∈ Domα, then for any g ∈ G, ghxi ∈ Domα and so

(ghxi)α = (ghxi)α

= g((hxi)α) (as α is morphism)

= g((hxi)α). (as hxi ∈ Domα)

On the other hand, if hxi /∈ Domα, then ghxi /∈ Domα for all g ∈ G, and we have

(ghxi)α = 0 = g0 = g((hxi)α).
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To prove γ is bijection. Let αγ = βγ, we know that α and β fix 0. For an element

gxi, αγ = βγ implies that (gxi)αγ = (gxi)βγ, for all i. We have gxi ∈ Fn(G)\Domα

if and only if (gxi)α = 0 if and only if (gxi)β = 0 if and only if gxi ∈ Fn(G)\Dom β

for all i. Hence, Domα = Dom β. Moreover, if gxi ∈ Domα = Dom β this implies

that (gxi)α = (gxi)α = (gxi)β = (gxi)β, so that α = β and, therefore, γ is one to

one.

To prove γ is onto. Let η ∈ EndFn(G)0. Define η
′ ∈ PT Fn(G) by

Dom η
′
= {gxi ∈ Fn(G) : (gxi)η 6= 0},

and for all gxi ∈ Dom η
′
, (gxi)η

′
= (gxi)η. To show Dom η

′
is a subalgebra of Fn(G),

we claim Dom η
′

= Gxi1
⋃̇
Gxi2

⋃̇
· · ·
⋃̇
Gxim where 1 ≤ i1 < i2 < · · · < im ≤ n.

Let gxk ∈ Dom η
′

for some 1 ≤ k ≤ n, so that by the definition of Dom η
′

we

have (gxk)η 6= 0 and (gxk)η
′

= (gxk)η. Where h ∈ G we want hgxk ∈ Dom η
′
.

We have (hgxk)η = h((gxk)η), since η ∈ EndFn(G)0, therefore, h((gxk)η) 6= 0 as

(gxk)η 6= 0. So hgxk ∈ Dom η
′
. Hence Dom η

′
is a subalgebra of Fn(G). It is

obvious that η
′

is a G-act morphism, as for any gxi ∈ Dom η
′

and h ∈ G we have

h((gxi)η
′
) = h((gxi)η) = (hgxi)η = (hgxi)η

′
.

Now,

(gxi)η
′
γ = (gxi)η

′ =


(gxi)η

′
if gxi ∈ Dom η

′
;

0 if gxi ∈ Fn(G) \Dom η
′
.

=


(gxi)η if gxi ∈ Dom η

′
;

0 if gxi ∈ Fn(G) \Dom η
′
.

For gxi ∈ Fn(G)\Dom η
′
, we must have by the definition of Dom η

′
that (gxi)η = 0.
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Therefore,

(gxi)η
′
γ = (gxi)η

′ =


(gxi)η if gxi ∈ Dom η

′
;

(gxi)η if gxi ∈ Fn(G) \Dom η
′
.

Moreover, since η, η′ ∈ EndFn(G)0, so η, η′ must fix 0, which means 0 = 0η = 0η′ .

So for all elements of Fn(G)0, η and η′ agree, hence η
′
γ = η, so that γ is onto.

To show γ is homomorphism. Let α, β ∈ PT Fn(G). We want to prove that

(αβ)γ = αγβγ. We have for all i,

(gxi)(αβ)γ = (gxi)αβ =


(gxi)αβ if gxi ∈ Domαβ;

0 if gxi ∈ Fn(G) \Domαβ;

=


(gxi)αβ if gxi ∈ Domα and (gxi)α ∈ Dom β;

0 if gxi ∈ Fn(G) \Domαβ.

Furthermore, since αβ ∈ EndFn(G)0, we have 0 = 0αβ. On the other hand,

(gxi)(αγβγ) = (gxi)αβ. It is clear that α, β ∈ EndFn(G)0, hence we get 0(αβ) =

(0α)β = 0β = 0 = 0αβ. If gxi ∈ Domαβ, then gxi ∈ Domα and (gxi)α ∈ Dom β,

so that we get (gxi)αβ = ((gxi)α)β = ((gxi)α)β = ((gxi)α)β = (gxi)αβ = (gxi)αβ.

Otherwise, gxi /∈ Domαβ. So gxi /∈ Domα or gxi ∈ Domα and (gxi)α /∈ Dom β.

Then

(gxi)αβ = ((gxi)α)β =


0β if gxi /∈ Domα;

((gxi)α)β if gxi ∈ Domα and (gxi)α /∈ Dom β.
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=


0 if gxi /∈ Domα;

0 if gxi ∈ Domα and (gxi)α /∈ Dom β.

Therefore,

(gxi)αβ =


(gxi)αβ if gxi ∈ Domαβ;

0 if gxi /∈ Domαβ,

and so (αβ)γ = αγβγ, as required.

As we explained in Chapter 4, it has long been known that the endomorphism

monoid of a free G-act on n free generators is isomorphic to a wreath product GonTn.

By the wreath product G0 on+1 Tn,0 we mean G0 on+1 Tn+1, where we are using the set

{0, 1, · · · , n} rather than {1, · · · , n+ 1}. So G0 on+1 Tn,0 is the monoid consisting of

elements of the form (g0, g1, · · · , gn, α), such that g0, g1, · · · , gn ∈ G0 and α ∈ Tn,0.

We know from Chapter 3 that the subset Tn,0 is a submonoid of Tn,0, from which

we obtain that G0 on+1 Tn,0 = {(g0, g1, · · · , gn, α) : α ∈ Tn,0} is a submonoid of the

wreath product G0 on+1 Tn,0.

Lemma 5.2.3. Let G 6= {e}. For n ∈ N, PT Fn(G) is embedded in G0 on+1 Tn,0.

Proof. Let α ∈ PT Fn(G), where α ∈ PT n, we described α by

α =

 xi1 · · · xik

gαi1xi1α · · · gαikxikα

 .
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First, let α
′ ∈ Tn,0 be given by, for 0 ≤ i ≤ n,

iα
′
=


iα if i ∈ Domα (i.e., xi ∈ Domα);

0 if i /∈ Domα (i.e., xi /∈ Domα);

0 if i = 0.

Notice that, gαi is defined and lies in G for all i such that iα
′ 6= 0, and we put gαi = 0

for all i such that iα
′
= 0.

Let ϕ : PT Fn(G) → G0 on+1 Tn,0 be given by

αϕ = (gα0 , g
α
1 , · · · , gαn , α

′
).

To prove ϕ is an embedding, we have to show that ϕ is homomorphism and one

to one. To prove ϕ is homomorphism let α, β ∈ PT Fn(G), with the aim to show

(αβ)ϕ = αϕβϕ.

Note that,

αϕβϕ = (gα0 g
β

0α′
, gα1 g

β

1α′
, · · · , gαng

β

nα′
, α
′
β
′
)

and

(αβ)ϕ = (gαβ0 , gαβ1 , · · · , gαβn , (αβ)
′
).

Observe that α
′
β
′

= (αβ)
′

follows from the proof below, together with the fact

that α→ α
′

in the standard embedding of PT n in Tn,0.

For α, β ∈ PT Fn(G), we want to show that αβ = αβ. Each side of the equality

has domain a subalgebra, so we first need to check

i ∈ Domαβ ⇔ i ∈ Domαβ,

and in this case iαβ = iαβ.
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Now,

i ∈ Domαβ ⇔ i ∈ Domα and iα ∈ Dom β

⇔ xi ∈ Domα and xiα ∈ Dom β

⇔ xi ∈ Domα and xiα ∈ Dom β (as Dom β is a subact)

⇔ xi ∈ Domαβ

⇔ i ∈ Domαβ.

If i ∈ Domαβ, then xiαβ = (gαi xiα)β = gαi g
β
iαxiαβ and xiαβ = gαβi xiαβ, so

iαβ = iαβ, gives αβ = αβ.

Clearly, gα0 g
β

0α′
= 0 = gαβ0 . Let 1 ≤ i ≤ n, then

gαi g
β

iα′
= 0⇔


gαi = 0 or;

gαi 6= 0 and gβ
iα′

= 0

⇔


xi /∈ Domα or;

xi ∈ Domα and xiα /∈ Dom β

⇔


xi /∈ Domα or;

xi ∈ Domα and xiα /∈ Dom β

⇔ xi /∈ Domαβ ⇔ gαβi = 0.

If gαβi 6= 0, then

gαβi xiαβ = xiαβ = (xiα)β = (gαi xiα)β = gαi g
β
iαxiαβ.

From this we obtain

gαβi = gαi g
β

iα′
.
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Hence ϕ is homomorphism. It is obvious ϕ is one to one. Therefore, ϕ is an

embedding.

Note that ϕ is not a monoid embedding as if I is the identity of PT Fn(G) then

Iϕ = (0, e, · · · , e, In,0), where In,0 is the identity of Tn,0.

5.2.1 Idempotents in PT Fn(G)

In this subsection our aim is to count the number of idempotents in PT A where A

is Fn(G) and where G is group.

Let

Kn(G)0 = {(0, g1, · · · , gn, α) : iα = 0 if and only if gi = 0

where 1 ≤ i ≤ n and α ∈ Tn,0}.

Observe that Kn(G)0 = Imϕ in Lemma 5.2.3, so that Kn(G)0 is a monoid with

identity (0, e, · · · , e, In,0) and the multiplication given by

(0, k1, · · · , kn, α)(0, u1, · · · , un, β) = (0, k1u1α, · · · , knunα, αβ).

Since ϕ is an embedding, we have PT Fn(G)
∼= Kn(G)0 ∼= EndFn(G)0.

Corollary 5.2.4. Let G0 be G with a 0 adjoined, and A = (0, g1, · · · , gn, α) be an

element in Kn(G)0. The following statements are equivalent:

(i) A is idempotent;

(ii) α is idempotent and for all i, where i ∈ {1, · · · , n}, with iα 6= 0, gigiα = gi;

(iii) for all i, where i ∈ {1, · · · , n}, with iα 6= 0, giα = 1.

Proof. Let A = (0, g1, · · · , gn, α) ∈ Kn(G)0, so that A2 = (0, g1g1α, · · · , gngnα, α2).
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By using the fact gi = 0 if and only if iα = 0, we have

A = A2 ⇔ α = α2 and for all i ∈ {1, · · · , n}, gi = gigiα,

⇔ α = α2 and for all i ∈ {1, · · · , n} with iα 6= 0, gi = gigiα,

⇔ α = α2 and for all i ∈ {1, · · · , n} with iα 6= 0, giα = 1.

It is worth mentioning that in PT Fn(G) if Im α and Dom β are disjoint then αβ

(under composition of partial functions in PT Fn(G)) is 0, (where 0 represents the

empty map).

Let (0, g1, · · · , gn, c0) ∈ Kn(G)0, where c0 ∈ Tn,0 is the zero of Tn,0, i.e., the

constant map with image 0. Then by definition of Kn(G)0 we have gi = 0 for all

i ∈ {1, · · · , n}. Thus (0, · · · , 0, c0) is the only element of Kn(G)0 with final co-

ordinate c0. Notice that (0, · · · , 0, c0) ∈ E (Kn(G)0) (the set of idempotent elements

in Kn(G)0). Remark here that (0, · · · , 0, c0) is the zero of Kn(G)0, to show that let

(0, h1, · · · , hn, α) be any element in Kn(G)0, then

(0, h1, · · · , hn, α)(0, · · · , 0, c0) = (0, · · · , 0, c0),

and

(0, · · · , 0, c0)(0, h1, · · · , hn, α) = (0, · · · , 0, c0).

This implies (0, · · · , 0, c0) is the zero of Kn(G)0.

Corollary 5.2.5. Let G 6= {e}. The number I(n,G) of idempotents in Kn(G)0

equals

I(n,G) =

[
n∑
k=1

n∑
l=k

(
n

l

)(
l

k

)
kl−k|G|l−k

]
+ 1.

Proof. We count the possibilities for A = (0, g1, · · · , gn, α) ∈ Kn(G)0, where α ∈

PT n and α ∈ Tn,0 is defined in Lemma 3.3.9, to be idempotent.
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If |Imα| = 0, then α = ∅, so that α = c0 and we already remarked that

(0, · · · , 0, c0) ∈ E (Kn(G)0).

We now count the possibilities for A = A2, where |Imα| = k ∈ {1, · · · , n}. We

know that this entails α = α2 and hence α = α2. Thus Imα ⊆ Domα and iα = i

for all i ∈ Imα. We therefore count the choices for A = A2 where |Imα| = k > 0

and |Domα| = l, where k ≤ l ≤ n.

There are
(
n
l

)
choices for Domα. For each of those there are

(
l
k

)
choices for

Imα. For each of these, iα = i for all i ∈ Imα, and there are k choices for iα for

i ∈ Domα \ Imα, i.e.,
(
n
l

)(
l
k

)
kl−k choices for α. For each of these possibilities for α,

we know from Corollary 5.2.4 that the only further condition is that gj = 1 for all

j ∈ Imα. By definition of Kn(G)0, w have gi = 0 for all i /∈ Domα. Thus there are

|G|l−k choices for the remaining gis.

We conclude, there are
(
n
l

)(
l
k

)
kl−k|G|l−k choices for A = A2, where |Imα| = k > 0

and |Domα| = l. Thus the total number of idempotents in Kn(G)0 is

I(n,G) =

[
n∑
k=1

n∑
l=k

(
n

l

)(
l

k

)
kl−k|G|l−k

]
+ 1.

Now let us consider the following example which explains how the formula in the

Corollary 5.2.5 works:

Example 5.2.6. Let G = {1, a}. We want to count the numbers of idempotents in

K4(G)0.

Recall that if A ∈ K4(G)0 means A = (0, g1, g2, g3, g4, α), where g1, g2, g3, g4 ∈ G0

and α ∈ T4,0, and by the definition of Kn(G)0 we have gi = 0 if and only if iα = 0

where 1 ≤ i ≤ n. Furthermore, we know from Lemma 3.3.9 that PT 4 is isomorphic

to T4,0, hence where α ∈ PT 4 we have α↔ α.

For α ∈ PT 4 suppose that k = |Imα|, and l = |Domα|.
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We have 5 cases to find the numbers of idempotents in K4(G)0 all of them

corresponds to k.

Case (1) If k = |Imα| = 1. In this case we have 4 cases for l = |Domα|, which are

either l = 1, 2, 3 or, 4.

Case (i) If l = |Domα| = 1. There are 4 idempotents in PT 4 having k = 1

and l = 1, which are as follows:

α1 =

 1 2 3 4

1 − − −

 α2 =

 1 2 3 4

− 2 − −



α3 =

 1 2 3 4

− − 3 −

 α4 =

 1 2 3 4

− − − 4

 .

Observe that, there are 4 ways to choose Imα, for each of these there

is only one way to choose Domα. Now, if (0, g1, g2, g3, g4, α1) ∈ K4(G)0

then by using Corollary 5.2.4, we obtain g1 = 1, and by the definition of

K4(G)0 we have g2 = g3 = g4 = 0 as 2, 3, 4 /∈ Domα1. Therefor, we have

only one idempotent in K4(G)0 of the form (0, g1, g2, g3, g4, α1) which is

(0, 1, 0, 0, 0, α1).

Similarly, if we have idempotents of the form (0, g1, g2, g3, g4, α2),

(0, g1, g2, g3, g4, α3) or, (0, g1, g2, g3, g4, α4).

Case (ii) If l = |Domα| = 2. There are 12 idempotents in PT 4 having

k = |Imα| = 1 and l = |Domα| = 2 which are as follows:

α5 =

 1 2 3 4

1 1 − −

 α6 =

 1 2 3 4

1 − 1 −


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α7 =

 1 2 3 4

1 − − 1

 α8 =

 1 2 3 4

− 2 − 2



α9 =

 1 2 3 4

2 2 − −

 α10 =

 1 2 3 4

− 2 2 −



α11 =

 1 2 3 4

− − 3 3

 α12 =

 1 2 3 4

− 3 3 −



α13 =

 1 2 3 4

3 − 3 −

 α14 =

 1 2 3 4

− − 4 4



α15 =

 1 2 3 4

− 4 − 4

 α16 =

 1 2 3 4

4 − − 4

 .

Observe that, there are 4 ways to choose Imα, for each of these there are

3 ways to choose Domα. If Imα = {1}, suppose (0, g1, g2, g3, g4, α5) ∈

K4(G)0 then by using Corollary 5.2.4, g1 = 1, and as 2 ∈ Domα5 there

are 2 choices for g2, which are either 1 or, a. Further by the definition of

K4(G)0 we have g3 = g4 = 0, as 3, 4 /∈ Domα5. We deduce there are 2

idempotents in K4(G)0 of the form (0, g1, g2, g3, g4, α5) as follows:

(0, 1, 1, 0, 0, α5), (0, 1, a, 0, 0, α5).

Similarly, if we have idempotent of the form

(0, g1, g2, g3, g4, α6) or, (0, g1, g2, g3, g4, α7).

So, we have 6 idempotents in K4(G)0 if k = 1, l = 2 and Imα = {1}. As

we have 4 ways to choose Imα we deduce there are 4×6 = 24 idempotents

in K4(G)0 in this case.

Case (iii) If l = |Domα| = 3.
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There are 4 ways to choose Imα, for each of these there are 3 ways to

choose Domα. In each way of choosing Domα there are 4 idempotents in

K4(G)0 of the form (0, g1, g2, g3, g4, α) such that by using Corollary 5.2.4,

gj = 1 where j ∈ Imα, and by the definition of K4(G)0 we have gi = 0

for all i /∈ Domα. We obtain there are 4×3 = 12 idempotents in K4(G)0

in each way of choosing Imα. As there are 4 ways to choose Imα there

are 4× 12 = 48 idempotent in K4(G)0 in this case.

Case (iv) If l = |Domα| = 4. There are 4 ways to choose Imα, for each of

these there is only one way to choose Domα. In each way of choosing

Imα there are 8 idempotents in K4(G)0 of the form (0, g1, g2, g3, g4, α)

such that by using Corollary 5.2.4, gj = 1 where j ∈ Imα, and by the

definition of K4(G)0 we have gi = 0 for all i /∈ Domα. As there are 4

ways to choose Imα there are 4× 8 = 32 idempotents in K4(G)0 in this

case.

We put everything together to obtain 4 + 24 + 48 + 32 = 108 idempotents in

K4(G)0 corresponding to k = 1.

Case 2 If k = |Imα| = 2. In this case we have 3 cases for l = |Domα|, which are

either l = 2, 3 or, 4.

Case (i) If l = |Domα| = 2. There are 6 ways to choose Imα, for each of

these there is only one way to choose Domα. In each way of choosing Imα

there is only one idempotent in K4(G)0 of the form (0, g1, g2, g3, g4, α)

such that by using Corollary 5.2.4, gj = 1 where j ∈ Imα, and by the

definition of K4(G)0 we have gi = 0 for all i /∈ Domα. As there are 6

ways to choose Imα there are 6 × 1 = 6 idempotents in K4(G)0 in this

case.

Case (ii) If l = |Domα| = 3.

There are 6 ways to choose Imα, for each of these there are 4 ways to

100



choose Domα. In each way of choosing Domα there are 2 idempotents in

K4(G)0 of the form (0, g1, g2, g3, g4, α) such that by using Corollary 5.2.4,

gj = 1 where j ∈ Imα, and by the definition of K4(G)0 we have gi = 0

for all i /∈ Domα. We obtain there are 4× 2 = 8 idempotents in K4(G)0

in each way of choosing Imα. As there are 6 ways to choose Imα there

are 6× 8 = 48 idempotent in K4(G)0 in this case.

Case (iii) If l = |Domα| = 4. There are 6 ways to choose Imα, for each

of these there are 4 ways to choose Domα. In each way of choosing

Domα there are 4 idempotents in K4(G)0 of the form (0, g1, g2, g3, g4, α)

such that by using Corollary 5.2.4, gj = 1 where j ∈ Imα, and by the

definition of K4(G)0 we have gi = 0 for all i /∈ Domα. We obtain there

are 4× 4 = 16 idempotents in K4(G)0 in each way of choosing Imα. As

there are 6 ways to choose Imα there are 6 × 16 = 96 idempotent in

K4(G)0 in this case.

We put everything together to obtain 6+48+96 = 150 idempotents in K4(G)0

corresponding to k = 2.

Case 3 If k = |Imα| = 3. In this case we have 2 cases for l = |Domα|, which are

either l = 3 or, l = 4.

Case (i) If l = |Domα| = 3.

There are 4 ways to choose Imα, for each of these there is only one

way to choose Domα. In each way of choosing Imα there is only one

idempotent in K4(G)0 of the form (0, g1, g2, g3, g4, α) such that by using

Corollary 5.2.4, gj = 1 where j ∈ Imα, and by the definition of K4(G)0

we have gi = 0 for all i /∈ Domα. As there are 4 ways to choose Imα

there are 4× 1 = 4 idempotents in K4(G)0 in this case.

Case (ii) If l = |Domα| = 4. There are 4 ways to choose Imα, for each

of these there are 3 ways to choose Domα. In each way of choosing

101



Domα there are 2 idempotents in K4(G)0 of the form (0, g1, g2, g3, g4, α)

such that by using Corollary 5.2.4, gj = 1 where j ∈ Imα, and by the

definition of K4(G)0 we have gi = 0 for all i /∈ Domα. We obtain there

are 3 × 2 = 6 idempotents in K4(G)0 in each way of choosing Imα. As

there are 4 ways to choose Imα there are 4×6 = 24 idempotent in K4(G)0

in this case.

We put everything together to obtain 4 + 24 = 28 idempotents in K4(G)0

corresponding to k = 3.

Case 4 If k = |Imα| = 4. In this case there is just one case for l = |Domα|, which

is l = 4.

There is only one idempotent element in PT 4 having k, l = 4 and which is

I =

 1 2 3 4

1 2 3 4

 .

In this case Im I = {1, 2, 3, 4} and Domα = {1, 2, 3, 4}. From that we obtain

only one idempotent in K4(G)0 of the form (0, g1, g2, g3, g4, In,0). By using

Corollary 5.2.4, gj = 1 where j ∈ Imα, we obtain only one idempotent in

K4(G)0, which is (0, 1, 1, 1, 1, In,0) ∈ K4(G)0.

Case 5 If k = |Imα| = 0. In this case there is just one case for l = |Domα| which

is l = 0.

There is one idempotent element in PT 4 having k, l = 0 and which is

0 =

 1 2 3 4

− − − −

 .

In this case Im 0 = ∅ and Dom 0 = ∅. By using the definition of K4(G)0 we

have gi = 0 for all i /∈ Domα. Hence we have only one idempotent in K4(G)0,

which is (0, 0, 0, 0, 0, c0) ∈ K4(G)0.
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In order to count all idempotents element in K4(G)0 we must count all idempotent

elements in five cases together to obtain 108 + 150 + 28 + 1 + 1 = 288 idempotents

in K4(G)0.

Notice that by using the formula in Corollary 5.2.5, the same result can be

obtained.

5.2.2 Green’s relations on PT Fn(G)

In [17], Gould obtained results characterising Green’s relations on End A, where

A is an independence algebra. In this section, we prove the corresponding results

for PT A, where A is Fn(G) and G is group. These results we present here are

new, although whilst this thesis was under construction, the characterisation of

Green’s relations in PT Fn(G) presented here were extended to the case of PT A for

an arbitrary independence algebra A and appeared in [43].

Let Fn(G) = Gx1

⋃̇
Gx2

⋃̇
· · ·
⋃̇
Gxn. Recall that, for a subalgebra B of Fn(G),

we say that rank of B , ρ(B) is m, where B = Gxi1
⋃̇
Gxi2

⋃̇
· · ·
⋃̇
Gxim , and where

1 ≤ i1 < i2 < · · · < im ≤ n and 0 ≤ m ≤ n. If α ∈ PT Fn(G) we define ρ(α) to be

ρ(Imα).

Lemma 5.2.7. For all α, β ∈ PT Fn(G), we have the following:

(i) α ≤L β if and only if Imα ⊆ Im β;

(ii) α ≤R β if and only if Domα ⊆ Dom β and πβ ⊆ πα;

(iii) ρ(αβ) ≤ ρ(α) and ρ(αβ) ≤ ρ(β).

Proof. (i) If α ≤L β in PT Fn(G), then α = γβ for some γ ∈ PT Fn(G). It follows

that α ≤L β in PT Fn(G) so that Imα ⊆ Im β by (i) Lemma 3.3.4.

Conversely, suppose that Domα =
⋃̇
j∈JGxxj and Im α ⊆ Im β. For each j ∈ J

pick aj ∈ Dom β with xjα = ajβ. Define γ ∈ PT Fn(G) by Dom γ = Domα and

xjγ = aj for all j ∈ J . Then Im γ ⊆ Dom β, so Dom γβ = Dom γ = Domα, and for

all j ∈ J , xjγβ = ajβ = xjα. Hence α = γβ and α ≤L β in PT Fn(G).
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(ii) If α ≤R β in PT Fn(G), then α = βγ for some γ ∈ PT Fn(G). It follows that

α ≤R β in PT Fn(G) and then by (ii) Lemma 3.3.4 we obtain Domα ⊆ Dom β and

πβ ⊆ πα.

Conversely, suppose Domα ⊆ Dom β and πβ ⊆ πα. Let U = (Domα)β and

define γ by Dom γ = U and for any aβ ∈ U with a ∈ Domα, (aβ)γ = aα. Notice

that if a, a
′ ∈ Domα and aβ = a

′
β then as πβ ⊆ πα we have aα = a

′
α, so that

γ is well-defined. If aβ ∈ U with a ∈ Domα and g ∈ G, then ag ∈ Domα and

((aβ)g)γ = (ag)βγ = ((ag)β)γ = (ag)α = (aα)g = ((aβ)γ)g, so that γ ∈ PT Fn(G).

Certainly Dom γ ⊆ Im β. Let c ∈ Dom βγ, so that c ∈ Dom β and cβ ∈ Dom γ.

It follows that cβ = aβ for some a ∈ Domα. Thus (a, c) ∈ πβ ⊆ πα so that as

a ∈ Domα we have c ∈ Domα. Hence Dom βγ ⊆ Domα and clearly the converse

is true by definition of γ. Thus Domα = Dom βγ and then it is immediate that

βγ = α. Thus α ≤R β in PT Fn(G).

(iii) We claim for any τ, κ ∈ PT Fn(G) that

ρ(τκ) ≤ ρ(κ) and ρ(τκ) ≤ ρ(τ).

Recall, ρ(τ) = ρ(Im τ) and let Im τ =
⋃̇
y∈YGy, where Y ⊆ {x1, · · · , xn}, so that

ρ(τ) = |Y |. Since Im (τκ) = (Im τ)κ = (
⋃̇
y∈YGy)κ =

⋃̇
y∈YG(yκ) this implies that

ρ(τκ) ≤ |Y | = ρ(τ). Now, ρ(κτ) = ρ(Imκτ) = ρ((Imκ)τ). As Im κτ ⊆ Im τ then

we have ρ(Imκτ) ≤ ρ(Im τ) this implies that ρ(κτ) ≤ ρ(τ).

Lemma 5.2.8. For all α, β ∈ PT Fn(G), we have:

(i) αL β if and only if Imα = Im β;

(ii) αR β if and only if Domα = Dom β and Kerα = Ker β;

(iii) αH β if and only if Imα = Im β, Domα = Dom β and Kerα = Kerβ;
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(iv) αD β if and only if ρ(α) = ρ(β);

(v) α ≤J β if and only if ρ(α) ≤ ρ(β);

(vi) α J β if and only if ρ(α) = ρ(β);

(vii) D = J .

Proof. (i) This follows immediately from Lemma 5.2.7.

(ii) From Lemma 5.2.7, αR β if and only if Domα = Dom β and πα= πβ.

This gives

Kerα = πα ∩ (Domα×Domα) = πβ ∩ (Dom β ×Dom β) = Ker β.

Conversely, if Dom α = Dom β and Ker α = Ker β, then

πα = Kerα ∪ ((Fn(G) \Domα)× (Fn(G) \Domα))

= Ker β ∪ ((Fn(G) \Dom β)× (Fn(G) \Dom β))

= πβ.

(iii) This follows immediately from (i) and (ii).

(iv) Suppose that α D β, so that there exists γ ∈ PT Fn(G) with α R γ L β.

From (i) Im γ = Im β and from (ii) Domα = Dom γ and Kerα = Ker γ. By the

Fundamental Theorem of Monomorphisms we have

Imα ∼= Domα/Kerα = Dom γ/Ker γ ∼= Im γ = Im β,

so that ρ(α) = ρ(β).

Conversely, suppose that ρ(α) = ρ(β). Let Imα =
⋃̇
y∈YGy and Im β =

⋃̇
z∈ZGz

for some Y, Z ⊆ Xn with |Y | = |Z| = ρ(α) = ρ(β) and let τ : Y → Z be a bijection.
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Then τ lifts to an isomorphism τ : Imα −→ Im β given by (gy)τ = g(yτ).

We have Domατ = Domα and as τ is a bijection, Kerατ = Kerα, so that

α R ατ . On the other hand, Imατ = Imβ so that ατ L β. Hence α D β as required.

(v) If α ≤J β then by Lemma 5.2.7 (iii), ρ(α) ≤ ρ(β).

Conversely, suppose that ρ(α) ≤ ρ(β) and let Imα =
⋃̇
y∈YGy and Im β =⋃̇

z∈ZGz for some for some Y, Z ⊆ Xn with |Y | = ρ(α) ≤ ρ(β) = |Z|. Then

Z = Y ′
⋃̇
Z ′ where |Y ′| = |Y |. Now fix y′0 ∈ Y ′ and define τ : Z → Y ′ by

y′τ = y′ for all y′ ∈ Y ′, and z′τ = y′0 for all z′ ∈ Z ′. Clearly τ lifts to a morphism

τ : Im β →
⋃̇
y′∈Y ′Gy

′. Then ρ(α) = ρ(β τ) so that α D β τ and α J β τ ≤J β.

(vi) This follows from (v).

(vii) This is an immediate consequence of (iv) and (v).

5.2.3 Ideals of PT Fn(G)

This subsection devoted to considering the ideals of Kn(G)0 in terms of the ideals

of Tn,0.

The following definition have already been defined in Chapter 1.

Definition 5.2.9. [25] A non-empty subset I of a semigroup S is called left ideal

(right ideal) of S if SI ⊆ I (IS ⊆ I), i.e., if for all s ∈ S and a ∈ I we have sa ∈ I

(as ∈ I). A subset I is called a (two-sided) ideal of S or simply an ideal provided

that it is both a left and right ideal of S, i.e., IS ∪ SI ⊆ I.

Lemma 5.2.10. Let I be an ideal of Kn(G)0 and

I ′ = {α : ∃(0, g1, · · · , gn, α) ∈ I}.

Then I ′ is an ideal of Tn,0.
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Conversely, if J is an ideal of Tn,0, then putting

J ′ = {(0, g1, · · · , gn, α) ∈ Kn(G)0 : α ∈ J},

we have J ′ is an ideal of Kn(G)0.

Proof. Let I be an ideal of Kn(G)0. Let α ∈ I ′, so there exist (0, g1, · · · , gn, α) ∈ I.

Let β ∈ Tn,0, put hi = 0 for all i with iβ = 0 and hi = e else. Then,

(0, h1, · · · , hn, β) ∈ Kn(G)0 and

(0, h1, · · · , hn, β)(0, g1, · · · , gn, α), (0, g1, · · · , gn, α)(0, h1, · · · , hn, β) ∈ I.

So αβ, βα ∈ I ′. Hence I ′ is an ideal of Tn,0.

Conversely, suppose J is an ideal of Tn,0. Let (0, g1, · · · , gn, α) ∈ J ′ and

(0, h1, · · · , hn, β) ∈ Kn(G)0. Then

(0, g1, · · · , gn, α)(0, h1, · · · , hn, β) = (0, g1h1α, · · · , gnhnα, αβ).

As α ∈ J and J is an ideal of Tn,0, we obtain αβ ∈ J . Hence,

(0, g1h1α, · · · , gnhnα, αβ) ∈ J ′.

Also,

(0, h1, · · · , hn, β)(0, g1, · · · , gn, α) = (0, h1g1β, · · · , hngnβ, βα)

and as α ∈ J and J is an ideal of Tn,0, we obtain βα ∈ J . Hence,

(0, h1g1β, · · · , hngnβ, βα) ∈ J ′.

Observe that Lemma 5.2.10 works for 1-sided ideal.
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Lemma 5.2.11. Let I be a left ideal of Kn(G)0, then (0, g1, · · · , gn, α) ∈ I if and

only if (0, g′1, · · · , g′n, α) ∈ I for any g′i ∈ G0 with g′i = 0 if and only if iα = 0.

Proof. Let (0, g1, · · · , gn, α) ∈ I. Let ε ∈ Tn,0 such that

iε =


i for all i such that iα 6= 0;

0 else.

Let g′1, · · · , g′n ∈ G0 be as given. Then (0, g′1g
−1
1 , · · · , g′ng−1

n , ε) ∈ Kn(G)0, where

0−1 = 0, and as I is a left ideal of Kn(G)0 we obtain

(0, g′1g
−1
1 , · · · , g′ng−1

n , ε)(0, g1, · · · , gn, α) = (0, g′1g
−1
1 g1ε, · · · , g′ng−1

n gnε, εα).

Now, if iα 6= 0 we have gi 6= 0 and iε = i, so g′ig
−1
i giε = g′i, and if iα = 0 we will

have g′i = 0 = g′ig
−1
i giε. Hence,

(0, g′1g
−1
1 , · · · , g′ng−1

n , ε)(0, g1, · · · , gn, α) = (0, g′1, · · · , g′n, α) ∈ I.

Notice that, Lemma 5.2.11 does not appear to hold for right or two-sided ideals

of Kn(G)0.

5.3 Nilpotents in PT Fn(G)

In this section we compile the necessary background information for graph theory.

We start by providing brief accounts of the basic ideas on graphs, trees, rooted trees

and labelled rooted trees. We explain how Cayley’s theorem be used to count the

number of labelled forest on n nodes which has k labelled rooted trees. The final

subsection of this section is devoted to count the number of nilpotents in PT A,

where A is Fn(G) and G is a group.
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5.3.1 Graphs

Definition 5.3.1. [22, 23] A Graph G of order v consists of a finite non-empty set

V = V (G) of v vertices together with a prescribed set E of q unordered pairs of

distinct vertices of V .

A pair e = {x, y} of vertices in E is called an edge of G and e is said to join x

and y. We write e = xy and say that x and y are adjacent vertices; the vertex x

and edge e are incident with each other, as are y and e. If two distinct edges e, e
′

are incident with a common vertex, then they are adjacent edges. A graph with v

vertices and q edges is called a (p, q) graph. The (1, 0) graph is trivial.

e
x

y
e′

Figure 5.1: Figure G

Remark 5.3.2. [22, 23]

(i) A graph G is labelled when the v vertices are distinguished by names such as

a, b, c, d, e as an example below:

d e

b
a

c

Figure 5.2: Unlabelled graph (left) and labelled graph (right)

(ii) Two labelled graphs G1 and G2 are considered the same and called isomorphic

if and only if there is a one to one map from V (G1) onto V (G2) which preserves

not only adjacency but also the labelling.

(iii) A walk of a graph G is a sequence of vertices v0, v1, · · · , vn such that vi is

adjacent to vi+1 for each i.
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(iv) A closed walk is a walk such that v0 = vn, and is open otherwise.

(v) A cycle is a closed walk where none of the vertices repeat except for the first

and the last (i.e., i 6= j ⇒ vi 6= vj except when (i, j) = (0, k)).

(vi) A graph is connected if for all pairs of vertices (vi, vj) there exist a walk that

begins at vi and ends at vj.

(vii) The degree of a vertex vi is the number of edges incident with vi (i.e., the

number of edges attached to it).

x

Figure 5.3: The graph of the vertex x with degree 4, denoted by d(x) = 4

(viii) The complete graph is a graph has every pair of its v vertices adjacent.

(ix) A graph is acyclic if it has no cycles.

Definition 5.3.3. [22, 23] A tree is a connected acyclic graph. Every non-trivial

trees has at least two endpoints of degree 1.

Observe that the last graph is a typical example for the tree.

Definition 5.3.4. [22, 23] Any graph without cycles is a forest, which means the

components of a forest are trees.

Definition 5.3.5. [22, 23] A branch at a vertex v of a tree is a maximal subtree

containing v as an endpoint.

Definition 5.3.6. [22, 23] A rooted tree is a tree has one vertex which has been

distinguished from the other vertices to be a root.
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It is clear that all trees whose roots have degree n can be formed from a collection

of n rooted trees by joining them by one new point, such that the new point, which

will form the new root, is adjacent to each of the roots of the n given rooted trees.

(a) (b)

Figure 5.4: Four rooted trees and the corresponding tree whose root has degree 4.

Observe that, in our work we consider labelled rooted trees. Despite, there is

only one tree of order 3 if the tree is unlabelled, however in the sense of labelled

trees, there are 3 different labelled trees obtaining by marking the inner vertex a, b

and c. This can be shown by using Cayley’s formula.

Theorem 5.3.7. (Cayley)[22, 23] There are nn−2 different labelled trees on n ver-

tices.

Cayley’s formula shows us how many different labelled trees we can construct

on n vertices. Moreover, in the concept of labelled trees it is easily to observe that

any node in a tree can be considered as a root. Hence we can find the number of

labelled rooted trees on n nodes by using the following theorem:

Theorem 5.3.8. [40] The number of labelled rooted trees on n nodes is nn−1.

Therefore, there are 9 labelled rooted trees can be obtained from the 3 different

labelled trees when we consider the nodes a, b or c as a root respectively, which can

be shown in the following figure:
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Unlabelled tree

a

b

c

b

c

a

3 different labelled trees

c

a

b

a

b

c

a

b

c

a

b

c

b

c

a

b

c

a

b

c

a

c

a

b

c

a

b

c

a

b

9 different labelled rooted trees

Figure 5.5: Three different types of trees.

In order to determine the number of forests that have n labelled nodes of which

k have been designated as roots, we need the following generalization of Cayley’s

formula:

Theorem 5.3.9. [40] Given n labelled nodes of which k are designated as roots, the

number of forests of k rooted trees that can be formed on these nodes is k nn−k−1.

From the above theorem one can be deduce that Cayley’s formula is a special

case follows from the case k = 1.

5.3.2 Nilpotents

In this subsection we explain how to count the number of nilpotents of PT n through

some examples.
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Definition 5.3.10. [15] An element a of a semigroup S with zero 0 is called nilpotent

or nilelement provided that an = 0 for some n ∈ N. The minimal n for which an = 0

is called the nilpotency degree or nilpotency class of the element a and is denoted

by nd(a).

Proposition 5.3.11. [15] An element α ∈ PT n is nilpotent if and only if the graph

of α does not contain cycles.

An example for the graph of α ∈ PT n can be shown in any of the examples at

the end of this subsection.

Proposition 5.3.12. [15] The nilpotency degree of a nilpotent element α ∈ PT n

equals the length of the longest trajectory in the graph of α.

From the above proposition we deduce that the trajectory of each vertex a in

the graph of α must break at some vertex, if α is nilpotent.

Suppose that N1(n, s) = s nn−s−1, which represents the number of labelled forests

with s designated roots. Notice that, s also represents number of elements not in

Domα.

The formula to count the number of nilpotents in the semigroup PT n has been

found in [15]. In the following corollary we found our formula to count the number

of nilpotents in the semigroup PT n.

Corollary 5.3.13. The number N(n, s) of nilpotents in the semigroup PT n equals

N(n, s) =
n∑
s=0

(
n

s

)
N1(n, s).

Proof. Suppose that |Domα| = l, where 0 ≤ l < n. Now let s = n−|Domα|, where

0 ≤ s ≤ n, be the number of elements not in Domα.

We know that the graph of the elements of α ∈ PT n will be a forest and a

forest is a disjoint union of trees, and the number of trees will be the number of

elements not in Domα. So there are
(
n
s

)
choices for s = n−|Domα|, hence we have
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(
n
s

)
N1(n, s) nilpotents of α ∈ PT n with s elements not in Domα. By using the sum

rule the proof will be complete.

Let us have the following examples for α ∈ PT n such that α has one element

not in Domα:

Example 5.3.14. Let α ∈ PT 4 be

α =

 1 2 3 4

− 1 2 3

 .

This has the following graph

1

2

3

4

It is obvious that every vertex in the graph of α has unique trajectory and it is

break at some vertex. Hence by Propositions 5.3.11 and 5.3.12, α is nilpotent and

α4 = 0.

From the above example we deduced that the graph of α is a labelled rooted tree,

which rooted at the vertex 1. Furthermore, as α ∈ PT 4 so we obtain 1 /∈ Domα,

and then we have one labelled rooted tree, which labelled at the vertex 1. This

means, the number of labelled roots equals to the number of elements not in Domα.

Example 5.3.15. Let α ∈ PT 4 be

α =

 1 2 3 4

2 − 2 2

 .
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This has the following labelled rooted tree:

2

431

We have just one element not in Domα which is 2, this means we have just one

labelled rooted tree which is rooted at 2. By Propositions 5.3.11 and 5.3.12, α is

nilpotent and α2 = 0.

Since any vertex of the tree can be considered as a root, therefore, for any new

root we have a new nilpotent in PT n which has one element not in Domα. Hence,

if α ∈ PT 4, such that α has one element not in Domα we will obtain the following

labelled rooted trees:

4

321

4

321

4

321

4

321

It is clear that by using Theorem 5.3.9 there are 1 · 44−1−1 = 16 forests of

which has one rooted tree. Moreover, by using Corollary 5.3.13 we will obtain(
4
1

)
· 1 · 44−1−1 = 64 nilpotents in PT 4 having one element not in Domα.

Now consider the following example where α ∈ PT 4 which has two elements not

in Domα.

Example 5.3.16. Take α ∈ PT 4 to be

α =

 1 2 3 4

2 − − 2

 .

This has the following labelled rooted trees:
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2

41

3

Clearly, there are two distinct labelled trees rooted at 2 and 3, since 2 and 3 are

not in Domα. By Propositions 5.3.11 and 5.3.12, α is nilpotent and α2 = 0.

Since any nodes in any tree can be considered as a root, hence at any new root

we could obtain a new nilpotent has two elements not in Domα.

By using Theorem 5.3.9, the number of forests which has two rooted trees is

2 · 44−2−1 = 8 and then the number of nilpotents in PT 4 having two elements not

in Domα is
(

4
2

)
· 2 · 44−2−1=6 · 8 = 48.

In case there are three elements not in Domα, we have the following example:

Example 5.3.17. We take an element α ∈ PT 4 to be

α =

 1 2 3 4

3 − − −

 ,

its graph will be as follows:

3

1

2 4

It is obvious that α has three elements not in Domα, which are 2, 3 and 4.

Hence, we have three distinct labelled rooted trees which rooted at 2, 3 and 4. By

Propositions 5.3.11 and 5.3.12, α is nilpotent and α2 = 0.

Since any vertex in any tree can be considered as a root, this means at any new

root we could obtain a new distinct nilpotent in PT 4 has three elements not in
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Domα. By using Theorem 5.3.9, the number of forests which has three rooted trees

is 3 · 44−3−1 = 3 and then the number of nilpotents in PT 4 have three elements not

in Domα is
(

4
3

)
· 3 · 44−3−1 = 12.

The following example explain the case where α ∈ PT 4 such that there are no

elements in Domα which means Domα = ∅ (the empty set). In other words, where

α is the zero element in PT 4 and we call it α = 0.

Example 5.3.18. Let α ∈ PT 4 such that

α =

 1 2 3 4

− − − −

 ,

this has graph as follows:

1 2 3 4

It is clear that we have four labelled rooted tree, since there are four elements

not in Domα. By Proposition 5.3.11 and Proposition 5.3.12, α is nilpotent and

α1 = 0. By using Theorem 5.3.9, the number of forest which has four rooted trees

is 4 · 44−4−1 = 1, so we have just one forest that has 4 distinct rooted trees. Further

the number of nilpotent in PT 4 having no elements in Domα is
(

4
4

)
· 4 · 44−4−1 = 1.

5.3.3 Number of Nilpotent in PT Fn(G)

This subsection is devoted to finding the number of nilpotents in PT Fn(G) where G

is a group.

We know from Subsection 5.2.1 that

Kn(G)0 = {(0, g1, · · · , gn, α) : iα = 0 if and only if gi = 0

where 1 ≤ i ≤ n and α ∈ Tn,0},
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and (0, · · · , 0, c0) is the only element ofKn(G)0 with final co-ordinate c0 and (0, · · · , 0, c0)

is the zero of Kn(G)0. Notice that (0, · · · , 0, c0) ∈ N (Kn(G)0) (the set of the nilpo-

tent elements in Kn(G)0).

Lemma 5.3.19. Let G0 be G with a 0 adjoined, and A = (0, g1, · · · , gn, α) be an

element in Kn(G)0. Then A is nilpotent if and only if αk = c0 (the constant map

with image 0 of Tn,0) for some k ≥ 1, that is, if and only if α is nilpotent in Tn,0.

Proof. Suppose that A = (0, g1, · · · , gn, α) is nilpotent, then Ak = (0, · · · , 0, αk). As

(0, · · · , 0, c0) is the zero of Kn(G)0, then we have αk = c0, so α is nilpotent in Tn,0.

Conversely, if α ∈ Tn,0 is nilpotent then αk = c0. Then Ak = (0, h1, · · · , hn, αk) =

(0, h1, · · · , hn, c0) ∈ Kn(G)0. As the only element of Kn(G)0 with final co-ordinate

c0 is (0, · · · , 0, c0). Hence, Ak = (0, · · · , 0, c0) as required.

Corollary 5.3.20. Let G 6= {e}. The number N(n,G) of nilpotents in Kn(G)0

equals

N
(
Kn(G)0

)
=

n∑
s=0

(
n

s

)
N1(n, s) |G|n−s,

where N1(n, s) = s nn−s−1.

Proof. We count the possibilities for A = (0, g1, · · · , gn, α) ∈ Kn(G)0, where α ∈ Tn,0

and α ∈ PT n is defined in Lemma 3.3.9, to be nilpotent.

To count the possibilities for Am = (0, · · · , 0, αm) for some m ∈ N, suppose that

|Domα| = l, where 0 ≤ l < n, be the number of elements in Domα. Now let

s = n− |Domα|, where 0 ≤ s ≤ n, be the number of elements in not Domα.

In virtue of Corollary 5.3.13, we obtain there are
(
n
s

)
N1(n, s) nilpotents of PT n

with s elements not in Domα. By definition of Kn(G)0 we have gi = 0 for all

i /∈ Domα. Thus there are |G|n−s choices for the remaining gi’s and then we will

obtain
(
n
s

)
N1(n, s) |G|n−s nilpotents in Kn(G)0. By using the sum rule the proof

will be complete.

From the above Corollary one can deduce that Corollary 5.3.13 is a special case

follows from the case G = {e}.
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Example 5.3.21. Let G = {1, a}. We want to count the numbers of nilpo-

tent in K4(G)0, (recall that if A ∈ K4(G)0 means A = (0, g1, g2, g3, g4, α), where

g1, · · · , g4 ∈ G0 and α ∈ T4,0).

In this example we consider α ∈ T4,0.

Since n = 4, therefore, we have 4 cases to find the number of nilpotent in K4(G)0.

Case 1 If α ∈ T4,0 such that α has one element not in Domα. Via Examples 5.3.14

and 5.3.15 the number of nilpotents in T4,0 having one element not in Domα is

64 elements. By definition of Kn(G)0 we have gi = 0 for all i /∈ Domα. Thus

there are |G|4−1 choices for the remaining gi’s. So we have 512 nilpotents in

K4(G)0 where there is one element not in Domα.

Case 2 If α ∈ T4,0 such that α has two elements not in Domα. We know from

Example 5.3.16 that the number of nilpotents in T4,0 having two elements not

in Domα is 48 elements. By definition of K4(G)0 we have gi = 0 for all

i /∈ Domα. Thus there are |G|4−2 choices for the remaining gi’s. Therefore,

we have 192 nilpotents in K4(G)0 where there are two elements not in Domα.

Case 3 If α ∈ T4,0 such that α has three elements not in Domα. By Example

5.3.17, the number of nilpotents in T4,0 having three elements not in Domα is

12 elements. By definition of K4(G)0 we have gi = 0 for all i /∈ Domα. There

are |G|4−3 choices for the remaining gi’s. So we obtain 24 nilpotents in K4(G)0

where there are three elements not in Domα.

Case 4 If α ∈ T4,0 such that α has four elements not in Domα. We know from

Example 5.3.18 that the number of nilpotents in T4,0 having four elements

not in Domα is 1 element. By definition of K4(G)0 we have gi = 0 for all

i /∈ Domα. So there are |G|4−4 choices for the remaining gi’s. This means we

have 1 nilpotent in K4(G)0 where there are four elements not in Domα.
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In order to count out all nilpotent elements in K4(G)0 we must count all nilpotent

elements in four cases together to get 512+192+24+1=729.

Notice that by using the formula in Corollary 5.3.20 we get the same result.
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Chapter 6

Presentations of certain

subsemigroups of semidirect

products

This chapter is devoted to finding presentations for certain subsemigroups of semidi-

rect products.

In the first section we define for a monoid M and for the full transformation

semigroup Tn, the wreath product M on Tn to be the semidirect product Mn o Tn

with the coordinatewise action of Tn on Mn. (Recall we defined the wreath product

in Chapter 4).

We find a monoid presentation for Mn o Tn from a presentation of Mn and Tn

by using Lavers’ technique [27]. We give a general presentation for a semidirect

product M o S which allows us to find a number of presentations for M on Singn.

In the case where M on Singn is idempotent generated, we give a presentation in

terms of a particularly natural idempotent generating set: these results are taken

from the joint paper [14], to which I contributed in small part. We find a monoid

presentation for (N1 on {1n}) t (M on Singn) where M is a monoid, G is a group of

units of M and N = M \G is an ideal of M ; this is a minor adjustment of a known

result [14]. Finally, we suppose M and T are monoids such that M is a left T -act by
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endomorphisms and G and H are the groups of units of M and T , respectively. In

addition, we suppose N = M \G and S = T \H are ideals of M and T , respectively,

with N and G are left S-acts. Then a monoid presentation for (N1o{1})t (MoS)

is obtained.

We have seen in Chapter 1 that presentations are a means of defining semigroups

as homomorphic images of free semigroups. The main motivation for studying semi-

group presentations is that they allow us to study certain classes of semigroups in

terms of efficient sets of data which are nevertheless sufficient to encode the semi-

group operation. This approach includes finite presentations for infinite semigroups,

and presentations of semigroups in terms of presentations of constituent parts having

an already better understood structure.

6.1 Presentations for semidirect product M o S

The aim of this section is to construct a presentation for MnoTn from a presentation

of Mn and Tn.

Recall from page 65 that, if M is a monoid and Tn is the full transformation

monoid, we define the “wreath product” multiplication on Mn × Tn by putting

(m1, · · · ,mn, α)(h1, · · · , hn, β) = (m1h1α, · · · ,mnhnα, αβ).

Under this multiplication, Mn × Tn becomes a monoid with identity (1, · · · , 1, In),

where In is the identity transformation of Tn. The set Mn × Tn, with the wreath

product multiplication, is denoted by M on Tn.

Any wreath product is a special kind of semidirect product. In this special case

we now show this directly.

It is easy to prove that if M is a monoid with identity 1, then a wreath product

M on Tn, is a semidirect product of Mn by Tn, which will be shown in the following
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lemma:

Lemma 6.1.1. Let M be a monoid with identity 1, then M on Tn = Mn o Tn.

Proof. Define a left action of Tn on Mn by α · (m1, · · · ,mn) = (m1α, · · · ,mnα).

Then we shall prove that

(i) In · (m1, · · · ,mn) = (m1, · · · ,mn);

(ii) α · (1, · · · , 1) = (1, · · · , 1);

(iii) α · (β · (m1, · · · ,mn)) = αβ · (m1, · · · ,mn);

(iv) α · ((m1, · · · ,mn)(h1, · · · , hn)) = (α · (m1, · · · ,mn)) (α · (h1, · · · , hn)).

for all mi, hi ∈M, i ∈ {1, · · · , n} and α, β ∈ Tn.

(i) and (ii) are straightforward.

(iii) As α · (m1, · · · ,mn) = (m1α, · · · ,mnα), we have

α · (β · (m1, · · · ,mn)) = α (m1β, · · · ,mnβ)

= α · (h1, · · · , hn) (letting hi = miβ for all i ∈ {1, · · · , n})

= (h1α, · · · , hnα).

Let j = iα, then hiα = hj = mjβ = miαβ, whence

α · (β · (m1, · · · ,mn)) = (h1α, · · · , hnα) = (m1αβ, · · · ,mnαβ) = αβ · (m1, · · · ,mn).
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(iv) Here we have

α · ((m1, · · · ,mn)(h1, · · · , hn)) = α · (m1h1, · · · ,mnhn)

= α · (v1, · · · , vn) (letting vi = mihi for all i)

= (v1α, · · · , vnα)

= (m1αh1α, · · · ,mnαhnα)

= (m1α, · · · ,mnα)(h1α, · · · , hnα)

= (α · (m1, · · · ,mn)) (α · (h1, · · · , hn)) .

We have shown in (iv) that Tn acts on Mn by endomorphisms, hence we form the

semidirect product semigroup Mn o Tn. Clearly M on Tn = Mn o Tn as defined

earlier.

6.1.1 Presentation for Sn

The following two propositions state the first two presentations for Sn, which were

discovered in 1897 by Moore; see also Coxeter and Moser 1980 [8].

Proposition 6.1.2. [38] The presentation

〈
a, b | a2 = bn = (ba)n−1 = (b−1ab)3 = (ab−jabj)2 = 1 (2 ≤ j ≤ n− 2)

〉
defines Sn in terms of generators (12) and (12 · · ·n).

In the next proposition we will consider the larger set (12), (23), · · · , (n − 1 n)

of generators:

Proposition 6.1.3. [38] The presentation

〈
a1, · · · , an−1 | a2

i = (ajaj+1)3 = (akal)
2 = 1

(1 ≤ i ≤ n− 1, 1 ≤ j ≤ n− 2, 1 ≤ k ≤ l − 2 ≤ n− 3)
〉
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defines Sn in terms of generators (12), (23), · · · , (n− 1 n).

6.1.2 Presentation for Tn

The first presentation for the full transformation semigroup Tn was given in 1958 by

Aizenshtat [1], as follows:

Proposition 6.1.4. [1, 38] Assume that 〈a, b |R〉 is any semigroup presentation for

the symmetric group Sn in terms of generators α = (12) and β = (12 · · ·n). Then

the presentation

〈
a, b, t| at = b−2ab2tb−2ab2 = bab−1abtb−1abab−1 = (tbab−1)2 = t,

(b−1abt)2 = tb−1abt = (tb−1ab)2, (tbab−2ab)2 = (bab−2abt)2
〉

defines the full transformation semigroup Tn in terms of generators α, β and

τ =

 1 2 3 · · · n

1 1 3 · · · n

 .

Remark 6.1.5. As Tn has the above presentation, there exist an epimorphism

ψ : {a, b, t}+ → Tn defined by aψ = α, bψ = β and tψ = τ where α = (12) and

β = (12 · · ·n).

6.1.3 Presentation for Mn and for Mn o {1n} = M on {1n}

This subsection is devoted to finding the presentation of the monoid Mn, where M

is a monoid and has a monoid presentation 〈K : W 〉.

The following lemma is already known and can be found in [30] and [41].

Lemma 6.1.6. Let M be a monoid which has a monoid presentation 〈K : W 〉.
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Then Mn has a monoid presentation 〈H : R〉 where

H = {τi,k : 1 ≤ i ≤ n, k ∈ K}

and R = R1 ∪R2 where

R1 = {τi,gτj,h = τj,hτi,g : 1 ≤ i, j ≤ n, i 6= j},

and

R2 = {ω(τi,k1 , · · · , τi,kr) = ν(τi,k1 , · · · , τi,kr) : ω(k1, · · · , kr) = ν(k1, · · · , kr) ∈ W}.

We specialise Lemma 6.1.6 to standard presentation for the monoid M as follows:

Corollary 6.1.7. Let M be a monoid which has a monoid presentation
〈
M : W

〉
,

where

M = {m : m ∈M}

and

W = {mn = mn : m, n ∈M}.

Then Mn has a monoid presentation
〈
H : R

〉
where

H = {τi,m : 1 ≤ i ≤ n,m ∈M}

and R = R1 ∪R2 where

R1 = {τi,mτj,n = τj,nτi,m : 1 ≤ i, j ≤ n, i 6= j},

R2 = {τi,mτi,n = τi,mn : 1 ≤ i ≤ n}.

In order to find a presentation for Mn o Tn, we will utilize T.G. Lavers’s [27]
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technique, which allows us to find a presentation for the semidirect product of two

monoids, and is presented in the following lemma:

Lemma 6.1.8. [27, Corollary 2] Let S and T be monoids. If S ∼= 〈A : Z〉 and

T ∼= 〈B : Q〉 via ψ and ϕ, respectively, and a semidirect product S o T exists, then

S o T ∼= 〈A ∪B : Z ∪Q ∪ {(ba, (b · a)b) : a ∈ A, b ∈ B}〉 ,

where b · a is a representation in A∗ of bϕ · aψ.

Proposition 6.1.9. The monoid Mn o Tn has presentation

〈H ∪ {a, b, t} : R ∪ P ∪ T 〉 ,

where R represents the set of relations in the presentation for Mn, P represents the

set of relations in the presentation for Tn and T is the set of relations:

(a τ1,m, τ2,ma), (a τ2,m, τ1,m) where m ∈M (T1a)

(a τi,m, τi,ma) where i ≥ 3, m ∈M (T1b)

(b τi,m, τi−1,mb) where 1 ≤ i ≤ n− 1, m ∈M (T2a)

(b τn,m, τ1,mb) where i = n, m ∈M (T2b)

(t τ1,m, τ1,m τ2,mt), (t τ2,m, t) where m ∈M (T3a)

(t τi,m, τi,mt) where i ≥ 3, m ∈M. (T3b)

Proof. We know from Lemma 6.1.6 that Mn has presentation 〈H : R〉 via

ϕ : H∗ →Mn : τi,m 7→ (1, · · · , 1, m
i-th place

, 1, · · · , 1)

and from Proposition 6.1.4 that Tn has presentation 〈{a, b, t} : P 〉 via

γ : {a, b, t}+ → Tn : a 7→ α, b 7→ β and t 7→ τ.
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Hence, by using Lemma 6.1.8 we obtain

MnoTn ∼= 〈H ∪ {a, b, t} : R ∪ P ∪ {(cτi,m, (c · τi,m)c) : c ∈ {a, b, t}, 1 ≤ i ≤ n, m ∈M}〉 .

It remains to prove that the relation

{(cτi,m, (c · τi,m)c) : c ∈ {a, b, t}, 1 ≤ i ≤ n, m ∈M}

corresponds to the relation T .

For i ≥ 3, a · τi,m is chosen to be an element of H∗ such that

aγ · (1, · · · , 1, m
i-th place

, 1, · · · , 1) = (a · τi,m)ϕ.

Now

aγ · (1, · · · , 1, m
i-thplace

, 1, · · · , 1) = (1, · · · , 1, m
i-th place

, 1, · · · , 1),

so we can take a · τi,m to be τi,m. This gives the identities (T1b). By using the same

technique we can complete the proof.

6.1.4 Presentation for Singn

Recall that Singn = Tn \ Sn is the singular part of Tn, which consists of all non-

invertible (i.e., singular) transformation on Xn = {1, · · · , n}, where n ≥ 0.

Where X = {εij : i, j ∈ Xn, i 6= j}, we already have the following result in

Chapter 3.

Theorem 6.1.10. [24, Theorem I] If n ≥ 2, then Singn = 〈X 〉.

A presentation for Singn was given in [11], in terms of generating set X . Define

an alphabet

X = {eij : i, j ∈ Xn, i 6= j},
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an epimorphism

φ : X+ → Singn : eij 7→ εij,

and let R be the set of relations

e2
ij = eij = ejieij for distinct i, j (R1)

eijekl = ekleij for distinct i, j, k, l (R2)

eikejk = eik for distinct i, j, k (R3)

eijeik = eikeij = ejkeij for distinct i, j, k (R4)

ekieijejk = eikekjejieik for distinct i, j, k (R5)

ekieijejkekl = eikeklelieijejl for distinct i, j, k, l. (R6)

Theorem 6.1.11. [11, Theorem 6] For n ≥ 2, the semigroup Singn has presentation

〈X : R〉 via φ.

6.2 Presentation for semidirect product MoS and

singular wreath product M on Singn

We recall that the main motivation for studying semigroup presentations is that

they allow us to study certain classes of semigroups in terms of efficient sets of data

which are nevertheless sufficient to encode the semigroup operation.

A general presentation for the endomorphism monoid End A of an arbitrary in-

dependence algebra A is not currently known. But a presentation for a special

subclass of algebras, like the endomorphism monoid of a free G-act of finite rank

can be described using result of Lavers [27] on general product of monoids, since we

know these endomorphism monoids are isomorphic to wreath products of the form

G on Tn. In this section we are interested in the more general problem of finding

presentations for wreath products M on Singn. To achieve our aim of finding presen-
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tations for wreath products M onSingn, we first prove general results on presentations

for arbitrary semidirect products M o S where M is a monoid and S a semigroup.

From these we are able to deduce a number of presentations for M on Singn that

extend the presentations for Singn. These results are taken from the joint paper

[14]; I do not give proofs, since I am not presenting them as mine, but rather to set

the scene for what follows in the next section.

6.2.1 Presentation for semidirect product M o S

Let S be a semigroup andM a monoid with identity 1. (Observe that S might also be

a monoid). Suppose S has a left action on M by monoid endomorphisms. Recall that

the semidirect product MoS has the underlying set M×S = {(a, s) : a ∈M, s ∈ S},

and product defined by

(a, s)(b, t) = (a(s · b), st) for all s, t ∈ S and a, b ∈M.

Now, suppose that S has presentation 〈X : R〉 via φ : X+ → S. Define an

alphabet XM = {xa : x ∈ X, a ∈ M}. We regard X as a subset of XM by

identifying x ∈ X with x1 ∈ XM . For a word ω = x1 · · ·xk ∈ X+, and for an

element a ∈ M , we define the word ωa = (x1)ax2 · · ·xk ∈ X+
M . Consider the set

RM = R1
M ∪R2

M of relations over XM , where R1
M and R2

M are defined by

R1
M = {(ua, va) : (u, v) ∈ R, a ∈M}

and

R2
M = {(xayb, xa(xφ·b)y) : x, y ∈ X, a, b ∈M}.

Notice that as X ⊆ XM , we also have R ⊆ RM , via (u, v) = (u1, v1). Define a

map

φM : X+
M →M o S by xaφM = (a, xφ) for all x ∈ X and a ∈M.

130



It easy to show that ωaφM = (a, ωφ) for all a ∈ M and ω ∈ X+. Also from

the surjectivity of φ : X+ → S, one can prove that φM is surjective. Indeed, let

(b, z) ∈ M o S where b ∈ M, z ∈ S. As φ is surjective, z = ωφ for some ω ∈ X+.

Hence, we have

(ω)bφM = (b, ωφ) = (b, z).

Theorem 6.2.1. [14, Theorem 3.1] With the above notation, MoS has a semigroup

presentation 〈XM : RM〉 via φM .

Proof. Let ≈M be the congruence on X+
M generated by the relation RM . We showed

above that φM is surjective, so we just need to show that KerφM =≈M . First

note that for any (u, v) ∈ R and a ∈ M , uaφM = (a, uφ) = (a, vφ) = vaφM , while

for any x, y ∈ X and a, b ∈ M , (xayb)φM = (a, xφ)(b, yφ) = (a(xφ · b), (xy)φ) =

(a(xφ · b), xφ)(1, yφ) = (xa(xφ·b)y)φM , showing that ≈M⊆ KerφM .

Conversely, suppose u = (x1)a1 · · · (xk)ak , v = (y1)b1 · · · (yl)bl ∈ X+
M are such that

uφM = vφM . Using relations from R2
M , we have

u ≈M (x1)ax2 · · · xk = (x1 · · ·xk)a

and

v ≈M (y1)by2 · · · yl = (y1 · · · yl)b

for some a, b ∈M . Since ≈M⊆ KerφM , we have

(a, (x1 · · ·xk)φ) = (x1 · · ·xk)aφM = uφM = vφM = (y1 · · · yl)bφM = (b, (y1 · · · yl)φ).

It follows that a = b and (x1 · · ·xk)φ = (y1 · · · yl)φ. Let ≈ be the congruence on X+

generated by the relation R. Since Kerφ =≈, it follows that there is a sequence

of words x1 · · ·xk = ω0, ω1, · · · , ωr = y1 · · · yl such that, for each 0 ≤ i ≤ r − 1,

ωi = ω
′
iuω

′′
i and ωi+1 = ω

′
iv ω

′′
i for some ω

′
i, ω

′′
i ∈ X∗ and (u, v) ∈ R. But then we

see that (ωi)a ≈M (ωi+1)a, using either (u, v) ∈ R ⊆ RM (if ω
′
i is non-empty) or
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(ua, va) ∈ RM (if ω
′
i is empty). But then

u ≈M (x1 · · · xk)a = (ω0)a ≈M (ω1)a ≈M · · · ≈M (ωr)a = (y1 · · · yl)a = (y1 · · · yl)b ≈M v,

completing the proof.

The next Corollary follows directly from Theorem 6.2.1.

Corollary 6.2.2. If S is finitely presented and M is finite, then M o S is finitely

presented.

We remark here that since M on S = Mn o S is a semidirect product, Theorem

6.2.1 leads to a general presentation for M on S, modulo a presentation 〈X : R〉 for

S, but in this subsection we will not state this explicitly, and this will be the subject

of the next subsection.

6.2.2 Presentation for M on Singn

A motivating example of a semidirect product is that of a wreath product, the subject

of the current subsection. The main topic of this subsection is to find the presen-

tation for the singular wreath product M on Singn. The results are taken from [14];

we do not present the proofs or indicate that they are part of this thesis, rather we

state them here as a guide, since we will be following a similar pattern in the next

subsection.

Let S be a subsemigroup of the full transformation semigroup Tn, and let M

be an arbitrary monoid. Recall that S has a natural left action on Mn (the direct

product of n copies of M) given by

α · (a1, · · · , an) = (a1α, · · · , anα) forα ∈ S and a1, · · · , an ∈M.

For i, j ∈ Xn = {1, · · · , n} with i 6= j, and for a ∈ Mn, we define εij;a =
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(a, εij) ∈M on Singn. As a special case, for a, b ∈M , we define

εij;ab = εij;a where a ∈Mn is defined by ak =


a if k = i

b if k = j

1 otherwise.

As a special case of the latter, we define εij;a = εij;1a, for a ∈ M . We gather these

elements into the sets

Xn = {εij;a : i, j ∈ Xn, i 6= j, a ∈Mn},

X2 = {εij;ab : i, j ∈ Xn, i 6= j, a, b ∈M},

X1 = {εij;a : i, j ∈ Xn, i 6= j, a ∈M}.

Remark here that, we identify εij ∈ Singn with εij;1 ∈ M on Singn. Therefore, we

have X ⊆ X1 ⊆ X2 ⊆ Xn.

As we mentioned before, since M on Singn = MnoSingn is a semidirect product,

Theorem 6.2.1 allows us to write down a presentation for M on Singn in terms of the

presentation 〈X : R〉 for Singn from Theorem 6.1.11. To state this presentation, let

us define an alphabet

Xn = {eij;a : i, j ∈ Xn, i 6= j, a ∈Mn},

an epimorphism

φn : X+
n →M on Singn : eij;a 7→ εij;a,

and let Rn be the set of relations (identifying a letter eij ∈ X with eij;(1,··· ,1) ∈ Xn)
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eij;aeij = eij;a = eji;aeij for a ∈Mn and for distinct i, j ((Rn)1)

eij;aekl = ekl;aeij for a ∈Mn and for distinct i, j, k, l

((Rn)2)

eik;aejk = eik;a for a ∈Mn and for distinct i, j, k

((Rn)3)

eij;aeik = eik;aeij = ejk;aeij for a ∈Mn and for distinct i, j, k

((Rn)4)

eki;aeijejk = eik;aekjejieik for a ∈Mn and for distinct i, j, k

((Rn)5)

eki;aeijejkekl = eik;aeklelieijejl for a ∈Mn and for distinct i, j, k, l

((Rn)6)

eij;aekl;b = eij;cekl for a, b ∈Mn and any i, j, k, l, ((Rn)7)

where in (Rn)7, c = a(εij · b) = (c1, · · · , cn) satisfies cj = ajbi and ck = akbk for

k 6= j. Notice that i, j, k, l are not assumed to be distinct (apart from i 6= j and

k 6= l) in (Rn)7.

Obviously, the identities (Rn)1 ,· · · , (Rn)6 come from the relation R1
M in The-

orem 6.2.1, because we can find (ua, va) ∈ Rn such that (u, v) ∈ R (where R rep-

resents the relations in Theorem 6.1.11). Whilst the relation (Rn)7 can be obtain

from relation R2
M in Theorem 6.2.1 by replacing x, y, a, b, a(xφ · b) by eij, ekl, a,b, c,

respectively. Hence, the next corollary is special case of Theorem 6.2.1.

Corollary 6.2.3. [14, Corollary 5.1] The semigroup M on Singn has presentation

〈Xn : Rn〉 via φn.

As the presentation 〈Xn : Rn〉 utilises the large generating set Xn, in order to

simplify this presentation we will use the smaller generating set X2 ⊆ Xn. For this
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define an alphabet

X2 = {eij;ab : i, j ∈ Xn, i 6= j, a, b ∈Mn},

an epimorphism

φ2 : X+
2 →M on Singn : eij;ab 7→ εij;ab,

and let R2 be the set of relations

eij;abeij;cd = eij;ac, bc = eji;baeij;dc for a, b, c, d ∈M and distinct i, j

((R2)1)

eij;abekl;cd = ekl;cdeij;ab for a, b, c, d ∈M and distinct i, j, k, l

((R2)2)

eik;abejk;1c = eik;ab for a, b, c ∈M and distinct i, j, k

((R2)3a)

eik;abejk;c1 = eki;baeji;c1eik;11 for a, b, c ∈M and distinct i, j, k

((R2)3b)

eik;aaejk;b1 = eik;11ejk;b1eik;a1 for a, b,∈M and distinct i, j, k ((R2)3c)

eij;abeik;cd = eik;ac, deij;1, bc = ejk;bc, deij;ac, 1 for a, b, c, d ∈M and distinct i, j, k

((R2)4a)

eij;c, adeik;1, bd = eik;c, bdeij;1, ad = ejk;abeij;cd for a, b, c, d ∈M and distinct i, j, k

((R2)4b)

ekieijejk = eikekjejieik for distinct i, j, k ((R2)5)

ekieijejkekl = eikeklelieijejl for distinct i, j, k, l. ((R2)6)

Theorem 6.2.4. [14, Theorem 5.2] The semigroup M on Singn has presentation
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〈X2 : R2〉 via φ2.

Proof. See [14].

Recall that, X ⊆ X1 ⊆ X2 ⊆ Xn ⊆M on Singn. Also recall that in Chapter 1 we

defined the Green’s pre-orders as follows: for a, b ∈ S

a ≤R b⇔ aS1 ⊆ bS1, a ≤L b⇔ S1a ⊆ S1b, a ≤J b⇔ S1 aS1 ⊆ S1 b S1,

and the Green’s relations as follows: for any a, b ∈ S

a R b⇐⇒ aS1 = bS1, a L b⇐⇒ S1a = S1b, a J b⇐⇒ S1aS1 = S1bS1.

Remark here that, if M is a monoid and M/L is the partially ordered set of all

L-classes, then

M/L is a chain ⇔ the principal left ideals of M form a chain under inclusion

⇔ all finitely generated left ideals of M are principal.

In the next theorem we re-prove a classical result of Bulman-Fleming [6] that

M on Singn is idempotent generated if and only if the set M/L of L-classes of M

form a chain under the usual ordering of L-classes. We denote δ = {(i, i) : i ∈ Xn},

the diagonal equivalence relation.

Theorem 6.2.5. [14, Theorem 4.7] If M is any monoid, then

(i) M on Singn = 〈Xn〉 = 〈X2〉;

(ii) 〈E(M on Singn)〉 = 〈X1〉 = {(a, α) ∈M on Singn : ai ≤L aj for some (i, j) ∈

Kerα \ δ};

(iii) M on Singn is idempotent generated if and only if M/L is a chain.

Proof. See [14].
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From Theorem 6.2.5, we deduced that where M is a monoid and M/L is a chain,

then the singular wreath product M on Singn is generated by its idempotents from

the set X1. Hence our aim is to obtain a presentation for M on Singn in terms of the

idempotent generating set X1.

With this in mind, define an alphabet

X1 = {eij;a : i, j ∈ Xn, i 6= j, a ∈M},

an epimorphism

φ1 : X+
1 →M on Singn : eij;a 7→ εij;a,

and let R1 be the set of relations

eij;aeij;b = eij;a for a, b ∈M and distinct i, j ((R1)1a)

eij;1eji;aeij;b = eji;1eij;ab for a, b ∈M and distinct i, j ((R1)1b)

eji;aeij;c = eji;beij;c for a, b, c ∈M and distinct i, j with ac = bc

((R1)1c)

eij;beji;ceij;1 = eji;aeij;bc for a, b, c ∈M and distinct i, j with abc = c

((R1)1d)

eji;1eij;1 = eij;1 for distinct i, j ((R1)1e)

eij;aekl;b = ekl;beij;a for a, b ∈M and distinct i, j, k, l

((R1)2)

eik;aejk;b = eik;a for a, b ∈M and distinct i, j, k ((R1)3a)

eij;1ejk;aekj;1 = eji;1eik;aeki;1eij;1 for a ∈M and distinct i, j, k ((R1)3b)

eij;1eji;aeik;b = eji;1eik;bekj;aejk;1 for a, b ∈M and distinct i, j, k ((R1)3c)

eij;beik;ab = eik;abeij;b = ejk;aeij;b for a, b ∈M and distinct i, j, k ((R1)4)

ekieijejk = eikekjejieik for distinct i, j, k ((R1)5)

ekieijejkekl = eikeklelieijejl for distinct i, j, k, l. ((R1)6)

137



Note that in relations ((R1)5) and ((R1)6) we have identified X with a subset

of X1. It is important to note that some of the relations above (such as ((R1)1b))

involve a letter in of the form eij;ab from X1, where “ab” denotes a single subscript

(the product of a and b in M): in particular, eij;ab does not represent the letter from

X2 where a and b are separate subscripts.

Theorem 6.2.6. [14, Theorem 5.9] If M/L is a chain, then the semigroup M onSingn

has presentation 〈X1 : R1〉 via φ1.

Proof. See [14].

The next Theorem is a special case of Theorem 6.2.6, where M is a group.

Theorem 6.2.7. [14, Theorem 5.12] If M is a group, then M on Singn has pre-

sentation
〈
X1 : R

′
1

〉
via φ1, where R

′
1 is obtained from relation R1 by replacing

((R1)1a)–((R1)1e) by

eij;aeij;b = eij;a = eji;a−1eij;a for a, b ∈M and distinct i, j ((R
′
1)1a)

eij;1eji;aeij;b = eji;1eij;ab for a, b ∈M and distinct i, j. ((R
′
1)1b)

Proof. See [14].

6.3 Presentations for (N 1 on {1n})t (M on Singn) and

(N 1 o {1}) t (M o S)

Let M, T be monoids such that M is a left T -act by endomorphisms, and let G

and H be the group of units of M and T , respectively. Suppose N = M \ G and

S = T \H are ideals of M and T , respectively.
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T

H

S

M

G

N

Figure 6.1: The left action of T on M .

In this section, we will write A = B t C to indicate that A is the disjoint union

of B and C, and to avoid confusion, we will write 1 and 1n for the identity of M

and Tn, respectively.

This section is devoted to finding the monoid presentation for

(N1 o {1})t (M o S). We will start with a special case by finding presentation for

(N1 on {1n}) t (M on Singn).

Lemma 6.3.1. Suppose M,T,G,H,N and S as before. Let W = M o T , and let

K be the group of units of W . Then

(i) K = {(m, t) : m ∈ G, t ∈ H};

(ii) V = W \K is an ideal of W ;

(iii) VT = {(m, t) : m ∈M, t ∈ S} = M o S is an ideal of W ;

(iv) VM = {(m, t) : m ∈ N, t ∈ T} = N o T is an ideal of W ;

(v) VM ∪ VT = V ;

(vi) N1 o {1} is a submonoid of W ;

(vii) (N1 o {1}) t (M o S) is a subsemigroup of W ;

(viii) M o S = (N1 o {1})(Go S).
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Proof. (i) Suppose Z = {(m, t) : m ∈ G, t ∈ H}. We defined K to be the group

of units of W . We have to show that Z = K. Let (m, t) ∈ Z. As G and H are

the group of units of M and T respectively, so there exist m−1 ∈ G and t−1 ∈ H.

In order to prove (m, t) ∈ K, we have to show that (m, t)(u, t−1) = (1M , 1T ) and

(u, t−1)(m, t) = (1M , 1T ) for some u ∈ G. Set u = t−1 ·m−1. Then

(m, t)(u, t−1) = (m(t · u), tt−1)

= (m(t · (t−1 ·m−1)), tt−1)

= (m((tt−1) ·m−1), tt−1) (as M is a leftT -act)

= (m(1T ·m−1), tt−1) (as M is a leftT -act)

= (1M , 1T ).

Also,

(u, t−1)(m, t) = (u(t−1 ·m), t−1t)

= ((t−1 ·m−1)((t−1 ·m)), t−1t)

= (t−1 · (m−1m), t−1t) (as T acts by monoid endomorphisms)

= (t−1 · 1M , t−1t)

= (1M , 1T ) (as T acts by monoid endomorphisms).

Therefore, (m, t) ∈ K, which implies Z ⊆ K.

Now, let (m, t) ∈ K. As K is the group of units of W , there exist (u, n) ∈ K

such that (m, t)(u, n) = (m(t · u), tn) = (1M , 1T ), which means m(t · u) = 1M , and

tn = 1T . If m /∈ G, then m ∈ N \ G, which is an ideal, but then m(t · u) ∈ N \ G,

and this is a contradiction, as m(t · u) = 1M . Then m ∈ G. By the same manner

we obtain t ∈ H. So K = Z, as required.

(ii) Let (m, s) ∈ V and let (n, t) ∈ W . If t ∈ S or, s ∈ S, then (m, s)(n, t),
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(n, t)(m, s) ∈ V as st, ts ∈ S, since S is an ideal. Suppose now that t, s ∈ H. Then

m ∈ N and (m, s)(n, t) = (m(s · n), st) ∈ V as m(s · n) ∈ N , since N is an ideal.

Also (n, t)(m, s) = (n(t ·m), ts) ∈ V . Indeed, if n(t ·m) ∈ G then t ·m ∈ G, and as

G is the group of units of M , there exist k ∈ G such that (t ·m)k = 1. As t ∈ H

and H is the group of units of T , we have t−1 ∈ H and

1 = t−1 · 1 = t−1 · ((t ·m)k)

= (t−1t ·m)(t−1 · k) (as T acts by monoid endomorphisms)

= m(t−1 · k),

which forces m ∈ G, and this is a contradiction. Thus n(t ·m) ∈ N , which means

(n, t)(m, s) = (n(t ·m), ts) ∈ V , as required.

(iii) Let (m, t) ∈ VT and (n, s) ∈ W , so that (m, t)(n, s) = (m(t · n), ts).

As t ∈ S, this gives ts ∈ S as S is an ideal, so (m, t)(n, s) ∈ VT . Similarly,

(n, s)(m, t) = (n(s ·m), st), and as t ∈ S this gives st ∈ S as S is an ideal. Hence,

(n, s)(m, t) ∈ VT , which means VT is an ideal.

(iv) Let (m, t) ∈ VM and (n, s) ∈ W , so that (m, t)(n, s) = (m(t · n), ts). As

m ∈ N , this forces m(t · n) ∈ N , hence (m, t)(n, s) ∈ VM . Similarly, (n, s)(m, t) =

(n(s ·m), st), and as s ∈ T,m ∈ N , this gives s ·m ∈ N , which means (n, s)(m, t) ∈

VM , so VM is an ideal.

(v) Clear.

(vi) To prove N1 o{1} is a submonoid of W , let (m, 1), (n, 1) ∈ N1 o{1}. Then

(m, 1)(n, 1) = (m(1 · n), 1) = (mn, 1). Since m,n ∈ N , and N is an ideal of M , we

have mn ∈ N . Hence, (m, 1)(n, 1) ∈ N1o{1}, and as (1, 1) ∈ N1o{1}, so N1o{1}

is a submonoid of W .
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(vii) To prove (N1 o {1})t (M o S) is a subsemigroup of W , let (n, 1), (m, s) ∈

(N1 o {1}) t (M o S), such that n ∈ N1,m ∈ M , and s ∈ S. Then (n, 1)(m, s) =

(n(1 ·m), 1s) = (nm, s). As s ∈ S, then (nm, s) ∈ (N1 o {1}) t (M o S).

(viii) It is clear that (N1 o {1})(Go S) ⊆M o S.

Conversely, let (m, s) ∈M o S. Then if m ∈ G, we have (m, s) = (1, 1)(m, s) ∈

(N1 o {1})(G o S). If m ∈ N , then (m, s) = (m, 1)(1, s) ∈ (N1 o {1})(G o S).

Hence, M o S = (N1 o {1})(Go S), as required.

6.3.1 Presentation for (N 1 on {1n}) t (M on Singn)

Our goal in this subsection is to finding a monoid presentation for

(N1 on {1n})t (M on Singn). We suppose M is a monoid, G is a group of units of M

and N = M \ G is an ideal of M . Now, if we let B = (N1 on {1n}) t (M on Singn),

it is clear that N1 on {1n} is a submonoid of B and M on Singn is an ideal of B. We

follow the argument for [14, Theorem 6.3], making minor adjustments.

The general result [13, Theorem 7.1] provides a way to “stitch together” a monoid

presentation for A = C tD (where C is a submonoid of A and D is an ideal) from

presentations for C and D.

Lemma 6.3.2. Suppose M is a monoid, with group of units G such that N = M \G

is an ideal. Then M on Singn = (N1 on {1n})(G on Singn).

Proof. Notice that, if (a, 1n) ∈ N1on{1n} and (b, α) ∈ GonSingn, then (a, 1n)(b, α) =

(ab, α) ∈M on Singn, so (N1 on {1n})(G on Singn) ⊆M on Singn.

Conversely, assume (c, γ) ∈M on Singn. For each i ∈ Xn = {1, · · · , n}, define

ai =


1 if ci ∈ G

ci if ci ∈ N
and bi =


ci if ci ∈ G

1 if ci ∈ N.
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Since aibi = ci for each i, it follows that (c, γ) = (a, 1n)(b, γ). It is clear that

(b, γ) ∈ G on Singn, while (a, 1n) ∈ N1 on {1n} follows from N1 = {1} ∪ N =

{1} ∪ (M \G), and this completes the proof.

Suppose now that N1 has a monoid presentation 〈Z : P 〉 via ψ : Z∗ → N1 :

zψ 7→ z̄ for all z ∈ Z. As this is a monoid presentation, it is important to assume

zψ 6= 1 for all z ∈ Z in what follows.

Define new alphabets Z(i) = {zi : z ∈ Z} for each i ∈ Xn, and put

Z = Z(1) ∪ · · · ∪ Z(n). For a word ω = z1 · · · zk ∈ Z∗, and for i ∈ Xn, define

ω(i) = (z1)(i) · · · (zk)(i) ∈ Z∗(i). For each i ∈ Xn, write P(i) = {(u(i), v(i)) : (u, v) ∈ P}

and put P = P(1) ∪ · · · ∪ P(n). We also define

R∗ = {(x(i)y(j), y(j)x(i)) : x, y ∈ Z, i, j ∈ Xn, i 6= j}.

For a ∈ M and i ∈ Xn, write a(i) = (1, · · · , 1, a
i
, 1, · · · , 1, 1n), where the a is in the

ith position.

Define an epimorphism

Ψ : Z∗ → N1 on {1n} : z(i) 7→ (zψ)(i) = z̄(i).

Remark here that any subsemigroup S of Tn leads to a wreath product K on S,

for any monoid K. In particular, when S = {1n} ⊆ Tn consists of only the identity

transformation, K on{1n} is isomorphic to the direct product of n copies of K. Hence

the next result follows from an obvious result on presentation for direct products of

monoids, which is represented in Lemma 6.1.6.

Lemma 6.3.3. With the above notation, the monoid N1 on {1n} has monoid presen-

tation 〈Z : P ∪R∗〉 via Ψ.

We know from Theorem 6.2.7 that G on Singn has a semigroup presentation〈
X1 : R

′
1

〉
via φ1 : X+

1 → G on Singn, where X1 = {eij;a : i, j ∈ Xn, i 6= j, a ∈ G}.

We will stitch this together with the monoid presentation 〈Z : P ∪R∗〉 for N1 on{1n}
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in order to find a monoid presentation for B = (N1 on {1}) t (M on Singn). From

Lemma 6.3.2, and as B = (N1 on {1})t (M on Singn), we may define an epimorphism

Θ : (Z ∪X1)∗ → B : z(i) 7→ z̄(i), eij;a 7→ εij;a.

Now, we will choose a set of words {ha : a ∈ N1} ⊆ Z∗ such that haψ = a

for all a ∈ N1. For a ∈ N1 and i ∈ Xn, define ha;i = (ha)(i) ∈ Z∗(i), noting that

ha;iΘ = ha;iΨ = a(i). Remark here if a = 1 we choose ha = ε, where ε is the empty

word in Z∗.

Notice here that as hai;iΘ = ai(i) = (1, · · · , 1, ai
i
, 1, · · · , 1, 1n), then

ha1;1Θ = a1(1) = (a1
1
, 1, · · · , 1, 1n)

ha2;2Θ = a2(2) = (1, a2
2
, 1, · · · , 1, 1n)

ha3;3Θ = a3(3) = (1, 1, a3
3
, 1, · · · , 1, 1n)

...

han;nΘ = an(n)
= (1, · · · , 1, an

n
, 1n).

So

ha1;1Θ · · ·han;nΘ = (a1
1
, 1, · · · , 1, 1n) · · · (1, · · · , 1, an

n
, 1n)

= (a1
1
, · · · , an

n
, 1n)

= (ha1;1 · · ·han;n)Θ (as Θ is an epimorphism).

Therefore, if ω ∈ Z∗ is such that ωΘ = (a1, · · · , an, 1n) ∈ N1 on {1n}, this means ω

could be transformed into ha1;1 · · ·han;n using relations P ∪R∗ by Lemma 6.3.3.

Now let Q denote the set of relations
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eij;az(k) =


z(i)haz̄;jeij;1 if k = i

eij;a if k = j

z(k)eij;a otherwise

(Q1)

z(j)eij;a = hz̄a;jeij;1 (Q2)

z(i)eji;aeij;b = hz̄ab;ieij;b, (Q3)

where z ∈ Z in each relation, and i, j, k, a, b range over all allowable values, subject

to the stated constraints.

Remark here that, as N = M \G, where G is the group of units of M , and M \G

is an ideal, and as we assumed z̄ = zψ 6= 1 for all z ∈ Z, we have az̄, z̄a ∈ M \ G

for all z ∈ Z and a ∈ G. Hence the words haz̄, hz̄a, hz̄ab appearing in the above

relations are well defined.

Our main goal is to provide a proof of the following theorem:

Theorem 6.3.4. Let M be a monoid with group of units G such that N = M \ G

is an ideal. With the above notation B = (N1 on {1n}) t (M on Singn) has a monoid

presentation
〈
Z ∪X1 : P ∪R∗ ∪R′1 ∪Q

〉
via Θ.

We will write ≈Θ = (P∪R∗∪R′1∪Q)] for the congruence on (Z∪X1)∗ generated

by the relations P ∪R∗ ∪R′1 ∪Q.

To prove Theorem 6.3.4, we need to show that ≈Θ = Ker Θ, and some prelimi-

nary lemmas are therefore required.

The next result follows by simple diagrammatic check that the relations Q are

preserved by Θ.

Lemma 6.3.5. We have ≈Θ⊆ Ker Θ.

Proof. Notice that we only need to check Θ preserve the relation Q, as Θ already

contains Ψ and φ1, which preserve the relations P ∪R∗ and R
′
1, respectively.
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We will exam the left hand side and the right hand side are equal of the relation

Q.

For relation (Q1a), we have eij;az(k) = z(i)haz̄;jeij;1, if k = i. We have to prove

that

(eij;az(k))Θ = (z(i)haz̄;jeij;1)Θ.

For the left hand side we have

(eij;az(k))Θ = (eij;a)Θ (z(k))Θ (as Θ is a morphism)

= εij;az̄(i) (as k = i)

= (1, · · · , 1, a
j
, 1, · · · , 1, εij)(1, · · · , 1, z̄

i
, 1, · · · , 1, 1n)

= (1, · · · , 1, az̄
j
, 1, · · · , 1, z̄

i
, 1, · · · , εij).

For the right hand side we have

(z(i)haz̄;jeij;1)Θ = (z(i))Θ (haz̄;j)Θ (eij;1)Θ

= z̄(i)(az̄(j))εij;1

= (1, · · · , 1, z̄
i
, 1, · · · , 1, 1n)(1, · · · , 1, az̄

j
, 1, · · · , 1, 1n)(1, · · · , 1, εij)

= (1, · · · , 1, z̄
i
, 1, · · · , 1, az̄

j
, · · · , εij).

For relation (Q1b), we have eij;az(k) = eij;a, if k = j. We have to prove that

(eij;az(j))Θ = (eij;a)Θ.
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For the left hand side we have

(eij;az(j))Θ = (eij;a)Θ (z(j))Θ (as Θ is a morphism)

= εij;az̄(j)

= (1, · · · , 1, a
j
, 1, · · · , 1, εij)(1, · · · , 1, z̄

j
, 1, · · · , 1, 1n)

= (1, · · · , 1, a
j
, 1, · · · , 1, εij).

For the right hand side we have

(eij;a)Θ = εij;a = (1, · · · , 1, a
j
, 1, · · · , 1, εij).

For relation (Q1c), we have eij;az(k) = z(k)eij;a. We want to show that

(eij;azk)Θ = (z(k)eij;a)Θ.

For the left hand side we have

(eij;az(k))Θ = (eij;a)Θ (z(k))Θ (as Θ is a morphism)

= εij;az̄(k)

= (1, · · · , 1, a
j
, 1, · · · , 1, εij)(1, · · · , 1, z̄

k
, 1, · · · , 1, 1n)

= (1, · · · , 1, a
j
, 1, · · · , 1, z̄

k
, 1, · · · , 1, εij).

For the right hand side we have

(z(k)eij;a)Θ = (z(k))Θ (eij;a)Θ (as Θ is a morphism)

= z̄(k)εij;a

= (1, · · · , 1, z̄
k
, 1, · · · , 1, 1n)(1, · · · , 1, a

j
, 1, · · · , 1, εij)

= (1, · · · , 1, z̄
k
, 1, · · · , 1, a

j
, 1, · · · , 1, εij).
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For relation (Q2), we have z(j)eij;a = hz̄a;jeij;1. We want to prove that

(z(j)eij;a)Θ = (hz̄a;jeij;1)Θ.

For the left hand side we have

(z(j)eij;a)Θ = (z(j))Θ (eij;a)Θ (as Θ is a morphism)

= z̄(j)εij;a

= (1, · · · , 1, z̄
j
, 1, · · · , 1, 1n)(1, · · · , 1, a

j
, 1, · · · , 1, εij)

= (1, · · · , 1, z̄a
j
, 1, · · · , 1, εij).

For the right hand side we have

(hz̄a;jeij;1)Θ = (hz̄a;j)Θ (eij;1)Θ (as Θ is a morphism)

= (z̄a)(j)εij;1

= (1, · · · , 1, z̄a
j
, 1, · · · , 1, 1n)(1, · · · , 1, εij)

= (1, · · · , 1, z̄a
j
, 1, · · · , 1, εij).

For relation (Q3), we have z(i)eji;aeij;b = hz̄ab;ieij;b. We have to prove

(z(i)eji;aeij;b)Θ = (hz̄ab;ieij;b)Θ.
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For the left hand side we have

(z(i)eji;aeij;b)Θ = (z(i))Θ (eji;a)Θ (eij;b)Θ (as Θ is a morphism)

= z̄(i)εji;aεij,b

= (1, · · · , 1, z̄
i
, 1, · · · , 1, 1n)(1, · · · , 1, a

i
, 1, · · · , 1, εji)

(1, · · · , 1, b
j
, 1, · · · , 1, εij)

= (1, · · · , 1, z̄a
i
, 1, · · · , 1, εji)(1, · · · , 1, b

j
, 1, · · · , 1, εij)

= (1, · · · , 1, z̄ab
i
, 1, · · · , 1, · · · , 1, b

j
, 1, · · · , 1, εij).

For the right hand side we have

(hz̄ab;ieij;b)Θ = (hz̄ab;i)Θ (eij;b)Θ (as Θ is a morphism)

= (z̄ab)(i)εij;b

= (1, · · · , 1, z̄ab
i
, 1, · · · , 1, 1n)(1, · · · , 1, b

j
, 1, · · · , 1, εij)

= (1, · · · , 1, z̄ab
i
, 1, · · · , 1, · · · , 1, b

j
, 1, · · · , 1, εij).

Hence, ≈Θ⊆ Ker Θ as required.

To prove the reverse we need to prove the following two lemmas:

Lemma 6.3.6. If ω ∈ (Z ∪X1)∗, then ω ≈Θ ω1ω2 for some ω1 ∈ Z∗ and ω2 ∈ X∗1 .

If ω /∈ Z∗, then ω2 ∈ X+
1 .

Proof. For a word u ∈ (Z ∪ X1)∗, we write γ(u) for the number of letters from

X1 appearing in u. We prove the lemma by induction on γ(ω). If γ(ω) = 0, then

we are already done (with ω1 = ω and ω2 = 1), so suppose γ(ω) ≥ 1, and write

ω = ueij;av, where u ∈ (Z∪X1)∗ and v ∈ Z∗, so γ(u) = γ(ω)− 1. By (Q1), we have

eij;av ≈Θ zeij;b for some z ∈ Z∗ and some b ∈ G. Since γ(uz) = γ(u) = γ(ω) − 1,

the induction hypothesis gives uz ≈Θ u1u2 for some u1 ∈ Z∗ and u2 ∈ X∗1 . So

ω = ueij;av ≈Θ uzeij;b ≈Θ u1u2eij;b, and we are done (with ω1 = u1 ∈ Z∗ and
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ω2 = u2eij;b ∈ X+
1 ). Now, to prove the final assertion in the lemma, suppose

ω ∈ (Z ∪X1)∗ \ Z∗, such that ω ≈Θ ω1ω2, where ω1 ∈ Z∗ and ω2 ∈ X∗1 . If ω2 = ε,

(the empty word in X∗1 ), this means ω ≈Θ ω1ε = ω1. As ω1 ∈ Z∗ this gives ω ∈ Z∗,

a contradiction. Hence, ω2 ∈ X+
1 .

In the case that ω /∈ Z∗, the two words ω1, ω2 can be chosen to have a very

specific form, and that can be shown only if Lemma 6.3.6 improved as follows:

Lemma 6.3.7. Let ω ∈ (Z ∪X1)∗ \ Z∗, and write ωΘ = (a, α). For i ∈ Xn, define

bi =


1 if ai ∈ G

ai if ai ∈ N
and ci =


ai if ai ∈ G

1 if ai ∈ N.

Then ω ≈Θ ω1ω2 for some ω1 ∈ Z∗ and ω2 ∈ X+
1 with ω1Θ = (b, 1n) and ω2Θ =

(c, α).

Proof. By Lemma 6.3.6, the set Λ = {(ω1, ω2) ∈ Z∗ × X+
1 : ω ≈Θ ω1ω2} is non-

empty. We define ζ : Λ→ N as follows. Let (ω1, ω2) ∈ Λ, and write

ω1Θ = (p, 1n) and ω2Θ = (q, α),

where p = (p1, · · · , pn) ∈ (N1)n and q = (q1, · · · , qn) ∈ Gn. Notice that, as

ω1 ∈ Z∗, the last coordinate of ω1Θ must be 1n, it implies the last coordinate of ω2Θ

must be α. We then define ζ(ω1, ω2) to be the cardinality of the set Υ(ω1, ω2) =

{i ∈ Xn : (pi, qi) 6= (bi, ci)}.

Now choose a pair (ω1, ω2) ∈ Λ for which ζ(ω1, ω2) is minimal. We claim that

ζ(ω1, ω2) = 0. Indeed, suppose to the contrary that ζ(ω1, ω2) ≥ 1. As above, write

ω1Θ = (p, 1n) and ω2Θ = (q, α), noting that

(a, α) = ωΘ = (ω1Θ)(ω2Θ) = (pq, α).

This gives piqi = ai for all i. Since ω2 ∈ X+
1 , and α ∈ Singn, so we may fix some
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(i, j) ∈ Kerα with i 6= j. By relabelling the elements of Xn, if necessary, we may

assume that (i, j) = (1, 2). Define words

u1 = (e21;q1q
−1
2
e12;q2) · (e23;q3e32;1) · · · (e2n;qnen2;1)

and

u2 = (e12;q2q
−1
1
e21;q1) · (e13;q3e31;1) · · · (e1n;qnen1;1),

and let v be any word over X (regarded as a subset of X1 as usual) with vΘ =

(1, · · · , 1, α). It easy to check (diagrammatically) that u1Θ = (q, ε12) and u2Θ =

(q, ε21). In particular, since α = ε12α = ε21α, we have

(u1Θ)(vΘ) = (u2Θ)(vΘ) = (q, α) = ω2Θ.

Now as ω2, u1v, u2v all belong to X+
1 , Theorem 6.2.7 then gives ω2 ≈Θ u1v ≈Θ u2v.

Moreover, Lemma 6.3.3 gives ω1 ≈Θ hp1;1 · · ·hpn;n.

Since ζ(ω1, ω2) ≥ 1, we may fix some r ∈ Υ(ω1, ω2). Notice that if pr = 1,

this would imply ar = prqr ∈ G, which would give (br, cr) = (1, ar) = (pr, qr),

contradicting our assumption that r ∈ Υ(ω1, ω2). In particular, hpr;r 6= 1, so we

may write hpr;r = (z1)(r) · · · (zk)(r)z(r), where z1, · · · , zk, z ∈ Z. Hence we obtain

((z1)(r) · · · (zk)(r)z(r))Θ = hpr;rΘ = (pr)(r), which gives z̄1 · · · z̄kz̄ = pr. Note that R∗

gives ω1 ≈Θ ω3hpr;r, where ω3 = hp1;1 · · ·hpr−1;r−1hpr+1;r+1 · · ·hpn;n. Note also that,

pr 6= 1 implies pr ∈ N = M \G, and as N is an ideal of M , we have ar = prqr ∈ N ,

so (br, cr) = (ar, 1).

We now consider separate cases, depending on the value of r.
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Case 1. Suppose that r ≥ 3. Note that

hpr;ru1 = (z1)(r) · · · (zk)(r)z(r)(e21;q1q
−1
2
e12;q2) · (e23;q3e32;1) · · · (e2,r−1;qr−1er−1,2;1)

× (e2r;qrer2;1)(e2,r+1;qr+1er+1,2;1) · · · (e2n;qnen2;1)

≈Θ (z1)(r) · · · (zk)(r)(e21;q1q
−1
2
e12;q2) · (e23;q3e32;1) · · · (e2,r−1;qr−1er−1,2;1)

× z(r)(e2r;qrer2;1)(e2,r+1;qr+1er+1,2;1) · · · (e2n;qnen2;1) (by (Q1))

≈Θ (z1)(r) · · · (zk)(r)(e21;q1q
−1
2
e12;q2) · (e23;q3e32;1) · · · (e2,r−1;qr−1er−1,2;1)

× hz̄qr;r(e2r;1er2;1)(e2,r+1;qr+1er+1,2;1) · · · (e2n;qnen2;1) (by (Q2))

≈Θ (z1)(r) · · · (zk)(r)hz̄qr;r(e21;q1q
−1
2
e12;q2) · (e23;q3e32;1) · · · (e2,r−1;qr−1er−1,2;1)

× (e2r;1er2;1)(e2,r+1;qr+1er+1,2;1) · · · (e2n;qnen2;1) (by (Q1)).

(In the last step of the previous calculation, recall that hz̄qr;r involves only letters

from Z(r)). Note also that

((z1)(r) · · · (zk)(r)hz̄qr;r)Θ = (z̄1 · · · z̄kz̄qr)(r) = (prqr)(r) = (ar)(r).

Notice here that as ar ∈ N , and as we know that (har;r)Θ = (ar)(r), so Lemma 6.3.3

gives (z1)(r) · · · (zk)(r)hz̄qr;r ≈Θ har;r.

Now put

u3 = (e21;q1q
−1
2
e12;q2) · (e23;q3e32;1) · · · (e2,r−1;qr−1er−1,2;1)(e2r;1er2;1)

(e2,r+1;qr+1er+1,2;1) · · · (e2n;qnen2;1).

The above calculations show that hpr;ru1 ≈Θ har;ru3, and it follows that

ω ≈Θ ω1ω2 ≈Θ (ω3hpr;r)(u1v) ≈Θ (ω3har;r)(u3v) = v1v2,

where v1 = ω3har;r ∈ Z∗ and v2 = u3v ∈ X+
1 . It follows that (v1, v2) ∈ Λ, and it is
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easy to check that

v1Θ = (p1, · · · , pr−1, ar, pr+1, · · · , pn, 1n)

and

v2Θ = (q1, · · · , qr−1, 1, qr+1, · · · , qn, α).

Since (br, cr) = (ar, 1), it follows that ζ(v1, v2) = ζ(ω1, ω2) − 1, contradicting the

minimality of ζ(ω1, ω2), and completing the proof of the claim in this case.

Case 2. Suppose r = 1.

In this case we have ω1 ≈Θ ω3hp1;1, where ω3 = hp2;2 · · ·hpn;n, and we also have

hp1;1 = (z1)(1) · · · (zk)(1)z(1). Note that by using (Q3) we have

hp1;1u1 = (z1)(1) · · · (zk)(1)z(1)(e21;q1q
−1
2
e12;q2) · (e23;q3e32;1) · · · (e2n;qnen2;1)

≈Θ (z1)(1) · · · (zk)(1)hz̄q1;1e12;q2 · (e23;q3e32;1) · · · (e2n;qnen2;1).

As in the previous case we have (z1)(1) · · · (zk)(1)hz̄q1;1 ≈Θ ha1;1. It quickly follows

that hp1;1u1 ≈Θ ha1;1u4, where u4 = e12;q2 · (e23;q3e32;1) · · · (e2n;qnen2;1).

As ω1 ≈Θ ω3hp1;1 and ω2 ≈Θ u1v, we have

ω ≈Θ ω1ω2 ≈Θ (ω3hp1;1)(u1v) ≈Θ (ω3ha1;1)(u4v) = v1v2,

where v1 = ω3ha1;1 ∈ Z∗ and v2 = u4v ∈ X+
1 . This time we obtain

v1Θ = (a1, p2, · · · , pn, 1n) and v2Θ = (1, q2, · · · , qn, α),

and again we have ζ(v1, v2) = ζ(ω1, ω2)− 1, a contradiction.

Case 3. Suppose r = 2.

This case is almost identical to previous case, but we use the word u2 (defined
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above) instead of u1. Hence now we have ω1 ≈Θ ω3hp2;2, where ω3 = hp1;1hp3;3 · · ·hpn;n,

and we also have hp2;2 = (z1)(2) · · · (zk)(2)z(2). Note that by using (Q3) we have

hp2;2u2 = (z1)(2) · · · (zk)(2)z(2)(e12;q2q
−1
1
e21;q1) · (e13;q3e31;1) · · · (e1,n;qnen1;1)

≈Θ (z1)(2) · · · (zk)(2)hz̄q2;2e21;q1 · (e13;q3e31;1) · · · (e1n;qnen1;1).

Moreover,

((z1)(2) · · · (zk)(2)hz̄q2;2)Θ = (z̄1 · · · z̄kz̄q2)(2) = (p2q2)(2) = (a2)(2),

as z̄1 · · · z̄kz̄ = p2. Hence, we have (z1)(2) · · · (zk)(2)hz̄q2;2 ≈Θ ha2;2. So hp2;2u2 ≈Θ

ha2;2u5, where here we have u5 = e21;q1 · (e13;q3e31;1) · · · (e1n;qnen1;1) ∈ X+. As ω1 ≈Θ

ω3hp2;2 and ω2 ≈Θ u2v, we have

ω ≈Θ ω1ω2 ≈Θ (ω3hp2;2)(u2v) ≈Θ (ω3ha2;2)(u5v) = v1v2,

where v1 = ω3ha2;2 ∈ Z∗ and v2 = u5v ∈ X+
1 . It easy to check that

v1Θ = (p1, a2, p3, · · · , pn, 1n) and v2Θ = (q1, 1, q3, · · · , qn, α),

and again we have ζ(v1, v2) = ζ(ω1, ω2) − 1, a contradiction. This completes the

proof of the claim that ζ(ω1, ω2) = 0. And this of course, complete the proof of the

lemma.

Now, we are ready to prove Theorem 6.3.4.

Proof. In order to prove Theorem 6.3.4, we need to prove Ker Θ ⊆≈Θ. Let u, v ∈

(Z∪X1)∗ be such that uΘ = vΘ. Notice that, if u ∈ Z∗, this means uΘ ∈ N1 o {1n},

and as uΘ = vΘ, this will imply v ∈ Z∗, so in this case u ≈Θ v follows from

Lemma 6.3.3. Now, if u /∈ Z∗, this means v /∈ Z∗ as well (as uΘ = vΘ), so we have

u ∈ (Z ∪ X1)∗ and u /∈ Z∗. Lemma 6.3.7 then gives u ≈Θ u1u2 and v ≈Θ v1v2 for
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some u1, v1 ∈ Z∗ and u2, v2 ∈ X+
1 with u1Θ = v1Θ and u2Θ = v2Θ. Lemma 6.3.3

and Theorem 6.2.7, respectively, then give u1 ≈Θ v1 and u2 ≈Θ v2. Putting this all

together we obtain u ≈Θ u1u2 ≈Θ v1v2 ≈Θ v.

6.3.2 Presentation for (N 1 o {1}) t (M o S)

In this subsection we will suppose the monoids M and T are as in the beginning of

this section, and we will suppose N and G are left S-acts.

This subsection is devoted to finding a presentation for C = (N1o{1})t(MoS).

By using Lemma 6.3.1 (viii) we may write C = (N1 o {1}) t (N1 o {1})(Go S).

Suppose S has a semigroup presentation 〈X : R〉 via φ : X+ → S. From

Subsection 6.2.1, we immediately have semigroup presentation for MoS and GoS.

Then GoS has a semigroup presentation 〈XG : RG〉 via φG : X+
G → GoS : xg 7→

(g, xφ), such that XG = {xg : x ∈ X, g ∈ G} and RG = R1
G ∪R2

G where

R1
G = {(ug, vg) : (u, v) ∈ R, g ∈ G}

and

R2
G = {(xayb, xa(xφ,b)y) : x, y ∈ X, a, b ∈ G}.

Clearly X ⊆ XG and R ⊆ RG.

To find a presentation for C = (N1 o {1}) t (M o S), we will use the same

technique that we used in the previous subsection to find the presentation for B =

(N1 on {1n}) t (M on Singn). It is very important to mention that there are some

differences between the presentation of B and the presentation of C, as in the

presentation of B we have N1 on {1n} = (N1)no {1n}, but in a presentation of C we

have N1 o {1}. Remark here that N1 = (M \G)1 but (N1)n 6= (Mn \G)1, where G

is the group of units of Mn. For example, if n = 2, g ∈ G, g 6= 1 and m ∈ N , then

(g,m) ∈ (M2 \G)1 but (g,m) /∈ (N1)2.

Suppose that N has a semigroup presentation 〈Y : P 〉 via ξ. Then N = 〈yξ〉,
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which means the generating set of N will be Y = {yξ : y ∈ Y }. We will write

∼ξ= P ] for the congruence on Y + generated by the relation P . Moreover, since

N1 = N∪{1}, we have thatN1 has a monoid presentation 〈Y : P 〉 via ξ∗ : Y ∗ → N1,

with the same set of generators of N and the same relations.

We will write ≈ξ∗= P ] for the congruence on Y ∗ generated by the relation P .

Now, we only want to prove Ker ξ∗ =≈ξ∗ .

Let ω, ω
′ ∈ Y ∗ be such that ωξ∗ = ω

′
ξ∗. It is clear that as ωξ∗ = ω

′
ξ∗ ∈ N1 =

N ∪ {1}, either ωξ∗ = ω
′
ξ∗ = 1, which means ω = ω

′
= ε (the empty word in Y ∗),

and so ω ≈ξ∗ ω
′

or, ωξ∗ = ω
′
ξ∗ ∈ N , so that ω, ω

′ ∈ Y + and ωξ = ω
′
ξ. Hence

ω ∼ξ ω
′
, as Ker ξ =∼ξ.

Now, as ω ∼ξ ω
′
, and by using Proposition 1.2.4, we have either ω = ω

′
, which

gives ω ≈ξ∗ ω
′

or, for some n ∈ N, there is a sequence

ω = c1a1d1, c1b1d1 = c2a2d2, · · · , cnbndn = ω
′

of elementary P -transition connecting ω to ω
′
, where ci, di ∈ N1 and (ai, bi) ∈ P

or (bi, ai) ∈ P for all i, which will give ω ≈ξ∗ ω
′
. So we obtain Ker ξ∗ ⊆≈ξ∗ .

Conversely, suppose u, v ∈ Y ∗ are such that u ≈ξ∗ v. If u = v = ε then

uξ∗ = vξ∗ = 1, which gives ≈ξ∗⊆ Ker ξ∗. If neither u nor v is the empty word ε,

then u, v ∈ Y +, so uξ = vξ and u ∼ξ v as N has presentation 〈Y : P 〉 via ξ. From

this we obtain uξ∗ = vξ∗, and so ≈ξ∗⊆ Ker ξ∗.

Note that, if U is a semigroup (monoid), then there exists a map U o {1} → U ,

where (u, 1) 7→ u, and (u, 1)(v, 1) = (uv, 1). So it is easy to show that N1 o {1}

has a monoid presentation 〈Y : P 〉 via ξ
′
: Y ∗ → N1 o {1} : y 7→ yξ

′
= (yξ, 1).

As C is generated by yξ
′ ∪ xgφG, we have that

Φ : (Y ∪XG)∗ → C : y 7→ (yξ, 1), xg 7→ (g, xφ)

is an epimorphism, where Φ extends ξ
′

and φG.
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For each y ∈ Y, x ∈ X, g ∈ G choose ωg, x, y ∈ Y + such that

(ωg, x, y)Φ = (g(xφ · yξ)g−1, 1).

Note that

(xgy)Φ = (xg)Φ (y)Φ (as Φ is a morphism)

= (g, xφ)(yξ, 1)

= (g(xφ · yξ), xφ)

= (g(xφ · yξ)g−1g, xφ)

= (g(xφ · yξ)g−1, 1)(g, xφ)

= (ωg, x, y)Φ (xg)Φ

= (ωg, x, y xg)Φ (as Φ is a morphism).

For each y ∈ Y, g ∈ G choose vy,g ∈ Y + such that

vy,gΦ = ((yξ)g, 1).

Then for any x ∈ X,

(vy,gx)Φ = vy,gΦxΦ (as Φ is a morphism)

= ((yξ)g, 1)(1, xφ)

= ((yξ)g, xφ)

= (yξ, 1)(g, xφ)

= yΦxgΦ

= (yxg)Φ (as Φ is a morphism).

Let Q = {xgy = ωg, x, yxg, vy,gx = yxg : ωg, x, y, vy,g ∈ Y +, x ∈ X, y ∈ Y, g ∈ G}.

Our aim is to prove the following theorem:
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Theorem 6.3.8. Let M and T be monoids such that M is a left T -act by en-

domorphism, and let G and H be the groups of units of M and T , respectively.

Suppose N = M \ G and S = T \ H are ideals of M and T , respectively. If N

and G are left S-acts, then with above notation C = (N1 o {1}) t (M o S) =

(N1 o{1})t (N1 o{1})(GoS) has a monoid presentation 〈Y ∪XG : P ∪RG ∪Q〉

via Φ.

We will write ≈Φ= (P ∪ RG ∪ Q)] for the congruence on (Y ∪ XG)∗ generated

by P ∪RG ∪Q.

To prove Theorem 6.3.8, we need to show that ≈Φ = Ker Φ, and for this we

require preliminary lemmas.

The next result follows immediately from the above discussions.

Lemma 6.3.9. ≈Φ⊆ Ker Φ.

To prove the reverse containment, we need the following lemma:

Lemma 6.3.10. If ω ∈ (Y ∪XG)∗, then ω ≈Φ ω1ω2 for some ω1 ∈ Y ∗ and ω2 ∈ X∗G.

If ω ∈ (Y ∪XG)∗ \ Y ∗, then ω ≈Φ ω1ω2, where ω1 ∈ Y ∗ and ω2 ∈ X+
G .

Proof. For a word u ∈ (Y ∪ XG)∗, we write Γ(u) for the number of letters from

XG appearing in u. We prove the lemma by induction on Γ(ω). If Γ(ω) = 0, then

we are already done (with ω1 = ω and ω2 = 1), so suppose Γ(ω) ≥ 1, and write

ω = uxgv, where u ∈ (Y ∪ XG)∗ and v ∈ Y ∗, so Γ(u) = Γ(ω) − 1. By repeated

applications of the relations from Q, we have xgv ≈Φ zxg for some z ∈ Y ∗. Since

Γ(uz) = Γ(u) = Γ(ω) − 1, an induction hypothesis gives uz ≈Φ u1u2 for some

u1 ∈ Y ∗ and u2 ∈ X∗G. So

ω = uxgv ≈Φ uzxg ≈Φ u1u2xg,

and we are done (with ω1 = u1 ∈ Y ∗ and ω2 = u2xg).

If ω ∈ (Y ∪ XG)∗ \ Y ∗, then ω contains at least one symbol xg. If ω ≈Φ ω
′

for

any ω
′ ∈ (Y ∪XG)∗, then notice that ω

′
contains at least one symbol from XG for
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at any step ω
′′ → ω

′′′
in the deduction of ω

′
from ω, applying a relation from R1

G

always leaves at least one symbol xg (as R is a set of semigroups identities) and any

application of an identities from R2
G or Q leaves the number of symbols from XG

fixed.

We are now ready to prove Theorem 6.3.8.

Proof. In order to prove Theorem 6.3.8, it suffices to show that Ker Φ ⊆≈Φ. Suppose

ω, ω
′ ∈ (Y ∪XG)∗ are such that ωΦ = ω

′
Φ. If ω ∈ Y ∗, then ωΦ ∈ N1 o {1}, which

also gives ω
′ ∈ Y ∗. Hence in this case ω ≈Φ ω

′
, as N1 o {1} has presentation

〈Y : P 〉 via ξ
′
. So suppose ω /∈ Y ∗, noting that this also forces ω

′
/∈ Y ∗. Lemma

6.3.10 then gives ω ≈Φ uv and ω
′ ≈Φ u

′
v
′

for some u, u
′ ∈ Y ∗ and v, v

′ ∈ X+
G . By

Lemma 6.3.9, we obtain uΦvΦ = u
′
Φv
′
Φ.

Let uΦ = (n, 1) and u
′
Φ = (n

′
, 1), where n, n

′ ∈ N1. Let vΦ = (g, s) and

v
′
Φ = (g

′
, s
′
), where g, g

′ ∈ G and s, s
′ ∈ S. Hence (ng, s) = (n

′
g
′
, s
′
), so ng = n

′
g
′

and s = s
′
.

Note also that u = ε if and only if u
′
= ε. Suppose first u = y1 · · · yt, u

′
= z1 · · · zr,

where t, r ≥ 1, yi, zj ∈ Y . Let x = xx1 · · · xl, where l ≥ 0, x, xk ∈ X. Then

uxg = y1 · · · ytxg ≈Φ y1 · · · yt−1vyt,gx and u
′
xg′ = z1 · · · zrxg′ ≈Φ z1 · · · zr−1vzr,g′x and

as

(y1 · · · yt−1vyt,g)Φ = (y1)Φ · · · (yt−1)Φ(vyt,g)Φ (as Φ is a morphism)

= (y1ξ, 1) · · · (yt−1ξ, 1)((ytξ)g, 1)

= ((y1ξ) · · · (ytξ)g, 1)

= ((uξ)g, 1)

= (ng, 1)

= (n
′
g
′
, 1)
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= ((u
′
ξ)g

′
, 1)

= ((z1ξ) · · · (zrξ)g
′
, 1)

= (z1ξ, 1) · · · (zr−1ξ, 1)((zrξ)g
′
, 1)

= (z1)Φ · · · (zr−1)Φ(vzr,g′ )Φ

= (z1 · · · zr−1vzr,g′ )Φ (as Φ is a morphism),

we have y1 · · · yt−1vyt,g ≈Φ z1 · · · zr−1vzr,g′ .

Also,

vΦ = (g, xφ)(1, x1φ) · · · (1, xlφ)

= (g, xφ)(1, x1φ · · ·xlφ)

= (g, xφ)(1, (x1 · · ·xl)φ) (asφ is a morphism)

= xgΦ(x1 · · · xl)Φ

= (xgx
1 · · ·xl)Φ (as Φ is a morphism),

giving v ≈Φ xgx
1 · · ·xl and similarly v

′ ≈Φ xg′x
1 · · ·xl.

Finally,

uv ≈Φ y1 · · · ytxgx1 · · · xl ≈Φ y1 · · · yt−1vyt,gxx
1 · · ·xl

≈Φ z1 · · · zr−1vzr,g′xx
1 · · ·xl ≈Φ u

′
xg′x

1 · · ·xl ≈Φ u
′
v
′
.

On the other hand, if u = u
′

= ε then clearly u ≈Φ u
′

and g = g
′
, s = s

′
, so as

vΦ = v
′
Φ we have v ≈Φ v

′
and uv ≈Φ u

′
v
′
.

Putting this all together, we obtain that ω ≈Φ uv ≈Φ u
′
v
′ ≈Φ ω

′
.
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