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ABSTRACT

This thesis reports progress in two domains, namely causal structures and microscopic
thermodynamics, both of which are highly pertinent in the development of quantum
technologies. Causal structures fundamentally influence the development of protocols for

quantum cryptography and microscopic thermodynamics is crucial for the design of quantum
computers.

The first part is dedicated to the analysis of causal structure, which encodes the relationship
between observed variables, in general restricting the set of possible correlations between them.
Our considerations rely on a recent entropy vector method, which we first review. We then develop
new techniques for deriving entropic constraints to differentiate between causal structures. We
provide sufficient conditions for entropy vectors to be realisable within a causal structure and
derive new, improved necessary conditions in terms of so-called non-Shannon inequalities. We
also report that for a family of causal structures, including the bipartite Bell scenario and the
bilocal causal structure, entropy vectors are unable to distinguish between classical and quantum
causes, in spite of the existence of quantum correlations that are not classically reproducible.
Hence, further development is needed in order to understand cause from a quantum perspective.

In the second part we explore an axiomatic framework for modelling error-tolerant processes
in microscopic thermodynamics. Our axiomatisation allows for the accommodation of finite
precision levels, which is crucial for describing experiments in the microscopic regime. Moreover,
it is general enough to permit the consideration of different error types. The framework leads to
the emergence of manageable quantities that give insights into the feasibility and expenditure
of processes, which for adiabatic processes are shown to be smooth entropy measures. Our
framework also leads to thermodynamic behaviour at the macroscopic scale, meaning that for
thermodynamic equilibrium states a unique function provides necessary and sufficient conditions
for state transformations, like in the traditional second law.
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1
INTRODUCTION AND SYNOPSIS

Technological progress is driven by our prevailing desire for comfort and prosperity. Start-

ing with the development of tools in prehistoric times, technological progress has since

led to inventions like the television for our entertainment and has enabled projects as

ambitious as expeditions into space. Influenced by our needs, technology often imitates our own

abilities. To perform physical work we build engines and for tedious computations we rely on

computers, with both quickly outperforming our own bodies and brains. Technological develop-

ment is strongly inspired by the nature surrounding us and by our understanding thereof. Among

the theories that explain nature, quantum theory stands out due to its accurate experimental

predictions and explanatory power. It is in the interest of technological progress to push the ap-

plication of quantum effects forward, with the aim to discover and exploit significant advantages

over current classical technologies.

Quantum effects are employed in cryptographic protocols that rely on Bell’s theorem [20],

examples include key distribution [23, 81] and the expansion and amplification of private random-

ness [61, 63]. Conceptually, these developments have moved the prerequisites of security proofs

from computational hardness assumptions (as made for instance when implementing RSA [190])

to assuming the validity of quantum theory. They have also led us to scrutinize the assumptions

that are implicit in our considerations. In cryptographic protocols relying on Bell’s theorem the

crucial assumptions are most conveniently encoded in an underlying causal structure [232].

Quantum effects also yield computational advantages. For example Shor’s factoring algo-

rithm [196] allows for the factorisation of primes in polynomial time, which is a significant

speedup compared to the known classical algorithms.1 However, exploiting such effects for com-

putation brings with it the challenge of building the necessary quantum devices. Miniaturization

1Note that this an issue for the security of RSA mentioned before, which is based on the complexity of this same
problem.
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CHAPTER 1. INTRODUCTION AND SYNOPSIS

of computer chips raises questions regarding the heat generation in computations, theoretical

limits for which have been given in terms of Landauer’s principle [129]. Pragmatic questions

regarding computational devices, such as how to best cool microscopic systems, are currently

under active investigation [38, 144]. To what extent realistic heat engines are optimised with

quantum effects has not been conclusively answered [39, 192, 199].

This thesis is concerned with both the analysis of causal structures and microscopic thermo-

dynamics. It is composed of two parts, the first of which compares classical and quantum correla-

tions generated in causal structures beyond the Bell scenario, whereas the second presents an

error-tolerant approach to quantum thermodynamics. Both topics are examined with information-

theoretic concepts: causal structures are analysed in terms of observed correlations and their

entropies, thermodynamics is approached with quantum resource theories. In order to facilitate

the understanding of this thesis, the relevant concepts and tools are introduced in Chapter 2,

which an expert-reader may prefer to skip. In the following we outline the results presented in

the subsequent chapters.

Part I – Entropic analysis of causal structures

For centuries, progress in physics was aided by our intuitive understanding of the world we

experience. However, since the emergence of quantum theory with its numerous exotic features,

our intuition has been challenged. A concept that requires reconsideration in light of quantum

theory is causality, which is the topic of Part I of this thesis. We address the specific question of

how to compare correlations that can be obtained with classical resources to those generated

from quantum systems. We analyse the observational differences between quantum phenomena

and their classical counterparts in causal structures beyond the Bell scenario [20], an analysis

which is facilitated with the use of entropy measures. Such considerations may shed light into

the difference of classical and quantum cause from a pragmatic perspective and complement

recent work that generalises the classical concepts of cause and causal influence to the quantum

realm [6, 66].

Chapter 3 – Outline of the entropic techniques for analysing causal structures. In this

chapter, we motivate the use of entropy measures for analysing causal structures and review

several entropic (and non-entropic) techniques, bringing different contributions together in a

coherent way. The main approach, which we focus on, is the so-called entropy vector method and

its fine-graining through post-selection, where probability distributions are analysed through

the lens of entropy vectors. These methods allow for the derivation of necessary conditions for

correlations to be realisable within a causal structure. We prove several fundamental statements,

some of which have been implicitly assumed in the literature without formal proof. We also

establish connections between different contributions to the literature, relating work that has

16



not been previously united. If not indicated otherwise, statements, proofs and examples are our

own. The chapter is based on [223].

Chapter 4 – Inner approximations to the entropy cones of causal structures. The outer

approximations to the set of entropy vectors realisable within a causal structure, introduced

in Chapter 3, are supplemented with corresponding inner approximations. These mainly serve

as a means for proving results about entropy vectors in subsequent chapters. In addition, they

provide a relatively efficient criterion for showing that the entropy vector method is insufficient

for certifying incompatibility of specific probability distributions with certain causal structures. In

such cases alternative techniques (for instance those reviewed in Chapter 3) must be considered

instead, which may often lead to problems of computational feasibility. This is the first time,

inner approximations to the sets of entropy vectors realisable in a causal structure are considered.

The chapter is an elaborated version of a part of [222].

Chapter 5 – Exploring the gap between inner and outer approximations with non-
Shannon inequalities. In this chapter we improve on current entropic techniques by taking

so-called non-Shannon inequalities into account. These allow us to derive new, stronger necessary

conditions for probability distributions to be realisable within a fixed (classical) causal structure,

which are suitable as certificates for the incompatibility of distributions with the supposed causal

structure as used in cryptographic protocols. Our results apply to the entropy vector method as

well as to the fine-grained post-selection technique. They improve on the distinction of different

classical causal structures and may lead to a better distinction between classical and quantum

causes.

We illustrate our methods on the example of the so-called triangle causal structure, for which

we derive numerous new entropy inequalities including infinite families in the classical case

and several inequalities for so-called hybrid scenarios. We conjecture that the number of linear

inequalities needed to fully characterise the set of realisable entropy vectors in this scenario is

infinite.2 Furthermore, we derive a new probability distribution that is not reproducible in the

classical triangle scenario but that remains compatible entropically. We supplement this finding

with more general searches for incompatible entropy vectors. The main parts of this chapter are

available in [222].

Chapter 6 – Entropic distinction between classical and quantum causal structures. In

this chapter we analyse the capability of the entropy vector method to distinguish classical and

quantum (and more general non-signalling) resources under the assumption of a fixed causal

structure. Our main result of this chapter is that for a large class of causal structures, which

generalise the Bell scenario, the entropy vector method is unable to make such a distinction.

Furthermore, we show that, along with several other causal structures, the same holds for the

so-called bilocal causal structure, which is relevant in the context of entanglement swapping.

These results point to a stark limitation of the entropy vector method: no function of the entropies

2We are aware that this contradicts a claim from the literature [50, 52], which we however disprove in Section 5.2.1.
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CHAPTER 1. INTRODUCTION AND SYNOPSIS

of the observed variables can distinguish classical and quantum causes in these scenarios. It

remains an interesting open problem whether the entropy vector method is ever able to make such

a distinction or whether it merely expresses causal restrictions independent of the underlying

resources. The relation to the post-selection technique that partially salvages the approach is

also discussed. The content of this chapter is published as [221].

Part II – Error-tolerant approach to microscopic thermodynamics

Quantum theory and thermodynamics are two conceptually different theories that successfully

complement each other. Quantum theory describes systems at the microscopic scale, whilst

thermodynamics is our principal theory for describing large scale systems in (or close to) ther-

modynamic equilibrium. A connection of the micro and the macro-regime can be established by

extending traditional, classical thermodynamics to incorporate microscopic classical and quantum

effects. Thermodynamics at the microscopic scale is often analysed in terms of quantum resource

theories [114, 115, 120], considerations which have conceptually changed our understanding of

phenomena as deep as the second law. From a modern viewpoint this is not merely understood as

a statistical statement that holds for large systems with high probability [67, 121], but it has

been generalised to a family of second laws that remain valid at the microscopic scale [32].

Contrary to the systems considered in phenomenological thermodynamics, the behaviour of

microscopic systems is notably affected by small perturbations. Hence, to synchronise theoretical

considerations with real-world applications, quantum resource theories should leave the idealised

regime behind, accounting for experimental imprecision and errors.

Chapter 7 – Axiomatic framework for error-tolerant resource theories. We present an

axiomatic framework for error-tolerant resource theories, which follows up on a tradition of

axiomatic frameworks for classical thermodynamics [43, 95, 137–141]. Contrary to previous

frameworks, our approach is particularly suitable for describing systems on the microscopic scale.

It is novel in that it does not rely on any continuous features such as the existence of a scaling

operation [137–141], moreover it explicitly accounts for errors and experimental imprecision.

Relying on our framework, we deduce necessary conditions and sufficient conditions for error-

tolerant state transformations in terms of real valued functions, for which we derive useful

properties. Our axiomatisation is partly inspired by [140, 141].

We illustrate all our elaborations with the example of the resource theory of adiabatic

processes [113, 114, 137–141, 225], where we consider several ways to quantify errors, all of

which comply with our axioms. This allows us to recover well-known entropic quantities, a smooth

min-entropy and a smooth max-entropy, which we find to be relevant for characterising adiabatic

processes in the microscopic regime. The elaborations in this chapter are unpublished and there

is concurrent work that introduces errors to specific quantum resource theories [106, 116, 213].

Our work in this chapter is, however, more general in the sense that its axiomatic nature allows

18



for the treatment of different resource theories and different types of errors. Furthermore, the

necessary conditions and the sufficient conditions we derive have not been previously considered.

Chapter 8 – Macroscopic thermodynamics from microscopic considerations. In this

chapter we consider the macroscopic behaviour that emerges from the error-tolerant resource

theories. We introduce thermodynamic equilibrium states, for which we show that an asymptotic

equipartition property is obeyed [208]. Furthermore, one single quantity specifies necessary and

sufficient conditions for state transformations between thermodynamic equilibrium states, a

behaviour that we recognise from the second law and axiomatisations of macroscopic thermo-

dynamics [137–140]. For adiabatic processes, we recover the von Neumann entropy and the

Boltzmann entropy. The work presented in this chapter is unpublished.

We complete this thesis with some concluding remarks and point to several open problems in

Chapter 9.

19





C
H

A
P

T
E

R

2
PRELIMINARIES

This chapter presents the background and the main mathematical tools employed in the

remainder of this thesis. Section 2.1 introduces convex geometry with a focus on poly-

hedral computation and the basics of linear and semidefinite programming. Section 2.2

is concerned with entropy measures and their properties. The causal structures introduced in

Section 2.3 are the central topic of Chapters 3, 4, 5 and 6. Finally, quantum resource theories,

discussed in Section 2.4, are the main prerequisite for Chapters 7 and 8. In each section, we refer

to literature that introduces the topics at hand more broadly.

Brief overview on notational conventions

Throughout this thesis, we shall often make use of the usual quantum formalism, where states

are represented by density operators, i.e., trace one positive semidefinite operators on a Hilbert

space H , ρ ∈ S (H ). Whenever we allow for sub-normalised states, i.e., positive semidefinite

operators with 0 ≤ tr
(
ρ
)≤ 1, we will use the notation ρ ∈S≤(H ). Positivity of an operator ρ is

denoted ρ ≥ 0, ρ ≥ σ means that ρ−σ ≥ 0. Hermitian conjugation is denoted as ρ†. Elements

of H , are denoted in the usual bra-ket notation, |ψ〉 ∈H , the elements of the dual space, H ∗,

are denoted by 〈φ| ∈H ∗. Transformations of a quantum system can be expressed as channels,

E : S (HX )→S (HY ), where E is a completely positive trace-preserving map (CPTP map) that

maps a state ρ ∈S (HX ) to a state E (ρ) ∈S (HY ). It will also sometimes be convenient to consider

trace non-increasing quantum operations instead. To describe measurements, we will rely on the

formalism of positive operator valued measures (POVMs), {Fx}x, i.e., sets of positive semidefinite

Hermitian operators that sum to the identity operator. 1

1This definition is sufficient for this thesis, as we will be concerned with measurements that have discrete
outcomes exclusively.
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We shall furthermore consider bits (and qubits), where we use addition modulo 2, which is

denoted ⊕. In this context we will also use the logic gates AND and OR. We shall sometimes

consider matrices, M, and denote their transposition with respect to the basis they are represented

in as MT. Logarithms are taken with respect to base 2 throughout this thesis, denoted log2. The

natural numbers N are chosen not to include 0.

2.1 Convex geometry and optimisation

An introduction to polyhedral computation is given in [91]. Further information on convex sets,

with a focus on their application in optimisation problems, can be found in [27, 102]. In the

following we introduce the basic terminology.

2.1.1 Convex and polyhedral cones

We restrict our considerations to vector spaces V =Rn over the ordered field R.

Definition 2.1.1. A convex cone is a set C ⊆V such that for any h1, h2 ∈ C and any θ1, θ2 ≥ 0,

(2.1.1) θ1h1 +θ2h2 ∈ C .

Of particular interest to us are polyhedral cones. We remark here, that there are several

conventions on how to define convex polyhedra and convex polytopes. Nonetheless, we shall stick

to the following convention throughout this thesis.

Definition 2.1.2. A polyhedral cone is a polyhedron, i.e., a set P ⊆V that can be written as the

solution set of a finite number of linear inequalities

(2.1.2) P = {h ∈V | Ah ≤ b and Ch = d} ,

where A ∈ Rm×n, b ∈ Rm, C ∈ Rk×n and d ∈ Rk, and a cone, i.e., for any h ∈ P and any θ ≥ 0,

θh ∈ P.2 A bounded polyhedron is called a polytope.

A polyhedron is hence given by the intersection of a set of half-spaces {h ∈V | Ah ≤ b} and

hyperplanes {h ∈V | Ch = d} and is by construction convex. A polyhedral cone can be concisely

written as

(2.1.3) P = {h ∈V | Ah ≤ 0} ,

for some matrix A. The description of a polyhedron (or polyhedral cone) in terms of inequalities is

called its half-space representation, or H -representation. Another representation of a polyhedron

(or polyhedral cone) is given in terms of its vertices and extremal rays. For this we need a little

more terminology.
2The equalities could also be expressed as inequalities here, this is, however, not common in the convex optimisation

literature.
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Definition 2.1.3. The convex hull of a set of points S = {s1, s2, . . . , sk}⊆V is defined as

(2.1.4) conv {S} ..=
{

k∑
i=1

θisi

∣∣∣∣∣ θi ≥ 0 ∀i and
k∑

i=1
θi = 1

}
.

The conic hull of a set T = {t1, t2, . . . , tl}⊆V is defined as

(2.1.5) cone {T} ..=
{

l∑
i=1

θi ti

∣∣∣∣∣ θi ≥ 0 ∀i

}
.

Theorem 2.1.4 (Minkowski-Weyl). For a set P ⊆V, the following two statements are equivalent.

(1) P is a polyhedron.

(2) There exist finite sets S, T ⊆V, such that

(2.1.6) P = conv {S}+cone {T} ,

where + denotes the usual (Minkowski-)sum of two sets.

The latter statement also means that P is finitely generated, it defines a polyhedron’s vertex

or V -representation. For a polyhedral cone S can be taken to be empty (or S = {0} ⊆ V ) in its

V -representation, which corresponds to b = 0 in the hyperplane description.

The conversion between the two representations, called vertex (H to V ) or facet-enumeration

(V to H ) respectively, is a demanding task, for which no general algorithm is known whose

runtime is polynomial in input and output size and in the dimension of the polyhedron [10], mean-

ing that all known algorithms have super-polynomial worst-case running-time. There are two

main types of algorithms, so-called graph traversal algorithms and incremental algorithms [10].

While the former encounter issues when dealing with degeneracies, the latter are problematic

for high-dimensional problems, where intermediate results may become too large [10, 91]. The

computational work of this thesis has been carried out with PORTA [59], an implementation of

an incremental algorithm.

2.1.2 Projections of convex cones: Fourier-Motzkin elimination

Several classes of mappings are known to preserve convexity (see Chapter 2.3 of [27] for details).

One example that is of interest to us are the affine transformations.

Definition 2.1.5. An affine transformation is a mapping

f :Rn →Rm,

x 7→ f (x)= Ax+b,

where A ∈Rm×n, b ∈Rm.
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The image of a convex set S under an affine function f , denoted f (S) is convex. Note that linear

transformations are affine with b = 0. We are interested in a subset of the affine transformations,

namely projections, π, which are by definition idempotent, π ·π=π.

In general, affine transformations do not map convex cones to convex cones. Take for instance

the polyhedral cone P = {
h ∈R2 | (1,−1)h = 0

}⊆R2, which is a line through 0 ∈R2, and take the

affine mapping f (h)= h+b, where b = (1,0)T. Then f (P)= {
h ∈R2 | (1,−1)h = 1

}
is not a cone. We

can, on the other hand, straightforwardly show that all linear transformations map convex cones

to convex cones and polyhedral cones to polyhedral cones. In particular, this holds for linear

projections.

Lemma 2.1.6. Let P ⊆Rn be a convex or polyhedral cone and let f :Rn →Rm be a linear transfor-

mation. Then f (P)⊆Rm is a convex or polyhedral cone respectively.

Proof. A linear transformation f :Rn →Rm can be written as f (x)= Ax, where A ∈ Rm×n. Take

any two vectors x1, x2 ∈ f (P), then there exist h1, h2 ∈ P such that x1 = Ah1 and x2 = Ah2.3 Now

since P is a convex cone, for any θ1, θ2 ≥ 0, also θ1h1 +θ2h2 ∈ P and by linearity f (θ1h1 +θ2h2)=
θ1x1 +θ2x2 ∈ f (P).

Now let P furthermore be polyhedral. From the V -description of P it follows that any h ∈ P

can be written as h =∑k
i=1λivi, where λi ≥ 0 and vi ∈Rn for all i = 1, . . . ,k with k finite. Now as

for any x ∈ f (P) there exists an element h ∈ P, such that x = Ah, by linearity, x =∑k
i=1λi Avi, i.e.,

any x ∈ f (P) can be written as a conic combination of the k vectors Avi ∈ f (P).4 �

An orthogonal projection of a convex cone to the first k out of its n components (which we

consider w.l.o.g. here), is achieved with a linear transformation π that can be expressed as an

n× n-matrix with a k× k-identity matrix as its first block and zeros everywhere else. For a

polyhedral cone in its V -representation, P = cone {h1, . . . ,hk}, such projection is given as

(2.1.7) P = cone {π(h1), . . . ,π(hk)} ,

where some of the vectors π(hi) may be redundant.5 Redundancy of the resulting vectors can be

efficiently checked with a linear program.

In its H -representation, P = {h | Ah ≤ 0}, a standard algorithm that achieves the orthogonal

projection of P is Fourier-Motzkin elimination [229]. It eliminates the 1-st to k-th components of

h from the system of inequalities. The basic procedure for eliminating one of these components,

hi, is the following:

(1) Partition the inequalities Ah ≤ 0 into three sets: H+ contains all inequalities where the

variable hi has a positive coefficient, i.e., all inequalities j where A ji ≥ 0, H− contains all

inequalities where hi has a negative coefficient and H0 is the set of inequalities without hi.
3Note that the choice of h1 and h2 may not be unique.
4Note that a smaller set of vectors may be sufficient to construct any vector x ∈ f (P) in this way.
5This follows by linearity, similar to the proof of Lemma 2.1.6.
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(2) If either H+ or H− are empty, the inequalities in the repective other set can be disregarded.

If H+ and H− are both non-empty, rearrange all |H+| inequalities in H+ to have the form

(2.1.8) hi ≤ f j(h1, . . . ,hi−1,hi+1, . . . ,hn)

and rewrite all |H−| inequalities in H− such that

(2.1.9) hi ≥ gk(h1, . . . ,hi−1,hi+1, . . . ,hn) ,

where f j and gk are real vectors encoding the coefficients of the j-th inequality of H+ and

the k-th inequality of H− (with 1≤ j ≤ |H+| and 1≤ k ≤ |H−|); |·| denotes the cardinality. Then

combine each inequality in H+ with each inequality in H− to an inequality

(2.1.10) gk(h1, . . . ,hi−1,hi+1, . . . ,hn)≤ f j(h1, . . . ,hi−1,hi+1, . . . ,hn) .

(3) The union of the inequalities H0 and the |H+| · |H−| newly generated inequalities (2.1.10)

characterise the projection of P. Some of these inequalities may be redundant, which can be

efficiently checked with a linear program.

The procedure can be repeated with each variable to be eliminated. In the following we give a

small example for illustration.

Example 2.1.7. Consider the convex polyhedral cone of Figure 2.1(a), with H -representation

(2.1.11) P =




x

y

z

 ∈R3

∣∣∣∣∣∣∣∣

−2 0 1

0 −2 1

0 0 −1




x

y

z

≤


0

0

0


 .

Its V -representation can be written as

(2.1.12) P = cone




1

0

0

 ,


0

1

0

 ,


1

1

2


 .

The projection of P onto the xy-plane, displayed in of Figure 2.1(b), can be found by applying

the projection matrix,

(2.1.13) Πxy =
(
1 0 0

0 1 0

)
,

to each of the three vectors in (2.1.12) and then taking the conic hull of the three resulting vectors,

which yields

(2.1.14) Pxy = cone

{(
1

0

)
,

(
0

1

)
,

(
1

1

)}
=R2

≥0 .

The same can be obtained in the H -representation by means of a Fourier-Motzkin elimination.
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(a) (b) (c)

y

z

x

y
x

y

z

Figure 2.1: Illustration of Example 2.1.7. For the polyhedral cone of (a), we display its projections
to the xy-plane and to the yz-plane in (b) and (c) respectively. Although not shown in the graphics,
the extremal rays of the above cones extend to infinity.

(1) The three sets of constraints are H+ = {z−2x ≤ 0, z−2y≤ 0}, H− = {−z ≤ 0} and H0 = {}.

(2) The inequalities of H+ and H− are rearranged and combined to yield the two inequalities

0≤ 2x and 0≤ 2y.

(3) The resulting cone can be written as

(2.1.15) Pxy =
{(

x

y

)
∈R2

∣∣∣∣∣
(
−2 0

0 −2

)(
x

y

)
≤

(
0

0

)}
=R2

≥0 .

Similarly, the projection to the yz-plane shown in Figure 2.1(c) can be obtained as the conic

hull of the projection of a (non-zero) vector on each extremal ray, which yields

(2.1.16) Pyz = cone

{(
0

0

)
,

(
1

0

)
,

(
1

2

)}
(R2

≥0 .

The Fourier-Motzkin elimination proceeds in this case as follows.

(1) The three sets of constraints are H+ = {}, H− = {z−2x ≤ 0} and H0 = {z−2y≤ 0, −z ≤ 0}.

(2) As H+ = {}, there are no new constraints generated here.

(3) The resulting cone is constrained by the inequalities H0 and can be written as

(2.1.17) Pyz =
{(

y

z

)
∈R2

∣∣∣∣∣
(
−2 1

0 −1

)(
y

z

)
≤

(
0

0

)}
.

Performing Fourier-Motzkin-elimination results in computational problems due to the algo-

rithm’s complexity. Applied to a system of n0 inequalities it can yield up to
( n0

2
)2 inequalities

in the first elimination step. Iterating the procedure over n steps can produce up to 4
( n0

4
)2n

inequalities. This doubly exponential growth of the algorithm in the worst case is the main reason

for its inefficiency. The elimination algorithm can be adapted by implementing a few rules to

remove some of the many redundant inequalities produced in each step. They are collectively
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known as C̆ernikov rules [53, 54] and comprehensively explained in [16]. Nevertheless, the

number of necessary inequalities can still grow exponentially [161]. An implementation of the

Fourier-Motzkin elimination algorithm (including some C̆ernikov rules) is available as part of the

PORTA software [59].

2.1.3 Convex optimisation

Convex optimisation is concerned with minimising or maximising a convex function over a convex

set. Two special cases are linear and semidefinite programming, which are recurrent in this thesis

and introduced here. A detailed exhibition of convex optimisation is available in the book [27],

semidefinite programming is also comprehensively introduced in [218].

2.1.3.1 Linear Programming

A linear program (LP) is concerned with the minimisation of an affine function over a polyhedron.

A possible formulation of a primal program and its dual is given in the following, where x, c ∈Rn,

y, b ∈Rm and A ∈Rn×m.

Primal program

minimise cTx

subject to Ax ≥ b

x ≥ 0

Dual program

maximise bT y

subject to AT y≤ c

y≥ 0

The feasible sets for primal and dual program are X = {x ≥ 0 | Ax ≥ b} and Y = {
y≥ 0 | AT y≤ c

}
and their optimal feasible solutions are α = infx∈X cTx and β = supy∈Y bT y. Weak duality says

that the optimal feasible solution to the primal (minimisation) problem is always larger or equal

to its dual (maximisation) problem, i.e., α ≥ β. Whenever the optimal solution to the primal

program equals that of the dual, we call them strongly dual. In the case of LPs strong duality

only fails if both programs are infeasible [27].

In this thesis, LPs will mainly be used as efficient tools to prove redundancy of inequalities

and to confirm that certain vectors can be written as convex or conic combinations of others. For

instance, redundancy of the i-th inequality in a system Ax ≥ b, can be checked by minimising

that inequality subject to all other inequalities. If there is a solution x such that the optimal

feasible solution is strictly smaller than the corresponding bi, then the inequality is irredundant,

otherwise redundant. We perform corresponding computations in Mathematica.

2.1.3.2 Semidefinite Programming

A semidefinite program (SDP) is an optimisation of an objective function over the convex cone

of positive semidefinite matrices on a Hilbert space subject to additional linear constraints. For
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the exposition of semidefinite programming we follow the treatment of Ref. [79, 218]. Let B,

X ∈LH (Cn), C, Y ∈LH (Cm), where LH (Cn) denotes the Hermitian operators on Cn and let the

map Φ : LH (Cn)→LH (Cm) be linear and hermiticity-preserving. A possible phrasing of a primal

program and its dual is given in the following.

Primal program

minimise tr
(
C†X

)
subject to Φ(X )≥ B

X ≥ 0

Dual program

maximise tr
(
B†Y

)
subject to Φ†(Y )≤ C

Y ≥ 0

We point out the analogy to the LP of the previous section here: vectors are replaced by Hermitian

operators and the dot product in the objective function is replaced by the Hilbert-Schmidt

inner product. The feasible sets for primal and dual program are X = {X ≥ 0 |Φ(X )≥ B} and

Y = {
Y ≥ 0 |Φ†(Y )≤ C

}
and their optimal feasible solutions are α = infX∈X tr

(
C†X

)
and β =

supY∈Y tr
(
B†Y

)
. They are weakly dual, i.e., α≥β. Contrary to LPs, SDPs are not always strongly-

dual, even if α and β are both finite. Sufficient conditions for strong-duality are given by the

Slater conditions:

(1) If β is finite and there exists an operator X > 0 such that Φ(X )> B (i.e., the primal program

is strictly feasible), then α=β and there exists Y ∈Y such that β= tr
(
B†Y

)
.

(2) If α is finite and there exists an operator Y > 0 such that Φ†(Y ) < C (the dual is strictly

feasible), then α=β and there exists X ∈X such that α= tr
(
C†X

)
.

To identify optimal solutions we shall make use of the complementary slackness conditions for

the optimal feasible solutions X and Y [27, 79],

(B−Φ(X ))Y = 0(2.1.18)

(C−Φ†(Y ))X = 0.(2.1.19)

2.2 Information-theoretic entropy measures

In information theory, entropy was first introduced by Shannon [195] to characterise the in-

formation content of data and has since been ubiquitous within the literature (a trend that is

continued within this thesis). A variety of different entropy measures have been introduced to help

characterise different information processing tasks, examples are data compression [126, 195],

randomness extraction [21, 126], state merging [25, 117], decoupling [76, 78] and tasks related

to hypothesis testing [162, 163, 228]. A good reference that provides a thorough exposition of

most of these entropy measures is [207]. In the following, we briefly introduce some of them,

namely the Shannon and the von Neumann entropy, which are relevant throughout this thesis,
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as well as the Rényi entropies, which shall be mentioned again in Chapter 3. Smooth entropies

will crucially reappear in Chapters 7 and 8.

2.2.1 Shannon and von Neumann entropy

Definition 2.2.1. For a discrete random variable X taking values x ∈X with probability distri-

bution PX its Shannon entropy is defined as

(2.2.1) H(X ) ..=− ∑
x∈X

PX (x) log2 PX (x) ,

where 0log2(0) is taken to be 0 (note that limp→0+ p log2 p = 0).

The Shannon entropy describes the information content of data or the uncertainty one has

about it. It is sometimes described in terms of a random variable IX
..= − log2 PX called the

surprisal or self-information of X . This name expresses that the lower the probability of an event

X = x, the larger the surprise about this event when sampling from X . For instance, if X is a

uniform binary random variable with x ∈ {0,1} then the surprisal of the event X = 0 is 1, whereas

for a random variable that deterministically outputs 0, the event X = 0 has a surprisal of 0. The

entropy is the expected value of IX , i.e., the average surprisal.

Similarly, the conditional entropy quantifies the uncertainty one has about data that can

be modelled as a random variable X , if one has access to a random variable Y which is jointly

distributed with X . More specifically, it is the average over all x of the uncertainties H(X |Y = y) .

Definition 2.2.2. The conditional entropy of two jointly distributed discrete random variables X

and Y taking values x ∈X and y ∈Y , respectively with joint distribution PXY , is

(2.2.2) H(X |Y ) ..=− ∑
y∈Y

PY (y)
∑

x∈X

PX |Y (x, y) log2 PX |Y (x, y) ,

where PX |Y denotes the conditional distribution.

The conditional entropy can be written as the difference of two unconditional entropies

H(X |Y ) = H(XY )−H(Y ). Further entropic quantities of interest that can be written as linear

combinations of entropies are the mutual information of two jointly distributed random variables

X and Y ,

(2.2.3) I(X : Y ) ..= H(X )+H(Y )−H(XY ) ,

and its conditional version, the conditional mutual information between two jointly distributed

random variables X and Y given a third, Z,

(2.2.4) I(X : Y |Z) ..= H(X Z)+H(Y Z)−H(Z)−H(XY Z) .

The mutual information is a measure for the dependence between the variables X and Y as

it specifies the amount by which the uncertainty about one decreases if one learns the other,
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I(X : Y )= H(X )−H(X |Y ). If their mutual information is zero, two random variables are deemed

independent. We will consider independencies as statements about mutual and conditional

mutual information more in-depth in Section 2.3.

In subsequent chapters we shall also revisit the interaction information [156] of three jointly

distributed discrete random variables X , Y and Z,6

(2.2.5) I(X : Y : Z) ..= I(X : Y )− I(X : Y |Z) .

It is symmetric under the exchange of the three variables. Intuitively, it expresses how much

the third variable reduces the mutual information between the other two. Of further relevance

for our considerations is the Ingleton quantity [119] of four jointly distributed discrete random

variables W , X , Y and Z,

(2.2.6) IING(W , X ;Y , Z) ..= I(W : X |Y )+ I(W : X |Z)+ I(Y : Z)− I(W : X ) .

The von Neumann entropy is the generalisation of the Shannon entropy to the quantum

realm.

Definition 2.2.3. The von Neumann entropy of a density operator ρX ∈S (HX ) is defined as

(2.2.7) H(X ) ..=−tr
(
ρX log2

(
ρX

))
.

We use the same symbol for the von Neumann entropy as for the Shannon entropy (cf.

Definition 2.2.2).7 This terminology will prove particularly convenient in Chapters 3, 5 and 6.

We define the conditional von Neumann entropy as

(2.2.8) H(X |Y ) ..= H(XY )−H(Y ).

Mutual- and conditional mutual information are defined in analogy with equations (2.2.3)

and (2.2.4), but where H denotes the von Neumann entropy instead of the Shannon entropy.

2.2.2 Rényi entropies

While in the asymptotic regime of infinitely many independent repetitions of an information

processing task the Shannon and the von Neumann entropy are the characteristic quantities,

a variety of different measures are relevant in the single shot regime of only few repetitions of

the task. An important family of entropy measures are the quantum α-Rényi entropies [188].

The classical versions of these quantities are recovered from the following definition when

representing random variables as diagonal states.
6There are two different definitions of the interaction information in the literature, one convention is adopted

here, whereas the other would consider I(X : Y : Z)= I(X : Y |Z)− I(X : Y ), the negative of what we call the interaction
information, instead.

7If one reinterprets random variables as diagonal states then the Shannon entropy becomes a restriction of the
von Neumann entropy to said states, which justifies this notation.
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Definition 2.2.4. For a quantum state ρX ∈S (HX ), the α-Rényi entropy is

(2.2.9) Hα(X ) ..= 1
1−α log2 tr

(
ραX

)
,

for α ∈ (0,∞)\{1}, the cases α= 0,1,∞ are defined via the relevant limits.

These quantities may essentially be split into two main types, the min-entropies for α> 1 and

the max-entropies for α< 1, families of quantities all members of which take similar values [187].

Shannon and von Neumann entropy are recovered via the limits α→ 1, i.e., H1(X )= H(X ). There

are also several generalisations of (2.2.9) to families of conditional α-Rényi entropies. The most

common family are the so-called sandwiched Rényi entropies, Hα(X |Y ), introduced in [163],

which, like several other generalisations [19, 87, 173] obey the data processing property,

(2.2.10) Hα(X |Y Z)≤ Hα(X |Y ) .

Alternatively one could define conditional entropy as

(2.2.11) H̃α(X |Y ) ..= Hα(XY )−Hα(Y ) ,

analogously to (2.2.8). Such definition would, however, not obey (2.2.10). For details on (condi-

tional) Rényi entropies we refer to [207].

2.2.3 Smooth entropy measures

Whenever errors in information processing tasks are accounted for, the relevant quantities are

the smooth versions of the corresponding entropy measures. Errors are usually quantified in

terms of a deviation from a target state and as such quantified by distance measures. A relevant

distance measure in this context is the generalised trace distance [207].

Definition 2.2.5. The generalised trace distance of two (sub-normalised) states ρ, σ ∈S≤ (H ) is

(2.2.12) D
(
ρ|σ)

..= 1
2
‖ρ−σ‖1 + 1

2
|tr(

ρ−σ) |,
where for a bounded operator τ, ‖τ‖1

..= ∑
i=1 si(τ) is the 1-Schatten norm, i.e., the sum of the

singular values of si(τ).

Note that for states that have the same trace, e.g., if they are both normalised, the above

coincides with the usual trace distance. Throughout this thesis, Bε
(
ρ
)

..= {
ρ′ ∈S (H ) |D(

ρ|ρ′)≤ ε}
shall denote the set of all states that are ε-close to the state ρ ∈S (H ), measured in trace distance.

Sometimes we shall include sub-normalised states in which case Bε≤
(
ρ
)

..= {
ρ′ ∈S≤(H ) |D(

ρ|ρ′)≤ ε}.

We will rely on the following instance of the min-entropy, which is obtained from the family of

Rényi entropies as α→∞.
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Definition 2.2.6. The smooth min-entropy is defined as

(2.2.13) Hε
min

(
ρ
)

..= max
ρ′∈Bε≤(ρ)

Hmin
(
ρ′

)
with Hmin

(
ρ′

)
..=− log2λmax

(
ρ′

)
, where λmax

(
ρ′

)
denotes the largest eigenvalue of ρ′.

As max-entropy we consider the generalised entropy measure introduced in [79], given in the

following.

Definition 2.2.7. The smooth max-entropy, H1−ε
H

(
ρ
)
, is defined in terms of the following semidef-

inite program with optimal solution 2H1−ε
H (ρ),

Primal program

min
1

1−ε tr(Q)

s.t. tr
(
Qρ

)≥ 1−ε
Q ≤ I

Dual program

max α− tr(X )
1−ε

s.t. αρ ≤ I+ X

X ≥ 0

α≥ 0

Note that for the above program with ε > 0 and a state ρ ∈ S (H ) the primal program is

bounded (as Q ≤ 1) and the dual is strictly feasible with X =α1. The complementary slackness

conditions are

(αρ− X )Q =Q ,(2.2.14)

tr
(
Qρ

)
X = (1−ε)X ,(2.2.15)

QX = X .(2.2.16)

H1−ε
H has several useful properties. First of all, it is monotonically increasing in ε, like Hε

min [79].

Moreover, it relates nicely to the original min and max-entropies [79]. For ε→ 1, H1−ε
H converges

to the min-entropy

(2.2.17) Hmin
(
ρ
)= lim

ε→1
H1−ε

H
(
ρ
)

.

It furthermore relates to the max-entropy defined as the Rényi entropy for α→ 0, H0
(
ρ
)

..=
log2

(
rankρ

)
in the sense that H1

H

(
ρ
) = H0

(
ρ
)
, which can be seen from the feasibility of the

primal and dual programs with Q = Πρ, α = 1
λmin(ρ) and X = 1

λmin(ρ)ρ −Πρ, where Πρ is the

projector onto the support of ρ and λmin
(
ρ
)

is the smallest eigenvalue of ρ. The following lemma

establishes a relation to the smooth version of this max-entropy, defined as

(2.2.18) Hε
0
(
ρ
)

..= max
ρ′∈Bε≤(ρ)

H0
(
ρ′

)
.

Lemma 2.2.8. For any 0< ε< 1 the smooth entropies Hε
0 and H1−ε

H are related as

(2.2.19) log2

(
2Hε

0(ρ)−1
)
≤ H1−ε

H
(
ρ
)+ log2 (1−ε)≤ Hε

0
(
ρ
)

.
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r r + 1 rank ρ

h(ε)

ε1

ε2

i

λi (ρ)

Figure 2.2: Spectrum of ρ displayed as a step function. This illustrates how the parameters r,
h(ε), ε1 and ε2 are specified.

Proof. Let ρ ∈S (H ) with dim(H )= n and eigenvalues
{
λi

(
ρ
)}n

i=1. Now consider these eigenval-

ues in decreasing order and let r =max
{
i |∑n

i λi
(
ρ
)≥ ε} and let ε1 =∑n

r+1λi
(
ρ
)
, let h(ε)=λr+1

(
ρ
)

and ε2 = ε−ε1, as is also illustrated in Figure 2.2.

We first show that

(2.2.20) H1−ε
H

(
ρ
)+ log2 (1−ε)= log2

(
r+1− ε2

h(ε)

)
.

To this end, let us consider the primal program used to define H1−ε
H with

(2.2.21) Q =
r+1∑
i=1

|i〉〈i|− ε2

h(ε)
|r+1〉〈r+1| .

First, note that as ε
h(ε) ≤ 1, 0≤Q ≤ 1 and that 1

1−ε tr(Q)= 1
1−ε

(
r+1− ε2

h(ε)

)
and tr

(
Qρ

)= 1−ε.
To confirm that this choice of Q leads to the optimal solution, we consider the dual program

with variables

α= 1
h(ε)

(2.2.22)

X =
r∑

i=1

(
λi

(
ρ
)

h(ε)
−1

)
|i〉〈i| ,(2.2.23)

33



CHAPTER 2. PRELIMINARIES

which are both positive, obey αρ ≤ 1+ X and yield the same value as the primal program,

α− tr(X )
1−ε = 1

h(ε)
− 1

1−ε

(
1

h(ε)

(
r∑

i=1
λi

(
ρ
))− r

)
(2.2.24)

= 1
h(ε)

− 1
1−ε

(
1

h(ε)
(1−ε1 −h(ε))− r

)
(2.2.25)

= 1
1−ε

(
1− ε2

h(ε)
+ r

)
.(2.2.26)

Hence, we have found the optimal solution and it directly follows that

(2.2.27) H1−ε
H

(
ρ
)+ log2(1−ε)= log2 tr(Q)= log2

(
r+1− ε2

h(ε)

)
.

Now, since (r+1)h(ε)≤ 1, we have

log2

(
1− ε2

h(ε)
+ r

)
= log2

(
(1+ r)

(
1− ε2

(r+1)h(ε)

))
(2.2.28)

≤ Hε
0
(
ρ
)+ log2(1−ε2)(2.2.29)

≤ Hε
0
(
ρ
)

,(2.2.30)

where in the first step we use that Hε
0
(
ρ
)= log2 (1+ r). On the other hand, ε2 ≤ h(ε) implies

log2

(
1− ε2

h(ε)
+ r

)
≥ log2 r = log2

(
2Hε

0(ρ)−1
)

.(2.2.31)

�

2.3 Causal structures

Causal relations among a set of variables impose mathematical restrictions on their possible

joint distribution, which can be conveniently represented with a causal structure.

Definition 2.3.1. A causal structure, C, is a set of variables arranged in a directed acyclic

graph (DAG), in which a subset of the nodes is assigned as observed.

The directed edges of the graph are intended to represent causation, perhaps by propagation

of some influence, and cycles are excluded to avoid the well-known paradoxes associated with

causal loops. We will interpret causal structures in different ways depending on the supposed

physics of whatever is mediating the causal influence.8 In all of these situations, only the observed

variable itself and no additional unobserved system can be transmitted via a link between two

observed variables. This understanding of the causal links encodes a Markov condition. Note that

in situations where one might want to describe a notion of future instead of direct causation this

interpretation of the graph is not convenient [64, 65].

The smallest causal structure that leads to interesting insights and one of the most thoroughly

analysed ones is Pearl’s instrumental causal structure, IC [170]. It is displayed in Figure 2.3.
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X Z Y

A

AZ AY

Figure 2.3: Pearl’s instrumental scenario. The nodes X , Y and Z are observed, A is unobserved.
In the classical case this can be understood in the following way: A random variable X and
an unobserved A are used to generate another random variable Z. Then Y is generated from
A and the observed output of node Z. In particular, no other information can be forwarded
from X through the node Z to Y . In the quantum case, the source A shares a quantum system
ρA ∈S (HA), where HA ∼=HAZ ⊗HAY . The subsystem AZ is measured to produce Z and likewise
for Y . The subsystems AZ and AY are both considered to be parents of Z (and Y ).

(a)
X Y

Z

(b)
X Y

Z

A

(c)
X Y

Z

A

(d)
X Y

Z

AB

(e)
X Y

Z

AB

C

Figure 2.4: Assuming no direct causal influences among the three observed variables X , Y and Z,
the above are the only possible causal structures (up to relabelling). A, B and C correspond to
unobserved variables.

Another example that has recently gained a lot of attention is the triangle causal structure, C3,

of Figure 2.4(e) [29, 50, 52, 88, 112, 202]. It represents a situation where three parties make

observations, X , Y and Z respectively, on systems, A, B and C, that are shared between two

parties each. This may for instance be realised in a communication protocol where three parties

aim to obtain (correlated) data without ever having interacted as a group, however, having

previously shared systems pairwise. Excluding direct causal influences among the observed

variables X , Y and Z, there are only five distinct causal structures with three observed nodes (cf.

Figure 2.4). The causal structures IC and C3 will be revisited several times within Part I of this

thesis.

2.3.1 Classical causal structures as Bayesian networks

Definition 2.3.2. A classical causal structure, CC, is a causal structure in which each node of

the DAG has an associated random variable.

It is common to use the same label for the node and its associated random variable, which

are all assumed to be discrete. Thus, a classical causal structure CC with n nodes X1, X2, . . . , Xn

has n associated random variables X i each taking values in an alphabet Xi. The DAG encodes

8Note that there are other ways to define causal structures, as mentioned in Section 2.3.2.1.
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constraints on their joint distribution PX1 X2···Xn ∈Pn, where Pn denotes the set of all joint distri-

butions of n discrete random variables. We will often rely on a concise notation for statements

about such distributions. Whenever we omit the values of the involved random variables, this

means that the given relation holds for any of their values, e.g. the statement PX1 X2 = PX1 PX2

means that for all x1 ∈X1 and for all x2 ∈X2, PX1 X2 (x1, x2)= PX1 (x1)PX2 (x2). A central notion for

analysing joint distributions of random variables is independence.

Definition 2.3.3. Let XS, XT , XU be three subsets of a set of jointly distributed random variables

{X1, X2, . . . , Xn}. Then XS and XT are said to be conditionally independent given XU if and only

if their joint distribution PXSXTXU can be written as

(2.3.1) PXSXTXU = PXS|XU PXT|XU PXU .

Conditional independence of XS and XT given XU is denoted as XS |= XT |XU . Two sets XS and

XT are said to be (marginally) independent if

(2.3.2) PXSXT = PXS PXT ,

concisely written XS |= XT . 9

Classical causal structures are interpreted as Bayesian networks [171, 201]. Here, the stan-

dard terminology and the tools that are needed to understand the subsequent chapters are

introduced. In a DAG that represents a Bayesian network a set of nodes, X , has ancestors, X ↓,
all nodes from which a directed path points to at least one node in X , and descendants, X ↑, all

nodes which can be reached from a node in X along a directed path. The direct ancestors, i.e., the

nodes from which there is a direct arrow to a node in X , are called X ’s parents, X ↓1 , the direct

descendants are called its children, X ↑1 . We also introduce a symbol for X ’s non-descendants X �↑,
which are all nodes except for the ones in X and all of their descendants.

Definition 2.3.4. Let CC be a classical causal structure with nodes {X1, X2, . . . , Xn}. A proba-

bility distribution PX1X2...Xn ∈Pn is (Markov) compatible with CC if it can be decomposed as

(2.3.3) PX1X2...Xn =
∏

i
PXi|X↓1

i
.

The compatibility constraint encodes all conditional independencies of the random variables

in the causal structure CC. Nonetheless, whether a particular set of variables is conditionally

independent of another is more easily read from the DAG, as explained in the following.

Definition 2.3.5. Let X , Y and Z be three pairwise disjoint sets of nodes in a DAG G. The sets

X and Y are said to be directionally separated or d-separated by Z, if Z blocks any path from

any node in X to any node in Y . A path is blocked by Z, if the path contains one of the following:

i → z → j or i ← z → j for some nodes i, j and a node z ∈ Z in that path, or if the path contains

i → k ← j, where k ∉ Z.
9Note that this can also be considered as conditional independence conditioned on the empty set.
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X Z Y X Z Y X Z Y X Z Y

Figure 2.5: While in the left causal structure X |=Y , the other three networks share the conditional
independence relation X |=Y |Z. This illustrates that the conditional independencies are not
sufficient for characterising the causal links among a set of random variables.

The d-separation of the nodes in a causal structure is directly related to the conditional

independence of its variables. The following proposition corresponds to Theorem 1.2.5 from [171],

previously introduced in [157, 216]. It justifies the application of d-separation as a means to

identify independent variables.

Proposition 2.3.6 (Verma & Pearl). Let CC be a classical causal structure and let X, Y and Z

be pairwise disjoint subsets of nodes in CC. If a probability distribution P is compatible with CC,

then the d-separation of X and Y by Z implies the conditional independence X |=Y |Z. Conversely,

if for every distribution P compatible with CC the conditional independence X |=Y |Z holds, then

X is d-separated from Y by Z.

The compatibility of probability distributions with a classical causal structure is conveniently

determined with the following proposition, which has also been called the parental or local

Markov condition before (Theorem 1.2.7 in [171]).

Proposition 2.3.7 (Pearl). Let CC be a classical causal structure. A probability distribution P

is compatible with CC if and only if every variable in CC is independent of its non-descendants,

conditioned on its parents.

Hence, to establish whether a probability distribution is compatible with a certain classi-

cal causal structure, it is sufficient to check that every variable X is independent of its non-

descendants X �↑ given its parents X ↓1 , concisely written X |= X �↑|X ↓1 , i.e., it suffices to check one

constraint per variable. In particular, explicitly checking for all possible sets of nodes whether

they obey the independence relations implied by d-separation is unnecessary. Each relevant

constraint can be conveniently expressed in terms of the conditional mutual information (2.2.4)

as10

(2.3.4) I(X : X �↑|X ↓1)= 0 .

While these conditional independence relations capture some features of the causal structure,

they are insufficient to completely capture the causal relations between variables, as is illustrated

with Figure 2.5. In this case, the probability distributions themselves are unable to capture the

difference between the considered causal structures: correlations are insufficient to determine

10To see this, note that the relative entropy D(P‖Q) ..=∑
x PX (x) log2

(
PX (x)/QX (x)

)
satisfies D(P‖Q)= 0 ⇔ P =Q,

and that I(X : X �↑|X↓1 )= D(P
XX�↑X↓1

‖PX|X↓1 P
X�↑|X↓1

PX↓1 ).

37



CHAPTER 2. PRELIMINARIES

causal links between random variables. External interventions allow for the exploration of causal

links beyond the conditional independencies [171]. However, we do not consider these here.

Let CC be a classical causal structure involving n random variables {X1, X2, . . . , Xn}. The

restricted set of distributions that are compatible with the causal structure CC is

(2.3.5) P
(
CC

)
..=

{
P ∈Pn

∣∣∣∣∣ P =
n∏

i=1
PXi|X↓1

i

}
.

Example 2.3.8. [Distributions compatible with the instrumental scenario] The classical instru-

mental scenario of Figure 2.3 allows for any four variable distribution in the set

(2.3.6) P
(
ICC

)
= {

PAXYZ ∈P4
∣∣ PAXYZ = PY|AZPZ|AXPXPA

}
.

Many interesting scenarios, for instance the instrumental scenario, involve unobserved

variables that are suspected to cause some of the correlations between the variables we observe,

graphically the distinction of unobserved nodes from the observed ones is made by omitting the

circle around their label (cf. Figure 2.3). The unobserved variables may impose constraints on

the possible joint distributions of the observed variables, a well-known example being a Bell

inequality [20]11.

For a classical causal structure, CC on n random variables {X1, X2, . . . , Xn}, the restriction

to the set of observed variables is called its marginal scenario, denoted M . Here, we assume

w.l.o.g. that the first k ≤ n variables are observed and the remaining n−k are not. We are thus

interested in the correlations among the first k variables that can be obtained as the marginal of

some distribution over all n variables. Without any causal restrictions the set of all probability

distributions of the k observed variables is

(2.3.7) PM
..=

{
P ∈Pk

∣∣∣∣∣ P = ∑
Xk+1,...,Xn

PX1X2...Xn

}
,

i.e., PM = Pk. For a classical causal structure, CC, on the set of variables {X1, X2, . . . , Xn},

marginalising all distributions P ∈P
(
CC)

over the n−k unobserved variables leads to the set

(2.3.8) PM

(
CC

)
..=

{
P ∈Pk

∣∣∣∣∣ P = ∑
Xk+1,...,Xn

n∏
i=1

PXi|X↓1
i

}
.

In contrast to the unrestricted case, this set of distributions can in general not be recovered by

considering a causal structure that involves only k observed random variables, as can be seen

with the following example.

Example 2.3.9. [Observed distributions in the triangle and related scenarios.] The five causal

structures displayed in Figure 2.4 illustrate that the unobserved variables crucially influence the

possible observed distributions. The conditional independencies among the observed variables

in each example are listed in Table 2.1. While causal structures (a), (b) and (d) each exhibit
11For a detailed discussion of the significance of Bell inequality violations on classical causal structures see [232].
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Causal Structure Compatible Distributions Observed Independence

(a) PXY Z = PX PY PZ
I(X : Y Z)= 0, I(Y : X Z)= 0,
I(Z : XY )= 0

(b) PXY Z =∑
A

PX PY |APZ|APA I(X : Y Z)= 0

(c) PXY Z =∑
A

PX |APY |APZ|APA None

(d) PXY Z = ∑
A,B

PX |BPY |APZ|ABPAPB I(X : Y )= 0

(e) PXY Z = ∑
A,B,C

PX |ACPY |ACPZ|ABPAPBPC None

Table 2.1: Compatible distributions and conditional independence relations for the three variable
causal structures of Figure 2.4.

different independencies, this is not the case for examples (c) and (e). Nonetheless, while the

causal structure of Figure 2.4(c) does not impose any restrictions on the compatible PXY Z , the

distributions that are compatible with the classical triangle causal structure, CC
3 , are

(2.3.9) PM

(
CC

3

)
=

{
PXYZ ∈P3

∣∣∣∣∣ PXYZ = ∑
A,B,C

PX|BCPY|ACPZ|ABPAPBPC

}
.

For instance, perfectly correlated bits X , Y and Z, i.e., those with joint distribution

(2.3.10) PXY Z(x, y, z)=


1
2 x = y= z

0 otherwise,

are not achievable in CC
3 [202]12. The set PM

(
CC

3
)

is furthermore not convex, which can be

seen by considering the perfect correlations (2.3.10) (which are not in PM

(
CC

3
)
) as a convex

combination of the distribution where X , Y and Z are always 0 and the distribution where X , Y

and Z are always 1 (both of which are in PM

(
CC

3
)
).

2.3.2 Causal structures involving quantum and more general resources

There are situations, when we observe correlations that have not been generated with classical

resources, but instead rely on systems from a more general theory. Of particular relevance

are quantum systems, that have been shown to lead to stronger correlations than their clas-

sical counterpart by Bell [20]. The concept of a generalised causal structure was introduced

in [112], the idea being to have one framework in which classical, quantum and more general

systems, for instance non-local boxes [181, 210], can be shared by unobserved nodes and where

theory independent features of networks and corresponding bounds on our observations may be

identified.

12Note that this is even the case if nodes A, B and C share quantum or non-signalling resources [112].
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Definition 2.3.10. A generalised causal structure CG is a causal structure which for each ob-

served node has an associated random variable and for each unobserved node has a corresponding

non-signalling resource allowed by a generalised probabilistic theory. In a quantum causal struc-

ture, CQ, the non-signalling resources are restricted to be quantum systems.

Generalised probabilistic theories may be conveniently described in the operational-probabilistic

framework [55]. Circuit elements correspond to so-called tests that are connected by wires, which

represent propagating systems. In general, such a test has an input system, and two outputs:

an output system and an outcome. In case of a trivial input system we are talking about a

preparation-test and in case of a trivial output system of an observation-test. In the causal

structure framework there is a test associated to each node. However, each such test has only one

output: for unobserved nodes this is a general resource state, for observed nodes it is a random

variable. Furthermore, resource states do not allow for signalling from the future to the past, i.e.,

we are considering so-called causal operational-probabilistic theories. A distribution P over the

observed nodes of a generalised causal structure CG is compatible with CG if there exists a causal

operational-probabilistic theory, a resource for each unobserved edge in that theory and a test for

each node that allow for the generation of P. We denote the set of all compatible distributions

PM

(
CG)

.

In the arguably most relevant case of a quantum causal structure, CQ, unobserved systems

can be mathematically described in the usual density operator formalism. A framework that

allows for analysing quantum causal structures was introduced in [52]. For unity of description

with CG [112], our account of quantum causal structures deviates slightly from this approach. 13

For a quantum causal structure CQ, nodes without input edges correspond to the preparation

of a quantum state described by a density operator on a Hilbert space, e.g., ρA ∈S (HA) for a

node A, where for observed nodes this state is required to be classical. For each directed edge

in the graph there is a corresponding subsystem with Hilbert space labelled by the edge’s input

and output nodes. For instance, if Y and Z are the only children of A then there are associated

spaces HAY and HAZ such that HA =HAY ⊗HAZ . For convenience of exposition, edges and their

associated systems share the same label. 14 At an unobserved node, a CPTP map from the joint

state of all its input edges to the joint state of its output edges is performed. A node is always

labelled by its output state. For an observed node the latter is classical. Hence, it corresponds to

a random variable that represents the output statistics obtained in a measurement by applying a

13In [52] nodes correspond to quantum systems. All outgoing edges of a node together define a completely positive
trace preserving (CPTP) map with output states corresponding to the joint state associated with its children. Similarly,
the CPTP map associated to the input edges of a node must map the states of the parent nodes to the node in question.
In [112], on the other hand, edges correspond to states whereas the transformations occur at the nodes. We employ
this latter approach as the quantum system associated with an unobserved node in [52] is split into subsystems in
such a way that the latter can be conveniently considered to label its outgoing edges, which will be useful for the
considerations in the following chapters. However, both viewpoints are equally valid.

14Note that in the classical case these subsystems may all be taken to be copies of the system itself.
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POVM to the input states.15 If all input edges are classical this can be interpreted as a stochastic

map between random variables. A distribution, P, over the observed nodes of a causal structure

CQ is compatible with CQ if there exists a quantum state labelling each unobserved node (with

subsystems for each unobserved edge) and transformations, i.e., preparations and CPTP maps

for each unobserved node as well as POVMs for each observed node, that allow for the generation

of P by means of the Born rule. We denote the set of all compatible distributions PM

(
CQ)

.

Example 2.3.11. [Compatible distributions for the quantum instrumental scenario] For the

quantum instrumental scenario of Figure 2.3, the set of compatible distributions is,

(2.3.11) PM

(
ICQ

)
=

{
PXY Z ∈P3

∣∣∣ PXY Z = tr
(
(EZ

X ⊗FY
Z )ρA

)
PX

}
.

A state ρA ∈S (HAZ ⊗HAY ) is prepared. Depending on the random variable X , a POVM
{
EZ

X
}

Z
on HAZ is applied to generate the output distribution of the observed variable Z. Depending on

the latter, another POVM
{
FY

Z
}

Y is applied to generate the distribution of Y .

Generalised causal structures not only encompass the quantum case, but classical causal

structures can also be viewed as a special case thereof [89, 112]. In a classical causal structure,

CC, the edges of the DAG represent the propagation of classical information, and, at a node

with incoming edges, the random variable can be generated by applying an arbitrary function

to its parents. We are hence implicitly assuming that all the information about the parents is

transmitted to its children (otherwise the set of allowed functions would be restricted). This

does not pose a problem since classical information can be copied. In the general case, CG (or

CQ), on the other hand, the no-cloning theorem means that the children of a node cannot (in

general) all have access to the same information as is present at that node. There is no notion of

a joint state of all nodes in the causal structure and it is hence not clear how one could condition

on an unobserved system. Moreover, in generalised probabilistic theories there is no consensus

on the representation of states and their dynamics (unlike the density operator formalism in

quantum mechanics). To circumvent these issues, the classical notion of d-separation has been

reformulated to derive conditional independence relations among observed variables that hold in

any causal operational probabilistic theory. [112].

Proposition 2.3.12 (Henson, Lal & Pusey). Let CG be a generalised causal structure and let X,

Y and Z be pairwise disjoint subsets of observed nodes in CG. If a probability distribution P is

compatible with CG, then the d-separation of X and Y by Z implies the conditional independence

X |=Y |Z. Conversely, if for every distribution P compatible with CG the conditional independence

X |=Y |Z holds, then X is d-separated from Y by Z in CG.

Ref. [112] provides sufficient conditions for identifying causal structures, C, for which the

only restrictions on the compatible distributions over the observed variables for CC are those that
15 Preparation and measurement can also be seen as CPTP maps with classical input and output systems

respectively, thus allowing for a unified description.
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follow from the d-separation of these variables. Since, by Proposition 2.3.12, these conditions also

hold in CQ and CG, this implies PM

(
CC)=PM

(
CQ)=PM

(
CG)

. For causal structures with up

to six nodes, there are 21 examples (and over 10000 adaptations thereof) where such equivalence

does not hold and where further relations among the observed variables have to be taken into

account [112, 174]. IC and C3 are two such examples. 16

2.3.2.1 Other ways to explore quantum and generalised causal structures

The approach to quantum and generalised causal structures above is based on adaptations of

the theory of Bayesian networks to the respective settings and on retaining the features that

remain valid, for instance the relation between d-separation and independence for observed

variables [112]. Other approaches to generalise classical networks to the quantum realm have

been pursued in Ref. [133], where conditional quantum states, analogous to conditional probability

distributions, were introduced.

Recent articles have also proposed generalisations of Reichenbach’s principle [184] to the

quantum realm [6, 66, 175]. Whilst in Ref. [175] a new graph separation rule, q-separation, was

introduced, [6, 66] rely on a formulation of quantum networks in terms of quantum channels and

their Choi states.

A very active research area is the exploration indefinite causal structures [107–109]. There

are several approaches to this, for instance the process matrix formalism [168], which has lead

to the derivation of so called causal inequalities and the identification of signalling correlations

that are achievable in this framework, but not with any predefined causal structure [17, 168].

Another framework for describing such scenarios is the theory of quantum combs [56], illustrated

by a quantum switch, a quantum bit controlling the circuit structure in a quantum computation.

A recent framework of so-called causal boxes with the aim to model cryptographic protocols is

also available [182].

2.4 Quantum resource theories for thermodynamics

Resource theories deal with questions like “Is a particular task possible with the resources

at hand?” or, “Which resources do we need to complete a certain task and in what quantity?”.
16Note that C3 is the only example from Figure 2.4 where this is the case. That compatible classical and quantum

distributions are the same, the cases we usually care about, can be straightforwardly checked: In structures (a), (b)
and (c) all joint distributions are allowed for the variables that share a common cause in the classical case. Hence,
quantum systems do not enable any stronger correlations. This can also be seen as for any quantum state ρA shared at
A and measured later the correlations can be classically reproduced if A sends out the same classical output statistics
to the parties directly. In structure (d) no non-classical quantum correlations exist either [88]. This is also fairly
intuitive: the quantum measurements performed at X and Y could be equivalently performed at the sources B and A
respectively, such that these sources distribute cq-states of the form

∑
x PX (x)|x〉〈x|⊗ρx

BZ
and

∑
y PY (y)|y〉〈y|⊗ρy

AZ
instead. The same correlations can be achieved classically by taking random variables B = X and A =Y (these being
distributed according to PX and PY ). Since ρx

BZ
and ρy

AZ
are functions of X and Y , the statistics formed by measuring

such states can be computed classically via a probabilistic function (this function could be made deterministic by
taking B = (X ,W), where W is distributed appropriately).
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Such an agent based view is naturally taken in information theory where the aim is often to

complete communication tasks as efficiently as possible. In thermodynamics, such perspective is

less traditional, as we are used to describe systems without reference to an observer. However,

macroscopic thermodynamics can also be phrased as a resource theory, a perspective which led

Lieb and Yngvason to the derivation of the second law from a small set of axioms [137–141].

Usually, a resource theory is defined in terms of a class of free operations on some state space,

which are deemed cheap or free in the sense that they are easy to perform. The free operations

impose a structure on the state space by inducing a partial ordering of the states: For two states

ρ and σ,

(2.4.1) ρ ≺σ

if and only if there is a free operation transforming ρ to σ. Mathematically, ≺ is usually taken to

be a preorder, that is, it is reflexive and transitive — it is always possible to obtain a resource ρ

from itself, i.e., the identity operation is free, and if ρ can be transformed into σ and σ into τ, then

there is a free operation transforming ρ to τ, i.e., free operations can be composed sequentially.

In macroscopic thermodynamics, these free operations are adiabatic processes, defined as those

operations on a system that leave the environment unchanged, except for a weight having risen

or fallen in the process [137–141].

With respect to ≺, states can be assigned values. Intuitively, a state ρ is more valuable than a

state σ if it allows for the generation of a larger set of states and the completion of more tasks

than σ. Hence, if the two states can be ordered with ≺, then ρ is more valuable than σ if and only

if ρ ≺σ but σ 6≺ ρ17. This is quantified in terms of monotones, functions from the state space to R

that are monotonic with respect to the ordering. Quantifying resources is an essential part of a

resource theoretic framework and facilitates the comparison of different resources. It often allows

for the derivation of practically relevant conditions for state transformations [128, 140, 141]. For

the resource theory of macroscopic thermodynamics these quantities correspond to the Boltzmann

entropy and appropriate min- and max-entropies [225].

In the microscopic regime, quantum resource theories provide a natural means to model

(thermodynamic) processes. The free operations are usually a restricted class of CPTP maps,

acting on the set of all quantum states. They yield bounds for work extraction and more gen-

erally give us laws that determine which transformations are possible, given fine control of an

experimental setup. In the following we specify the resource theory of adiabatic operations, that

will be of interest for our considerations in Chapters 7 and 8. For details on resource theories

and further examples we refer to the vast literature [12, 18, 30, 31, 33, 35, 37, 57, 58, 71, 97–

100, 103, 113–115, 118, 120, 127, 128, 134, 146, 147, 150–153, 164, 179, 185, 189, 198, 200, 204–

206, 211, 215, 230, 234].

17In general, there are incomparable states, for which neither ρ ≺σ nor σ≺ ρ, their value assignment has to be
treated with care.
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2.4.1 The resource theory of adiabatic processes

The idea of considering a (microscopic) resource theory of adiabatic processes originates from Lieb

and Yngvason’s framework for macroscopic thermodynamics mentioned above. The interaction

with an environment and a weight that leaves no trace in the environmental system except for a

change in the weight translates to the following operations [225].

Definition 2.4.1. The resource theory of (microscopic) adiabatic processes is defined by the set

of free operations which map a state ρ ∈S (HS) to another state

(2.4.2) σ= trA

(
U(ρ⊗τ)U†

)
,

where τ is a sharp state on some Hilbert space HA, meaning a state for which all its non-zero

eigenvalues take the same value, U is an arbitrary unitary and the partial trace is taken over

the subsystem A, where it is further required that trS
(
U(ρ⊗τ)U†)= τ.

The application of an arbitrary unitary is enabled by explicitly modelling a weight system [1, 5]

and the condition trS
(
U(ρ⊗τ)U†)= τ is due to the requirement that the operations leave no trace

on the environmental system after the interaction; for details regarding this correspondence we

refer to [225]. These operations introduce a partial ordering of all possible states, which can be

expressed in terms of majorisation.

Definition 2.4.2. Let ρ, σ ∈ S (H ) with Hilbert space dimension dim(H ) = n be two states

with spectra
{
λi

(
ρ
)}

i and {λi (σ)}i respectively, ordered such that λ1
(
ρ
)≥λ2

(
ρ
)≥ . . .≥λn

(
ρ
)

and

λ1 (σ)≥λ2 (σ)≥ . . .≥λn (σ). Then ρ majorises σ, denoted ρ ≺M σ, if for all 1≤ k ≤ n,

(2.4.3)
k∑

i=1
λi

(
ρ
)≥ k∑

i=1
λi (σ) .

Mathematically, ≺M is a preorder, meaning it is reflexive, and transitive. The following

proposition specifies its relation to adiabatic processes, which has been proven in [225] based on

results regarding the resource theory of noisy operations [99, 113, 114].

Proposition 2.4.3. For ρ, σ ∈S (H ) the following are equivalent.

(1) ρ can be transformed into σ by an adiabatic operation.

(2) ρ ≺M σ.

We remark here that there are pairs of states, ρ, σ ∈S (H ), where neither can be converted

into the other by an adiabatic operation, i.e., there exist states ρ and σ, for which neither ρ ≺M σ,

nor σ≺M ρ.
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An equivalent formulation of majorisation is given in terms of step functions. Instead of

comparing sums of eigenvalues of the respective states, one can use that for ρ, σ ∈S (H ), ρ ≺M σ

if and only if

(2.4.4)
∫ x

0
fρ(x′) dx ≥

∫ x

0
fσ(x′) dx′

for all 0 ≤ x < n, where n = dim(H ) is the dimension of the system and fρ(x) and fσ(x) are the

step functions defined as

(2.4.5) fρ(x)=
λi

(
ρ
)

for i−1≤ x < i,

0 otherwise.

The monotonic functions with respect to adiabatic operations are numerous, they include the

Rényi entropies introduced in Section 2.2.2 [99, 123].
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Entropic analysis of causal
structures
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3
OUTLINE OF THE ENTROPIC TECHNIQUES FOR ANALYSING CAUSAL

STRUCTURES

In this Chapter we introduce the entropy vector approach to causal structures, which

provides the necessary background and motivates the considerations of Chapters 4, 5 and 6,

which are concerned with novel contributions. This chapter, on the other hand, reviews

the state of the art of current entropic techniques, illustrated with numerous examples that

are intended to make the topic easily accessible. With our exposition, we fill a few gaps on the

way, proving several facts about entropy cones some of which have been implicitly assumed in

the literature but not rigorously proven. Wherever there is no other specification, the examples

presented and the proofs conducted are our own. We also establish connections between different

contributions to the field that have not been previously demonstrated.

We start with a short motivation why entropic techniques are a convenient means to analyse

causal structures in Section 3.1, before introducing the entropy vector approach and its fine-

grained application in post-selected causal structures in Sections 3.2 and 3.3. In Section 3.4, we

give an overview on alternative computational techniques and provide some information on their

relation to the entropy vector method.

3.1 Motivation for the entropic analysis

Deciding whether a causal explanation that involves unobserved variables is compatible with

observed statistical data is a central scientific task. In the context of quantum information

theory and quantum cryptography we are usually interested in the incompatibility of statistical

data with a particular classical causal structure [3, 15, 61, 62, 81, 155, 160, 177, 214], an

idea that lies behind Bell’s theorem [20] (see also [232]). Since classical causal structures are
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mathematically rather well-understood, it is in principle known how to check whether observed

correlations are compatible with a given causal structure by means of quantifier elimination

techniques [93]. However, compatibility tests for networks that involve unobserved systems are

only computationally feasible for small cases [92, 131]. Explicit complexity results are available

for the Bell scenario, based on so-called correlation and cut polytopes [11, 178], where it was

shown that testing whether certain correlations are achievable in the Bell scenario with two

parties and m-dichotomic observables each is NP-complete [11]. Quantum and generalised causal

structures are less explored in this respect.

Finding good heuristics to help identify correlations that are (in)compatible with a causal

structure is an important endeavour that is currently actively researched [46–52, 90, 112, 124,

159, 165, 174, 175, 191, 202, 231]. Entropic considerations [46, 48–52, 90, 112, 124, 159, 174,

202] have several advantages. First of all, entropic restrictions on possible correlations in a

causal structure are independent of the dimension of the involved random variables. Hence,

considerations based on entropy measures enable the derivation of constraints that are valid for

arbitrarily large alphabet sizes of all involved observed and unobserved systems. Secondly, the

entropic techniques detailed below map the set of compatible observed distributions for a classical

causal structure, which is often not convex, to a convex set of so-called entropy vectors, and,

in addition, they conveniently represent independencies by linear relations between entropies

instead of polynomial constraints (see also Section 2.3.1). These properties make entropy a useful

means for distinguishing different causal structures in many situations.

3.2 Entropy vector approach

Characterising the joint distributions of a set of random variables or alternatively considering

a multi-party quantum state in terms of its entropy (and the entropy of its marginals) has a

tradition in information theory dating back to Shannon [176, 195, 233]. However, only recently

has this approach been extended to account for causal structure [49, 90]. In Sections 3.2.1 and

3.2.2 respectively, we review this approach with and without imposing causal constraints. All our

considerations are concerned with discrete random variables, for extensions of the approach to

continuous random variables (and their limitations) we refer the reader to [45, 90].

3.2.1 Entropy cones without causal restrictions

The entropy cone for a set of n random variables was introduced in [233]. For a set of n ≥ 2 jointly

distributed random variables, Ω ..= {X1, X2, . . . , Xn}, we denote their probability distribution

as P ∈Pn, where Pn is the set of all probability mass functions of n jointly distributed random
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variables. The Shannon entropy maps any subset of Ω to a non-negative real value:

H : P(Ω)→ [0,∞) ,

XS 7→ H(XS),

where P(Ω) denotes the power set of Ω, and H({})= 0. The entropy of the joint distribution of the

random variables Ω and that of all its marginals can be expressed as components of a vector in

R
2n−1
≥0 , ordered in the following as1

(H(X1), H(X2), . . . , H(Xn),H(X1X2), H(X1X3), . . . , H(X1X2 . . . Xn)) .

We use H(P) ∈R2n−1
≥0 to denote the vector corresponding to a particular distribution P ∈Pn. The

set of all such vectors is

(3.2.1) Γ∗n ..=
{
v ∈R2n−1

≥0

∣∣∣ ∃P ∈Pn s.t. v =H(P)
}

.

Its closure Γ∗n includes vectors v for which there exists a sequence of distributions Pk ∈Pn such

that H(Pk) tends to v as k →∞. It is known that the entropy cone Γ∗n is a convex cone for any

n ∈N [235]. As such, its boundary may be characterised in terms of (potentially infinitely many)

linear constraints. Because Γ∗n is difficult to characterise, we will in the following consider various

approximations.

3.2.1.1 Outer approximation: the Shannon cone

The standard outer approximation to Γ∗n is the polyhedral cone constrained by the Shannon

inequalities listed in the following, which are obeyed by any entropy vector of a set of jointly

distributed random variables:2

• Monotonicity: For all XT , XS ⊆Ω,

(3.2.2) H(XS \ XT )≤ H(XS) .

• Submodularity: For all XS, XT ⊆Ω,

(3.2.3) H(XS ∩ XT )+H(XS ∪ XT )≤ H(XS)+H(XT ) .

XS \ XT denotes the relative complement of XT in XS, XS ∩ XT denotes the intersection of XS

and XT and XS ∪ XT denotes their union. We remark here that with the convention H({})= 0 the

above inequalities also imply that entropy is positive. The monotonicity constraints correspond

to positivity of conditional entropy, H(XS ∩ XT |XS \ XT ) ≥ 0, and submodularity is equivalent

to the positivity of the conditional mutual information, I(XS \ XT : XT \ XS|XS ∩ XT ) ≥ 0. The

1Since the empty set always has zero entropy, it is omitted from the entropy vector.
2Note that sometimes H({})= 0 is included as an extra constraint, but we keep this implicit here.
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monotonicity and submodularity constraints can all be generated from a minimal set of n+
n(n−1)2n−3 inequalities [233]: for the monotonicity constraints it is sufficient to consider the n

constraints with XS = X i, for some X i ∈Ω and XS ∪ XT =Ω; for the submodularity constraints

it is sufficient to consider those with XS \ XT = X i and XT \ XS = X j with i < j and where

XU
..= XS ∩ XT is any subset of Ω not containing X i or X j, i.e., submodularity constraints of the

form I(X i : X j|XU )≥ 0.

These n+ n(n−1)2n−3 independent Shannon inequalities can be expressed in terms of a

(n+n(n−1)2n−3)× (2n −1) dimensional matrix, which we call Mn
SH, such that for any v ∈Γ∗n the

conditions Mn
SH · v ≥ 0 hold3. Hence, a violation of Mn

SH · v ≥ 0 by a vector for v ∈ R2n−1
≥0 certifies

that there is no distribution P ∈Pn such that v =H(P). It follows that the Shannon cone,

(3.2.4) Γn
..=

{
v ∈R2n−1

≥0

∣∣∣ Mn
SH ·v ≥ 0

}
,

is an outer approximation to the set of achievable entropy vectors Γ∗n [233].

Example 3.2.1. The three variable Shannon cone is Γ3 =
{
v ∈R7

≥0

∣∣ M3
SH ·v ≥ 0

}
, where

(3.2.5) M3
SH =



0 0 0 0 0 −1 1

0 0 0 0 −1 0 1

0 0 0 −1 0 0 1

1 1 0 −1 0 0 0

1 0 1 0 −1 0 0

0 1 1 0 0 −1 0

−1 0 0 1 1 0 −1

0 −1 0 1 0 1 −1

0 0 −1 0 1 1 −1



.

The first three rows are monotonicity constraints, the remaining six ensure submodularity.

3.2.1.2 Beyond the Shannon cone

For two variables the Shannon cone coincides with the set of achievable entropy vectors, Γ2 =Γ∗2 ,

while for three random variables this holds only for its closure, i.e. Γ3 =Γ∗3 but Γ∗3 (Γ
∗
3 [105, 235].

For n ≥ 4 further independent linear inequalities are needed to fully characterise Γ∗n, the first of

which was discovered in [236].

Proposition 3.2.2 (Zhang & Yeung). For any four discrete random variables X1, X2, X3 and X4

the following inequality holds:

(3.2.6) −H(X1)−H(X2)− 1
2

H(X3)+ 3
2

H(X1X2)+ 3
2

H(X1X3)+ 1
2

H(X1X4)+ 3
2

H(X2X3)

+ 1
2

H(X2X4)− 1
2

H(X3X4)−2H(X1X2X3)− 1
2

H(X1X2X4)≥ 0.

3This condition is to be interpreted as the requirement that each component of Mn
SH ·v is non-negative.
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This is in the following abbreviated as 3X1 X2 X3 X4 ≥ 0.

For n ≥ 4 the convex cone Γ∗n (Γn cannot be characterised by finitely many linear inequali-

ties [154], i.e., it is not polyhedral (in our terminology), and a complete linear characterisation of

Γ∗n is not available. Two infinite families of valid inequalities are given in the following.4

Proposition 3.2.3 (Matús̆). Let X1, X2, X3 and X4 be random variables and let s ∈N. Then the

following inequalities hold:

(3.2.7) s [I(X1 : X2|X3)+ I(X1 : X2|X4)+ I(X3 : X4)− I(X1 : X2)]

+ I(X1 : X3|X2)+ s(s+1)
2

[I(X2 : X3|X1)+ I(X1 : X2|X3)]≥ 0,

(3.2.8) s [I(X2 : X3|X1)+2I(X1 : X2|X3)+ I(X1 : X2|X4)+ I(X3 : X4)− I(X1 : X2)]

+ I(X1 : X3|X2)+ s(s−1)
2

[I(X2 : X4|X1)+ I(X1 : X2|X4)]≥ 0.

Several additional entropy inequalities have been discovered [73, 149, 235, 236]. Recently,

systematic searches for new inequalities for n = 4 have been conducted [75, 219], which recover

most of the previously known inequalities; in particular the inequality from Proposition 3.2.2 is

re-derived and shown to be implied by tighter ones [75]. The systematic search in [75] is based

on considering additional random variables that obey certain constraints and then deriving

four variable inequalities from the known identities for five or more random variables (see

also [154, 236]), an idea that is captured by a so-called copy lemma [75, 122, 236]. In Ref. [75],

rules to generate families of inequalities have been suggested, in the style of techniques introduced

in [154] for the derivation of Proposition 3.2.3.

For more than four variables, only few additional inequalities are known [149, 236]. Curiously,

to our knowledge, all known irredundant four variable non-Shannon inequalities (i.e., the ones

found in [73, 75, 149, 154, 219, 236] that are not yet superseded by tighter ones) can be written

as a positive linear combination of the Ingleton quantity, IING(X1, X2; X3, X4), and conditional

mutual information terms [75].

3.2.1.3 Inner approximations

Such approximations can be defined in terms of linear rank inequalities, which are inequalities

that are always satisfied by the ranks of the subspaces of a vector space. Analogously to the

entropy vectors, these ranks can be represented as vectors, which are called linearly representable.

It is known that all linear entropy inequalities are also valid for linearly representable vectors but

not the other way around [104] (consider Example 3.2.4 for an entropy vector that violates a linear

4For s = 1 both inequalities are equivalent to (3.2.6).
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rank inequality). Hence, the linearly representable vectors, ΓI
n, give an inner approximation to

Γ∗n.

For n = 4, this inner approximation is the polyhedral cone constrained by the Shannon

inequalities and the six permutations of the Ingleton inequality [119],

(3.2.9) IING(X1, X2; X3, X4)≥ 0 ,

for random variables X1, X2, X3 and X4, which are concisely written in a matrix MI ∈R6×15. The

region these inequalities constrain is called the Ingleton cone,

(3.2.10) ΓI
4

..= {
v ∈R15

≥0
∣∣ M4

SH ·v ≥ 0 and MI ·v ≥ 0
}

.

The following example shows that this inner approximation is a strict subset of the entropy cone,

ΓI
4 (Γ

∗
4 .

Example 3.2.4. Let X1, X2, X3 and X4 be four jointly distributed random variables. Let X3

and X4 be uniform random bits and let X1 = AND(¬X3,¬X4) and X2 = AND(X3, X4). This

distribution [154] leads to the entropy vector

(3.2.11) v ≈ (0.81,0.81,1,1,1.50,1.50,1.50,1.50,1.50,2,2,2,2,2,2) ,

for which

(3.2.12) IING(X1, X2; X3, X4)≈−0.12 ,

in violation of the Ingleton inequality.

ΓI
5 is defined by the Shannon inequalities, several instances of the Ingleton inequality and 24

additional inequalities and their permutations [74]. For 6 or more variables, a complete list of

all linear rank inequalities is not known, nor whether such a list of inequalities would be finite.

Over a billion valid linear rank inequalities in 6 variables have so far been found [72].

3.2.2 Entropy cones for causal structures

Under the assumption of a causal structure, C, the compatible distributions of the observed

variables, PM

(
CC)

, PM

(
CQ)

and PM

(
CG)

respectively, can all be mapped to sets of compatible

entropy vectors, which can be compared. In each case there is a distinct method to compute an

outer approximation to the respective set.

3.2.2.1 Entropy cones for classical causal structures

In the classical case, we aim to characterise (or approximate) the set of entropy vectors of

distributions that are compatible with a classical causal structure, CC, (or its closure)

(3.2.13) Γ∗
M

(
CC

)
..=

{
w ∈R2k−1

≥0

∣∣∣ ∃P ∈PM

(
CC

)
s.t. w =H(P)

}
.
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(a)

X Z Y

A

AZ AY

(b)

A C B

X Y

CX CY

(c)
X Y

Z

AB

C
AY

AZ

BX

BZ

CX CY

Figure 3.1: (a) Pearl’s instrumental causal structure, IC, previously introduced in Chapter 2.
Recall that the subsystem AZ and AY are both considered to be parents of Z (and Y ). (b) Bipartite
Bell scenario, B. The observed variables A and B together with an unobserved system C are
used to generate outputs X and Y respectively. In the classical case C can be modelled as a
random variable, in the quantum case it is a quantum state on a Hilbert space HC ∼=HCX ⊗HCY .
(c) Triangle causal structure, C3. Three observed random variables X , Y and Z share pairwise
common causes A, B and C, which in the classical case are again modelled by random variables
and in the quantum case as states on Hilbert spaces HA ∼=HAY ⊗HAZ , HB ∼=HBX ⊗HBZ and
HC ∼=HCX ⊗HCY , respectively.

Compared to the unrestricted case introduced in Section 3.2.1, the causal structure adds con-

straints in terms of the encoded conditional independence relations and it requires the considera-

tion of unobserved variables. The first entropy inequalities for a marginal scenario were derived

in [202], where certificates for the existence of common ancestors of a subset of the observed

random variables of at least a certain size were given. A systematic entropy vector approach was

introduced in [49, 51, 90]. Subsequently, outer approximations to the sets of compatible entropy

vectors of a variety of causal structures were derived [112]. In the following, we outline the

systematic approach, providing rigorous proofs of convexity for the relevant sets in Lemma 3.2.5

and Lemma 3.2.7, which are important also for the validity of the results of the subsequent

chapters.

According to Proposition 2.3.7 all entropic restrictions due to the conditional independence

relations in a causal structure CC can be captured with a maximum of n independent equali-

ties (2.3.4). Their coefficients can be concisely written in terms of a matrix MCI
(
CC)

, where CI

stands for conditional independence. We define the set

(3.2.14) Γ∗
(
CC

)
..=

{
v ∈Γ∗n

∣∣∣ MCI

(
CC

)
·v = 0

}
,

which, as the following lemma confirms, is the set of achievable entropy vectors in CC.

Lemma 3.2.5. For a causal structure CC,

(3.2.15) Γ∗
(
CC

)
=

{
v ∈R2n−1

≥0

∣∣∣∣∣ ∃P =
n∏

i=1
PXi|X↓1

i
∈Pn s.t. v =H(P)

}
.

Furthermore, its topological closure is the convex cone

(3.2.16) Γ∗
(
CC

)
=

{
v ∈Γ∗n

∣∣∣ MCI

(
CC

)
·v = 0

}
.
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In the following, we will call Γ∗
(
CC)

the entropy cone of CC. We remark here that in spite of

the convexity of Γ∗
(
CC)

for any CC, the set P
(
CC)

is in general not convex. This alludes to the

fact that significant information about the correlations of the random variables is lost via the

mapping from P
(
CC)

to the corresponding entropy cone Γ∗
(
CC)

. Nevertheless, the convexity of

Γ∗
(
CC)

is one of the aspects that makes entropic considerations (computationally) worthwhile.

Proof of Lemma 3.2.5 For the causal structure CC, let the set of compatible entropy vectors

be denoted E
(
CC)

, i.e., E
(
CC)

..=
{
v ∈R2n−1

≥0

∣∣∣ ∃P =∏n
i=1 PXi|X↓1

i
∈Pn s.t. v =H(P)

}
. According to

Proposition 2.3.7 and (2.3.4), E
(
CC)= {

v ∈Γ∗n
∣∣∣ ∀i ∈ {1, . . . ,n} , I(X i : X �↑

i |X ↓1
i )= 0

}
. Applying the

definition of MCI
(
CC)

yields the desired equality Γ∗
(
CC)= E

(
CC)

.

Now, let us define F
(
CC)

..=
{
v ∈Γ∗n

∣∣∣ MCI
(
CC) ·v = 0

}
⊆R2n−1. This is a closed convex set, since

Γ∗n is known to be closed and convex and since restricting the closed convex cone Γ∗n with linear

equalities retains these properties.5. From this we conclude that Γ∗
(
CC)= {

v ∈Γ∗n
∣∣ MCI

(
CC

) ·v = 0
}

is convex, as Γ∗
(
CC)= F

(
CC)

. To see this, note that as F
(
CC)

is closed, any element w ∈ F
(
CC)

,

in particular any element on its boundary, can be obtained as the limit of a sequence of elements

{wk}k for k →∞, where the wk lie in the interior of F
(
CC)

for all k. Hence w ∈Γ∗ (
CC)

. �

An outer approximation to Γ∗
(
CC)

can be defined by supplementing the n variable Shannon

constraints with the conditional independence equalities implied by CC,

(3.2.17) Γ
(
CC

)
..=

{
v ∈Γn

∣∣∣ MCI

(
CC

)
·v = 0

}
.

Example 3.2.6. [Outer approximation to the entropy cone of the classical instrumental causal

structure] According to Proposition 2.3.7, the instrumental scenario (see Figure 3.1(a)) has at

most 4 independent conditional independence equalities (2.3.4). We find that there are only two,

I(A : X )= 0 and I(Y : X | AZ)= 0. Hence,

(3.2.18) Γ∗
(
ICC

)
=

{
v ∈Γ∗4

∣∣∣ MCI

(
ICC

)
·v = 0

}
with

MCI

(
ICC

)
=

(
−1 −1 0 0 1 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 1 0 0 0 0 −1 −1 0 1

)
,

where the coordinates are ordered as (H(A),H(X ),H(Y ),H(Z),H(AX ),H(AY ),H(AZ),H(XY ),

H(X Z),H(Y Z),H(AXY ),H(AX Z),H(AY Z),H(XY Z),H(AXY Z)). An outer approximation is

(3.2.19) Γ
(
ICC

)
=

{
v ∈Γ4

∣∣∣ MCI

(
ICC

)
·v = 0

}
.

5More precisely, as the set of solutions to the matrix equality MCI

(
CC

)
·v = 0 is also closed and convex, F(CC) is

the intersection of two closed convex sets and as such also closed and convex. To see that the intersection is convex,
consider two subsets A, B ⊆R2n−1. Let x, y ∈ A∩B. Then, due to the convexity of A and B, every convex combination
of x and y lies within A and within B. Thus, A∩B is convex.
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To derive constraints on the entropy vectors of the observed marginal scenario, M , a marginal-

isation has to be performed. In the entropic picture, this is achieved by dropping the coordinates

that represent entropies of sets of variables containing at least one unobserved variable from the

vectors. This corresponds to a projection πM :R2n−1 →R2k−1 that returns all entropy vectors w of

the observed variables for which there exists at least one entropy vector v in the original scenario

with matching entropies on the observed variables [50].

The projection of the whole set of entropy vectors, Γ∗
(
CC)

, could be obtained by discarding the

components that are projected away from every single entropy vector v ∈Γ∗ (
CC)

. For a polyhedral

cone such as Γ
(
CC)

and sometimes Γ∗
(
CC)

, its projection can be more efficiently determined from

its extremal rays or bounding hyperplanes respectively (see Section 2.1.2 for details), e.g. with the

Fourier-Motzkin elimination algorithm that has been previously used in this context [49–51, 90].

Without any causal restrictions, the entropy cone Γ∗n is projected to the marginal cone

(3.2.20) Γ∗
M

..=
{
w ∈R2k−1

≥0

∣∣∣ ∃v ∈Γ∗n s.t. w =πM (v)
}

.

Note that if we marginalise Γ∗n over n− k variables we recover the entropy cone for k random

variables, i.e., Γ∗
M

=Γ∗k. The same applies to the outer approximations: the n variable Shannon

cone Γn is projected to the k variable Shannon cone with the mapping πM , i.e.,

(3.2.21) ΓM
..=

{
w ∈R2k−1

≥0

∣∣∣ ∃v ∈Γn s.t. w =πM (v)
}
=Γk .

This follows because the n variable Shannon constraints contain the corresponding k variable

constraints as a subset, and since any vector in Γk can be extended to a vector in Γn, for

instance by taking H(Xk+1)= H(Xk+2)= ·· · = H(Xn)= 0 and H(XS ∪ XT )= H(XS) for any XT ⊆
{Xk+1, Xk+2, . . . , Xn}.

The following lemma confirms that, given a classical causal structure CC, the same elimina-

tion procedure applies and yields the entropy cone of its marginal scenario, Γ∗
M

(
CC)

, which we

call its marginal cone.

Lemma 3.2.7. The set of entropy vectors compatible with the marginal scenario of the classical

causal structure CC, is the projection of Γ∗
(
CC)

onto M , i.e.,

(3.2.22) Γ∗
M

(
CC

)
=

{
w ∈R2k−1

≥0

∣∣∣ ∃v ∈Γ∗
(
CC

)
s.t. w =πM (v)

}
.

Furthermore, Γ∗
M

(
CC)

is a convex cone.

Proof of Lemma 3.2.7 Let F =
{
w ∈R2k−1

≥0

∣∣∣ ∃v ∈Γ∗ (
CC)

s.t. w =πM (v)
}
. Note that w ∈F implies

that there exists v ∈ Γ∗ (
CC)

such that w = πM (v). By Lemma 3.2.5, we have v =H(P) for some

P =∏
i PXi|X↓1

i
. If we take P ′ =∑

Xk+1,...,Xn P then w =H(P ′) and hence w ∈Γ∗
M

(
CC)

.

Conversely, w ∈ Γ∗
M

(
CC)

implies that there exists P ′ ∈ PM

(
CC)

such that w = H(P ′) and

hence there exists P ∈P
(
CC)

such that P ′ =∑
Xk+1,...,Xn P. If we take v = H(P), then w = πM (v)

and hence w ∈ F . Taking the topological closure of both sets implies (3.2.22). Furthermore,

Γ∗
M

(
CC)

is a convex cone by Lemma 2.1.6. �
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The projection of Γ
(
CC)

to the marginal scenario M is an outer approximation to Γ∗
M

(
CC)

,

given as

(3.2.23) ΓM

(
CC

)
..=

{
w ∈R2k−1

≥0

∣∣∣ ∃v ∈Γ
(
CC

)
s.t. w =πM (v)

}
,

which can be computationally obtained via a Fourier-Motzkin elimination algorithm from the

inequality description of Γ
(
CC)

. It can be written as ΓM

(
CC)= {

w ∈ΓM

∣∣ MM

(
CC) ·w ≥ 0

}
, where

the matrix MM

(
CC)

encodes the inequalities on R2k−1
≥0 that are implied by MCI

(
CC) · v = 0 and

Mn
SH ·v ≥ 0 (except for the k-variable Shannon constraints, which are already included in ΓM ). In

the following we give two examples, that will both reappear in subsequent chapters.

Example 3.2.8. [Outer approximation to the marginal cone of the instrumental scenario [51,

112]] For the instrumental scenario the outer approximation to its marginal cone is found by

projecting Γ
(
ICC)

to its three variable scenario. This yields

(3.2.24) ΓM

(
ICC

)
=

{
w ∈ΓM

∣∣∣ MM

(
ICC

)
·w ≥ 0

}
,

where MM

(
ICC)= (

−1 0 1 0 0 −1 1
)

corresponds to the inequality I(X : Y Z)≤ H(Z)

from [51, 112].

Example 3.2.9. [Outer approximation to the marginal cone of the classical triangle scenario

from [50, 52]] For the triangle scenario of Figure 3.1(c), the marginal cone, Γ∗
M

(
CC

3
)
, is restricted

by the outer approximation,

(3.2.25) ΓM

(
CC

3

)
=

{
w ∈ΓM

∣∣∣ MM

(
CC

3

)
·w ≥ 0

}
,

which was explicitly computed by Chaves et al. [50, 52] and which is reiterated here. It is obtained

from all six variable Shannon inequalities and the conditional independence equalities (2.3.4),

which are in this case I(A : BCX ) = 0, I(X : AY Z | BC) = 0 and appropriate permutations. In

addition to the Shannon constraints there are the following 7 additional inequalities (including

permutations), forming the coefficient matrix MM

(
CC

3
)
:6

−H(X )−H(Y )−H(Z)+H(XY )+H(X Z)≥ 0,(3.2.26)

−5H(X )−5H(Y )−5H(Z)+4H(XY )+4H(X Z)+4H(Y Z)−2H(XY Z)≥ 0,(3.2.27)

−3H(X )−3H(Y )−3H(Z)+2H(XY )+2H(X Z)+3H(Y Z)−H(XY Z)≥ 0 .(3.2.28)

We will return to this example in Chapters 4 and 5.

6Since no explicit linear description of Γ∗
(
CC

3

)
is known, it is impossible to directly compute Γ∗

M

(
CC

3

)
with a

variable elimination.
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3.2.2.2 Compatible entropy vectors for quantum causal structures

For a quantum causal structure, CQ, the set of compatible probability distributions over the

observed variables, PM

(
CQ)

, leads to a set of compatible entropy vectors,

(3.2.29) Γ∗M
(
CQ

)
..=

{
w ∈R2k−1

≥0

∣∣∣ ∃P ∈PM

(
CQ

)
s.t. w =H(P)

}
.

We shall in the following consider the topological closure of this set to ensure that Γ∗
M

(
CC)⊆

Γ∗
M

(
CQ)

. In the quantum case, it is, however, unknown whether Γ∗
M

(
CQ)

is a convex cone.

A framework for approximating Γ∗
M

(
CQ)

was introduced in [52] and corresponding procedures

are outlined in the following.7 For the construction of an outer approximation, ΓM

(
CQ)

, an

entropy is associated to each random variable and to each subsystem of a quantum state in

CQ (equivalently to each edge originating at a quantum node), the von Neumann entropy of

the respective system. Because of the impossibility of cloning, the observed outcomes and the

quantum systems they are generated from do not exist simultaneously. Therefore, there is in

general no joint multi-party quantum state for all subsystems in a causal structure8 and we

cannot sensibly consider the joint entropy of such states and outcomes. More concretely, if a

system A is measured to produce Z, then ρAZ is not defined and hence neither is H(AZ).

Definition 3.2.10. Two subsystems in a quantum causal structure CQ coexist if neither one is a

quantum ancestor of the other. A set of subsystems that mutually coexist is termed coexisting.

A quantum causal structure may have several maximal coexisting sets. Only within such

subsets is there a well defined joint quantum state and joint entropy.

Example 3.2.11. [Coexisting sets for the quantum instrumental scenario] Consider the quantum

version of the instrumental scenario, ICQ, illustrated in Figure 3.1(a). There are three observed

variables as well as two edges originating at unobserved (quantum) nodes, hence 5 variables

to consider. More precisely, the quantum node A has two associated subsystems AZ and AY.

The correlations seen at the two observed nodes Z and Y are formed by measurement on the

respective subsystems AZ and AY. The maximal coexisting sets in this causal structure are

{AY, AZ, X }, {AY, X , Z} and {X , Y , Z}.

Without loss of generality we can assume that any initial, i.e., parentless quantum states (such

as ρA above) are pure. This is because any mixed state can be purified, and if the transformations

and measurement operators are then taken to act trivially on the purifying systems the same

statistics are observed. In the causal structure of Example 3.2.11, this implies that ρA can be

considered to be pure and thus H(AY AZ) = 0. The Schmidt decomposition then implies that

H(AY)= H(AZ). This is computationally useful as it reduces the number of free parameters in

7Our account of quantum causal structures is (slightly) adapted from [52] to unify the description of quantum and
generalised causal structures, as explained in Section 2.3.2.

8Attempts to circumvent this have been made [133].
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the entropic description of the scenario. Furthermore, by Stinespring’s theorem [203], whenever

a CPTP map is applied at a node that has at least one quantum child, then one can instead

consider an isometry to a larger output system. The additional system that is required for this

can be taken to be part of the unobserved quantum output (or one of them in case of several

quantum output nodes). Each such case allows for the reduction of the number of variables by

one, since the joint entropy of all inputs to such a node must be equal to that of all its outputs.

The von Neumann entropy of a multi-party quantum state is submodular [136] and obeys the

following condition:

• Weak monotonicity [136]: For all XS, XT ⊆Ω9

(3.2.30) H(XS \ XT )+H(XT \ XS)≤ H(XS)+H(XT ) .

This is the dual of submodularity in the sense that the two inequalities can be derived from each

other by considering purifications of the corresponding quantum states [7]. Within the context of

causal structures, these relations can always be applied between variables in the same coexisting

set. In addition, whenever it is impossible for there to be entanglement between the subsystems

XS ∩ XT and XS \ XT — for instance if these subsystems are in a cq-state — the monotonicity

constraint H(XS \XT )≤ H(XS) holds. If it is also impossible for there to be entanglement between

XS ∩ XT and XT \ XS, then the monotonicity relation H(XT \ XS)≤ H(XT ) holds rendering the

weak monotonicity relation stated above redundant.

Altogether, these considerations lead to a set of basic inequalities containing some Shannon

and some weak-monotonicity inequalities, which are conveniently expressed in a matrix MB
(
CQ)

.

This way of approximating the set of compatible entropy vectors is inspired by work on the entropy

cone for multi-party quantum states [176]. Note also that there are no further inequalities for

the von Neumann entropy known to date [42, 101, 142, 145] (contrary to the classical case where

a variety of non Shannon inequalities are known, see Section 3.2.1.2).

The conditional independence constraints in CQ cannot be identified by Proposition 2.3.7,

because variables do not coexist with any quantum parents and hence conditioning a variable

on a quantum parent is not meaningful. Nonetheless, among the variables in a coexisting

set the conditional independencies that are valid for CC also hold in CQ. This can be seen

as follows. First, any constraints that involve only observed variables (which always coexist)

hold by Proposition 2.3.12. Secondly, for unobserved systems only their classical ancestors and

none of their descendants can be part of the same coexisting set. An unobserved system is

hence independent of any subset of the same coexisting set with which it shares no ancestors.

Note that each of the subsystems associated with a quantum node is considered to be a parent

of all of the node’s children (see Figure 3.1(a) for an example). Thirdly, suppose XS and XT

are disjoint subsets of a coexisting set, Ξ, and that the unobserved system AX is also in Ξ.

9 Recall that H({})= 0.
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Then I(AX : XS|XT ) = 0 if XT d-separates AX from XS (in the full graph including quantum

nodes).10 The same considerations can be made for sets of unobserved systems. All independence

constraints can be assembled in a matrix MQCI
(
CQ)

.

Among the variables that do not coexist, some are obtained from others by means of quantum

operations. These variables are thus related by data processing inequalities (DPIs) [167].

Proposition 3.2.12 (DPI). Let ρXSXT ∈ S (HXS ⊗HXT) and E be a completely positive trace

preserving (CPTP) map 11 on S (HXT)12 leading to a state ρ′XSXT
. Then

(3.2.31) I(XS : XT)ρ′
XSXT

≤ I(XS : XT)ρXSXT
.

The data processing inequalities provide an additional set of entropy inequalities, which can

be expressed in terms of a matrix inequality MDPI
(
CQ) · v ≥ 0.13 In general, there are a large

number of variables for which data processing inequalities hold. It is thus beneficial to derive

rules that specify which of the inequalities are needed. First, note that whenever a concatenation

of two CPTP maps E1 and E2, E = E2 ◦E1, is applied to a state, then any DPIs for inputs and

outputs of E are implied by the DPIs for E1 and E2. This follows from combining the DPIs for input

and output states of E1 and E2 respectively. Hence, the DPIs for composed maps E never have to

be considered as separate constraints. Secondly, whenever a state ρXSXTXR ∈S (HXS⊗HXT⊗HXR )

can be decomposed as ρXSXTXR = ρXSXT ⊗ρXR and a CPTP map E transforms the state on S (HXS ).

Then any DPIs for ρXSXTXR are implied by the DPIs for ρXSXT , which follows from I(XS : XTXR)=
I(XS : XT), I(XSXR : XT)= I(XS : XT) and I(XSXT : XR)= 0. Furthermore, whenever a node has

classical and quantum inputs, there is not only a CPTP map generating its output state but this

map can be extended to a CPTP map that simultaneously retains the classical inputs, which

leads to tighter inequalities.

Lemma 3.2.13. Let Y be a node with classical and quantum inputs XC and XQ and E be a

CPTP map that acts at this node, i.e., E is a map from S (HXC ⊗HXQ) to S (HY ). Then E can

be extended to a map E ′ : S (HXC ⊗HXQ)→S (HXC ⊗HY ) such that E ′ : ρXC XQ 7→ ρ′XCY with the

property that ρ′XCY is classical on HXC and ρ′XC
= ρXC . Furthermore, the DPIs for E ′ imply those

for E .

10This follows because any quantum states generated from the classical separating variables may be obtained by
first producing random variables from the latter (for which the usual d-separation rules hold) and then using these to
generate the quantum states in question (potentially after generating other variables in the network), hence retaining
conditional independence.

11Note that as the map from a quantum state to the diagonal state with entries equal to the outcome probabilities
of a measurement is a CPTP map and hence also obeys the DPI.

12Note that in general E can be a map between operators on different Hilbert spaces, i.e. E : S (H ′
XT

)→S (H ′′
XT

).
However, as we can consider these operators to act on the same larger Hilbert space we can w.l.o.g. take E to be a map
on this larger space, which we call S (HXT ).

13There are also DPIs for conditional mutual information, e.g., I(A : B|C)ρ′ABC
≤ I(A : B|C)ρABC for ρ′ABC =

(I ⊗E ⊗I )(ρABC), but these are implied by Proposition 3.2.12, so they need not be treated separately.
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Proof. The first part of the lemma follows because classical information can be copied, and hence

E ′ can be decomposed into first copying XC, and then performing E . (Alternatively, we can think

of E as the concatenation of E ′ with a partial trace; this allows us to use the same output state ρ′

for both maps in the argument below.)

Suppose E : ρXC XQ 7→ ρ′Y . The second part follows because if I(XCXQXS : XT)ρ ≥ I(Y XS : XT)ρ′

is a valid DPI for E then I(XCXQXS : XT)ρ ≥ I(XCY XS : XT)ρ′ is valid for E ′. The second of these

implies the first by the strong subadditivity relation I(XCY XS : XT)ρ′ ≥ I(Y XS : XT)ρ′ . �

All the above (in)equalities are necessary conditions for a vector to be an entropy vector

compatible with the causal structure CQ. They constrain a polyhedral cone in Rm
≥0, where m is

the total number of coexisting sets of CQ,

(3.2.32) Γ
(
CQ

)
..=

{
v ∈Rm

≥0

∣∣∣ MB

(
CQ

)
·v ≥ 0, MQCI

(
CQ

)
·v = 0, and MDPI

(
CQ

)
·v ≥ 0

}
.

Example 3.2.14. [Entropy inequalities for the quantum instrumental scenario] For ICQ, the cone

Γ
(
ICQ)= {

v ∈R15
≥0

∣∣ MB
(
ICQ) ·v ≥ 0, MQCI

(
ICQ) ·v = 0 and MDPI

(
ICQ) ·v ≥ 0

}
involves the matrix

MB
(
ICQ)

that features 29 (independent) inequalities, listed in Section 3.5.1 (note that the

only weak monotonicity relations that are not made redundant by other basic inequalities are

H(AY |AZ X )+H(AY )≥ 0, H(AZ |AY X )+H(AZ)≥ 0, H(AY | AZ)+H(AY | X )≥ 0 and H(AZ | AY )+
H(AZ | X )≥ 0). In this case a single independence constraint encodes that X is independent of

AY AZ :

MQCI

(
ICQ

)
=

(
0 0 −1 0 0 −1 0 0 0 0 0 0 1 0 0

)
.

Two data processing inequalities are required (cf. Lemma 3.2.13), I(AZ X : AY )≥ I(X Z : AY ) and

I(AY Z : X )≥ I(Y Z : X ), which yield a matrix

MDPI

(
ICQ

)
=

(
0 0 0 0 0 0 0 0 1 0 −1 0 −1 1 0

0 0 0 0 0 0 0 1 0 0 0 −1 0 −1 1

)
.

The above matrices are all expressed in terms of coefficients of (H(AY ),H(AZ),H(X ),H(Y ),H(Z),

H(AY AZ),H(AY X ),H(AY Z),H(AZ X ),H(XY ),H(X Z),H(Y Z),H(AY AZ X ),H(AY X Z),H(XY Z)).

Although the notation suppresses the different states, there is no ambiguity because, for example,

the entropy of X is the same for all states with subsystem X .

From Γ
(
CQ)

, an outer approximation to Γ∗
M

(
CQ)

can be obtained with a Fourier-Motzkin

elimination. This leads to

(3.2.33) ΓM

(
CQ

)
..=

{
w ∈R2k−1

≥0

∣∣∣ ∃v ∈Γ
(
CQ

)
s.t. w =πM (v)

}
,

which can be written as ΓM

(
CQ)= {

w ∈ΓM

∣∣ MM

(
CQ) ·w ≥ 0

}
. The matrix MM

(
CQ)

encodes all

(in)equalities on R2k−1
≥0 implied by MB

(
CQ)·v ≥ 0, MQCI

(
CQ)·v = 0 and MDPI

(
CQ)·v ≥ 0 (except for

the Shannon inequalities, which are already included in ΓM ). Note that ΓM

(
CC)⊆ΓM

(
CQ)⊆ΓM ,
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where the first relation holds because all inequalities relevant for quantum states hold in the

classical case as well.14

Example 3.2.15. [Outer approximation to the set of compatible entropy vectors for the quantum

triangle scenario [52]] The outer approximation to Γ∗
M

(
CQ

3

)
has been computed in [52] and

is given here (see also Figure 3.1(c)). We will revisit this example in Section 5.3.1. For the

systems involved in CQ
3 , there are only 124< 29 −1 well-defined entropy values in the quantum

scenario, subsets of the maximal coexisting sets, {AY, AZ, BX, BZ, CX, CY}, {AY, AZ, BZ, CY, X },

{AZ, BX, BZ, CX, Y }, {AY, BX, CX, CY, Z}, {AZ, BZ, X , Y }, {AY, CY, X , Z}, {BX, CX, Y , Z} and

{X , Y , Z}.

Within these sets positivity, submodularity and weak-monotonicity hold, as well as monotonic-

ity for any cq-states, forming the matrix MB

(
CQ

3

)
. The coexisting sets intuitively represent the

different stages of the overall system, starting out in a product state ρABC = ρAYAZ ⊗ρBXBZ ⊗ρCXCY ,

where X , Y and Z are generated by measuring the respective subsystems in any order. The data

processing inequalities connect the systems’ entropies before and after the individual measure-

ments, they yield another matrix MDPI

(
CQ

3

)
. Conditional independence relations complement

these inequalities with a matrix MQCI

(
CQ

3

)
that encodes the independence constraints

(3.2.34) I(AY AZ : BXBZCXCY)= 0

and permutations of the pairs of variables shared by each source.15

The marginal cone ΓM

(
CQ

3

)
, is given by the Shannon inequalities for the jointly distributed

X , Y and Z and the additional inequality

(3.2.35) I(X : Y )+ I(X : Z)≤ H(X ) ,

including permutations of X , Y and Z [52].16 This outer approximation does not to coincide with

the outer approximation ΓM

(
CC

3
)
.

In [52], the quantum method has also been combined with the approach reviewed in Sec-

tion 3.3.2 below, where it has been applied to a scenario related to IC (see Example 3.3.8).

14This can be seen by thinking of a classical source as made up of two or more (perfectly correlated) random
variables as its subsystems, which are sent to its children and processed there. The Shannon inequalities hold among
all of these variables (and also imply any weak monotonicity constraints). The classical independence relations
include the quantum ones but may add constraints that involve conditioning on any of the variables’ ancestors. These
(in)equalities are tighter than the DPIs, which are hence not explicitly considered in the classical case.

15These constraints, together with the DPI and the basic inequalities imply all further independencies in the causal
structure. For instance, for three sets of variables X , Y and Z the inequality I(X : Y Z)= I(X : Y |Z)+ I(X : Z) holds.
Due to the positivity of the mutual information and the conditional mutual information I(X : Y Z) = 0 also implies
I(X : Z)= 0. Similarly, the DPI allow for the derivation of constraints such as I(AY AZ : BZCYX )= 0.

16We remark that before running the Fourier-Motzkin elimination algorithm we can use equality constraints to
eliminate variables and reduce the dimensionality. We can also take ρAYAZ , ρBXBZ and ρCXCY to be pure to remove six
further variables.
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3.2.2.3 Compatible entropy vectors for generalised causal structures

The object of interest for our entropic considerations is set of compatible entropy vectors obtained

from PM

(
CG)

,

(3.2.36) Γ∗M
(
CG

)
..=

{
w ∈R2k−1

≥0

∣∣∣ ∃P ∈PM

(
CG

)
s.t. w =H(P)

}
.

As in the quantum case, we usually consider the topological closure Γ∗
M

(
CG)

, to ensure

Γ∗
M

(
CC)⊆Γ∗

M

(
CQ)⊆Γ∗

M

(
CG)

. Whether Γ∗
M

(
CG)

is convex is an open question. Causal structures

that allow for unobserved non-signalling resources were introduced in Section 2.3.2 in unison with

the quantum framework. For both, there is no joint state of all systems associated with nodes of

the causal structure and one also has to resort to the coexisting sets here (recall Definition 3.2.10).

However, as opposed to the quantum case there is an additional challenge for defining outer

approximations: it is not clear how to define entropy for the unobserved non-signalling systems.

Hence, a systematic entropic procedure, in which the unobserved variables are explicitly modelled

and then eliminated from the description, is not available for generalised causal structures. The

issue is that we are lacking a generalisation of the Shannon and von Neumann entropy to

generalised probabilistic theories that is submodular and for which the conditional entropy can

be written as the difference of unconditional entropies [13, 197].

One possible generalised entropy is the measurement entropy, which is positive and obeys

some of the submodularity constraints (those with XS ∩ XT = {}) [13, 197]. Using this, Ref. [41]

considered the set of possible entropy vectors for a bipartite state in box world, a generalised

probabilistic theory that permits all bipartite correlations that are non-signalling [14, 181].

They found no further constraints on the set of possible entropy vectors in this setting (hence,

contrary to the quantum case, measurement entropy vectors of separable states in box world can

violate monotonicity). Other generalised probabilistic theories and multi-party states have, to

our knowledge, not been similarly analysed.

Outer approximations to the sets of compatible entropy vectors for generalised causal struc-

tures were derived in [112], based on the observed variables and their independencies. For certain

generalised causal structures, Ref. [112] also provides a few additional inequalities that do not

follow from the observed independencies. An example is the inequality I(X : Y )+ I(X : Z)≤ H(X )

for the triangle causal structure of Figure 3.1(c), which had previously been established in the

classical case [88] and quantum mechanically (cf. Example 3.2.15 and [52]).

3.3 Entropy vector approach with post-selection

A technique that leads to additional, more fine-grained inequalities is based on post-selecting

on the values of parentless classical variables. This technique was pioneered by Braunstein

and Caves [34] and has subsequently been used to systematically derive numerous entropy

inequalities [46, 48, 49, 90, 174].
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3.3.1 Post-selection in classical causal structures

In the following we denote a random variable X post-selected on the event of another random

variable, Y , taking a particular value, Y = y, as X |Y=y. The same notation is used for a set of

random variables Ω= {X1, X2, . . . , Xn}, whose joint distribution is conditioned on Y = y, Ω|Y=y ={
X1|Y=y, X2|Y=y, . . . , Xn|Y=y

}
. The following proposition can be understood as a generalisation of

(a part of) Fine’s theorem [85, 86].

Lemma 3.3.1. Let CC be a classical causal structure with a parentless observed node X that

takes values X = 1,2, . . . ,n and let P be a compatible joint distribution over all random variables

X ∪X ↑∪X �↑ in CC. Then there exists a joint distribution Q over the n ·∣∣X ↑∣∣+∣∣∣X �↑
∣∣∣ random variables

Ω|X ..= X ↑
|X=1 ∪X ↑

|X=2 ∪·· ·∪X ↑
|X=n ∪X �↑ such that Q(X ↑

|X=xX �↑)= P(X ↑X �↑ | X = x) for all x ∈ {1, . . . ,n}.

Proof. The joint distribution over the random variables X ↑∪X �↑ in CC can be written as P(X ↑X �↑)=∑n
x=1 P(X ↑ | X �↑X = x)P(X �↑)P(X = x). Now take

(3.3.1) Q(X ↑
|X=1 · · · X ↑

|X=nX �↑)=
n∏

x=1
P(X ↑ | X �↑X = x)P(X �↑) .

This distribution has marginals Q(X ↑
|X=xX �↑)= P(X ↑ | X �↑X = x)P(X �↑), as required. �

It is perhaps easiest to think about this lemma in terms of a new causal structure CC
X on Ω|X

that is related to the original. Roughly speaking the new causal structure is formed by removing

X and replacing the descendants of X with several copies each of which have the same causal

relations as in the original causal structure (with no mixing between copies). More precisely, if X

is a parentless node in CC we can form a post-selected causal structure (post-selecting on X ) on

Ω|X, which we call CC
X , as follows:

(1) For each pair of nodes A and B that are in X �↑ in CC, make A a parent of B in CC
X iff A is a

parent of B in CC.

(2) For each node B that is in X �↑ in CC and for each node A|X=x, make B a parent of A|X=x in

CC
X iff B is a parent of A in CC.

(3) For each pair of nodes, A|X=x and B|X=x, make B|X=x a parent of A|X=x in CC
X iff B is a parent

of A in CC. There is no mixing between different values of X = x.

See 3.2 for post-selected versions of the causal structures of Figure 3.1. Note that the technique

is not applicable to the triangle causal structure where there are no observed parentless nodes.

This viewpoint on post-selection leads to the following corollary of Lemma 3.3.1, which is an

alternative generalisation of Fine’s theorem
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(a)
Z|X=0

Z|X=1

Y|X=0

Y|X=1

A

(b)
X |A=0

X |A=1

Y|B=0

Y|B=1

C

Figure 3.2: (a) Pearl’s instrumental scenario post-selected on binary X , called ICX . The causal
structure is obtained from the IC by removing X and replacing Y and Z with copies, each of
which have the same causal relations as in the original causal structure. (b) Post-selected Bell
scenario with binary inputs A and B.

Corollary 3.3.2. Let CC be a classical causal structure with a parentless observed node X that

takes values X = 1,2, . . . ,n and let P be a compatible joint distribution over all random variables

X ∪X ↑∪X �↑ in CC. Then there exists a joint distribution Q compatible with the post-selected causal

structure, CC
X , such that Q(X ↑

|X=xX �↑)= P(X ↑X �↑ | X = x) for all x ∈ {1, . . . ,n}.

Since they correspond to distributions in the original scenario, the distributions that are

of interest in this new causal structure are the marginals P(X ↑
|X=xX �↑X �↑) for all x (and their

interrelations). Any constraints on these distributions derived in the post-selected scenario are

by construction valid for the distributions compatible with the original causal structure.

Example 3.3.3. [Post-selection in the instrumental scenario] Consider the causal structure IC

where the parentless variable X takes values x ∈ {0,1}. For any P compatible with ICC, there exists

a distribution Q compatible with the post-selected causal structure of Figure 3.2(a), ICC
X , such

that Q(Z|X=0Y|X=0 A) = P(ZY | AX = 0)P(A) and Q(Z|X=1Y|X=1 A) = P(ZY | AX = 1)P(A). These

marginals and their relation are of interest for analysing the original scenario.

Note that the above reasoning may be applied recursively. Indeed, the causal structure

with variables Ω|X may be post-selected on the values of one of its parentless nodes. The joint

distributions of the nodes Ω|X and the associated causal structure may be analysed in terms of

entropies, as illustrated with the following example.

Example 3.3.4. [Entropy inequalities for the post-selected Bell scenario [34]] In the bipartite

Bell scenario of Figure 3.1(b) with binary inputs A and B, Corollary 3.3.2 may be applied first to

post-select on the values of A and then of B. This leads to a distribution Q compatible with the

post-selected causal structure (on A and B) shown in Figure 3.2(b), for which Q(X |A=aY|B=b) =
P(XY | A = a,B = b) for a,b ∈ {0,1}.17 Applying the entropy vector method to the post-selected

causal structure and marginalising to vectors,

(
H(X |A=0),H(X |A=1),H(Y|B=0),H(Y|B=1),H(X |A=0Y|B=0),

H(X |A=0Y|B=1),H(X |A=1Y|B=0),H(X |A=1Y|B=1)
)

,

17In this case the joint distribution is already known to exist by Fine’s theorem [85, 86].
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yields the inequality H(Y1|X1)+H(X1|Y0)+H(X0|Y1)−H(X0|Y0) ≥ 0 and its permutations [34,

49].18

The extension of Fine’s theorem to more general Bell scenarios [2, 135], i.e., to scenarios

involving a number of spacelike separated parties that each choose input values and produce

some output random variable (and scenarios that can be reduced to the latter), has been combined

with the entropy vector method in [49, 90]. Entropy inequalities that are derived in this way

provide novel and non-trivial necessary conditions for the distributions compatible with the

original classical causal structure. Ref. [90] introduced this idea and analysed the so-called

n-cycle scenario, which is of particular interest in the context of non-contextuality and includes

the Bell scenario (with binary inputs and outputs) as a special case.19 In Ref. [49], new entropic

inequalities for the bilocality scenario, which is relevant for entanglement swapping [28, 29],

as well as quantum violations of the classical constraints on the 4- and 5-cycle scenarios were

derived. It was proven in [46] that for the n-cycle scenario, the (polynomial number of) entropic

inequalities are sufficient for the detection of any non-local distributions (just as the exponential

number of inequalities in the probabilistic case [8]). In the following we illustrate the method

of [49, 90] with a continuation of Example 3.3.3.

Example 3.3.5. [Entropy inequalities for the post-selected instrumental scenario] The entropy

vector method from Section 3.2 is applied to the 5-variable causal structure of Figure 3.2(a). The

marginalisation is performed to retain all marginals that correspond to (post-selected) distribu-

tions in the original causal structure of Figure 3.1(a), i.e., any marginals of P(Y Z | X = 0) and

P(Y Z | X = 1). Hence, the 5 variable entropy cone is projected to a cone that restricts vectors of

the form (H(Y|X=0), H(Y|X=1), H(Z|X=0), H(Z|X=1), H(Y|X=0Z|X=0), H(Y|X=1Z|X=1)). Note that en-

tropies of unobserved marginals such as H(Y|X=0Z|X=1) are not included. With this technique, the

Shannon constraints for the three variables (H(Y|X=0), H(Z|X=0), H(Y|X=0Z|X=0)) are recovered

(the same holds for X = 1); no additional constraints arise here. (Note that without post-selecting,

additional constraints are recovered in this scenario (cf. Example 3.2.8).)

It is interesting to compare this to the Bell scenario of Example 3.3.4. In both causal structures

any 4-variable distributions, PZ|X=0Z|X=1Y|X=0Y|X=1 and PX |A=0 X |A=1Y|B=0Y|B=1 respectively, are achievable

(the additional causal links in Figure 3.2(b) do not affect the set of compatible distributions).

However, the marginal entropy vector in the Bell scenario has more components, leading to

additional constraints on the observed variables [34, 49].

18Note that whenever the input nodes take more than two values, the latter may be partitioned into two sets,
guaranteeing applicability of the inequality. Furthermore, [46] showed that these inequalities are sufficient for
detecting any behaviour that is not classically reproducible in the Bell scenario where the two parties perform
measurements with binary outputs. However, this result is proven indirectly, relying on convex combinations of
observed, non-local distributions with other achievable local distributions. Hence, it is not generalisable to non-convex
causal structures. Moreover, even for more general causal structures featuring a convex set of achievable distributions
it is not clear how such mixing would help certify non-classicality.

19A full probabilistic characterisation of the n-cycle scenario was given in [8].
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In some cases two different causal structures, C1 and C2, can yield the same set of distribu-

tions after marginalising, a fact that has been further explored in [40]. When this occurs, either

causal structure can be imposed when identifying the set of achievable marginal distributions in

either scenario. If the constraints implied by the causal structure C1 are a subset of those implied

by C2, then those of C2 can be used to compute improved outer approximations on the entropy

cone for C1. Such considerations also yield a criterion for indistinguishability of causal structures

in certain marginal scenarios: if C1 and C2 yield the same set of distributions after marginalising

then they cannot be distinguished in that marginal scenario. Additionally, valid independence

constraints may speed up computations even if they do not lead to any new relations for the

observed variables.20

In situations like Example 3.3.5, where no new constraints follow from post-selection, it

may be possible to introduce additional input variables to the causal structure, which may be

beneficial for instance if the aim is to certify the presence of quantum nodes in a network. The

new parentless nodes may then be used to apply Lemma 3.3.1 and the above entropic techniques.

Mathematically, introducing further nodes to a causal structure is always possible. However, this

is only interesting if experimentally feasible, e.g. if an experimenter has control over certain

observed nodes and is able to devise an experiment where he can change their inputs. In the

instrumental scenario this may be of interest.

Example 3.3.6. [Variations of the instrumental scenario] In the instrumental scenario of Fig-

ure 3.1(a), a measurement on system AZ is performed depending on X (where in the classical case

AZ can w.l.o.g. be taken to be a copy of the unobserved random variable A). Its outcome Z (in the

classical case a function of A) is used to choose another measurement to be performed on AY to

generate Y (classically another a copy of A). It may often be straightforward for an experimenter

to choose between several measurements. In the causal structure this corresponds to introducing

an additional observed input S to the second measurement (with the values of S corresponding

to different measurements on AY ). Such an adaptation is displayed in Figure 3.3(a). 21

Alternatively, it may be possible that the first measurement (on AZ) is chosen depending on a

combination of different, independent factors, which each correspond to a random variable X i.

For two variables X1 and X2 the corresponding causal structure is displayed in Figure 3.3(b). We

will revisit this example in Section 4.1. Together, the two adaptations yield the causal structure

of Figure 3.3(c), considered in the context of the physical principle of information causality [169]

(see also Example 3.3.8 below).

A second approach that relies on very similar ideas (also justified by Lemma 3.3.1) is taken

in [174]. For a causal structure CC with nodes Ω= X ∪ X ↑∪ X �↑, where X is a parentless node,

20Note that some care has to be taken when identifying valid constraints for scenarios with causal structure [40].
21Note that for ternary S the outer approximation of the post-selected causal structure of Figure 3.3(d) with

Shannon inequalities does not lead to any interesting constraints (as opposed to the structure of Figure 3.3(e), which
is analysed further in Example 3.3.8).
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(a)

X Z Y

SA (b)
X1

X2 Z Y

A (c)
X1

Xn

···
Z Y

SA

(e)
X1

X2 Z
Y|S=1

Y|S=2

A(d)

X Z

Y|S=0

Y|S=2

Y|S=1

A

Figure 3.3: Variations of the instrumental scenario (a), (b) and (c). The causal structure (c) is
relevant for the derivation of the information causality inequality. (d) and (e) are the causal
structures that are effectively analysed when post-selecting on a ternary S in (a) and on a binary
S in (c) respectively.

conditioning the joint distribution over all nodes on a particular X = x retains the indepen-

dencies of CC. 22 In particular, the conditioning does not affect the distribution of the X �↑, i.e.,

P(X �↑ | X = x)= P(X �↑) for all x. The corresponding entropic constraints can be used to derive

entropic inequalities without the detour over computing large entropy cones, which may be useful

where the latter computations are infeasible. The constraints that are used in [174] are, however,

a (diligently but somewhat arbitrarily chosen) subset of the constraints that would go into the

entropic technique detailed earlier in this section for the full causal structure. Indeed, when

the computations are feasible, applying the full entropy vector method to the corresponding

post-selected causal structure gives a systematic way to derive constraints, which are in general

strictly tighter (cf. Example 3.3.7).

So far, the restricted technique has been used in [174] to derive the entropy inequality

(3.3.2) I(X |C=0 : Z)− I(Y|C=0 : Z)− I(X |C=1 : Z)+ I(Y|C=1 : Z)≤ H(Z),

which is valid for all classical causal structures of Figure 3.4 (previously considered in [112]). The

inequality was used to certify the existence of classical distributions that respect the conditional

independence constraints among the observed variables but that are not achievable in the

respective causal structures. 23 In the following we look at these three causal structures in more

detail and illustrate the relation between the two techniques.

Example 3.3.7. Applying the post-selection technique for a binary random variable C to the

causal structure from Figure 3.4(a) yields the effective causal structure 3.4(d). The latter can

be analysed with the above entropy vector method, which leads to a cone that is characterised

by 14 extremal rays or equivalently in terms of 22 inequalities, both available in Section 3.5.2.

22Any conditional independence relation that holds for P(X �↑X↑ | X ) is also valid for the P(X �↑X↑ | X = x) for all x,
by definition of the conditional distribution.

23These causal structures may thus also allow for quantum correlations that are not classically achievable.
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(a)

X Y

Z

AB

C

(b)

X Y

Z

AB

C (c)

X Y

Z

AB

C (d)
X |C=0 X |C=1 Y|C=0 Y|C=1

Z

AB

(e)
X |C=0

X |C=1 Y|C=1

Y|C=0

Z

AB

Figure 3.4: Causal structures from Example 3.3.7. Post-selecting on a binary observed variable
C leads to the causal structure (d) in the case of structure (a), whereas both (b) and (c) lead
to structure (e). In particular, this shows that the post-selection technique may yield the same
results for different causal structures.

The inequalities I(Z : X |C=1) ≥ 0, I(Z : Y|C=0) ≥ 0, I(X |C=1 : Y|C=1 | Z) ≥ 0 and H(Z | X |C=0) ≥
I(X |C=1Z : Y|C=1), which are part of this description, imply (3.3.2) above.

In Figure 3.4, structures (b) and (c) both lead to the causal structure (e) upon post-selecting

on a binary C. The latter causal structure turns out to be computationally harder to analyse with

the entropy vector method and conventional variable elimination tools on a desktop computer are

unable to perform the corresponding marginalisation. Hence, the method outlined in [174] is a

useful alternative here.

3.3.2 Post-selection in quantum and general non-signalling causal
structures

In causal structures with quantum and more general non-signalling nodes, Lemma 3.3.1 is not

valid. For instance, Bell’s theorem can be recast as the statement that there are distributions

compatible with the quantum Bell scenario for which there is no joint distribution of X |A=0,

X |A=1, Y|B=0 and Y|B=1 in the post-selected causal structure (on A and B) that has the required

marginals (in the sense of Corollary 3.3.2).

Nonetheless, the post-selection technique has been generalised to such scenarios [48, 52], i.e.,

it is still possible to post-select on parentless observed (and therefore classical) nodes to take

specific values. In such scenarios the observed variables can be thought of as obtained from the

unobserved resources by means of measurements or tests. If a descendant of the variable that

is post-selected on has quantum or general non-signalling nodes as parents, then the different

instances of the latter node and of all its descendants do not coexist (even if they are observed,

hence classical). This is because such observed variables are generated by measuring a quantum

or other non-signalling system. Such a system is altered (or destroyed) in a measurement, hence

does not allow for the simultaneous generation of different instances of its children due to the

impossibility of cloning. In the quantum case, this is reflected in the identification of the coexisting

sets in the post-selected causal structure,24 as is illustrated with the following example.

24Different instances of a variable after post-selection have to be seen as alternatives and not as simultaneous
descendants of their parent node as the representation of the post-selected causal structure might suggest.
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Example 3.3.8. [Information causality scenario in the quantum case [52]] Information causality

is an information theoretic principle obeyed by classical and quantum physics but not by general

probabilistic theories that produce correlations that violate Tsirelson’s bound [210], e.g. in box

world [14, 169, 181]. The principle is stated in terms of the optimal performance of two parties in

a game and is quantified in terms of an entropy inequality. The communication scenario used to

derive the principle of information causality [169] is based on the variation of the instrumental

scenario displayed in Figure 3.3(c). It has been analysed with the entropy vector method in

Ref. [52], an analysis that is presented in the following.

Conditioning on values of the variable S is possible in the classical and quantum cases. How-

ever, whereas in the classical case the variables Y|S=s for different S share a joint distribution

(according to Lemma 3.3.1), they do not coexist in the quantum case. For bipartite S, the co-

existing sets are {X1, X2, AZ , AY }, {X1, X2, Z, AY },
{
X1, X2, Z, Y|S=1

}
and

{
X1, X2, Z, Y|S=2

}
.

The only independence constraints in the quantum case are that X1, X2 and ρA are mutually

independent. Marginalising until only entropies of {X1,Y|S=1}, {X2,Y|S=2}, {Z} and their subsets

remain, yields only one non-trivial inequality,
∑n

s=1 I(Xs : Y|S=s)≤ H(Z), with n = 2.25 The same

inequality was previously derived by Pawlowski et al. for general n [169], where the choice of

marginals was inspired by the communication task considered. Consequently, Ref. [52] considered

other marginal scenarios, namely the entropies of {X1, X2, Z,Y|S=1}, {X1, X2, Z,Y|S=2} and all of

their subsets, which led to additional inequalities.

For causal structures allowing for general non-signalling resources, CG, similar methods have

been introduced in [48]. Let O = X ↑
O ∪ X �↑

O ∪ X be the disjoint union of its observed nodes, where

X ↑
O are the observed descendants and X �↑

O the observed non-descendants of X . If the variable

X takes values x ∈ {1, 2, . . . , n}, this leads to a joint distribution of X ↑
O ∪ X �↑

O for each X = x,

i.e., there is a joint distribution for P(X ↑
OX �↑

O | X = x)= P(X ↑
O | X �↑

OX = x)P(X �↑
O) for all x, denoted

P(X ↑
O|X=xX �↑

O). Because X does not affect the distribution of the independent variables X �↑
O, the

distributions P(X ↑
O|X=xX �↑

O) have coinciding marginals on X �↑
O, i.e., P(X �↑

O)=∑
X ↑

O|X=x=s P(X ↑
O|X=xX �↑

O)

for all x, where s runs over the alphabet of X ↑
O. This encodes no-signalling constraints.

In terms of entropy, there are n entropy cones, one for each P(X ↑
O|X=xX �↑

O) (which each encode

the independencies among the observed variables). According to the above, they are required to

coincide on the entropies of X �↑
O and on those of all its subsets. These constraints define a convex

polyhedral cone that is an outer approximation to the set of all entropy vectors achievable in

the causal structure. Whenever the distributions P(X ↑
O|X=xX �↑

O) involve less than three variables

and assuming that all constraints implied by the causal structure and no-signalling have been

taken into account, this approximation is tight because Γ∗3 =Γ3.26 An example of the use of this

25Note that in Ref. [52] they derived the more general inequality I(X1 : Y|S=1)+ I(X2 : Y|S=2)≤ H(Z)+ I(X1 : X2),
where X1 and X2 are not assumed independent. Furthermore, this is also the only inequality found in the classical
case when restricting to the same marginal scenario [48].

26Note that it may not always be obvious how to identify all relevant constraints (see Example 3.3.9 for an
illustration).
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technique can be found in Ref. [48], which we discuss in the following.

Example 3.3.9. [Information causality scenario in general non-signalling theories] This is

related to Example 3.3.8 above and reproduces an analysis from [48]. In this marginal sce-

nario we consider the Shannon cones for the three sets
{
X1,Y|S=1

}
,

{
X2,Y|S=2

}
and {Z} as

well as the constraints I(X1 : Y|S=1) ≤ H(Z) and I(X2 : Y|S=2) ≤ H(Z), which are conjectured

to hold [48]. (This conjecture is based on an argument in [180] that covers a special case;

we are not aware of a general proof. Nonetheless, for box-world these inequalities are im-

plied by the results from Ref. [197].) These conditions constrain a polyhedral cone of vectors(
H(X1), H(X2), H(Z), H(Y|S=1), H(Y|S=2), H(X1Y|S=1), H(X2Y|S=2)

)
with 8 extremal rays that

are all achievable using PR-boxes [181, 210]. Importantly, the stronger constraint I(X1 : Y|S=1)+
I(X2 : Y|S=2)≤ H(Z), which holds in the quantum case (cf. Example 3.3.8), does not hold here.

3.4 Alternative techniques for analysing causal structures

Even though the entropy vector method has so far been the most popular approach to relaxing the

problem of characterising the set of probability distributions compatible with a causal structure,

other computational techniques are currently being developed. In the following, we give a brief

overview of these methods.

In this context, we also point out that there are methods that allow one to certify that the only

restrictions implied by a causal structure are the conditional independence constraints among

the observed variables [112] as well as procedures to show that the opposite is the case [82, 83].

Such methods may (when applicable) indicate whether a causal structure should be analysed

further (corresponding techniques are reviewed in [174]).

3.4.1 Entropy cones relying on Rényi and related entropies

Entropy vectors may be computed in terms of other entropy measures, for instance in terms of the

α-Rényi entropies [188]. One may expect that useful constraints on the compatible distributions

can be derived from such entropy vectors. For 0 < α < 1 and α > 1 such cones were analysed

in [143]. In the classical case positivity and monotonicity are the only linear constraints on the

corresponding entropy vectors for any α 6= 0,1. For multi-party quantum states monotonicity

does not hold for any α, like in the case of the von Neumann entropy. For 0 < α< 1, there are

no constraints on the allowed entropy vectors except for positivity, whereas for α> 1 there are

constraints, but these are non-linear. The lack of further linear inequalities that generally hold

limits the usefulness of entropy vectors using α-Rényi entropies for analysing causal structures.

To our knowledge it is not known how or whether non-linear inequalities for Rényi entropies may

be employed for this task. The case α= 0 has been considered separately in [41], where it was
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shown that further linear inequalities hold for such entropies. However, only bipartitions of the

parties were considered and the generalisation to full entropy vectors is still to be explored. 27

The above considerations do not mention conditional entropy and hence could be taken with

the definition of Equation (2.2.11). Alternatively, one may consider a definition of the Rényi

conditional entropy, for which Equation (2.2.10) holds [19, 87, 163, 173, 208]. Doing so means

that the conditional Rényi entropy cannot be expressed as a difference of unconditional entropies,

and so to use entropy vectors we would need to consider the conditional entropies as separate

components. Along these lines, one may also think about combining Rényi entropies for different

values of α and to use appropriate chain rules [77]. Because of the large increase in the number

of variables compared to the number of inequalities it is not clear whether this could yield any

useful new conditions.

A second family of entropy measures, related to Rényi entropies, are the Tsallis entropies [110,

209], which can be defined by HT,α(X ) := 1
1−α

(
2(1−α)Hα(X ) −1

)
. Little work has been done on these

in the context of causal structures, but some numerical work [217] suggests that they have

advantages for detecting non-classicality in the post-selected Bell scenario (see also [183]).

3.4.2 Polynomial inequalities for compatible distributions

The probabilistic characterisation of causal structures, depends (in general) on the dimensionality

of the observed variables. Computational hardness results suggest that a full characterisation

is unlikely to be feasible, except in small cases [11, 178]. Recent progress has been made with

the development of procedures to construct polynomial Bell inequalities. A method that resorts

to linear programming techniques [47] has lead to the derivation of new inequalities for the

bilocality scenario (as well as a related four-party scenario). Another, iterative procedure allows

for enlarging networks by adding a party to a network in a particular way. 28 This allows for the

constructions of non-linear inequalities for the latter, enlarged network from inequalities that

are valid for the former [191].

3.4.3 Graph inflations

A recent approach relies on considering enlarged networks, so called inflations, and inferring

causal constraints from those [165, 231]. Inflated networks may contain several copies of a

variable that each have the same dependencies on ancestors (the latter may also exist in several

instances) and which share the same distributions with their originals. Such inflations allow

for the derivation of probabilistic inequalities that restrict the set of compatible distributions.29

27This entropy is furthermore special, in so far as for a quantum state ρX, H0(X )= log2 rankρX, which leads to a
discrete set of values.

28In our terminology adding a party means adding one observed input and one observed output node as well as an
unobserved parent for the output, the latter may causally influence one other output random variable in the network.

29These ideas also bear some resemblance to the procedures in [124], in the sense that they employ the idea that
certain marginal distributions may be obtained from different networks.

73



CHAPTER 3. OUTLINE OF THE ENTROPIC TECHNIQUES FOR ANALYSING CAUSAL STRUCTURES

Inflations allowed the authors of [231] to refute certain distributions as incompatible with the

triangle causal structure from Figure 2.3(c), in particular the so called W-distribution which could

neither be proven to be incompatible entropically nor with the covariance matrix approach below.

3.4.4 Semidefinite tests relying on covariance matrices

One may look for mappings of the distribution of a set of observed variables that encode causal

structure beyond considering entropies. For causal structures with two generations, i.e., one gen-

eration of unobserved variables as ancestors of one generation of observed nodes, a technique has

been found using covariance matrices [124]. Each observed variable is mapped to a vector-valued

random variable and the covariance matrix of the direct sum of these variables is considered. Due

to the law of total expectation [226], this matrix allows for a certain decomposition depending

on the causal structure. For a particular observed distribution and its covariance matrix, the

existence of such a decomposition may be tested via semidefinite programming. The relation

of this technique to the entropy vector method is not yet well understood. A partial analysis

considering several examples is given in Section X of Ref. [124].

3.5 Appendix

3.5.1 Inequalities from Example 3.2.14

In the following we provide the basic inequalities for the quantum instrumental scenario, ICQ,

i.e., the constraints making up the matrix MB(ICQ),

I(AY : AZ) ≥ 0(3.5.1)

I(AY : X ) ≥ 0(3.5.2)

I(AZ : X ) ≥ 0(3.5.3)

I(AY : AZ |X ) ≥ 0(3.5.4)

I(AY : X |AZ) ≥ 0(3.5.5)

I(AZ : X |AY ) ≥ 0(3.5.6)

I(AY : Z) ≥ 0(3.5.7)

I(X : Z) ≥ 0(3.5.8)

I(X : Z|AY ) ≥ 0(3.5.9)

I(AY : Z|X ) ≥ 0(3.5.10)
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I(AY : X |Z) ≥ 0(3.5.11)

I(X : Y ) ≥ 0(3.5.12)

I(Y : Z) ≥ 0(3.5.13)

I(Y : Z|X ) ≥ 0(3.5.14)

I(X : Z|Y ) ≥ 0(3.5.15)

I(X : Y |Z) ≥ 0(3.5.16)

H(AZ |X ) ≥ 0(3.5.17)

H(AY AZ |X ) ≥ 0(3.5.18)

H(X |AY AZ) ≥ 0(3.5.19)

H(AY |X Z) ≥ 0(3.5.20)

H(X |AY Z) ≥ 0(3.5.21)

H(Z|AY X ) ≥ 0(3.5.22)

H(X |Y Z) ≥ 0(3.5.23)

H(Y |X Z) ≥ 0(3.5.24)

H(Z|XY ) ≥ 0(3.5.25)

H(AZ |AY )+H(AZ |X ) ≥ 0(3.5.26)

H(AY |AZ)+H(AY |X ) ≥ 0(3.5.27)

H(AZ |AY X )+H(AZ) ≥ 0(3.5.28)

H(AY |AZ X )+H(AY ) ≥ 0 .(3.5.29)
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Independence constraints and data processing inequalities are provided in the main text. If

we include these and remove redundant inequalities we obtain the following set of constraints,

which for convenience we give in matrix form (such that Γ∗
(
ICQ)= {

v ∈R15
≥0

∣∣ M ·v ≥ 0
}
):

M =



0 0 0 0 0 0 0 1 0 0 0 −1 0 −1 1

0 0 0 0 0 0 0 0 1 0 −1 0 −1 1 0

0 0 −1 0 0 −1 0 0 0 0 0 0 1 0 0

0 0 0 0 −1 0 0 0 0 0 1 1 0 0 −1

0 0 0 −1 0 0 0 0 0 1 0 1 0 0 −1

0 0 −1 0 0 0 0 0 0 1 1 0 0 0 −1

0 0 0 1 1 0 0 0 0 0 0 −1 0 0 0

0 0 1 0 1 0 0 0 0 0 −1 0 0 0 0

0 0 1 1 0 0 0 0 0 −1 0 0 0 0 0

1 0 0 0 1 0 0 −1 0 0 0 0 0 0 0

1 0 1 0 0 0 −1 0 0 0 0 0 0 0 0

0 −1 0 0 0 1 0 0 1 0 0 0 −1 0 0

−1 0 0 0 0 1 1 0 0 0 0 0 −1 0 0

0 1 1 0 0 0 0 0 −1 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 −1 0 0 0 0 1

0 0 0 0 0 0 0 0 0 0 −1 0 0 0 1

0 0 0 0 0 0 −1 0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 −1 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 0 0 −1 0 0 1 0

1 0 0 0 0 0 0 0 −1 0 0 0 1 0 0

0 1 0 0 0 0 −1 0 0 0 0 0 1 0 0



3.5.2 Entropy inequalities and extremal rays for Example 3.3.7

The causal structure of Figure 3.4(a), previously considered in [112, 174] is analysed entropically

by means of the entropic post-selection technique. The outer approximation to the entropy cone

of the causal structure of Figure 3.4(d) is computed and marginalised to vectors

(
H(Z), H(X |C=0), H(X |C=1), H(Y|C=0), H(Y|C=1), H(X |C=0Z), H(X |C=1Z), H(Y|C=0Z),

H(Y|C=1Z), H(X |C=0Y|C=0), H(X |C=1Y|C=1), H(X |C=0Y|C=0Z), H(X |C=1Y|C=1Z)
)
.

From this computation, we obtain the following 14 extremal rays, where each ray is represented

by one particular vector on it. (The tip of this pointed polyhedral cone is the zero-vector.)
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(1) 0 0 0 0 1 0 0 0 1 0 1 0 1

(2) 0 0 0 1 0 0 0 1 0 1 0 1 0

(3) 0 0 1 0 0 0 1 0 0 0 1 0 1

(4) 0 1 0 0 0 1 0 0 0 1 0 1 0

(5) 1 1 1 1 1 2 2 2 2 2 2 2 2

(6) 1 0 1 0 1 1 2 1 2 0 2 1 2

(7) 1 1 0 1 0 2 1 2 1 2 0 2 1

(8) 1 0 0 0 0 1 1 1 1 0 0 1 1

(9) 1 0 0 0 1 1 1 1 1 0 1 1 1

(10) 1 0 0 1 0 1 1 1 1 1 0 1 1

(11) 1 0 1 0 0 1 1 1 1 0 1 1 1

(12) 1 1 0 0 0 1 1 1 1 1 0 1 1

(13) 1 0 0 1 1 1 1 1 1 1 1 1 1

(14) 1 1 1 0 0 1 1 1 1 1 1 1 1

The corresponding inequality description is given by the following 2 equalities and 18 inequalities

(or equivalently 22 inequalities).

H(X |C=0)+H(Y|C=0) = H(X |C=0Y|C=0)(3.5.30)

H(X |C=1)+H(Y|C=1) = H(X |C=1Y|C=1)(3.5.31)

H(X |C=1Y|C=1) ≤ H(X |C=1Y|C=1Z)(3.5.32)

H(X |C=0Y|C=0) ≤ H(X |C=0Y|C=0Z)(3.5.33)

H(Y|C=1Z) ≤ H(X |C=1Y|C=1Z)(3.5.34)

H(Y|C=0Z) ≤ H(X |C=0Y|C=0Z)(3.5.35)

H(X |C=1Z) ≤ H(X |C=1Y|C=1Z)(3.5.36)

H(X |C=0Z) ≤ H(X |C=0Y|C=0Z)(3.5.37)

H(Y|C=0Z) ≤ H(Z)+H(Y|C=0)(3.5.38)

H(Y|C=1Z) ≤ H(Z)+H(Y|C=1)(3.5.39)

H(Y|C=1)+H(X |C=1Z) ≤ H(Z)+H(X |C=1Y|C=1)(3.5.40)

H(Y|C=0)+H(X |C=0Z) ≤ H(Z)+H(X |C=0Y|C=0)(3.5.41)

H(Z)+H(X |C=0Y|C=0Z) ≤ H(X |C=0Z)+H(Y|C=0Z)(3.5.42)

H(Z)+H(X |C=1Y|C=1Z) ≤ H(X |C=1Z)+H(Y|C=1Z)(3.5.43)

H(Y|C=1)+H(X |C=1Z)+H(X |C=0Y|C=0) ≤ H(Y|C=0)+H(X |C=0Z)+H(X |C=1Y|C=1Z)(3.5.44)

H(Y|C=1)+H(Y|C=0Z)+H(X |C=0Y|C=0) ≤ H(Y|C=0)+H(Y|C=1Z)+H(X |C=0Y|C=0Z)(3.5.45)
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H(X |C=1Z)+H(Y|C=1Z)+H(X |C=0Y|C=0) ≤ H(X |C=0Z)+H(Y|C=0Z)+H(X |C=1Y|C=1Z)(3.5.46)

H(X |C=0Z)+H(Y|C=0Z)+H(X |C=1Y|C=1) ≤ H(X |C=1Z)+H(Y|C=1Z)+H(X |C=0Y|C=0Z)(3.5.47)

H(Y|C=0)+H(Y|C=1Z)+H(X |C=1Y|C=1) ≤ H(Y|C=1)+H(Y|C=0Z)+H(X |C=1Y|C=1Z)(3.5.48)

H(Y|C=0)+H(X |C=0Z)+H(X |C=1Y|C=1) ≤ H(Y|C=1)+H(X |C=1Z)+H(X |C=0Y|C=0Z) .(3.5.49)
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4
INNER APPROXIMATIONS TO THE ENTROPY CONES OF CAUSAL

STRUCTURES

The outer approximations to the entropic cones introduced in Chapter 3 have been pre-

sented in the literature without further reference to their tightness, except for the case of

the Bell scenario [46]. In this chapter, we show that to obtain such results it is sometimes

useful to complement the outer approximations with corresponding inner approximations. For

certain causal structures we can show that these inner and outer approximations coincide and,

hence, we can identify the actual entropy cone with relatively simple means. Inner approxima-

tions are furthermore generally relevant for identifying regions of entropy space where the outer

approximations discussed in Chapter 3 are provably tight, and regions where there is a gap

between inner and outer approximations. The exploration of this gap will be topic of Chapter 5.

From the perspective of quantum technologies, it is of interest for device-independent cryp-

tography to be able to identify particular distributions as incompatible with a certain (classical)

causal structure. Checking whether their entropy vector lies in an inner approximation can

be useful for deciding whether entropy vectors are relevant for the task at hand or whether

one should consider a more fine-grained technique such as post-selection or some non-entropic

alternative.

In the following we illustrate techniques to identify inner approximations to the entropy

cones of causal structures, something that has not been considered in the literature before.

In Section 4.1 we give inner approximations for causal structures with four and five random

variables in terms of linear rank inequalities. In addition, we give heuristic arguments on how

to find inner approximations for causal structures with up to five observed nodes in a relatively

efficient manner. Section 4.2 is dedicated to the example of the triangle causal structure, where

we also briefly outline how to improve such inner approximations (Section 4.2.2).
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(a)

YZX

A
(b)

W

X
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Y

Z

(c)
Y Z

X

A B

Figure 4.1: Three causal structures, C, for which the outer approximation, ΓM

(
CC)

tightly ap-
proximates the classical entropy cone Γ∗

M

(
CC)

, which also coincides with Γ∗
M

(
CQ)

. The observed
variables are labelled W , X , Y and Z, the unobserved nodes are called A and B.

4.1 Techniques to find inner approximations for causal
structures with up to five observed variables

For causal structures C that involve a total of four or five variables, inner approximations,

ΓI (CC)
, to their entropy cones, Γ∗

(
CC)

, are obtained by combining ΓI
4 or ΓI

5 respectively with

the conditional independence constraints of CC. An inner approximation to the corresponding

marginal cone, ΓI
M

(
CC)

, is then obtained from ΓI (CC)
with a Fourier-Motzkin elimination, like

for outer approximations. It is guaranteed that ΓI
M

(
CC)

is an inner approximation to Γ∗
M

(
CC)

,

since it is a projection of an inner approximation ΓI (CC)⊆Γ∗ (
CC)

. Hence, inner approximations

can be straightforwardly computed for all causal structures with up to five nodes. Examples are

the three causal structures of Figure 4.1.1 In the following we provide an inner approximation for

the instrumental scenario, the other two examples are provided in Section 4.3.1 for completeness.

Example 4.1.1. [Inner approximation to the entropy cone of the classical instrumental scenario]

For the classical instrumental scenario, ICC of Figure 4.1(a), we can compute an inner approxima-

tion by adding the conditional independence constraints I(A : X )= 0 and I(X : Y |AZ)= 0 to the In-

gleton cone ΓI
4, as prescribed above. We can, however, also directly prove that ΓI

M

(
ICC)=ΓM

(
ICC)

(and hence also ΓI
M

(
ICC)= Γ∗

M

(
ICC)

) by showing that all Ingleton inequalities are implied by

Shannon and conditional independence constraints. Since I(A : X )= 0, IING (A, X ;Y , Z)≥ 0 is im-

plied by Shannon and independence constraints and the rewritings of IING according to (5.2.15)–

(5.2.18) imply that I(A : X ) = 0 implies all Ingleton inequalities except for IING (Y , Z; A, X ) ≥ 0.

Now, we can rewrite

IING (Y , Z; A, X )= I(Y : Z|A)+ I(Y : X |Z)+ I(X : A|Y )− I(X : Y |A)(4.1.1)

= I(Y : X |Z)+ I(X : A|Y )+ I(Y : Z|AX )− I(Y : X |AZ) ,(4.1.2)

1There are an additional 94 causal structures involving 5 variables (none for 4) for which such approximations
can be computed and are interesting with regard to Chapter 6, since they might exhibit a separation between classical
and quantum on the level of entropies [112].
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the positivity of which is implied by the Shannon inequalities and the independence constraint

I(X : Y |AZ)= 0.

Implementing all relevant linear rank inequalities of four and five variables (which includes

their permutations and the application of the Ingleton inequality to each four variable subset as

well as grouping several variables to one (see Section 3.2.1.3 and Ref. [74] for details) and then

performing a variable elimination may be impractical and computationally too challenging for

certain causal structures. For causal structures with strictly more than five random variables an

inner approximation cannot be derived from linear rank inequalities in this way at all, since not

all linear rank inequalities are known in these cases and since the list of such inequalities may

even be infinite (see Section 3.2.1.3 and Ref. [72]). It is therefore useful to realise that for some

causal structures, C, an inner approximation, ΓI
M

(
CC)

, can be obtained by intersecting the outer

approximation, ΓM

(
CC)

, with ΓI
k, where k is the number of observed variables (this intersection

can practically be computed as long as k ≤ 5). The cones obtained using this intersection are not

necessarily inner approximations, and, if they are, have to be proven as such, for example by

explicitly constructing distributions that reproduce entropy vectors on each of the extremal rays

(which is often straightforward). We have computed the respective inner approximations for the

first few causal structures listed in Ref. [112] (we make the extremal rays as well as distributions

recovering entropy vectors on each of them available at [220]). In all of these examples the

intersection procedure outlined here immediately led to an inner approximation.

In cases where one (or few) of the extremal rays of the cone that is obtained from such an

intersection are not straightforwardly confirmed to be reproducible, dropping such rays may

still yield a useful inner approximation. However, it may be more suitable in certain cases to

take further linear rank inequalities into account in order to obtain a cone of which all extremal

rays are achievable. The reason is that it may not always be obvious whether certain rays are

reproducible or not, and, if one aims for a useful inner approximation, it is undesirable to drop

too many rays. To prove certain rays to be unachievable, it is also possible to take non-Shannon

inequalities into account (cf. Chapter 5 for a treatment of such inequalities).

Example 4.1.2. We consider the classical 5-variable causal structure of Figure 4.2, ˆICC. We

can in principle consider all linear rank inequalities of five random variables combined with

all Shannon inequalities and the conditional independence constraints, which would give us an

inner approximation, ΓI
M

(
ˆICC

)
, to the marginal cone, Γ∗

M

(
ˆICC

)
. This procedure would involve an

(impractically) large number of inequalities.

Instead, we consider the outer approximation in terms of Shannon inequalities and conditional

independence constraints, ΓM

(
ˆICC

)
, and intersect this cone with the Ingleton cone for the four

observed variables, ΓI
4, i.e., we add the Ingleton inequalities (2.2.6) for the four observed variables

to ΓM

(
ˆICC

)
. This is easily achieved computationally, but it does not lead to a restriction of the

Shannon outer approximation, which is characterised by 52 extremal rays.
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X1

X2 Z Y

S
A

Figure 4.2: Causal structure underlying the information causality game, ˆIC. Alice holds a
database, here restricted to two pieces of information X1 and X2. These may not be independent,
which is expressed by a potential causal influence from X1 to X2. She is then allowed to send
a message Z to Bob, who, takes a guess Y . Alice and Bob may have shared some resources
before performing the protocol, either some classical randomness, A, a quantum system, ρA, or a
resource from a more general theory, which Alice may use in order to choose her message and
Bob may use to make his guess. A referee then tells Bob which bit to guess, a request that can
also be modelled as a random variable, S, with causal link to Y , in which case we call the causal
structure ˜IC.

Adding the Ingleton inequality for all subsets of four out of the five random variables to

Γ
(

ˆICC
)

before performing the variable elimination, only 46 extremal rays are recovered. These

are straightforwardly confirmed to be reproducible with entropy vectors in ˆICC.

For the 6 extremal rays of the outer approximation that we have not recovered in this way,

we can also show that they are not achievable in ˆICC, as they violate the inequalities we obtain

when taking non-Shannon inequalities into account in the computation of the outer approxima-

tions to Γ∗
M

(
ˆICC

)
(cf. Chapter 5 for the treatment of non-Shannon inequalities). Corresponding

computational results are presented at the end of this chapter (Section 4.3.2).

In the following we give a detailed analysis of the inner approximation to the triangle causal

structure.

4.2 Inner approximation to the entropy cone of the classical
triangle scenario

In the following we first derive an inner approximation to the entropy cone of the triangle causal

structure in terms of linear rank inequalities and then we outline improvements.

4.2.1 Inner approximation by means of linear rank inequalities

An inner approximation to Γ∗6 in terms of linear rank inequalities is not available (see also

Section 3.2.1.3 and Ref. [72]). Nonetheless, we are able to derive an inner approximation to

Γ∗
M

(
CC

3
)

by relying on Ingleton’s inequality. In the following, we apply Ingleton’s inequality (3.2.9)

to any subset of four out of the six random variables in CC
3 (taking permutations into account).2

2Note that these are not all possible instances of the Ingleton inequality in the case of six variables.
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We concisely write these additional inequalities in a matrix MI and consider the cone

(4.2.1) ΓI
(
CC

3

)
=

{
v ∈Γ6

∣∣∣ MCI

(
CC

3

)
·v = 0, MI ·v ≥ 0

}
.

When marginalising this cone we obtain

(4.2.2) ΓI
M

(
CC

3

)
=

{
w ∈Γ3

∣∣∣ MI,M

(
CC

3

)
·w ≥ 0

}
,

where MI,M
(
CC

3
)

contains only one inequality,3

(4.2.3) − I(X : Y : Z)≥ 0.

This relation can also be analytically derived from the Ingleton inequality and the conditional

independence constraints of CC
3 , the proof proceeds as follows. There are only three instances of

the Ingleton inequality that are not implied by the conditional independencies and the Shannon

inequalities (cf. also Proposition 5.2.3). The independence constraint I(X : Y |C) = 0 and its

permutations I(X : Z|B) = 0 and I(Y : Z|A) = 0 lead to (4.2.3) in all three cases. Note also, that

the same inner approximation would be obtained by dropping three extremal rays from ΓM

(
CC

3
)

and taking the convex hull of the others.

Proposition 4.2.1. ΓI
M

(
CC

3
)

is a strict inner approximation to the marginal entropy cone of the

triangle causal structure, i.e.,

(4.2.4) ΓI
M

(
CC

3

)
(Γ∗

M

(
CC

3

)
.

The proof of Proposition 4.2.1 is deferred to Section 4.3.3. ΓI
M

(
CC

3
)

provides a certificate for

vectors to be realisable as entropy vectors in CC
3 : if a vector v ∈R7 obeys all Shannon constraints

as well as (4.2.3), then it lies in Γ∗
M

(
CC

3
)
.

It is worth emphasising that not all correlations whose entropy vectors lie in ΓI
M

(
CC

3
)

can be

realised in CC
3 . Instead, if H(P) ∈ΓI

M

(
CC

3
)

then there exists P ′ ∈PM

(
CC

3
)

such that H(P ′)=H(P).

An example is given by the distribution

(4.2.5) PXY Z(x, y, z)=
{

1
3 (x, y, z)= (1,0,0), (0,1,0), (0,0,1)

0 otherwise,

which is not compatible with CC
3 , as shown in [231]. These correlations are not in PM

(
CC

3
)
, but

their entropy vector nevertheless satisfies (4.2.3). Our argument implies that there must be

another distribution realisable in CC
3 with the same entropy vector.4

3Inequality (4.2.3) renders the three Shannon inequalities of the form I(X : Y |Z)≥ 0 redundant. ΓI
M

(
CC

3

)
is thus

fully characterised by the six remaining three variable Shannon inequalities and (4.2.3).
4Another such example is given by the correlations realised in the scenario of Figure 5.1, which will be considered

in detail in Section 5.3.1.
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4.2.2 Improving inner approximations

Here, we further approximate the boundary of Γ∗
M

(
CC

3
)

from the inside by improving on ΓI
M

(
CC

3
)
.

The arguably most straightforward technique is to construct entropy vectors compatible with CC
3

that lie outside ΓI
M

(
CC

3
)

and by taking the conic hull of these vectors and a vector on each of the

extremal rays of ΓI
M

(
CC

3
)
. Similar techniques have already been considered in the case of Γ∗4 , i.e.,

for four variable entropy vectors without causal restrictions [75].

In the causal context, we can perform random searches, but they have to be set up such that

they meet the causal restrictions. Such searches usually yield vectors that lie within ΓI
M

(
CC

3
)
,

even when sampling quantum strategies. In the causal context, it thus seems suitable to start

with the consideration of simple distributions that can be generated in CC
3 and that are expected

to lead to entropy vectors that lie close to the cone’s boundary. Whether a vector lies within

ΓI
M

(
CC

3
)

can then be checked with a linear program (in either the cone’s H -representation, where

we check for violation of any of the inequalities, or in the V -representation, where we could also

check whether the vector can be written as a conic combination of entropy vectors on the extremal

rays of the cone). Whenever a vector is found that lies outside ΓI
M

(
CC

3
)
, the conic hull of one

non-zero vector on every extremal ray and the new vector yields an improved inner approximation

to Γ∗
M

(
CC

3
)
.

Example 4.2.2. [Entropy vectors in the classical triangle scenario obtained with functions that

map two bits to one] We take A, B and C to share one uniformly random bit each and we consider

the case where bits X , Y and Z are generated with deterministic functions from A, B and C, i.e.,

the situation where X = f (B,C), Y = g (A,C) and Z = h (A,B), where f , g and h are arbitrary

deterministic functions from two bits to one. Among the entropy vectors of distributions PXY Z

that are generated in this way, three vectors lie outside Γ∗
M

(
CC

3
)
,

(4.2.6)
(

1
2
+ 3

4
log2

(
4
3

)
,

1
2
+ 3

4
log2

(
4
3

)
,

1
2
+ 3

4
log2

(
4
3

)
,

9
8
+ 5

8
log2

(
8
5

)
,

3
2

,
3
2

,
13
8

+ 3
8

log2

(
8
3

))
,

with components (H(X ),H(Y ),H(Z),H(XY ),H(X Z),H(Y Z),H(XY Z)), and two permutations

thereof that correspond to permutations of X , Y and Z.

The new cone can also be converted to its H -representation. As our computational tools only

allow rational numbers, our vectors (4.2.6) can not be used immediately. However, by rounding

appropriately, meaning rounding such that we obtain vectors that can be written as a conic

combination of the (unrounded) vectors on the extremal rays – something we can check with

a linear program – this issue is taken care of and we can derive an inner approximation in

H -representation (which is slightly relaxed in comparison to the V -representation). In the

case of the three additional vertices (4.2.6) rounded to a precision of 10−6 we obtain a set of 26

inequalities that replace (4.2.3) in our improved approximation. The details of this are presented

in Section 4.3.4.
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We remark here that this technique may also be applied to any other causal structure. For

less than 6 observed variables it is often a reasonable strategy to start with a set of linearly

representable entropy vectors and to bulge the inner approximation out to obtain better approxi-

mations. Since the entropy vector method introduced in Chapter 3 is computationally feasible for

causal structures with a small number of nodes, our methods for computing inner approximations

are sufficient for the scenarios that are computationally tractable with the entropy vector method.

The techniques described here will be relevant for our derivations in the two following chapters.

4.3 Appendix

4.3.1 Inner approximations to the marginal cones of the causal structures of
Figure 4.1

In case of the bipartite Bell scenario, B, the causal structure directly implies the following

independencies among the four observed variables5:

I(A : Y B)= 0,(4.3.1)

I(AX : B)= 0.(4.3.2)

In B the Shannon inequalities together with (4.3.1) and (4.3.2) fully characterise the set of

achievable entropy vectors of the observed nodes, as we argue in the following.

The Shannon inequalities on four variables and Equations (4.3.1) and (4.3.2) are necessary

conditions for a vector v ∈R15 to be realisable as an entropy vector compatible with C, i.e., these

constraints hold for any v =H(PAXY B) where PAXY B ∈PM

(
BC)

. They therefore constrain an an

outer approximation to Γ∗
M

(
BC)

. In the following we show that this is also an inner approximation

in this case. First, we list one vector on each extremal ray of Γ∗
M

(
BC)

, where the components are

ordered as

(H(A),H(X ),H(Y ),H(B),H(AX ),H(AY ),H(AZ),H(XY ),

H(XB),H(Y B),H(AXY ),H(AXB),H(AY B),H(XY B),H(AXY B)) ,

5Note that A and Y B do not share any ancestors (similarly AX and B).
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(1) 1 1 1 1 2 2 2 2 2 2 3 3 3 3 3

(2) 0 1 1 1 1 1 1 2 2 2 2 2 2 2 2

(3) 1 1 1 0 2 2 1 2 1 1 2 2 2 2 2

(4) 0 0 0 1 0 0 1 0 1 1 0 1 1 1 1

(5) 0 0 1 0 0 1 0 1 0 1 1 0 1 1 1

(6) 0 1 0 0 1 0 0 1 1 0 1 1 0 1 1

(7) 1 0 0 0 1 1 1 0 0 0 1 1 1 0 1

(8) 0 0 1 1 0 1 1 1 1 1 1 1 1 1 1

(9) 0 1 1 0 1 1 0 1 1 1 1 1 1 1 1

(10) 1 1 0 0 1 1 1 1 1 0 1 1 1 1 1.

If each of these rays is achievable with a distribution in PM

(
BC)

, then, by convexity of Γ∗
M

(
BC)

,

the outer approximation is also an inner approximation. In other words, any vector v that obeys

the Shannon constraints and Equations (4.3.1) and (4.3.2) is then the entropy vector of at least

one compatible distribution (or the limit of a sequence of such vectors), i.e., v ∈ Γ∗
M

(
BC)

. We

establish this by taking C1, C2 and C3 to be uniform random bits and use the following functions:

• To recover (1), take A = C1, X = C1 ⊕C2, Y = C2 ⊕C3 and B = C3.

• To realise (2), let A = 1 be deterministic and choose X = C2, Y = C2⊕C3 and B = C3. (3) can

be achieved with an analogous strategy, where B = 1 is the deterministic variable.

• Choose A = X = Y = 1 and B = C3 to recover (4). (5), (6) and (7) are permutations of this

strategy.

• To obtain entropy vector (8), let A = X = 1 be deterministic and let Y = B = C2. (9) and (10)

are permutations of this.

For the Figure 4.1(c) we show in the following that ΓM

(
SC)∩Γ3 = ΓM

(
SC)

is and inner ap-

proximation and hence also its entropy cone Γ∗
M

(
SC)

. Its Shannon inequalities and independence

constraints lead to an outer approximation that is the conic hull of the following vectors, denoted
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here as lists of their components, ordered as (H(X ),H(Y ),H(Z),H(XY ),H(X Z),H(Y Z),H(XY Z)),

(1) 1 1 2 2 2 2 2

(2) 1 2 1 2 2 2 2

(3) 1 1 1 2 2 2 2

(4) 1 2 2 2 2 2 2

(5) 1 1 1 2 2 1 2

(6) 1 1 1 1 1 1 1

(7) 1 0 1 1 1 1 1

(8) 1 1 0 1 1 1 1

(9) 1 0 0 1 1 0 1

(10) 0 1 0 1 0 1 1

(11) 0 0 1 0 1 1 1.

The following strategies confirm that all of the extremal rays are achievable within the causal

structure and, hence, that we have found the associated entropy cone.

• The entropy vectors (1) and (2) are recovered by choosing A and B to be uniform bits and

X = A⊕B, Y = B, Z = (A, X ), or X = A⊕B, Y = (B, X ), Z = A respectively.

• (3) is recovered by letting A and B be uniform bits and X = A⊕B, Y = B, Z = A.

• The entropy vector (4) is recovered by letting A and B be uniform bits and X = A ⊕B,

Y = (B, X ), Z = (A, X ).

• Let A and B be uniform bits and let X = A⊕B, Y = B, Z = A⊕ X to recover (5).

• X is a uniform bit and Y = X = Z to recover (6).

• To recover vectors (7) and (8), A or B are taken to be a uniform bit, and X = A = Z or

X = B =Y respectively. The remaining variable is deterministic.

• Entropy vectors (9)-(11) are obtained by choosing either X , Y , or Z respectively to be

uniform bits and the other two variables to take a value deterministically.
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4.3.2 Technical details regarding Example 4.1.2

Computing ΓM

(
ˆICC

)
yields a cone with 52 extremal rays. In the following, we list an entropy

vector on each such extremal ray, with components

(H(X1),H(X2),H(Z),H(Y ),H(X1X2),H(X1Z),H(X1Y ),H(X2Z),

H(X2Y ),H(ZY ),H(X1X2Z),H(X1X2Y ),H(X1ZY ),H(X2ZY ),H(X1X2ZY )).

(1) 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
(2) 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1
(3) 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1
(4) 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1
(5) 1 1 0 0 1 1 1 1 1 0 1 1 1 1 1
(6) 1 0 1 0 1 1 1 1 0 1 1 1 1 1 1
(7) 0 1 1 0 1 1 0 1 1 1 1 1 1 1 1
(8) 0 0 1 1 0 1 1 1 1 1 1 1 1 1 1
(9) 1 0 0 0 1 1 1 0 0 0 1 1 1 0 1

(10) 0 1 0 0 1 0 0 1 1 0 1 1 0 1 1
(11) 0 0 1 0 0 1 0 1 0 1 1 0 1 1 1
(12) 0 0 0 1 0 0 1 0 1 1 0 1 1 1 1
(13) 1 1 1 1 2 2 2 2 2 1 2 2 2 2 2
(14) 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2
(15) 1 1 1 1 1 2 1 2 1 2 2 1 2 2 2
(16) 1 0 1 1 1 2 1 1 1 2 2 1 2 2 2
(17) 0 1 1 1 1 1 1 2 1 2 2 1 2 2 2
(18) 1 0 1 1 1 2 2 1 1 2 2 2 2 2 2
(19) 0 1 1 1 1 1 1 2 2 2 2 2 2 2 2
(20) 1 1 1 0 2 2 1 2 1 1 2 2 2 2 2
(21) 0 1 1 2 1 1 2 2 2 2 2 2 2 2 2
(22) 1 0 1 2 1 2 2 1 2 2 2 2 2 2 2
(23) 1 1 1 2 1 2 2 2 2 2 2 2 2 2 2
(24) 1 1 2 1 2 2 2 2 2 2 2 2 2 2 2
(25) 1 1 2 1 2 3 2 3 2 3 3 3 3 3 3
(26) 1 1 1 2 2 2 3 2 3 2 3 3 3 3 3

(27) 2 1 2 1 2 3 2 3 2 3 3 2 3 3 3
(28) 1 2 2 1 2 3 2 3 2 3 3 2 3 3 3
(29) 1 1 2 1 2 3 2 2 2 3 3 2 3 3 3
(30) 1 1 2 1 2 2 2 3 2 3 3 2 3 3 3
(31) 1 1 2 1 2 3 2 3 2 3 3 2 3 3 3
(32) 1 1 1 1 2 2 2 2 2 2 3 3 3 3 3
(33) 1 1 2 2 2 3 3 3 2 3 3 3 3 3 3
(34) 1 1 2 2 2 3 3 2 3 3 3 3 3 3 3
(35) 1 1 2 2 2 3 2 3 3 3 3 3 3 3 3
(36) 1 1 2 2 2 2 3 3 3 3 3 3 3 3 3
(37) 1 1 2 1 2 3 2 3 1 3 3 2 3 3 3
(38) 1 1 2 1 2 3 1 3 2 3 3 2 3 3 3
(39) 1 1 1 1 2 2 2 2 2 2 3 2 3 3 3
(40) 1 1 2 2 2 3 3 3 3 3 3 3 3 3 3
(41) 1 1 2 2 2 3 2 3 2 3 3 2 3 3 3
(42) 1 1 2 3 2 3 3 3 3 3 3 3 3 3 3
(43) 1 1 2 2 2 3 3 3 3 4 4 3 4 4 4
(44) 2 1 2 1 3 4 3 3 2 3 4 3 4 4 4
(45) 1 2 2 1 3 3 2 4 3 3 4 3 4 4 4
(46) 1 1 2 3 2 3 4 3 4 4 4 4 4 4 4
(47) 2 2 2 2 3 3 3 3 4 3 4 4 4 4 4
(48) 2 2 2 2 3 3 3 4 3 3 4 4 4 4 4
(49) 2 2 2 2 3 3 4 3 3 3 4 4 4 4 4
(50) 2 2 2 2 3 4 3 3 3 3 4 4 4 4 4
(51) 2 2 3 2 3 4 3 4 3 5 5 4 5 5 5
(52) 2 2 3 2 4 4 3 4 3 4 5 4 5 5 5.

Taking Ingleton’s inequality for any subset of four out of the five random variables into account, we

recover a cone characterised by the first 46 of these extremal rays. We have identified probability

distributions compatible with ˆICC that reproduce vertices on each of these rays. Hence their

convex hull is an inner approximation to Γ∗
M

(
ˆICC

)
. For the rays (47)-(52) we can furthermore

show that they are all outside Γ∗
M

(
ˆICC

)
by resorting to non-Shannon inequalities.

In the following we list distributions that allow us to recover vectors on the first 46 of the

above extremal rays, which proves that the convex hull of these rays is an inner approximation

to Γ∗
M

(
ˆICC

)
. For this purpose, let C1, C2, C3, C4, C5 and C6 be uniformly random bits.

88



4.3. APPENDIX

• (1) Let Y = Z = X2 = X1 = C1.

• (2) Let Z = X2 = X1 = C1 and Y = 1; (3) let Y = Z = X1 = C1 and X2 = 1; (4) let Y = Z = X2 =
C1 and X1 = 1.

• (5) Let X2 = X1 = C1 and Y = Z = 1; (6) let Z = X1 = C1 and Y = 1, X2 = 1; (7) let Z = X2 = C1

and Y = 1, X1 = 1; (8) let Y = Z = C1 and X1 = 1, X2 = 1.

• (9) Let X1 = C1 and Y = Z = X2 = 1. (10)-(12) are permutations of this.

• (13) Let X1 = C1, X2 = C2 and Y = Z = X1 ⊕ X2; (14) Let X2 = X1 = C1, let Y = A = C2 and

Z = X2 ⊕ A.

• (15) Let X2 = X1 = C1, A = C2, Z = X2 ⊕ A and Y = Z⊕ A.

• (16) Let X1 = C1 and X2 = 1, let A = C2, Z = X1 ⊕ A and Y = Z ⊕ A; (17) let X1 = 1 and

X2 = C1, let A = C2, Z = X2 ⊕ A and Y = Z⊕ A.

• (18) Let X1 = C1 and X2 = 1, let Y = A = C2 and Z = X1⊕A; (19) let X1 = 1 and X2 = C1, let

Y = A = C2 and Z = X2 ⊕ A; (20) let X1 = C1 and X2 = C2, let Z = X1 ⊕ X2 and Y = 1.

• (21) Let X1 = 1 and X2 = C1, let A = C2, Z = X2 ⊕ A and Y = (A, Z ⊕ A); (22) Let X1 = C1

and X2 = 1, let A = C2, Z = X1 ⊕ A and Y = (A, Z⊕ A).

• (23) Let X1 = X2 = C1, let A = C2, Z = X2 ⊕ A and Y = (A, Z⊕ A).

• (24) Let X1 = C1 and X2 = C2, let Z = (Z1, Z2)= (X1, X2) and Y = Z1 ⊕Z2.

• (25) Let X1 = C1, X2 = C2 and A = C3, let Z = (X1 ⊕ A, X2 ⊕ A) and Y = A; (26) let X1 = C1,

X2 = C2 and A = C3, let Z = X1 ⊕ X2 ⊕ A and Y = (A, Z⊕ A).

• (27) Let X1 = (C1,C2), X2 = C1 and A = C3, let Z = (Z1, Z2)= (C2⊕A, X2⊕A) and Y = Z1⊕A;

(28) let X1 = C1, X2 = (X1,C2) and A = C3, let Z = (C2 ⊕ A, X1 ⊕ A) and Y = Z1 ⊕ A.

• (29) Let X1 = C1, X2 = C2 and A = C3, let Z = (Z1, Z2) = (X1 ⊕ A, X2) and Y = Z1 ⊕Z2 ⊕ A;

(30) let X1 = C1, X2 = C2 and A = C3, let Z = (Z1, Z2)= (X1, X2 ⊕ A) and Y = Z1 ⊕Z2 ⊕ A.

• (31) Let X1 = (C1,C2), X2 = (C3,C4) and A = (C5,C6), let Z = (Z1, Z2, Z3, Z4)= (C1⊕C5,C2⊕
C6,C3 ⊕C6,C4 ⊕C5 ⊕C6) and Y = (Z1 ⊕Z3 ⊕C5 ⊕C6, Z2 ⊕Z4 ⊕C5).6

• (32) Let X1 = C1, X2 = C2 and A = C3, let Z = X1 ⊕ X2 ⊕ A and Y = A.

• (33) Let X1 = C1, X2 = C2 and A = C3, let Z = (Z1, Z2)= (X1⊕A, X2⊕A) and Y = (A, Z2⊕A);

(34) let X1 = C1, X2 = C2 and A = C3, let Z = (Z1, Z2) = (X1 ⊕ A, X2) and Y = (Z1, Z2 ⊕ A);

(35) let X1 = C1, X2 = C2 and A = C3, let Z = (Z1, Z2)= (X1⊕A, X2⊕A) and Y = (Z1⊕A, A);

(36) let X1 = C1, X2 = C2 and A = C3, let Z = (Z1, Z2)= (X1, X2 ⊕ A) and Y = (Z1 ⊕ A, Z2).
6Note that the entropy values here are double the ones given in the description of the extremal ray.
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• (37) Let X1 = C1, X2 = C2 and A = C3, let Z = (Z1, Z2) = (X1 ⊕ A, X2 ⊕ A) and Y = Z2 ⊕ A;

(38) let X1 = C1, X2 = C2 and A = C3, let Z = (Z1, Z2)= (X1 ⊕ A, X2 ⊕ A) and Y = Z1 ⊕ A.

• (39) Let X1 = C1, X2 = C2 and A = C3, let Z = X1 ⊕ X2 ⊕ A and Y = Z⊕ A.

• (40) Let X1 = C1, X2 = C2 and A = C3, let Z = (Z1, Z2) = (X1 ⊕ A, X2 ⊕ A) and Y = (Z1 ⊕
Z2 ⊕ A, A); (41) Let X1 = C1, X2 = C2 and A = C3, let Z = (Z1, Z2) = (X1 ⊕ A, X2 ⊕ A) and

Y = (Z1⊕A, Z2⊕A); (42) let X1 = C1, X2 = C2 and A = C3, let Z = (Z1, Z2)= (X1⊕A, X2⊕A)

and Y = (Z1 ⊕ A, Z2 ⊕ A, A).

• (43) Let X1 = C1, X2 = C2 and A = (C3,C4), let Z = (Z1, Z2) = (X1 ⊕C3, X2 ⊕C4) and Y =
(C3, Z1 ⊕Z2 ⊕C3 ⊕C4); (44) let X1 = (C1,C2), X2 = C3 and A = C4, let Z = (Z1, Z2) = (C1 ⊕
X2,C2⊕A) and Y = Z1⊕Z2⊕A; (45) let X1 = C1, X2 = (C2,C3) and A = C4, let Z = (Z1, Z2)=
(X1 ⊕C2,C3 ⊕ A) and Y = Z1 ⊕Z2 ⊕ A.

• (46) Let X1 = C1, X2 = C2 and A = (C3,C4), let Z = (Z1, Z2) = (X1 ⊕C3, X2 ⊕C4) and Y =
(C3,C4, Z1 ⊕Z2 ⊕C3 ⊕C4).

4.3.3 Proof of Proposition 4.2.1

In the following we prove Proposition 4.2.1. First, we explicitly calculate the 7 extremal rays of

the cone ΓI
M

(
CC

3
)
. This can be done computationally and leads to the following extremal rays,

which are denoted as the components of one particular vector on the ray: 7

(1) 1 1 1 2 2 2 2

(2) 0 0 1 0 1 1 1

(3) 0 1 0 1 0 1 1

(4) 1 0 0 1 1 0 1

(5) 0 1 1 1 1 1 1

(6) 1 0 1 1 1 1 1

(7) 1 1 0 1 1 1 1.

These rays can also be analytically shown to be the extremal rays of ΓI
M

(
CC

3
)
.8 For each extremal

ray we show how to generate a probability distribution P ∈ PM

(
CC

3
)

whose entropy vector

v ∈Γ∗
M

(
CC

3
)

lies on the ray. To do so, let A, B and C be uniform random bits.

• (1): Take X = C, Z = A and Y = A⊕C.

• (2): Take Z = A and let X = 1 and Y = 1 deterministic. (3) and (4) are permutations of this.

7As usually, we order the components as (H(X ),H(Y ),H(Z),H(XY ),H(X Z),H(Y Z),H(XY Z)).
8To do so, note that in seven dimensions seven inequalities can lead to at most seven extremal rays (choosing six

of the seven to be saturated). One can then check that each of the claimed rays saturates six of the seven inequalities
constraining ΓI

M

(
CC

3

)
.
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• (5): Choose Y = A = Z and let X = 1 deterministic. (6) and (7) are permutations of this.

In this way, all extremal rays of ΓI
M

(
CC

3
)

are achieved by vectors in Γ∗
M

(
CC

3
)

and, by convexity of

Γ∗
M

(
CC

3
)
, we have ΓI

M

(
CC

3
)⊆Γ∗

M

(
CC

3
)
.

To show that the inclusion is strict, let A, B and C be uniform random bits. Let X =AND(B,C),

Y =AND(A,C) and Z =OR(A,B). The marginal distribution PXYZ ∈PM

(
CC

3
)

leads to an entropy

vector v1 = (0.81, 0.81, 0.81, 1.55, 1.5, 1.5, 2.16) and an interaction information of I(X : Y : Z)≈
0.04> 0 (where all numeric values are rounded to two decimal places). Hence, v1 ∈Γ∗M

(
CC

3
)

but

v1 ∉ΓI
M

(
CC

3
)

and therefore ΓI
M

(
CC

3
)
(Γ∗

M

(
CC

3
)
. �

4.3.4 Inequalities defining the inner approximations in Example 4.2.2

In the following we give the H -representation obtained by rounding the vectors (4.2.6) of Exam-

ple 4.2.2 to a precision of 10−6 and then converting the rational vectors from V -representation

to H -representation. Note that the vectors have been rounded to lie within the cone that is

obtained with the original (4.2.6), hence are guaranteed to yield an inner approximation. There

are a total of 32 inequalities, where the first 6 are the Shannon inequalities that also characterise

ΓI
M

(
CC

3
)

and the following 28 (including permutation of X , Y and Z where applicable) replace

inequality (4.2.3),

10451H(X )+14149(H(Y )+H(Z)−H(XY )−H(X Z))−17847(H(Y Z)−H(XY Z))≤ 0(4.3.3)

33083(H(X )+H(Y )−H(XY ))+73761(H(Z)−H(X Z)−H(Y Z)+H(XY Z))≤ 0(4.3.4)

237517(H(X )+H(Y )+H(Z))−278195(H(XY )+H(X Z)+H(Y Z))+318873H(XY Z)≤ 0(4.3.5)

303422(H(X )+H(Y )+H(Z)−H(XY )−H(X Z))−283083(H(Y Z)−H(XY Z))≤ 0(4.3.6)

344361(H(X )+H(Y )−H(XY )−H(Y Z)+H(XY Z))+364700(H(Z)−H(X Z))≤ 0(4.3.7)

385300H(X )+405639(H(Y )+H(Z)−H(XY )−H(X Z)−H(Y Z)+H(XY Z))≤ 0(4.3.8)

959061(H(X )+H(Y )+H(Z))−938722(H(XY )+H(X Z)+H(Y Z))+898044H(XY Z)≤ 0(4.3.9)

1262483(H(X )+H(Y )+H(Z)−H(Y Z))−1221805(H(XY )+H(X Z))+1181127H(XY Z)≤ 0(4.3.10)

1385039H(X )+1344361(H(Y )+H(Z)−H(XY )−H(X Z)−H(Y Z))+1303683H(XY Z)≤ 0 .(4.3.11)
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5
EXPLORING THE GAP BETWEEN INNER AND OUTER

APPROXIMATIONS WITH NON-SHANNON INEQUALITIES

This chapter is dedicated to the exploration of the gap between the inner and the outer

approximations to the sets of compatible entropy vectors that were introduced in Chap-

ters 4 and 3 respectively. In Section 5.1, we outline a technique to improve on the outer

approximations of entropy cones, which leads to the derivation of non-Shannon inequalities

for causal structures. In Section 5.2, we apply this to improve the entropic characterisation of

the classical triangle causal structure, one of the smallest causal structures that features such

a gap. In addition to the computational procedure introduced in Section 5.1, we also perform

analytic derivations of new inequalities, including infinite families. In Section 5.3 we analyse the

application of non-Shannon inequalities to quantum and so-called hybrid causal structures and

in Section 5.4 we apply such inequalities in combination with the post-selection technique.

5.1 Improving outer approximations with non-Shannon
inequalities

To improve previous outer approximations to the entropy cone of a classical causal structure, CC,

we consider the techniques introduced in Refs. [49, 51, 90], previously outlined in Section 3.2.2.

(1) Take the Shannon inequalities for the joint distribution of all variables in CC (observed and

unobserved).

(2) Take all conditional independence equalities that are implied by CC into account.
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(3) Eliminate all entropies of unobserved variables (or sets of variables containing such) from

the full set of inequalities (e.g. by means of a Fourier-Motzkin elimination algorithm [229],

see also Section 2.1.2).

To improve on this, we realise that the only reason that in most cases the outer approximations

ΓM

(
CC)

are not tight is the restriction of the approach to Shannon inequalities. If we were to

consider the entropy cone of all involved variables Γ∗ instead of its Shannon approximation Γ,

we would always recover Γ∗
M

(
CC)

with this method. To improve on the outer approximations we

hence adapt the computational procedure above as follows.

(1) Take the Shannon inequalities for the joint distribution of all variables in CC (observed and

unobserved).

(2) Add a set of valid and irredundant non-Shannon inequalities.

(3) Take all conditional independence equalities that are implied by CC into account.

(4) Eliminate all entropies of unobserved variables (or sets of variables containing such) from

the full set of inequalities.

The procedure leads to new constraints on the entropies of the observed variables in CC and as

such often yields a new and improved outer approximation to Γ∗
M

(
CC)

.

Our results from Section 4.1 imply that the consideration of non-Shannon inequalities cannot

lead to any further constraints for the causal structures from Figure 4.1. For the causal structure
ˆICC from Example 4.1.2, on the other hand, we find that they do. Furthermore, we find that for

the remaining 18 causal structures listed in [112] (independent examples that all involve six

variables), non-Shannon inequalities are invariably relevant. We can supplement the inequalities

listed in [112] with new inequalities, tightening the entropic outer approximations, in all cases.1

For scenarios with four (or more) observed variables, instances of the non-Shannon inequali-

ties, e.g. of inequality (3.2.6), become relevant without reference to the unobserved nodes. Such

instances hold whether the unobserved nodes represent classical, quantum or more general

non-signalling resources and allow us to tighten the outer approximation of the set of compatible

entropy vectors in each case (contrary to when non-Shannon inequalities are applied to unob-

served variables, in which case they are only known to hold for classical causal structures). The

same reasoning applies to the comparison of different causal structures with the same set of

observed variables: while non-Shannon inequalities derived relying on unobserved variables

may lead to inequalities that help distinguish the two causal structures, the application of non-

Shannon inequalities to the observed variables cannot. In the following we provide a detailed

entropic analysis of one particular example, the triangle scenario. It stands out with respect to

the other 17 examples in the sense that it only involves three observed variables, therefore all

applications of non-Shannon inequalities involve the unobserved nodes.
1The consideration of inequality (3.2.6) is sufficient to see this.
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5.2 Improved entropic approximation for the classical triangle
scenario

Comparing inner and outer approximations to the entropy cone of the classical triangle causal

structure (see Example 3.2.9 and Section 4.2, as well as Section 2.3), there are three extremal

rays of ΓM

(
CC

3
)

that are not within our inner approximations, specifically H = (2,3,3,4,4,5,6)

and permutations (all other extremal rays coincide with those of the inner approximation derived

in Section 4.3.3). In the following we show how to shave off parts of the region between inner

and outer approximation with non-Shannon inequalities that prove the additional rays to be

inachievable. We do this with the computational method outlined in the previous section alongside

a derivation of several infinite families of inequalities.

5.2.1 Motivating the search for improved outer approximations to the
marginal cone of the triangle causal structure

We first prove that the Shannon approximation to the marginal cone of the triangle causal

structure is not tight, i.e., that Γ∗
M

(
CC

3
)
(ΓM

(
CC

3
)
. This motivates our attempts to derive non-

Shannon inequalities to improve current approximations. It also disproves a claim of Refs. [50, 52],

which together argue that in the marginal scenario there is no entropic separation between the

Shannon cone and the classical entropy cone, i.e., that ΓM

(
CC

3
)=Γ∗

M

(
CC

3
)
.2 This is of importance

here, as the claim of [50, 52] implies that all non-Shannon inequalities are redundant in this

scenario.

Proposition 5.2.1. The marginal entropy cone of the classical triangle scenario is a proper subset

of the corresponding marginal Shannon cone, i.e.,

(5.2.1) Γ∗
M

(
CC

3

)
(ΓM

(
CC

3

)
.

Proposition 5.2.1 implies that better approximations to Γ∗
M

(
CC

3
)

exist and, hence, the explo-

ration of non-Shannon constraints is of interest in the triangle scenario. Before proceeding with

the proof, we note that the outer approximation, ΓM

(
CC

3
)

was explicitly computed by Chaves et

al. [50, 52] and was reiterated as Example 3.2.9.

Proof. We prove this by adding the four valid inequalities

3Y ZAX ≥ 0,(5.2.2)

3X ZBY ≥ 0,(5.2.3)

3XY CZ ≥ 0,(5.2.4)

3Y ZX A ≥ 0,(5.2.5)

2The details of this were presented in the Supplementary Information of [52].
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to Γ
(
CC

3
)

and by then performing a Fourier-Motzkin elimination to remove terms involving A,

B and C. The resulting set of inequalities includes the Shannon inequalities for three jointly

distributed random variables as well as the additional inequalities

−H(X )−H(Y )−H(Z)+H(XY )+H(X Z)≥ 0,(5.2.6)

−4H(X )−4H(Y )−4H(Z)+3H(XY )+3H(X Z)+4H(Y Z)−2H(XY Z)≥ 0,(5.2.7)

−2H(X )−2H(Y )−2H(Z)+3H(XY )+3H(X Z)+3H(Y Z)−4H(XY Z)≥ 0,(5.2.8)

−8H(X )−8H(Y )−8H(Z)+7H(XY )+7H(X Z)+7H(Y Z)−5H(XY Z)≥ 0,(5.2.9)

up to permutations of X , Y and Z, where applicable. All except for inequality (5.2.6) (and its

permutations) are new as compared to the Shannon approximation from Example 3.2.9. For

each new inequality ((5.2.7)–(5.2.9)) we find violations with vectors in the interior of ΓM

(
CC

3
)
,

specifically the vector v = (11,14,14,20,20,23,28) or a vector with appropriately permuted X , Y

and Z. Hence, Γ∗
M

(
CC

3
)
(ΓM

(
CC

3
)
. �

It is interesting to note in this context, that CC
3 involves only three observed variables such

that without causal restrictions ΓM would be the three variable Shannon cone and non-Shannon

inequalities would be irrelevant. Nevertheless, the non-Shannon constraints of the six variable

scenario together with the independence constraints lead to new and non-trivial constraints

when marginalised, in contrast to many other three variable scenarios.

5.2.2 Improved outer approximations to the entropy cone of the triangle
causal structure

The insight that ΓM

(
CC

3
)

does not tightly approximate Γ∗
M

(
CC

3
)

naturally leads to the search for

better approximations that enable a more accurate distinction of the triangle causal structure

from other scenarios, such as the one from Figure 2.4(c). Such approximations are derived in the

following, using non-Shannon inequalities.3 As there are infinitely many such inequalities, the

following reasoning may be applied to reduce their number. All known (and thus far) irredundant

four variable non-Shannon entropy inequalities can be written as the sum of the Ingleton

quantity (2.2.6) and (conditional) mutual information terms, as mentioned in Section 3.2.1. Since

the latter are always positive, all known non-Shannon inequalities are irrelevant (i.e., implied by

existing constraints) for variable choices for which the causal restrictions imply that the Ingleton

term is non-negative. This significantly reduces the choice of variables for which the known

additional inequalities may be relevant.

Example 5.2.2. Consider Proposition 3.2.2 with (X1, X2, X3, X4) = (A, B, C, X ). The corre-

sponding inequality can be written as

(5.2.10) I(A : B|C)+ I(A : B|X )+ I(C : X )− I(A : B)+ I(A : C|B)+ I(B : C|A)+ I(A : B|C)≥ 0 .
3Such inequalities survive the projection to the three variable scenario, despite that they would not be relevant

for a three variable marginal scenario, if we were not to suppose any causal constraints.
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Whenever a causal structure CC implies I(A : B) = 0, i.e., independence of A and B, the above

inequality is implied by the Shannon inequalities and the independence constraint I(A : B)= 0.

Hence, it will not improve on the outer approximation we already have.

The following proposition restricts the inequalities that may be relevant for the derivation of

our improved approximations to Γ∗
M

(
CC

3
)
.4

Proposition 5.2.3. Consider an entropy inequality that states the non-negativity of a positive

linear combination of the Ingleton quantity (2.2.6) and (conditional) mutual information terms.

This inequality is implied by the Shannon inequalities and the conditional independencies of CC
3

(i.e., I(A : XBC)= 0, I(X : Y ZA|BC)= 0 and appropriate permutations) for all possible choices of

four out of the six involved random variables, except

(X1, X2, X3, X4)= (X , Y , Z, C)(5.2.11)

= (X , Z, Y , B)(5.2.12)

= (Y , Z, X , A) ,(5.2.13)

up to exchange of X1 and X2 as well as X3 and X4.

Proof. For four random variables X1, X2, X3 and X4, the Ingleton inequality

(5.2.14) I(X1 : X2|X3)+ I(X1 : X2|X4)+ I(X3 : X4)− I(X1 : X2)≥ 0

can be equivalently rewritten in four more ways with the following equalities:

I(X1 : X2|X3)− I(X1 : X2)= I(X1 : X3|X2)− I(X1 : X3)(5.2.15)

= I(X2 : X3|X1)− I(X2 : X3),(5.2.16)

I(X1 : X2|X4)− I(X1 : X2)= I(X1 : X4|X2)− I(X1 : X4)(5.2.17)

= I(X2 : X4|X1)− I(X2 : X4) .(5.2.18)

For the inequality (5.2.14) not to be implied by the Shannon inequalities and the conditional

independencies we need X1, X2, X3 and X4 to be such that

I(X1 : X2)> 0,(5.2.19)

I(X1 : X3)> 0,(5.2.20)

I(X1 : X4)> 0,(5.2.21)

I(X2 : X3)> 0,(5.2.22)

I(X2 : X4)> 0,(5.2.23)

4Notice that the proposition restricts the subsets of four out of the six random variables for which the known
non-Shannon inequalities may be relevant. It is also possible to apply non-Shannon inequalities when interpreting
the joint distribution of two or three random variables in the causal structure as one. We have, however, not looked
into these here.
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hold simultaneously. If the conditional independencies of CC
3 imply that one of these mutual

informations is zero then the Ingleton inequality can be expressed as a positive linear combination

of (conditional) mutual information terms in one of its five equivalent forms and the corresponding

non-Shannon inequality is redundant.

For the five constraints (5.2.19)–(5.2.23) to hold simultaneously, X1 and X2 have to be cor-

related with one another as well as with two further variables. This excludes the independent

sources A, B and C as candidates for X1 and X2; therefore X1, X2 ∈ {X , Y , Z}. Furthermore,

the variables X3 and X4 have to be correlated with both, X1 and X2. This excludes the two

variables in {A, B, C} that do not lie between X1 and X2 in CC
3 . Hence, for each choice of X1 and

X2, the variables X3 and X4 have to be chosen as the remaining element of {X , Y , Z} and the

variable positioned opposite it in CC
3 . In summary, (X1, X2) (X3, X4) can only be (X , Y ) (Z, C),

(X , Z) (Y , B) and (Y , Z) (X , A) up to permutations of the variables within a tuple. �

Of the 360 possible combinations of four variables (including permutations) only twelve

may yield relevant non-Shannon inequalities to improve the approximation to Γ∗
M

(
CC

3
)
. We

also remark that for most of the known non-Shannon inequalities, several of the remaining

twelve choices can be shown to be redundant as well. Nonetheless, even after accounting for this

redundancy, we cannot reduce to a finite number of inequalities. The outer approximation to

Γ∗
M

(
CC

3
)

could (potentially) be tightened by including all remaining inequalities. Hence, ideally,

all of them should be added in step (2) of the computational procedure. However, in practice

only a small number of inequalities can be added at a time until the task of marginalising

becomes infeasible. The main reason is that the Fourier-Motzkin elimination algorithm used in

step (4) is often too slow (see Section 2.1.2 for information on the scaling of the algorithm). In

our computations, the worst case scaling is usually not exhibited, since most of the inequalities

we perform the elimination on contain few variables each and thus lead to far fewer than the

maximal number of inequalities. However, we are still limited to adding a relatively small number

of different inequalities at a time to avoid computational difficulties.

We have computed tighter approximations to Γ∗
M

(
CC

3
)
, by including the following manageable

sets of non-Shannon inequalities at a time:

Case 1: We include all permutations of the inequality of Proposition 3.2.2 as well as all six

inequalities from [73] for the 12 four variable combinations that are not shown to be redundant

by Proposition 5.2.3.5

Case 2: We include all inequalities of the form given in (3.2.7) and (3.2.8) for s = 1,2,3, applied to

all four variable subsets of the six random variables of CC
3 .

The resulting sets of constraints for the outer approximation to Γ∗
M

(
CC

3
)

are available at [220].

We have furthermore derived infinite families of valid inequalities.

5Note that these are all four variable non-Shannon inequalities that can be generated with at most two instances
of the so-called copy lemma [75] (see also Section 3.2.1.3).
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Proposition 5.2.4. All entropy vectors H ∈Γ∗
M

(
CC

3
)

obey

(5.2.24)
(
−1

2
s2 − 3

2
s
)
(H(X )+H(Z))+ (−s−1)H(Y )

+
(

1
2

s2 + 3
2

s+1
)
(H(XY )+H(Y Z))+ (

s2 +2s
)
H(X Z)+ (−s2 −2s−1

)
H(XY Z)≥ 0,

for all s ∈N. The same holds for all permutations of X, Y and Z.

Proof. The instance of inequality (3.2.7) with (X1, X2, X3, X4)= (X , Y , Z, C) (which is known

to hold for any entropy vector and hence for any H ∈Γ∗ (
CC

3
)
) can be rewritten as

(
−1

2
s2 − 3

2
s
)

H(X )+(−s−1)H(Y )+
(
−1

2
s2 − 1

2
s
)

H(Z)+sH(CX )+sH(CY )−sH(CZ)−sH(CXY )

+
(

1
2

s2 + 3
2

s+1
)

H(XY )+ (
s2 +2s

)
H(X Z)+

(
1
2

s2 + 3
2

s+1
)

H(Y Z)+ (−s2 −2s−1
)
H(XY Z)≥ 0.

Applying I(X : Y |C)= 0 and I(Z : C)= 0, all terms containing the variable C cancel, which leads

to inequality (5.2.24). Thus any H ∈Γ∗
M

(
CC

3
)

obeys (5.2.24). �

The proof of Proposition 5.2.4 relies on the validity of the family of inequalities (3.2.7), which

is the basis for the derivation of further infinite families of valid inequalities. However, extracting

an explicit derivation for such inequalities is in general more involved, these being a consequence

of several Shannon inequalities and permutations of (3.2.7).

Proposition 5.2.5. All entropy vectors H ∈Γ∗
M

(
CC

3
)

obey

(5.2.25)
(
−1

2
s2 − 3

2
s−2

)
(H(X )+H(Y )+H(Z)−H(XY ))

+
(

1
2

s2 + 3
2

s+1
)

H(X Z)+ (s+2)H(Y Z)+ (−s−1)H(XY Z)≥ 0,

for all s ∈N. The same holds for all permutations of X, Y and Z.

Proposition 5.2.5 is derived from (3.2.7) by combining the inequalities for one value s ∈N at a

time with Shannon and conditional independence constraints. Other than Proposition 5.2.4, it is

the only family resulting from (3.2.7) in this way, for which none of its inequalities are rendered

redundant by those found in the calculations for Case 2, i.e., by inequalities that arise when

inequalities with different s-values are simultaneously considered. (It is not known whether our

families would survive if we were able to consider further s-values in Case 2.) The proposition is

proven in Section 5.5.1.

Similar considerations can be applied to (3.2.8) and could be extended to further families

of inequalities [75], Proposition 5.2.6 is such an example, the proof of which is presented in

Section 5.5.2.
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Proposition 5.2.6. All entropy vectors H ∈Γ∗
M

(
CC

3
)

obey

(5.2.26)
(
−1

2
s2 − 3

2
s−2

)
(H(X )+H(Z)−H(XY ))+ (−2s−2)H(Y )

+ (
s2 +2

)
H(X Z)+

(
1
2

s2 + 3
2

s+1
)
(H(Y Z))+ (−s2 −1

)
H(XY Z)≥ 0,

for all s ∈N. The same holds for all permutations of X, Y and Z.

One might expect that adding five and six variable inequalities to Γ
(
CC

3
)

could lead to further

restrictions. However, this is observed not to be the case.

Remark 5.2.7. The known genuine five and six variable inequalities from [149, 236] are not

relevant for the entropic outer approximation to Γ∗
M

(
CC

3
)
.

This can be shown by expanding the inequalities into a linear combination of mutual informa-

tion terms and a similar reasoning as is applied in the proof of Proposition 5.2.3. As they are not

particularly instructive, the details of these arguments are omitted here.

Conjecture 5.2.8. Γ∗
M

(
CC

3
)

is not polyhedral, i.e., infinitely many linear inequalities are needed

for its characterisation.

Our main evidence for this is that the family of inequalities (3.2.7), used by Matús̆ to prove

that the analogue of this conjecture holds for Γ∗4 , leads to infinite families of inequalities for CC
3

after marginalising (cf. Proposition 5.2.4). Hence, it may be that the structure of this region of

entropy space is to some extent preserved under the causal constraints and the projection to

the marginal scenario and thus retains a non-polyhedral segment of the cone’s boundary. It is,

however, also conceivable that none of the non-polyhedral boundary regions survive this mapping.

5.3 Non-Shannon inequalities in quantum and hybrid causal
structures

In the following, we analyse the quantum triangle scenario CQ
3 as well as hybrid versions, CCCQ

3

and CCQQ
3 , with non-Shannon inequalities.

5.3.1 Quantum triangle scenario

To motivate the separate entropic analysis of CQ
3 , it is important to establish that some probability

distributions of the observed variables X , Y and Z in CQ
3 cannot be obtained classically, hence

CQ
3 might lead to a larger set of compatible entropy vectors than CC

3 . That there is a separation

at the level of correlations was proven in [88] by identifying a quantum distribution that is not

classically reproducible, where each of the random variables X , Y and Z outputs two bits. In the

following, we generalise this to a scenario where one party outputs one bit only.
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(X̃ , B̃) (Ỹ , Ã)

Z

AB

C

Figure 5.1: Scenario involving unobserved quantum systems, leading to a distribution which is
not reproducible with classical A, B and C [88]. The observed variables X = (X̃ , B̃) and Y = (Ỹ , Ã)
are chosen such that PX̃Ỹ|AB maximally violates the CHSH inequality [60]. Z = (A′,B′) is such that
B′ = B̃ = B and A′ = Ã = A. In Proposition 5.3.1, we prove that a strategy where Z =AND(A′,B′)
also leads to correlations that cannot be mocked up classically.

Proposition 5.3.1. There are non-classical quantum correlations in C3 where X and Y output

two bits each while Z outputs only one.

Before proceeding with the proof, we analyse the strategy that leads to a quantum distribution

that is shown not to be classically reproducible in [88]. We later adapt this strategy to prove

our own result. In CQ
3 one can take X and Y to correspond to two bits, which we call (X̃ , B̃)

and (Ỹ , Ã) respectively. The quantum state corresponding to node C is a maximally entangled

state |ΨC〉 = 1p
2

(|01〉− |10〉), the first half of which is the subsystem to CX and the second half

is CY . A and B can be taken to be uniform classical bits. We introduce Πθ = |θ〉〈θ|, where

|θ〉 = cos(θ2 )|0〉+sin(θ2 )|1〉, and the four POVMs,

E0 = {Π0,Ππ} , E1 = {Ππ/2,Π3π/2} ,(5.3.1)

F0 = {Ππ/4,Π5π/4} , F1 = {Π3π/4,Π7π/4} .(5.3.2)

Consider a measurement on the CX subsystem with POVM EB (i.e., if B = 0 then E0 is measured

and otherwise E1), and likewise a measurement on CY with POVM FA. Let us denote the

corresponding outcomes X̃ and Ỹ . With this choice PX̃Ỹ|AB violates the CHSH inequality [60].

The observed variables are then X = (X̃ , B̃), Y = (Ỹ , Ã) and Z = (A′,B′), with the correlations set

up such that B′ = B̃ = B and A′ = Ã = A. In essence the reason that this cannot be realised in the

causal structure CC
3 is the CHSH violation. Note though that it is also crucial that information

about A is present in both Y and Z (and analogously for B). If for example, we consider the same

scenario but with Y = Ỹ then we could mock-up the correlations classically. This can be done by

removing A, replacing B with (B1,B2) and taking B1,B2 and C to each be a uniform random bit.

We can then take Y = C, Z = (B1,B2) and X = ( f (C,B1,B2),B1), where f is chosen appropriately.

Since f can depend on all of the other observed variables it can generate any correlations between
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them6. In the causal structure C3, taking Ã = A′ ensures that these are shared through A and

hence information about them cannot be used to generate X .

From this, one might expect that all information about the measurement choices in this

Bell setup has to be exposed at the observed node Z. Our Proposition shows that this is not the

case. We prove that a strategy where Z = AND(A,B) also leads to correlations that cannot be

reproduced classically. We consider the following observed distribution,

(5.3.3) PÃB̃X̃ỸZ = 1
4

PX̃Ỹ|ÃB̃δZ,AND(Ã,B̃) ,

where Ã = A, B̃ = B and PX̃Ỹ|ÃB̃ maximally violates the CHSH inequality, according to the

strategy detailed above, but Z =AND(A,B). In a slight abuse of notation we refer to this as PXYZ.

Our proof relies on the following lemma in which we ignore X̃ and Ỹ and which is proven in

Section 5.5.3.

Lemma 5.3.2. If PXYZ ∈PM

(
CC

3
)
, then PÃ|AC = PÃ|A and PB̃|BC = PB̃|B.

Proof of Proposition 5.3.1 To prove the proposition, we will suppose that PXYZ ∈ PM

(
CC

3
)

and

derive a contradiction. First note that Lemma 5.3.2 together with the form of CC
3 implies

(5.3.4) PÃ|C = PÃ, and PB̃|C = PB̃ .

Furthermore, from PXYZ ∈PM

(
CC

3
)

we have

PÃB̃X̃Ỹ =∑
c

PC(c)PÃ|cPB̃|cPX̃Ỹ|ÃB̃c(5.3.5)

which, using (5.3.4), and the form of CC
3 can be rewritten

(5.3.6) PÃB̃X̃Ỹ =∑
c

PC(c)PÃPB̃PX̃|B̃cPỸ|Ãc .

However, that PX̃Ỹ|ÃB̃ violates a Bell inequality means that this equation cannot hold, establishing

a contradiction. �

Proposition 5.3.1 shows that a strategy that involves local processing of the unobserved

variables at each observed node leads to correlations that are not classically reproducible, which

sets this strategy apart from one achievable in a bipartite Bell scenario BQ. This insight is useful

for the comparison of Γ∗
M

(
CC

3
)

and Γ∗
M

(
CQ

3

)
below, where the local post-processing at node Z

shall turn out to be crucial.

Entropically, an outer approximation to Γ∗
M

(
CQ

3

)
has been constructed in [52], which was

presented as Example 3.2.15. It is natural to ask whether tighter approximations to Γ∗
M

(
CQ

3

)
can

be realised with a similar procedure to the one that led to tighter approximations in the classical

6This is like playing the CHSH game but where Alice knows Bob’s input and output in addition to her own.
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case. Unfortunately, we do not know of any similar inequalities for the von Neumann entropy of

multi-party quantum states. Furthermore, even if the known non-Shannon inequalities were to

hold for von Neumann entropy we would not be able to use them to add constraints to CQ
3 due to

the lack of large enough sets of coexisting interdependent variables.

Open Problem 5.3.3. Do the closures of the sets of compatible entropy vectors coincide in classical

and quantum triangle scenario, i.e., does Γ∗
M

(
CC

3
)=Γ∗

M

(
CQ

3

)
hold?

A way to solve the open problem would be by identifying an entropy vector compatible with

CQ
3 that lies outside an outer approximation of Γ∗

M

(
CC

3
)
. We have attempted to find such a vector

with a few random searches as well as by considering games involving entangled states, for

which we know that there is distinctive quantum behaviour (i.e., a separation at the level of

correlations). Intuitively such scenarios are good candidates to exhibit violations of the classical

entropic bounds. However, somewhat surprisingly, we have not been able to find any. Even though

these searches were unsuccessful and are far from exhaustive, we present them in the following

as a collection of (initial) attempts. We are also able to point out types of distributions that

provably cannot lead to quantum violations of any classical constraints.

Attempts to resolve Open Problem 5.3.3

• Random searches: We let the sources A, B and C distribute up to four randomly chosen

qubits each and did not detect any violations of the classical inequalities. However, the

evidence from these random searches against a separation of the classical and the quantum

marginal cones is relatively weak: vectors, v that lie in Γ∗
M

(
CQ

3

)
but not in Γ∗

M

(
CC

3
)

neces-

sarily violate (4.2.3), i.e., v ∉ΓI
M

(
CC

3
)
. Random searches were unable to find such vectors

(although we know they exist), which clearly illustrates the weakness of this method, and

shows that the region we are looking for (if it even exists) is small.

• Entropy vectors related to the Bell scenario: The entropy vector corresponding to the CHSH

correlations from [88], detailed in Figure 5.1 and in Section 5.3.1 (with Z = (A′,B′)), is a

natural candidate, but this lies inside ΓI
M

(
CC

3
)

so is classically reproducible. This particular

distribution is also achievable in the bipartite Bell scenario B (or equivalently the line-like

causal structure P4 that shall be discussed in Chapter 6). Any distribution compatible

with B may be realised in C3 by choosing one of the variables, e.g. Z, to have two separate

outputs, one depending only on the input from node A and the other one depending on

the input from B. Distributions realisable in BQ or BC are thus always realisable in CQ
3

or CC
3 respectively. According to the results of Section 6.2, all entropy vectors realised

with distributions in BQ are also classically achievable, i.e., realisable in BC (at least

asymptotically). Hence, no distribution in BQ may ever violate any of the classical entropy

103



CHAPTER 5. EXPLORING THE GAP BETWEEN INNER AND OUTER APPROXIMATIONS WITH NON-SHANNON INEQUALITIES

inequalities valid for CC
3 . Therefore, the only way of violating the entropy inequalities

approximating Γ∗
M

(
CC

3
)

is by processing the inputs to all three nodes X , Y and Z.7

• Strategies with local processing at all observed nodes: We have considered the previous

example where Z was taken to be a function of A and B. We have additionally considered

further local processing of X and Y , for instance by applying all possible functions from two

bits to one bit. Note that vectors outside ΓI
M

(
CC

3
)

can be constructed with appropriate post-

processing of the (quantum) distribution. A possible way to achieve this is applying AND or

OR functions appropriately. One may for instance consider the quantum scenario above,

and take X =AND(X̃ , B̃), Y =AND(Ỹ , Ã) and Z =OR(A′,B′). This renders the interaction

information of the entropy vector of the joint distribution of X , Y and Z positive, i.e.,

violates inequality (4.2.3), which is not the case without applying the functions.

• Further games and quantum strategies: We have considered further distributions in

PM

(
CQ

3

)
, ensuring that they do not lie in PM

(
BQ)

. These include input states and mea-

surements known to lead to violations of the chained Bell inequalities [34] or the Mermin-

Peres magic square game [158, 172]. We have also considered scenarios where all three

parties measure entangled states and use the measurement outputs as inputs for further

measurements. We have furthermore attempted to incorporate functions known to lead to

a positive interaction information in the classical case as well as functions from two bits to

one bit in general into these scenarios.

In a number of scenarios we have also considered shared PR-boxes instead of entangled

states, again without detecting any violations of the inequalities. In most cases the corresponding

entropy vectors have a negative interaction information, and hence lie in ΓI
M

(
CC

3
)
, so they can

also be realised with a classical distribution, like the correlations (4.2.5).

If Open Problem 5.3.3 were to be answered in the affirmative, this would point towards

deficiencies of the current entropic techniques for approximating Γ∗
M

(
CQ

3

)
, which are neither

able to recover all constraints of ΓM

(
CC

3
)

nor to derive any additional inequalities similar to the

non-Shannon inequalities found in the classical case.

5.3.2 Hybrid triangle scenarios

In a hybrid causal structure some of the unobserved nodes are allowed to be quantum, whereas

others are restricted to be classical. This is of interest, in cases where we have reason to assume

that some involved unobserved systems are classical. For instance, since sharing entanglement

over large distances is challenging due to noise, we might assume that two observations that are

taken far apart do not have joint quantum causes. In the case of the causal structure C3, there

7Two distributions that share the same entropy vector can be very different and hence may be separated by local
processing.
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are two hybrid scenarios: either one or two of the three unobserved variables can be restricted to

be classical, while the others are quantum. We call these two causal structures CCQQ
3 and CCCQ

3

respectively. In the following, we will approximate the entropy cones for both scenarios. We show

that in hybrid scenarios of the triangle causal structure non-Shannon inequalities are relevant.

5.3.2.1 CCQQ
3 scenario

In this scenario one of the unobserved variables is classical, which we take to be A. We find that

the outer approximation to Γ∗
M

(
CCQQ

3

)
obtained without taking non-Shannon inequalities into

account coincides with that to Γ∗
M

(
CQ

3

)
, i.e.,

(5.3.7) ΓM

(
CCQQ

3

)
=ΓM

(
CQ

3

)
.

However, unlike in the fully quantum case CQ
3 , non-Shannon constraints can be legitimately

included for CCQQ
3 , for instance the inequality from Proposition 3.2.2 with variable choices

3Y ZAX ≥ 0 ,(5.3.8)

3Y ZX A ≥ 0 .(5.3.9)

This results in a tighter approximation to Γ∗
M

(
CCQQ

3

)
, which comprises the Shannon inequalities

for three variables, the three constraints (3.2.35) and8

−3H(X )−3H(Y )−3H(Z)+2H(XY )+2H(X Z)+3H(Y Z)−H(XY Z)≥ 0 ,(5.3.10)

−2H(X )−2H(Y )−2H(Z)+3H(XY )+3H(X Z)+3H(Y Z)−4H(XY Z)≥ 0 .(5.3.11)

Note that permutations of (5.3.10) are not included. Further non-Shannon inequalities could be

considered in order to improve on these approximations. Our inequalities show that some of the

extremal rays of ΓM

(
CQ

3

)
are provably not achievable if A, B and C do not all share entangled

states.

5.3.2.2 CCCQ
3 scenario

In this scenario we take A and B to be classical. This scenario can be understood as a Bell scenario,

where the measurement choices of the two parties are unobserved and processed to one single

observed output, Z.9 The distributions from Section 5.3.1, that are provably not reproducible in

CC
3 can be generated in this causal structure. To approximate the marginal entropy cone of this

8The second of these inequalities can be easily derived from 3Y ZX A ≥ 0 and the conditional independencies,
analogously to Proposition 5.2.4. To derive the first inequality, on the other hand, several inequalities have to be
combined.

9Note that even though classical and quantum entropy cones coincide in the bipartite Bell scenario this may not
be the case here as very different distributions may lead to the same entropy vector in the classical and quantum case.
These may be entropically separated through local processing.

105



CHAPTER 5. EXPLORING THE GAP BETWEEN INNER AND OUTER APPROXIMATIONS WITH NON-SHANNON INEQUALITIES

scenario, Γ∗
M

(
CCCQ

3

)
, we proceed analogously to the CQ

3 and CCQQ
3 scenarios before. However, the

result differs and leads to a tighter cone, even without considering non-Shannon inequalities,

(5.3.12) ΓM

(
CCCQ

3

)
(ΓM

(
CCQQ

3

)
.

ΓM

(
CCCQ

3

)
is given by the three variable Shannon inequalities, the three constraints (3.2.35) and

(5.3.13) −3H(X )−3H(Y )−3H(Z)+2H(XY )+3H(X Z)+2H(Y Z)−H(XY Z)≥ 0 ,

up to permutations of Y and Z. These five inequalities are a subset of the seven inequalities of

Example 3.2.9 that delimit ΓM

(
CC

3
)

, hence

(5.3.14) ΓM

(
CC

3

)
(ΓM

(
CCCQ

3

)
.

When including the inequalities,

3X ZBY ≥ 0 ,(5.3.15)

3Y ZAX ≥ 0 ,(5.3.16)

3Y ZX A ≥ 0 ,(5.3.17)

we obtain the additional inequalities

−2H(X )−2H(Y )−2H(Z)+3H(XY )+3H(X Z)+3H(Y Z)−4H(XY Z)≥ 0 ,(5.3.18)

−6H(X )−6H(Y )−6H(Z)+5H(XY )+5H(X Z)+5H(Y Z)−3H(XY Z)≥ 0 ,(5.3.19)

−4H(X )−4H(Y )−4H(Z)+3H(XY )+4H(X Z)+3H(Y Z)−2H(XY Z)≥ 0 ,(5.3.20)

up to permutations of X and Y in the last inequality. They render the two permutations of (5.3.13)

redundant, while (3.2.35) remains irredundant (for all of its permutations). Note that (5.3.18) is

also part of ΓM

(
CCQQ

3

)
. Just as for CCQQ

3 , further constraints could be derived here by considering

additional non-Shannon inequalities.

5.4 Non-Shannon inequalities and post-selection

Non-Shannon inequalities can be considered for post-selected causal structures and may lead

to tighter constraints on the allowed entropy vectors in the post-selected causal structure. We

will illustrate the success of this technique with the example of ˜IC of Figure 4.2, the causal

structure relevant for the information causality game. The entropic restriction imposed by ˜IC

has been analysed in [52], an analysis that was provided as Example 3.3.8. Here, we improve on

corresponding results by using non-Shannon inequalities. 10

We post-select on the values of the binary variable S and analyse ˜ICC
S with the entropy

vector method. Considering just the additional non-Shannon inequality from Proposition 3.2.2
10As previously remarked, non-Shannon inequalities are also relevant for ˜IC without post-selection.
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(and permutations, but no applications to more than four variables) leads to a total of 1017

entropic inequalities including permutations on the variables with corresponding observed

distributions in ˜ICC, i.e., on H(X1X2ZY|S=1), H(X1X2ZY|S=2) and their marginals. These include

all 176 irredundant inequalities that were obtained without non-Shannon constraints in [52] but

also 841 new ones (a list of all inequalities is available at [220]). Moreover, we expect further

non-Shannon inequalities to lead to numerous additional constraints potentially rendering our

inequalities redundant. Infinite families of inequalities similar to those found for the triangle

scenario in Section 5.2.2 could also be derived here.

In the quantum case, on the other hand, we can only apply the non-Shannon inequalities to

the two coexisting sets of observed (classical) variables
{
X1, X2, Z,Y|S=1

}
and

{
X1, X2, Z,Y|S=2

}
,

which means that we can impose a set of 24 additional constraints (including permutations) by

adding all permutations of the inequality from Proposition 3.2.2 to the entropic description that

is obtained without these.

It is worth pointing out that although our results imply that previous entropic approximations

of Γ∗
M

(
˜ICC

S

)
(particularly the approximations from [52]) were not tight and even though non-

Shannon inequalities improve on the entropic characterisation of ˜ICS in both, classical and

quantum case, the inequality from Example 3.3.8 is not rendered redundant in our computations.

5.5 Appendix

5.5.1 Proof of Proposition 5.2.5

The basic proof idea, which is in principle always feasible, is to consider the Shannon and

independence constraints for CC
3 and all (four) different permutations of the inequality (3.2.7) and

then to perform the Fourier-Motzkin elimination of the unobserved variables manually, hence

deriving inequalities that retain s as a variable. The following proof proceeds along these lines

but is more slender.

Inequality (3.2.7), with variable choices (X1, X2, X3, X4) = (Y , X , C, Z) and using the

independencies I(X : Y |C)= 0 and I(Z : C)= 0, can be rewritten as

(5.5.1)
(

1
2

s2 1
2

s+1
)

H(C)+ (−s−1)H(X )+
(
−1

2
s2 − 3

2
s
)

H(Y )− sH(Z)+
(
−1

2
s2 − 1

2
s
)

H(CX )

−H(CY )+
(

1
2

s2 + 3
2

s+1
)

H(XY )+ sH(X Z)+ sH(Y Z)− sH(XY Z)≥ 0 .

We also marginalise Γ
(
CC

3
)

to obtain constraints on the vectors

(H(C),H(X ),H(Y ),H(Z),H(CX ),H(CY ),H(XY ),H(X Z),H(Y Z),H(XY Z))
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that arise from Shannon and independence inequalities. Two inequalities this leaves us with are,

−2H(C)−2H(X )−2H(Y )−3H(Z)+H(CX )+H(CY )+H(XY )+2H(X Z)+2H(Y Z)−H(XY Z)≥ 0 ,

(5.5.2)

−H(C)−H(X )−H(Z)+H(CX )+H(X Z)≥ 0 .(5.5.3)

We now use (5.5.2) to remove H(CY ) from (5.5.1), which yields

(5.5.4)
(

1
2

s2 + 1
2

s−1
)

H(C)+ (−s−3)H(X )+
(
−1

2
s2 − 3

2
s−2

)
H(Y )+ (−s−3)H(Z)

+
(
−1

2
s2 − 1

2
s+1

)
H(CX )+

(
1
2

s2 + 3
2

s+2
)

H(XY )+(s+2)H(X Z)+(s+2)H(Y Z)+(−s+1)H(XY Z)≥ 0 .

With (5.5.3), H(CX ) and H(C) are eliminated from (5.5.4), resulting in (5.2.25).

5.5.2 Proof of Proposition 5.2.6

In a similar manner as for the proof of Proposition 5.2.5, we consider inequality (3.2.8) with

variable choices (X1, X2, X3, X4) = (X , Y , C, Z) and the independencies I(X : Y |C) = 0 and

I(Z : C)= 0 to obtain

(5.5.5) (s+1)H(C)+
(
−1

2
s2 − 3

2
s
)

H(X )+ (−s−1)H(Y )+
(
−1

2
s2 − 1

2
s
)

H(Z)−H(CX )

− sH(CY )+
(

1
2

s2 + 3
2

s+1
)

H(XY )+ s2H(X Z)+
(

1
2

s2 + 1
2

s
)

H(Y Z)− s2H(XY Z)≥ 0 .

We also consider two inequalities that are obtained from marginalising Γ
(
CC

3
)

to vectors

(H(C),H(X ),H(Y ),H(Z),H(CX ),H(CY ),H(XY ),H(X Z),H(Y Z),H(XY Z)) ,

namely (5.5.2) as well as

(5.5.6) −H(C)−H(Y )−H(Z)+H(CY )+H(Y Z)≥ 0 .

Inequality (5.5.2) allows us to eliminate H(CX ) from (5.5.5) and (5.5.6) allows us to eliminate

H(C) and H(CY ), yielding (5.2.26).

5.5.3 Proof of Lemma 5.3.2

Due to the causal constraints we can write

(5.5.7) PZÃB̃ = ∑
abc

PZ|abPÃ|acPB̃|bcPA(a)PB(b)PC(c).

Because Z =AND(Ã, B̃), we can derive the following two conditions:

(1) Using PZÃB̃(0,1,1)= 0, it follows that for each triple (a,b, c) either PZ|ab(0)= 0 or PÃ|ac(1)= 0

or PB̃|bc(1)= 0.
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(2) Using PZÃB̃(1,0,0) = PZÃB̃(1,0,1) = PZÃB̃(1,1,0) = 0, it follows that for each triple (a,b, c)

either PZ|ab(1)= 0 or PÃ|ac(1)= PB̃|bc(1)= 1.

We first argue that Z is a deterministic function of A and B, i.e., PZ|ab ∈ {0,1} for all pairs (a,b).

From condition (2) we know that either PZ|ab(1)= 0 (and thus PZ|ab(0)= 1) deterministically, or

that PÃ|ac(1)= PB̃|bc(1)= 1. But in the latter case condition (1) implies that PZ|ab(0)= 0 (and thus

PZ|ab(1)= 1).

Now let us consider the two cases (a) PZ|ab(1)= 1; and (b) PZ|ab(1)= 0 separately.

(a) Let (a,b) be such that PZ|ab(1)= 1. According to condition (2), PÃ|ac(1)= PB̃|bc(1)= 1 for all c,

and thus we have PÃ|ac = PÃ|a as well as PB̃|bc = PB̃|b.

(b) Let (a,b) be such that PZ|ab(1)= 0. Then PZ|ab(0)= 1 and thus by condition (1) for all c either

PÃ|ac(1) = 0 or PB̃|bc(1) = 0. We further divide into two cases: either (i) (a,b) are such that

PZ|ab′(1)= 0 for all b′ and PZ|a′b(1)= 0 for all a′; or (ii) they are not.

(ii) Suppose ∃b′ such that PZ|ab′(1)= 1. In this case PÃ|ac(1)= 1 for all c due to condition (2)

and thus from condition (1) we have PB̃|bc(1) = 0. Thus for such pairs (a,b), the relations

PÃ|ac = PÃ|a as well as PB̃|bc = PB̃|b hold. Symmetric considerations can be made in the case

where ∃a′ such that PZ|a′b(1)= 1 instead.

(i) It cannot be the case that all pairs (a,b) have PZ|ab′(1)= 0 for all b′ and PZ|a′b(1)= 0 for all

a′ (otherwise PZ(1)= 0). Hence there exists (a′′,b′′) for which PZ|a′′b′′(1)= 1. By condition (2),

this implies that PÃ|a′′c(1) = PB̃|b′′c(1) = 1 for all c. Thus, as PZ|ab′′(1) = 0 and PB̃|b′′c(1) = 1, it

follows from condition (1) that PÃ|ac(1)= 0 for any c; PB̃|bc(1)= 0 follows analogously, which

concludes the proof.

�
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6
ENTROPIC DISTINCTION BETWEEN CLASSICAL AND QUANTUM

CAUSAL STRUCTURES

In this chapter we analyse whether the entropy vector method is able to distinguish classical

and quantum causal structures. We start by analysing the so-called bilocal causal structure

in Section 6.1, for which we show that the entropy vector method is unable to distinguish

between the classical and the quantum scenario despite there being a well-known gap at the

level of correlations. In Section 6.2, we then present the main result of this chapter, that in any

line-like causal structure the sets of compatible entropy vectors coincide for classical, quantum

and general non-signalling resources. In Section 6.3 we show that the same is true for other small

causal structures and discuss possible avenues towards a general statement. We also explain

why such a general statement has, thus far, remained elusive. In Section 6.4 we show how the

post-selection technique can in some cases salvage the entropic approach but also point out its

limitations.

6.1 Inability of the entropy vector approach to distinguish
classical and quantum causes in the bilocal causal
structure

Entanglement swapping [24] is a quantum operation that is applied in quantum repeaters to

achieve long-distance quantum communication [36, 193] as well as in the event-ready detectors

scheme [237] and has for instance been used in one of the recent loophole-free Bell tests [111].

The causal structure representing the corresponding setup is the bilocal causal structure, BI,

displayed in Figure 6.1. The correlations compatible with the scenario have been analysed

in [28, 29], where it was shown that there is a gap between the sets of compatible distributions
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A

X

C2 W

Y

C3

Z

B

Figure 6.1: Bilocal causal structure. A, B, W , X , Y and Z are observed variables, C2 and C3 are
unobserved. The direct links from A to X , from B to Z and from W to Y could be equivalently
replaced with an unobserved variable shared between each pair.

in classical and quantum case, i.e., PM

(
BIC)

( PM

(
BIQ)

. The technological relevance of the

scenario and its prominence in the community makes it a suitable example for illustrating our

techniques.

Proposition 6.1.1. The entropy vector method is unable to distinguish, classical, quantum and

more general non-signalling resources in the bilocal causal structure,

(6.1.1) Γ∗
M

(
BIC

)
=Γ∗

M

(
BIQ

)
.

We prove this in the following by constructing an outer approximation to the set of achievable

entropy vectors in BIQ and by showing that both, Γ∗
M

(
BIC)

and Γ∗
M

(
BIQ)

, coincide with this

approximation, which also equals ΓM

(
BIC)

.

Proof. We first give an outer approximation to the marginal cone of the bilocal causal structure

in terms of the observed variables, which is thus valid for classical, quantum and general non-

signalling unobserved variables. Let us consider the Shannon inequalities of the six observed

variables A, B, W , X , Y and Z and the following conditional independence relations,1

I(A : BWY Z)= 0 ,(6.1.2)

I(B : AW XY )= 0 ,(6.1.3)

I(W : ABX Z)= 0 ,(6.1.4)

I(X : BWZ|A)= 0 ,(6.1.5)

I(Z : AW X |B)= 0 ,(6.1.6)

I(Y : AB|X )= 0 .(6.1.7)

Converting the H -representation of this cone to its V -representation yields 35 extremal rays

meeting at the zero vector, which is the tip of the pointed polyhedral cone. In the following, one

entropy vector on each extremal ray is listed with components ordered according to

(H(A), H(B), H(W), H(X ), H(Y ), H(Z), H(AB), H(AW), . . . , H(ABW XY Z)) .

1In classical and quantum case there are further valid (in)equalities implied by the causal structure, as long as
the unobserved subsystems are included in our considerations. The following argument shows, however, that these do
not impart any additional constraints on the entropy vectors of the observed marginal scenario.
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BILOCAL CAUSAL STRUCTURE

(1) 1 1 1 2 3 2 2 2 3 4 3 2 3 4 3 3 4 3 5 4 5 3 4 5 4 4 5 4 6 5 6 4 5 4 6 5 6 6 5 6 7 5 6 5 7 6 7 6 6 7 7 7 6 6 7 7 7 7 7 7 7 7 7
(2) 1 1 1 2 2 2 2 2 3 3 3 2 3 3 3 3 3 3 4 4 4 3 4 4 4 4 4 4 5 5 5 4 4 4 5 5 5 5 5 5 6 5 5 5 6 6 6 6 6 6 7 6 6 6 7 7 7 7 7 7 7 7 7
(3) 1 1 1 1 2 2 2 2 2 3 3 2 2 3 3 2 3 3 3 3 4 3 3 4 4 3 4 4 4 4 5 3 4 4 4 4 5 4 4 5 5 4 5 5 5 5 6 5 5 6 6 5 5 5 6 6 6 6 6 6 6 6 6
(4) 1 1 1 2 2 1 2 2 3 3 2 2 3 3 2 3 3 2 4 3 3 3 4 4 3 4 4 3 5 4 4 4 4 3 5 4 4 5 4 4 5 5 5 4 6 5 5 5 5 5 6 6 5 5 6 6 6 6 6 6 6 6 6
(5) 1 1 1 1 2 1 2 2 2 3 2 2 2 3 2 2 3 2 3 2 3 3 3 4 3 3 4 3 4 3 4 3 4 3 4 3 4 4 3 4 4 4 5 4 5 4 5 4 4 5 5 5 4 4 5 5 5 5 5 5 5 5 5
(6) 0 1 1 1 2 2 1 1 1 2 2 2 2 3 3 2 3 3 3 3 4 2 2 3 3 2 3 3 3 3 4 3 4 4 4 4 5 4 4 5 5 3 4 4 4 4 5 4 4 5 5 5 5 5 5 5 5 5 5 5 5 5 5
(7) 1 0 1 2 2 1 1 2 3 3 2 1 2 2 1 3 3 2 4 3 3 2 3 3 2 4 4 3 5 4 4 3 3 2 4 3 3 5 4 4 5 4 4 3 5 4 4 5 5 5 5 5 4 4 5 5 5 5 5 5 5 5 5
(8) 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 5 5 5 5 5 5 5
(9) 0 1 1 1 2 1 1 1 1 2 1 2 2 3 2 2 3 2 3 2 3 2 2 3 2 2 3 2 3 2 3 3 4 3 4 3 4 3 3 4 4 3 4 3 4 3 4 3 3 4 4 4 4 4 4 4 4 4 4 4 4 4 4

(10) 1 0 1 1 2 1 1 2 2 3 2 1 1 2 1 2 3 2 3 2 3 2 2 3 2 3 4 3 4 3 4 2 3 2 3 2 3 4 3 3 4 3 4 3 4 3 4 4 4 4 4 4 3 3 4 4 4 4 4 4 4 4 4
(11) 0 1 1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 4 4 4 4 4 4 4 4 4 4 4 4
(12) 1 0 1 1 1 1 1 2 2 2 2 1 1 1 1 2 2 2 2 2 2 2 2 2 2 3 3 3 3 3 3 2 2 2 2 2 2 3 3 3 3 3 3 3 3 3 3 4 4 4 4 3 3 3 3 4 4 4 4 4 4 4 4
(13) 1 1 0 1 1 1 2 1 2 2 2 1 2 2 2 1 1 1 2 2 2 2 3 3 3 2 2 2 3 3 3 2 2 2 3 3 3 2 2 2 3 3 3 3 4 4 4 3 3 3 4 3 3 3 4 3 4 4 4 4 4 4 4
(14) 0 0 1 1 2 1 0 1 1 2 1 1 1 2 1 2 3 2 3 2 3 1 1 2 1 2 3 2 3 2 3 2 3 2 3 2 3 3 3 3 3 2 3 2 3 2 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
(15) 0 0 1 1 1 1 0 1 1 1 1 1 1 1 1 2 2 2 2 2 2 1 1 1 1 2 2 2 2 2 2 2 2 2 2 2 2 3 3 3 3 2 2 2 2 2 2 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
(16) 0 1 0 1 1 1 1 0 1 1 1 1 2 2 2 1 1 1 2 2 2 1 2 2 2 1 1 1 2 2 2 2 2 2 3 3 3 2 2 2 3 2 2 2 3 3 3 2 2 2 3 3 3 3 3 3 3 3 3 3 3 3 3
(17) 0 1 1 0 1 1 1 1 0 1 1 2 1 2 2 1 2 2 1 1 2 2 1 2 2 1 2 2 1 1 2 2 3 3 2 2 3 2 2 3 2 2 3 3 2 2 3 2 2 3 2 3 3 3 3 3 3 3 3 3 3 3 3
(18) 1 0 0 1 1 1 1 1 2 2 2 0 1 1 1 1 1 1 2 2 2 1 2 2 2 2 2 2 3 3 3 1 1 1 2 2 2 2 2 2 3 2 2 2 3 3 3 3 3 3 3 2 2 2 3 3 3 3 3 3 3 3 3
(19) 1 0 1 1 1 0 1 2 2 2 1 1 1 1 0 2 2 1 2 1 1 2 2 2 1 3 3 2 3 2 2 2 2 1 2 1 1 3 2 2 2 3 3 2 3 2 2 3 3 3 3 3 2 2 2 3 3 3 3 3 3 3 3
(20) 0 0 0 1 1 1 0 0 1 1 1 0 1 1 1 1 1 1 2 2 2 0 1 1 1 1 1 1 2 2 2 1 1 1 2 2 2 2 2 2 2 1 1 1 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
(21) 0 0 1 0 1 1 0 1 0 1 1 1 0 1 1 1 2 2 1 1 2 1 0 1 1 1 2 2 1 1 2 1 2 2 1 1 2 2 2 2 2 1 2 2 1 1 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
(22) 0 0 1 1 1 0 0 1 1 1 0 1 1 1 0 2 2 1 2 1 1 1 1 1 0 2 2 1 2 1 1 2 2 1 2 1 1 2 2 2 2 2 2 1 2 1 1 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
(23) 0 0 0 0 0 1 0 0 0 0 1 0 0 0 1 0 0 1 0 1 1 0 0 0 1 0 0 1 0 1 1 0 0 1 0 1 1 0 1 1 1 0 0 1 0 1 1 0 1 1 1 0 1 1 1 1 0 1 1 1 1 1 1
(24) 0 0 0 0 1 0 0 0 0 1 0 0 0 1 0 0 1 0 1 0 1 0 0 1 0 0 1 0 1 0 1 0 1 0 1 0 1 1 0 1 1 0 1 0 1 0 1 1 0 1 1 1 0 1 1 1 1 0 1 1 1 1 1
(25) 0 0 0 1 0 0 0 0 1 0 0 0 1 0 0 1 0 0 1 1 0 0 1 0 0 1 0 0 1 1 0 1 0 0 1 1 0 1 1 0 1 1 0 0 1 1 0 1 1 0 1 1 1 0 1 1 1 1 0 1 1 1 1
(26) 0 0 1 0 0 0 0 1 0 0 0 1 0 0 0 1 1 1 0 0 0 1 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0 1 1 1 0 1 1 1 0 0 0 1 1 1 0 1 1 1 0 1 1 1 1 0 1 1 1
(27) 0 1 0 0 1 1 1 0 0 1 1 1 1 2 2 0 1 1 1 1 2 1 1 2 2 0 1 1 1 1 2 1 2 2 2 2 2 1 1 2 2 1 2 2 2 2 2 1 1 2 2 2 2 2 2 2 2 2 2 2 2 2 2
(28) 0 1 0 0 0 0 1 0 0 0 0 1 1 1 1 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 1 1 1 1 1 1 0 0 0 0 1 1 1 1 0 1 1 1 1 0 1 1
(29) 1 0 0 1 1 0 1 1 2 2 1 0 1 1 0 1 1 0 2 1 1 1 2 2 1 2 2 1 2 2 2 1 1 0 2 1 1 2 1 1 2 2 2 1 2 2 2 2 2 2 2 2 1 1 2 2 2 2 2 2 2 2 2
(30) 1 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 1 1 1 1 1 0 1
(31) 0 0 0 0 1 1 0 0 0 1 1 0 0 1 1 0 1 1 1 1 1 0 0 1 1 0 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
(32) 0 0 0 1 1 0 0 0 1 1 0 0 1 1 0 1 1 0 1 1 1 0 1 1 0 1 1 0 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
(33) 0 0 1 0 1 0 0 1 0 1 0 1 0 1 0 1 1 1 1 0 1 1 0 1 0 1 1 1 1 0 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
(34) 0 1 0 0 0 1 1 0 0 0 1 1 1 1 1 0 0 1 0 1 1 1 1 1 1 0 0 1 0 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
(35) 1 0 0 1 0 0 1 1 1 1 1 0 1 0 0 1 0 0 1 1 0 1 1 1 1 1 1 1 1 1 1 1 0 0 1 1 0 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1

We now show that these vectors are all achievable with classical probability distributions

that are compatible with the bilocal causal structure, i.e., P ∈PM

(
BIC)

. Hence, the conic hull of

these vertices is Γ∗
M

(
BIC)

and, therefore, the closures of the sets of entropy vectors compatible

with BIC, BIQ and BIG all coincide. The strategies that lead to the above 35 entropy vectors are

as follows.

• A, B, W are uniformly random bits. The nodes C2 and C3 distribute two uniformly random

bits C1
2 and C2

2 as well as C1
3 and C2

3 respectively. X consists of two bits, the first of which
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is X1 = A⊕C1
2, the second is X2 = C2

2. Similarly, Z1 = B⊕C1
3 and Z2 = C2

3. Furthermore, Y

outputs three bits Y1 =W ⊕C2
2 ⊕C2

3, Y2 =W ⊕C1
2 and Y3 =W ⊕C1

3. Reproduces (1).

• A, B, W are uniformly random bits. The nodes C2 and C3 distribute two uniformly random

bits C1
2 and C2

2 as well as C1
3 and C2

3 respectively. X consists of two bits, the first of which

is X1 = A⊕C1
2, the second is X2 = C2

2. Similarly, Z1 = B⊕C1
3 and Z2 = C2

3. Furthermore, Y

outputs two bits Y1 =W ⊕C1
2 ⊕C2

3 and Y2 =W ⊕C2
2 ⊕C1

3. Reproduces (2).

• A, B, W are uniformly random bits. The nodes C2 distributes one uniformly random bit, the

node C3 distributes two uniformly random bits C1
3 and C2

3. X outputs one bit X = A⊕C2.

Furthermore, Y outputs two bits Y1 = W ⊕C2
3, Y2 = C2 ⊕C1

3. Similarly, Z1 = B⊕C1
3 and

Z2 = C1
3 ⊕C2

3. Reproduces (3), (4) is a permutation of this.

• A, B, W are uniformly random bits. The nodes C2 and C3 distribute one uniformly random

bit each. X outputs one bit, X1 = A⊕C2. Similarly, Z = B⊕C3. Furthermore, Y outputs two

bits Y1 =W ⊕C2 and Y2 =W ⊕C3. Reproduces (5).

• A = 0, B and W are uniformly random bits. The node C2 distributes one uniformly random

bit, the node C3 distributes two, C1
3 and C2

3. X outputs one bit, X = C2. Furthermore, Y

outputs two bits Y1 =W ⊕C1
3 and Y2 =W ⊕C2 ⊕C2

3. Also, Z1 = B⊕C1
3, Z2 = C2

3. Reproduces

(6) and the ray (7) is obtained with a permutation of this strategy.

• A, B, W are uniformly random bits. The nodes C2 and C3 distribute one uniformly random

bit each. X outputs one bit, X = A⊕C2. Similarly, Z = B⊕C3. Furthermore, Y =W⊕C2⊕C3.

Reproduces (8).

• A = 0, B and W are uniformly random bits. The nodes C2, C3 distribute one uniformly

random bit each. X outputs X = C2. Furthermore, Y outputs two bits Y1 = W ⊕C2 and

Y2 =W ⊕C3. Also, Z = B⊕C3. Reproduces (9). (10) is obtained with a permuted strategy.

• A = 0, B and W are uniformly random bits. The nodes C2, C3 distribute one uniformly

random bit each. X outputs X = C2. Furthermore, Y = W ⊕C2 ⊕C3. Also, Z = B ⊕C3.

Reproduces (11). (12) is obtained with a permuted strategy.

• W = 0, A and B are uniformly random bits. The nodes C2, C3 distribute one uniformly

random bit each. X outputs X = W ⊕C2. Furthermore, Y = C2 ⊕C3. Also, Z = B ⊕C3.

Reproduces (13).

• A = B = 0, W is a uniformly random bit. The nodes C2, C3 distribute one uniformly random

bit each. X outputs X = C2. Furthermore,Y outputs two bits Y1 =W ⊕C2 and Y2 =W ⊕C3.

Also, Z = C3. Reproduces (14).

• A = B = 0, W is a uniformly random bit. The nodes C2, C3 distribute one uniformly random

bit each. X outputs X = C2. Furthermore, Y =W ⊕C2 ⊕C3. Also, Z = C3. Reproduces (15).
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6.2. INABILITY OF THE ENTROPY VECTOR METHOD TO DISTINGUISH CLASSICAL AND QUANTUM CAUSES IN LINE-LIKE

CAUSAL STRUCTURES

• A =W = 0, B is a uniformly random bit. The nodes C2, C3 distribute one uniformly random

bit each. X outputs X = C2. Furthermore, Y = C2 ⊕C3. Also, Z = B⊕C3. Reproduces (16).

(18) is recovered similarly.

• A = X = 0, B and W are a uniformly random bits. The node C3 distributes one uniformly

random bit. Y =W ⊕C3. Also, Z = B⊕C3. Reproduces (17). (19) is recovered similarly.

• A = B =W = 0. The node C3 distributes one uniformly random bit. X = C2 and Y = C2 ⊕C3.

Also, Z = C3. Reproduces (20).

• A = B = X = 0. W is a uniformly random bit. The node C2 and C3 distribute one uniformly

random bit each. Y =W ⊕C3, Z = C3. Reproduces (21). (22) is recovered similarly

• A = B = W = X = Y = 0, Z is a uniformly random bit and permutations of this recover

(23)-(26), (28) and (30).

• A =W = X = 0, B is a uniformly random bit. The node C3 distributes one uniformly random

bit. Y = C3. Also, Z = B⊕C3. Reproduces (27). (29) is recovered similarly.

• A = B = W = X = 0, B is a uniformly random bit. The node C3 distributes one uniformly

random bit. Y = C3. Also, Z = C3. Reproduces (31). (32) is recovered similarly.

• A = B = X = Z = 0, W is a uniformly random bit. Y = W. Recovers (33). (34) and (35) are

recovered similarly.

�

The above also implies that non-Shannon inequalities do not play any role for the characteri-

sation of BIC with the entropy vector method.

Entropic considerations relying on the post-selection technique have been carried out in

Refs. [48, 49], where it was shown that the post-selection technique leads to additional inequalities

for this scenario.2 These can be violated with PR-boxes [181, 210], whether they can certify a

separation between classical and quantum correlations is unknown.

6.2 Inability of the entropy vector method to distinguish
classical and quantum causes in line-like causal structures

In this section, we consider the family of line-like causal structures, Pn, displayed in Figure 6.2.

The causal structure Pn has observed nodes X1, X2, . . . , Xn. Each pair of consecutive observed

nodes X i and X i+1 has an unobserved parent Ci. As briefly mentioned before, the case n = 4 is in

one-to-one correspondence with the bipartite Bell causal structure shown in Figure 4.1(b) [88].

2Note that Refs. [48, 49] actually analysed P5 introduced in the next section.
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X1

C1

X2

C2

X3

C3 Cn−1

Xn

Figure 6.2: The causal structure Pn. The nodes X i represent observed variables, whereas the Ci
denote the unobserved classical, quantum or more general non-signalling systems.

To make the identification, take X1 = A, X2 = X , X3 = Y , X4 = B and C2 = C. We can assume

without loss of generality that C1 = A and C3 = B: the same set of observed correlations can be

generated in either case (cf. Figure 6.3).

In the classical case the node C corresponds to a local hidden variable. Free choice of settings,

crucial to the derivation of a Bell inequality, is naturally encoded in the causal structure (e.g.,

PA|BY C = PA follows as A has no parents but BY C as its non-descendants), as are the conditions

of local causality, that PXY |ABC = PX |ACPY |BC. The only difference between PC
4 and the quantum

case, PQ
4 , is the nature of the node C. Bell’s original argument then implies that there are

non-classical correlations, i.e., there are distributions in PM

(
PQ

4

)
that are not in PM

(
PC

4
)
.

In spite of this well-known separation, by looking at the entropy vectors of the observed

variables no distinction can be made. This is stated more formally as follows.

Theorem 6.2.1. Γ∗
M

(
PQ

n

)
=Γ∗

M

(
PC

n
)

for all n ∈N.

Note that for n ≤ 3, PM

(
PC

n
)=PM

(
PQ

n

)
and hence in these cases the theorem immediately

follows [88]. The full proof of this theorem is conducted in Section 6.5.1.

The theorem proves a considerable limitation of the entropy vector method, which is neither

able to distinguish the sets of achievable classical and quantum (and more general non-signalling)

entropy vectors in the Bell scenario, nor in its line-like generalisations. The post-selection

technique may make up for this issue to some extent, as we shall discuss in Section 6.4.

6.3 Towards a general statement

Theorem 6.2.1 reveals major limitations of the entropy vector approach for line-like causal

structures, we shall now analyse its performance for several other relevant examples. We first

focus on causal structures with up to five nodes, for which there is a separation between classical

and quantum (and potentially more general resources) at the level of correlations, i.e., for which

PM

(
CC)

( PM

(
CQ)

. In Ref. [112], these causal structures were identified. There is only one

with four nodes, the instrumental scenario, and 96 with five nodes (which can be reduced to

the three causal structures displayed in Figure 4.1 with so called reduction rules) [112]. In the

following, we show that for the three examples from Figure 4.1 the entropy vector method is also

unable to distinguish classical and quantum.
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Proposition 6.3.1. For the three small causal structures, IC, B and S respectively, the entropy

vector method is unable to distinguish classical and quantum version.

For the Bell scenario, B, this has already been established through Theorem 6.2.1 in the

previous section, it is mentioned here for completeness. Whilst for this example the set of

compatible entropy vectors can be identified by considering observed variables only, and hence

is valid also in theories with unobserved non-signalling resources, the same cannot be said for

structures IC and S. However, we do not know of any violations of the entropy inequalities that

are valid for IC and S in the classical and quantum case by means of more general non-signalling

systems. The proof of Proposition 6.3.1 is deferred to Section 6.5.2.

The only causal structures with up to five nodes, where the entropy vector method may unveil

a separation between classical and quantum correlations are the 94 remaining examples from

Ref. [112], for all others the sets of compatible distributions generated with classical and quantum

resources are identical, PM

(
CC)=PM

(
CQ)

, and so are the sets of compatible entropy vectors.

The causal structure ˆIC from Figure 4.2 is an example of a five variable causal structure for

which we were not able to establish that Γ∗
M

(
ˆICC

)
=Γ∗

M

(
ˆICQ

)
. For ˆIC we found a gap between

inner and outer approximations to the classical entropy cone, which could be explored with

non-Shannon inequalities, as outlined in Chapter 5. Even including such inequalities, however,

the linear characterisation of the set of compatible entropy vectors remains elusive in both the

classical and the quantum case, leaving the question as to whether their boundaries coincide

open.

Out of all causal structures with six random variables, there are 10186 for which a classical

to quantum separation might exist [112] and the number of such examples increases rapidly with

the number of variables. As we have observed in Chapter 5, for the 18 examples to which the

former can be reduced, non-Shannon inequalities play a role in their entropic characterisation

and we are lacking a complete linear characterisation in all cases. Our insufficient understanding

of the mapping from probability distributions to entropies and of the structure of entropy space

itself hinder us from proving equivalence (or inequivalence) in these comparably small examples.

Overall, there are several reasons why a general statement about the classical to quantum

separation in entropy space is elusive. First of all, for n ≥ 4 we cannot sufficiently characterise the

entropy cone for n random variables nor that for an n-party quantum state. In the classical case

infinitely many inequalities are required for this endeavour in general, a practically infeasible

task that is complicated further as not all of these inequalities are known. The quantum case is

even less understood. No inequalities for the von Neumann entropy are known except for positivity

of entropy, submodularity and weak-monotonicity. Hence, the entropy cone of a coexisting set

of quantum nodes in a causal structure may or may not be sufficiently characterised in terms

of linear entropy inequalities [176]. In addition, the transition from quantum states to classical

observed variables through measurements, that in the entropic approximations is encoded in

117
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(a)
X2

X1

(b)
X2

X1

A

Figure 6.3: For a quantum causal structure with an observed input node, X1–meaning a parentless
node from which there is only one arrow to another observed node, X2–there always exists another
(quantum) causal structure that allows for exactly the same correlations and where the observed
input is replaced by a shared quantum parent of X1 and X2. To simulate any correlations in
(a) within scenario (b) we can use a quantum system that sends perfectly correlated classical
states to both nodes X1 and X2, which are distributed as X1. On the other hand, any correlations
created in scenario (b) can be created in scenario (a) by having a random variable X1 sent to node
X2, the relevant quantum states (the reduced states that would be present in (b) conditioned on
the value of X1) are locally generated.

DPIs, allows CPTP maps with classical output states only. Whether and how this may restrict

the compatible entropy vectors, and whether it may retain the structure of a convex cone is, to

our knowledge, not understood. This leaves us with the following open problem.

Open Problem 6.3.2. Does there exist a causal structure C for which Γ∗
M

(
CC) 6=Γ∗

M

(
CQ)

?

It is unknown whether the entropy vector method merely accounts for (conditional) indepen-

dence relations and hence encodes theory-independent information about causal structure or

whether it is able to distinguish unobserved resources from different underlying theories.

6.4 Distinguishing classical and quantum causes with
post-selection

The post-selection technique is applicable whenever at least one observed parentless node is part

of the causal structure under consideration or when appropriate adaptations can be made (cf.

Section 3.3). This means that it is neither directly applicable in the triangle causal structure nor

in line-like causal structures.

Whereas in the triangle scenario this issue cannot be easily overcome, we can apply the

technique to the line-like causal structures. There, the two nodes X1 and Xn can be converted into

observed parents of X2 and Xn−1 respectively, in the sense that Pn is in one-to-one correspondence

with such an adapted scenario. This is illustrated in Figure 6.3. Therefore, small line-like causal

structures can be analysed with the post-selection technique. P4 and P5 have been previously

analysed in this way in Refs. [34, 46] and [49] respectively. While for P4 all quantum correlations

that are not classically reproducible can be detected in this way [50], no quantum violations of the
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corresponding entropic inequalities for P5 are known, there are, however, violations generated

with PR-boxes [49].

For P6, we find an outer approximation with 28 extremal rays, alternatively characterised by

16 equalities and 153 inequalities (including permutations).3 For larger line-like causal structures

the number of variables soon becomes computationally unmanageable, rendering the method

impractical.

6.5 Appendix

6.5.1 Proof of Theorem 6.2.1

For our proof, we rely on the following lemma by Yeung [233], the proof of which is omitted here.

Lemma 6.5.1 (Yeung [233]). Consider n variables X1, X2, . . . , Xn and define Ω := {X1, X2, . . . , Xn}.

Taking positivity of each entropy to be implicit, the Shannon inequalities for these are generated

from a minimal set of n+n(n−1)2n−3 inequalities:

H(Ω|Ω\{X i}) ≥ 0,(6.5.1)

I(X i : X j|XS) ≥ 0,(6.5.2)

where the first is needed for all X i ∈Ω and the second for all XS (Ω, X i, X j ∈Ω, X i, X j ∉ XS,

i < j.

Now take X1, X2, . . . , Xn to be the observed nodes in Pn and for i+1< j define Mi, j := {Xk} j−1
k=i+1

as the set of nodes between X i and X j. The first part of the proof of Theorem 6.2.1 is to show that

from these n+n(n−1)2n−3 Shannon inequalities at most n(n+1)
2 are not implied by the conditional

independence constraints and the remaining Shannon inequalities.

Lemma 6.5.2. Within the causal structure PC
n , all of the submodularity inequalities (6.5.2) with

Mi, j 6⊆ XS are implied by the causal constraints.

Proof. Let Mi, j 6⊆ XS, then there is at least one node Xk 6∈ XS with i < k < j. For each such node

we can partition XS = {
X k−

S , X k+
S

}
, where X k−

S contains all X l ∈ XS with l < k and X k+
S contains

the elements with X l ∈ XS with l > k (note that both sets may be empty). Since {X i}∪ X k−
S is

d-separated from {X j}∪ X k+
S we have

H(
{
X i, X j

}∪ XS) = H({X i}∪ X k−
S )+H(

{
X j

}∪ X k+
S ),(6.5.3)

H({X i}∪ XS) = H({X i}∪ X k−
S )+H(X k+

S ),(6.5.4)

H(
{
X j

}∪ XS) = H(X k−
S )+H(

{
X j

}∪ X k+
S ),(6.5.5)

H(XS) = H(X k−
S )+H(X k+

S ),(6.5.6)
3We do not list these vertices and inequalities here, as they are not particularly instructive. They may, however,

be provided upon request.
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and thus (6.5.2) is obeyed with equality. �

Lemma 6.5.3. Within the causal structure PC
n , the n(n−1)

2 submodularity constraints of the form

I(X i : X j|Mi, j)≥ 0 for all X i, X j with i < j imply all submodularity constraints (6.5.2).

Proof. Lemma 6.5.2 shows this to hold in the case Mi, j 6⊆ XS. Thus, we restrict to the case

Mi, j ⊆ XS. Let us write XS = Mi, j ∪ XT , where XT = XS \ Mi, j.

First consider the case where X i−1, X j+1 ∉ XT . Here Mi−1, j+1 and XT are d-separated and

hence

H({X i, X j}∪Mi, j ∪ XT ) = H({X i, X j}∪Mi, j)+H(XT )(6.5.7)

H({X i}∪ XT ) = H(X i)+H(XT )(6.5.8)

H({X j}∪ XT ) = H(X j)+H(XT )(6.5.9)

H(Mi, j ∪ XT ) = H(Mi, j)+H(XT )(6.5.10)

so that I(X i : X j|Mi, j ∪ XT ) = I(X i : X j|Mi, j). Next, consider the case where Xk ∈ XT for k =
j + 1, j + 2, . . . , j + L, but X i−1, X j+L+1 ∉ XT . By d-separation, we have I(X i : X j|Mi, j ∪ XT ) =
I(X i : X j|Mi, j ∪ {X j+1, . . . , X j+L}), and the latter expression can be more concisely written as

I(X i : X j|Mi, j ∪M j, j+L+1). Then,

I(X i : X j|Mi, j ∪M j, j+L+1)= I(X i : M j, j+L+1 ∪ {X j}|Mi, j)− I(X i : M j, j+L+1|Mi, j)(6.5.11)

= I(X i : M j, j+L+1 ∪ {X j}|Mi, j)(6.5.12)

= I(X i : X j|Mi, j)+ I(X i : M j, j+L+1|Mi, j+1)(6.5.13)

= I(X i : X j|Mi, j)+ I(X i : M j+1, j+L+1 ∪ {X j+1}|Mi, j+1),(6.5.14)

where we have used I(X i : M j, j+L+1|Mi, j)= 0, which follows from d-separation. Noting the relation

between the last term in the final line and the third line, we can proceed to recursively decompose

the expression into

I(X i : X j|Mi, j ∪M j, j+L+1)=
L∑

l=0
I(X i : X j+l |Mi, j+l) .(6.5.15)

Now suppose Xk ∈ XT for k = i−1, i−2, . . . i−K and k = j+1, j+2, . . . , j+L, but X i−K−1, X j+L+1 ∉
XT . By d-separation, we have I(X i : X j|Mi, j∪XT )= I(X i : X j|Mi, j∪{X i−K , . . . , X i−1}∪{X j+1, . . . , X j+L}),

and the latter expression can be more concisely written as I(X i : X j|Mi, j ∪Mi−K−1,i ∪M j, j+L+1).

Then,

I(X i : X j|Mi, j ∪Mi−K−1,i ∪M j, j+L+1)

= I(Mi−K−1,i ∪ {X i} : X j|Mi, j ∪M j, j+L+1)− I(Mi−K−1,i : X j|Mi, j ∪M j, j+L+1)(6.5.16)

= I(Mi−K−1,i ∪ {X i} : X j|Mi, j ∪M j, j+L+1)(6.5.17)

= I(X i : X j|Mi, j ∪M j, j+L+1)+ I(Mi−K−1,i : X j|Mi−1, j ∪M j, j+L+1)(6.5.18)

= I(X i : X j|Mi, j ∪M j, j+L+1)+ I(Mi−K−1,i−1 ∪ {X i−1} : X j|Mi−1, j ∪M j, j+L+1),(6.5.19)
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where we have used I(Mi−K−1,i : X j|Mi, j ∪M j, j+L+1)= 0, which follows from d-separation. Noting

the relation between the last term in the final line and the third line, we can hence proceed to

recursively decompose the expression into

(6.5.20) I(X i : X j|Mi, j ∪Mi−K−1,i ∪M j, j+L+1)=
K∑

k=0
I(X i−k : X j|Mi−k, j ∪M j, j+L+1) .

The latter can then be decomposed using (6.5.15). �

Including the n monotonicity constraints, there are at most n(n+1)
2 Shannon inequalities that

are not implied by the conditional independence relations of PC
n . These inequalities constrain a

pointed polyhedral cone with the zero vector as its vertex. They hold for all entropy vectors in PC
n

and thus approximate the entropy cone Γ∗
M

(
PC

n
)

from the outside. They are also valid for Γ∗
M

(
PQ

n

)
(recall that two subsets of a coexisting set are independent if they have no shared ancestors).

Note that the causal constraints reduce the effective dimensionality of the problem to n(n+1)
2 ,

since the entropies of contiguous sequences are sufficient to determine all entropies4. The n(n+1)
2

inequalities can lead to at most n(n+1)
2 extremal rays, which corresponds to the number of ways

of choosing n(n+1)
2 −1 inequalities to be simultaneously obeyed with equality. In the following

we show that this bound is saturated by constructing n(n+1)
2 entropy vectors from probability

distributions in PC
n , each of which lies on a different extremal ray.

Consider the following set of distributions in PC
n (leading to corresponding entropy vectors).

Let {Ci}n−1
i=1 be uniform random bits, and 1≤ i ≤ j ≤ n. For each i, j we define a distribution D i, j.

• For i ≤ n−1, D i,i is formed by taking X i = Ci and Xk = 1 for all k 6= i, while Dn,n has

X i = Ci−1 and Xk = 1 for all k 6= i.

• For i < j, D i, j is constructed in the following. Note that depending on i and j, each of the

parts indexed by k below may also be empty.

– Xk = 1 for 1≤ k ≤ i−1,

– X i = Ci,

– Xk = Ck−1 ⊕Ck for i+1≤ k ≤ j−1,

– X j = C j−1,

– Xk = 1 for j+1≤ k ≤ n.

Note that the set of distributions {D i, j}i, j for 1 ≤ i ≤ j ≤ n is in one-to-one correspondence with

the contiguous sequences from Ω.

Lemma 6.5.4. The n(n+1)
2 entropy vectors of the probability distributions {D i, j}i, j with 1≤ i ≤ j ≤ n

are extremal rays of Γ∗
M

(PC
n ).

4There are n contiguous sequences of length 1, {H(X i)}ni=1, n−1 of length 2, {H(X i X i+1)}n−1
i=1 , and so on, leading

to
∑n

i=1 i = n(n+1)
2 in total.
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Proof. It is sufficient to prove the following:

• For each i, D i,i obeys all of the Shannon equalities with equality except the monotonicity

relation H(Ω)−H(Ω\{X i})≥ 0, which is a strict inequality.

• For i < j, D i, j obeys all of the Shannon inequalities with equality except I(X i : X j|Mi, j)≥ 0,

which is a strict inequality.

For the n distributions D i,i all variables are independent and thus their entropy vectors

automatically satisfy all submodularity inequalities with equality. Furthermore, for any XS (Ω
with X i ∉ XS we have H({X i}∪ XS)= H(X i). Thus, for j 6= i we have

(6.5.21) H(Ω)−H(Ω\{X j})= 0,

while for j = i

H(Ω)−H(Ω\{X j})= H(X i)

> 0.
(6.5.22)

This establishes the first statement.

Consider now the (n−1)! distributions D i, j with i < j. We first deal with the monotonicity

constraints. For k < i and k > j, we have H(Ω) = H(Ω\ Xk) = j− i. Similarly, since any j− i−1

elements of Mi−1, j+1 are sufficient to determine the remaining element, we also have H(Ω\ Xk)=
j− i for i ≤ k ≤ j. Thus, all the monotonicity constraints hold with equality. For the submodularity

constraints, it is useful to note that for any D i, j with i < j we have

(6.5.23) H(Xk|Mk,l)=


1, k = i and k < l ≤ j,

1, i < k ≤ j and k < l,

0, otherwise.

Thus, I(Xk : X l |Mk,l)= H(Xk|Mk,l)−H(Xk|Mk,l+1) is zero unless k = i and l = j (in which case it

is 1). This establishes the second statement, and hence completes the proof of Lemma 6.5.4. �

Note that the entropy vector of each of the n(n+1)
2 distributions belongs to a different extremal

ray. We have thus shown that for each extremal ray of Γ∗
M

(
PC

n
)

there is a distribution in PM

(
PC

n
)

whose entropy vector lies on that ray. It follows by convexity that any vector that satisfies all

the Shannon constraints and the causal constraints of the marginal scenario in PC
n is realisable

in PC
n (at least asymptotically). Since the same outer approximation is valid for Γ∗

M

(
PQ

n

)
and

any classical distribution can be realised quantum mechanically, we have Γ∗
M

(
PC

n
)⊆Γ∗

M

(
PQ

n

)
⊆

Γ∗
M

(
PC

n
)

and therefore Γ∗
M

(
PC

n
)=Γ∗

M

(
PQ

n

)
. �
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6.5.2 Proof of Proposition 6.3.1

For IC, B and S, we have found their classical entropy cones, Γ∗
M

(
ICC)

, Γ∗
M

(
BC)

and Γ∗
M

(
SC)

in Chapter 4 (Example 4.1.1 and Section 4.3.1). It thus remains to show that these coincide

with the quantum sets Γ∗
M

(
ICQ)

, Γ∗
M

(
BQ)

and Γ∗
M

(
SQ)

respectively. For this purpose, we rely

on the H -representation of Γ∗
M

(
ICC)

, Γ∗
M

(
BC)

and Γ∗
M

(
SC)

and prove for each of them that the

respective inequalities also hold in the quantum case.

(a) For IC the only inequality in addition to the Shannon constraints for three observed variables

is I(X : ZY )≤ H(Z) (cf. Example 3.2.8 or Ref. [51, 112]). It is also valid in the quantum case

because

I(X : ZY )≤ I(X : ZAY )(6.5.24)

≤ H(X )+H(Z)+H(AY )−H(X ZAY )(6.5.25)

= H(Z)+H(X AY )−H(X ZAY )(6.5.26)

≤ H(Z) ,(6.5.27)

where the first inequality is a DPI, then we use submodularity, the independence of X and

AY and finally monotonicity for the cq-state ρX ZAY .

(b) For B the only additional constraints are the independencies I(A : BY )= 0 and I(B : AX )= 0,

(cf. Section 4.3.1) which hold in the quantum case by the d-separation rules of Section 2.3.2.

(c) For S the only additional inequality is I(Y : Z|X )≤ H(X ) (cf. Section 4.3.1). This holds in the

quantum case as,

I(Y : Z|X )≤ I(Y : BZ |X )(6.5.28)

≤ I(AY : BZ |X )(6.5.29)

≤ H(AY X )+H(BZ X )−H(X )−H(AY BZ)(6.5.30)

= H(AY X )+H(BZ X )−H(X )−H(AY )−H(BZ)(6.5.31)

≤ H(X ) ,(6.5.32)

where the first two are DPI and then we use monotonicity. The equality holds as AY and BZ

are independent and the last inequality is implied by two submodularity inequalities.

�
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Part II

Error-tolerant approach to
microscopic thermodynamics
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7
AXIOMATIC FRAMEWORK FOR ERROR-TOLERANT RESOURCE

THEORIES

We introduce an axiomatic framework for resource theories that models processes with

finite precision and errors, the significance of which we motivate in Section 7.1. As a first

original contribution, we introduce error-tolerant processes into the resource theoretic

approach in Section 7.2. In Section 7.3 we define quantities that give necessary conditions as well

as sufficient conditions for error-tolerant transformations and we analyse their properties, greatly

simplifying the working with these resource theories. Our elaborations are illustrated with the

example of adiabatic processes, for which we consider different types of errors in Sections 7.2

and 7.4 respectively.

7.1 Motivation

In microscopic systems, errors play a much more significant role than for large, thermodynamic

systems in equilibrium. If we consider the thermodynamic system par excellence, a large box filled

with a gas in an equilibrium state, small deviations, for instance if the gas is contaminated with a

single atom of a different gas, do not (notably) change the thermodynamic properties of the gas. On

the other hand, replacing a single atom in a system of few particles may result in a considerable

change to the system’s properties. Resource theoretic work has so far mostly considered idealised

situations where there is perfect control over (usually microscopic) systems [96], impeding

experimental implementations. The consideration of finite size effects in terms of restrictions

on available reservoirs [94, 200] and the consideration of probabilistic transformations [4], have

initiated a development towards more realistic resource theories. Modelling processes with

limited precision, which are innate in any experimental setup, is a natural continuation of this
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trend that we pursue here. Recently – concurrently with our considerations presented here – this

has been achieved for specific resource theories in Refs. [106, 116, 213].

In general, different types of errors are quantified in different ways. For instance, when

implementing a process, an experimenter will usually only be able to prepare a system in a

specified state up to a certain level of precision, which is quantified depending on the experiment

at hand. Furthermore, the implementation of a process on that system and the state of the system

after preparation may be further affected by noise. Additionally, the complete failure of a process

or experiment may also be accounted for as another type of error. The variety of situations we

may want to describe motivates us to take an axiomatic approach that is capable of describing

different types of errors.

Axiomatic approaches have a tradition in thermodynamics dating back to the work of

Carathéodory [43] and have recently received new attention with further advancements be-

ing made [95, 137–141]. Even though resource theories that apply to microscopic systems have

been shown to be compatible with such an axiomatic framework [137–141, 225], the frameworks

at hand were not devised for such an application. The approach of Refs. [137–141] relies on

the existence of systems that can be scaled continuously, as considered in classical thermody-

namics, a concept we aim to avoid here. In addition, previous axiomatisations are unable to

model errors, since this would require a different axiomatic structure. One of the reasons for

this is that sequential composition of processes is no longer transitive when errors are accounted

for and transitivity is a prerequisite in [137–141]. In the following, we provide an axiomatic

framework that explicitly takes errors into account and that can do without a continuous scaling

operation. Our framework is inspired by Lieb and Yngvason’s axiomatisation of (macroscopic and

mesoscopic) thermodynamics [137–141].

7.2 Thermodynamic processes with error-tolerance

Like in the traditional resource theory approach introduced in Section 2.4, we consider a state

space, here denoted Γ (as inspired by [137, 138]), on which the possible state transformations

introduce an ordering. This ordering is, however, changed when considering processes with

potential errors. That is, instead of a preorder, ≺, an error-tolerant resource theory introduces

a family of order relations, ≺ε, one for each error-tolerance ε: for ρ, σ ∈ Γ the relation ρ ≺ε σ
expresses that a transformation from ρ to σ with error at most ε is possible. For ε > 0, the

relations ≺ε are no longer transitive and thus no longer form a preorder on Γ. Nonetheless, we

require ≺ε to satisfy a few natural axioms.

Axiom 7.2.1 (Reflexivity). For any state ρ ∈Γ and any ε≥ 0,

(7.2.1) ρ ≺ε ρ .

This captures the intuition that there should be an operation that leaves the system alone,

even when allowing for errors. The second axiom captures the intuition that a larger error-
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tolerance should never render a transformation impossible. If a process can occur with a small

error, it should also be possible if we allow errors to be larger.

Axiom 7.2.2 (Ordering of error-tolerances). For any ρ, σ ∈Γ and any ε′ ≥ ε≥ 0,

(7.2.2) ρ ≺ε σ =⇒ ρ ≺ε′ σ .

Furthermore, when sequentially composing processes, the errors of consecutive processes

may add up. For instance, when errors express a probability of failure of a process, the worst

case is encountered when an error in the first process renders the second process impossible and

hence leads to a failure of the overall operation. Alternatively, when errors specify a deviation

from a target, there are situations where the second process may correct for the deviations in the

first but also situations where it may not. The latter situations also lead to the addition of errors.

This behaviour renders ≺ε for ε> 0 intransitive, while the error free case ≺0, which from here on

in we denote by ≺, remains a preorder on Γ.

Axiom 7.2.3 (Additive transitivity). For any ρ, σ, ω ∈Γ and any ε, δ≥ 0 it holds that

(7.2.3) ρ ≺ε σ,σ≺δ ω =⇒ ρ ≺ε+δ ω .

In the following, we shall quantify errors in terms of probabilities, i.e., we shall require

0 ≤ ε,δ ≤ 1. Whenever we add two errors we understand this as ε+δ = min {ε+δ, 1}. However,

errors may be quantified in other ways, in which case they may become arbitrarily large.

The last axiom concerns joint transformations of multiple systems. Composition of two

systems ρ ∈ Γ, ρ′ ∈ Γ′ is denoted in terms of a Cartesian product as (ρ,ρ′) ∈ Γ×Γ′, which is

assumed to be commutative and associative. It describes the consideration of two independent

systems as part of a larger one, where joint operations may then be applied to the two parts. If

we consider an n-system or n-particle state space we shall denote this Γ(n), where in general

Γ(1) ×·· ·×Γ(1) ⊆Γ(n), i.e., the n-system state space may contain states that cannot be obtained by

composing n systems. The following axiom captures the intuition that the presence of additional

resources should not inhibit any transformations. It is an adapted version of the composition

axiom from [137–140].

Axiom 7.2.4 (Consistent composition). For any ρ, σ ∈Γ, ω ∈Γ′ and any ε≥ 0, it holds that

(7.2.4) ρ ≺ε σ =⇒ (ρ,ω)≺ε (σ,ω) .

7.2.1 The noise-tolerant resource theory of adiabatic processes

We explore different ways to define an error-tolerant version of the resource theory of adiabatic op-

erations from Section 2.4.1. The state space is the set of density operators on a finite dimensional
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Hilbert space, Γ=S (H )1 and the composition of systems is defined as their tensor product, i.e.,

for ρ ∈S (H ), ρ′ ∈S (H ′), their composed state is (ρ, ρ′)= ρ⊗ρ′ ∈S (H ⊗H ′).
Adiabatic operations can be affected by different types of errors. In an experimental setup,

it is usually impossible to have full control over a system and any state and any process can

only be prepared and operated up to some finite precision. It may therefore not be possible

to experimentally distinguish whether an exact transition between two states has occurred

or whether a process between similar states has been achieved instead. Such errors can be

quantified in terms of the deviations of input and output states from their respective targets.

For instance, we may allow for imprecise input states, accounting for preparation errors, so that

an error-tolerant transition is possible if an exact transition from an input state that is close,

or even experimentally indistinguishable from the desired state to the target output state is

possible. Alternatively, we can allow for imprecise output states, accounting for errors in the

process: in this case, a transition is possible if an exact transformation could reach an output state

close to the target. These two types of errors can moreover be combined to an overall error that

accounts for imprecision in input and output. More specifically, we may consider any combination

of deviations of the first two types such that they add up to some maximal error ε. We shall call

these three ways of quantifying errors smoothings. Different types of errors shall be considered

in Section 7.4.

In the following, we show that when quantifying the smoothings with the trace distance, all

of them are mathematically equivalent. Moreover, they can be nicely expressed by an adapted

majorisation relation. We also remark here that for ε = 0 the usual majorisation relation is

recovered. We shall call the corresponding noise-tolerant resource theory the resource theory of

smooth adiabatic operations.

Proposition 7.2.5. For the resource theory of adiabatic operations with Γ=S (H ), the following

four definitions of ≺εM are equivalent:

(1) ρ ≺εM σ ⇐⇒ ∃ ρ′ s.t. ρ′ ≺M σ and ρ′ ∈Bε(ρ),

(2) ρ ≺εM σ ⇐⇒ ∃ σ′ s.t. ρ ≺M σ′ and σ′ ∈Bε(σ),

(3) ρ ≺εM σ ⇐⇒ ∃ ρ′,σ′ and ε′,ε′′ s.t. ρ′ ≺M σ′ and ρ′ ∈Bε′(ρ), σ′ ∈Bε′′(σ) with ε′+ε′′ ≤ ε,

(4) ρ ≺εM σ ⇐⇒ ∫ x
0 fρ(x′) dx′ ≥ ∫ x

0 fσ(x′) dx′−ε ∀x ≥ 0, where fρ and fσ are the step functions of

the spectrum of ρ and σ respectively.

The proposition is proven in Section 7.5.1. We note here that the equivalence of different

smoothings is particular to adiabatic operations, if we were to consider a different resource theory,

for instance the resource theory of thermal operations [115, 120, 185], a similar proposition would

not hold [224].
1For simplicity, we take all states to live on the same Hilbert space. Our considerations could be generalised (see

Section 2.4.1).
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The resource theory of smooth adiabatic operations allows us to analyse situations that could

not be described within the resource theory of adiabatic processes, as is illustrated with the

following example.

Example 7.2.6. Let us consider a maximally mixed qubit,

(7.2.5) ρ = 1
2
|0〉〈0|+ 1

2
|1〉〈1| .

Measuring this qubit in the {|0〉, |1〉}-basis brings the system into a pure state2. Such a measure-

ment cannot be implemented as an adiabatic process. Nonetheless, it can occur if we allow for a

large enough error and it can be modelled in the resource theory of smooth adiabatic operations.

The state |1〉 is obtained from ρ by means of the identity operation, which produces the state |0〉
with probability 1

2 and |1〉 also with probability 1
2 . In this process, the transformation from ρ to

|1〉 has an error probability 1
2 , thus

(7.2.6) ρ ≺
1
2
M |1〉〈1| .

In the following, we show that the resource theory of smooth adiabatic operations satisfies

the axioms of an error-tolerant resource theory.

Proposition 7.2.7. The resource theory of smooth adiabatic operations with state space Γ=S (H )

and with composition of states defined as their tensor product obeys Axioms 7.2.1 to 7.2.4.

Proof. We prove the proposition by showing that all four axioms hold.

(1) Reflexivity: The identity operation is an adiabatic operation, thus ρ ≺εM ρ for all ε≥ 0.

(2) Ordering of error-tolerances: let ρ ≺εM σ, i.e., let there exist ρ′ s.t. ρ′ ≺M σ with ρ′ ∈ Bε
(
ρ
)
.

Now for any ε′ ≥ ε also ρ′ ∈Bε′ (ρ)
, hence ρ ≺ε′M σ.

(3) Additive transitivity follows as ρ ≺εM σ implies that there exists ρ′ ∈Bε
(
ρ
)

such that ρ′ ≺M σ.

Similarly, σ≺δM τ implies that ∃ τ′ ∈Bε (τ) with σ≺M τ′. Since ≺M is transitive, this implies

that there is also a state transformation ρ′ ≺M τ′. As ρ′ ∈Bε
(
ρ
)

and τ′ ∈Bδ (τ), also ρ′ ≺ε+δM τ′.

(4) The consistent composition axiom follows, since ρ′ ≺M σ with ρ′ ∈ Bε
(
ρ
)

implies that also

ρ′⊗ω≺M σ⊗ω and ρ′⊗ω ∈Bε
(
ρ⊗ω)

. 3

�

2At the same time it decreases its entropy by log2(2).
3This can for instance be seen as the trace distance is subadditive with respect to the tensor product.
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7.3 Quantifying resources

In general, thermodynamic properties of a system are measured through an interaction with a

measuring apparatus. The change that is observed in the state of the measuring device provides

information about the state of the measured system. For instance, gas pressure can be measured

with a manometer, where the change in height of the liquid specifies the pressure of the gas to

be measured compared to that of a reference gas. The measuring device is in that case a tube

filled with a liquid whose state change (in terms of the relative height) specifies the pressure of

different gases with respect to the reference.

While in the above example it is implicitly assumed that the gas and its pressure remain

essentially unaffected by the measuring process and are thus compared to a reference gas in a pas-

sive manner, similar assumptions may be inapplicable for small systems whose thermodynamic

state is notably changed in the interaction with a similar apparatus. In microscopic quantum

systems, for instance, it is even possible that quantum correlations with a measuring apparatus

build up. In the following, we hence consider interactions between systems and measuring devices

that simultaneously change the state of the systems and of the devices. The state change of the

measuring apparatus then provides information about the state change of the system.

Different properties of a system are explored with different devices, which we call meter

systems. The property we are interested in here is the value of the different states of a system

as resources in an error-tolerant resource theory, which is encoded in the position of a state in

the orderings with respect to the family of relations ≺ε. It can be specified with a meter system

that is characterised by a single parameter [128, 141]. Later in this section, we shall introduce

quantities that identify necessary conditions for state transformation and that allow for the

derivation of sufficient conditions for each ε≥ 0, in terms of such a meter.

We consider a meter system that can be in a family of states
{
χλ

}
λ∈Λ = Γλ, which can be

specified with a function

χ : Λ→Γλ

λ 7→ χλ

with Λ⊆R≥0, where the parameter λ labels the different states. The change in λ produced during

an interaction with a system shall specify the resource value of the system of interest.

The notion of a meter system was first introduced in Ref. [141], where an entropy meter

is a thermodynamic system in equilibrium, for which all states are characterised by a unique

entropy function (to which our parameter λ acts similarly). Instead of adopting the fully-fledged

framework of systems in thermodynamic equilibrium [137–141], we specify a few properties of

meter systems axiomatically. The main notion we aim to avoid is the requirement of a continuous

parameter that labels the states of the meter system, which we judge undesirable when working

with microscopic systems.
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A meter system is supposed to measure the value of different resources. It should therefore

act passively in the sense that it should not enable otherwise impossible state transformations

catalytically, i.e., without being consumed.

Axiom 7.3.1 (Reduction). For any two states of a system, ρ, σ ∈Γ, and for any meter state χλ ∈Γλ
and any ε≥ 0,

(7.3.1) (ρ,χλ)≺ε (σ,χλ) =⇒ ρ ≺ε σ .

The following axiom specifies how to construct larger meter systems from smaller ones and

how to label meter states on systems of different sizes consistently. More specifically, for two

meter states χλ1 , χλ2 ∈Γλ, the state (χλ1 ,χλ2) ∈Γλ×Γλ is a state of a composed system. The next

axiom ensures that it has the properties of a meter state on a larger system.

Axiom 7.3.2 (Additivity under Composition). For any χλ1 , χλ2 ∈Γλ,

(7.3.2) χλ ∼ (χλ1 ,χλ2) ⇐⇒ λ=λ1 +λ2 ,

where χλ ∼ (χλ1 ,χλ2) means that χλ ≺ (χλ1 ,χλ2) as well as (χλ1 ,χλ2)≺ χλ.

We assume two more properties of the meter systems, that primarily concern the labelling of

the meter’s states.

Axiom 7.3.3 (Order). A meter system has at least two inequivalent states and its states are

labelled monotonically in λ, such that for any χλ1 , χλ2 ∈Γλ,

(7.3.3) λ1 ≤λ2 ⇐⇒ χλ1 ≺ χλ2 .

Note that with this we assume that all states χλ ∈Γλ can be compared with ≺, i.e., there are

no χλ1 , χλ2 ∈ΓΛ such that at the same time χλ1 6≺ χλ2 and χλ2 6≺ χλ1 .

So far, we have not addressed processes with errors on the meter system, in particular,

we have not specified which state transformations on Γλ are enabled by the allowed errors.

Axiom 7.2.2 requires that a higher error-tolerance cannot inhibit any transformations but may

enable more, which could be phrased as follows.

Axiom 7.3.4’ (Entropy scaling). For any λ1 >λ2 ∈Λ and any ε≥ 0,

(7.3.4) χλ1 ≺ε χλ2 =⇒ λ1 ≤λ2 + f (ε) .

The function f (ε) is non-decreasing in ε and f (0) = 0 according to Axiom 7.3.3. The exact

form of f is determined by the type of error that is considered. Whenever ε is understood as an

error probability such that 0≤ ε≤ 1, any state transformation should be possible in the extreme

case of ε = 1. Thus, in addition to f (0) = 0, we require limε→1 f (ε) =∞ (as the allowed values

for λ are unbounded if we consider composed meter systems). Furthermore, it should always
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be possible to run n independent instances of the same process in parallel, in which case the

success probabilities should multiply. In the case of a meter system we take it that there is also

no alternative process with a lower error probability, i.e., one process is possible if and only if

the n parallel instances of the process are possible. We thus require that both of the following

relations hold

λ1 ≤λ2 + f (1− (1−ε))(7.3.5)

n ·λ1 ≤ n ·λ2 + f (1− (1−ε)n) .(7.3.6)

This can be ensured with f (1− (1−ε)n)= n · f (1− (1−ε)), which is obeyed by f (ε)=−c · log2(1−ε).
For our applications, which all quantify errors in terms of probabilities, we therefore replace

Axiom 7.3.4’ by the following, where we fix c = 1 for convenience.

Axiom 7.3.4 (Work-error trade-off). For any λ1 >λ2 ∈Λ and any 0≤ ε≤ 1,

(7.3.7) χλ1 ≺ε χλ2 =⇒ λ1 ≤λ2 − log2(1−ε) .

Increasing the error tolerance and, hence, increasing − log2(1−ε), allows for a decrease in the

difference λ2 −λ1. Since in thermodynamics the difference in λ may be physically overcome by

providing work, we call this axiom a work-error trade-off. This is illustrated with the following

example.

Example 7.3.5. Consider the resource theory of smooth adiabatic operations introduced in

Section 7.2.1. Let the meter system have four states, χ0 = |00〉〈00|, χlog2(2) = |00〉〈00|+|01〉〈01|
2 ,

χlog2(3) = |00〉〈00|+|01〉〈01|+|10〉〈10|
3 and χlog2(4) = 14

4 . If we aim to erase the first qubit of the maximally

mixed two qubit state, χlog2(4), to obtain χlog2(2), this transformation cannot be realised with an

adiabatic operation, since χlog2(4) 6≺M χlog2(2). According to Landauer’s principle this operation has

a work cost of kBT ln(2) [22, 70, 84, 129, 132] (which corresponds to kBT ln(2)
(
log2(4)− log2(2)

)
).

Accepting an error of ε= 1
3 (instead of ε= 0) can reduce this cost, since χlog2(3) ∈B

1
3
(
χlog2(2)

)
.

For the transformation from χlog2(4) to χlog2(3) a work expenditure of kBT ln(2)
(
log2(4)− log2(3)

)
is sufficient. If we increase the error tolerance to ε= 1

2 , then χlog2(4) ∈ B
1
2
(
χlog2(2)

)
and it holds

that χlog2(4) ≺
1
2
M χlog2(2), i.e., no work has to be invested. Hence, the work expenditure is reduced

by increasing the error-tolerance.4

Definition 7.3.6. A meter system with state space Γλ is suitable for measuring a system with

state space Γ, if it obeys Axioms 7.2.1 to 7.2.4 and the axioms for meter systems (Axioms 7.3.1

to 7.3.4), and, if there exists a reference state σ1 ∈Γ such that for any state ρ ∈Γ there exist meter

4Note that Landauer’s principle is resource-theoretically formulated in the realm of thermal operations, where a
heat bath at temperature T is considered and the work is quantified in terms of free energy, hence the factor kBT
above. We remark here, that when considering a trivial Hamiltonian on the system where the erasure takes place
this is mathematically equivalent to our adiabatic operations. In the context of adiabatic processes, however, the
terminology entropy-probability trade-off may be more apt.
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states χλ1(ρ), χλ2(ρ), χλ3(ρ) and χλ4(ρ) such that (σ1,χλ1(ρ)) ≺ (ρ,χλ2(ρ)) and (ρ,χλ3(ρ)) ≺ (σ1,χλ4(ρ))

hold.

Relying on the notion of a suitable meter system, we define the following quantities.

Definition 7.3.7. For an error-tolerant resource theory with state space Γ and a suitable meter

system Γλ we define for each ε≥ 0 and for each ρ ∈Γ,

Sε
−(ρ) ..= sup

{
λ1 −λ2

∣∣ (σ1,χλ1)≺ε (ρ,χλ2)
}

,(7.3.8)

Sε
+(ρ) ..= inf

{
λ2 −λ1

∣∣ (ρ,χλ1)≺ε (σ1,χλ2)
}

,(7.3.9)

where σ1 ∈Γ is a fixed reference state and χλ1 , χλ2 ∈Γλ.

Due to the suitability of the entropy meter, Sε− and Sε+ are defined for any ρ ∈Γ. In terms of

these quantities, we can derive necessary conditions and sufficient conditions for state transfor-

mations. Because ≺ε is intransitive for ε> 0, these quantities are not monotonic with respect to

≺ε (except for ε= 0).

Proposition 7.3.8 (Adapted monotonicity of smooth entropic quantities). Consider an error-

tolerant resource theory with state space Γ that obeys Axioms 7.2.1–7.2.4 and a suitable meter

system. Then for any ρ, σ ∈Γ, if ρ ≺ε σ for some ε≥ 0, then for any δ≥ 0,

Sδ
−(ρ)≤ Sδ+ε

− (σ)(7.3.10)

Sδ+ε
+ (ρ)≤ Sδ

+(σ) .(7.3.11)

Proof. Let ρ, σ ∈Γ such that ρ ≺ε σ and let Γλ be the state space of a suitable meter system. Then

for χλ1 , χλ2 ∈Γλ that obey

(7.3.12) (σ1,χλ1)≺δ (ρ,χλ2) ,

additive transitivity and the consistent composition axiom imply that also

(7.3.13) (σ1,χλ1)≺δ+ε (σ,χλ2)

and therefore Sδ−(ρ)≤ Sδ+ε− (σ). The statement for S+ follows analogously and is omitted here. �

Proposition 7.3.9 (Sufficient condition for state transformations). Consider an error-tolerant

resource theory with state space Γ that obeys Axioms 7.2.1–7.2.4 and a suitable meter system. Then,

for ρ, σ ∈Γ, the inequality Sε+(ρ)< Sε′−(σ) implies that ρ ≺ε+ε′ σ.

Proof. According to Definitions 7.3.7 the condition Sε+(ρ) < Sε′−(σ) means that there exist χλ1 ,

χλ2 , χλ3 and χλ4 such that (ρ,χλ1) ≺ε (σ1,χλ2) and (σ1,χλ3) ≺ε′ (σ,χλ4) with λ2 −λ1 < λ3 −λ4, i.e.,

λ2 +λ4 <λ1 +λ3. By Axiom 7.2.4, it holds that

(7.3.14) (ρ,χλ1 ,χλ3)≺ε (σ1,χλ2 ,χλ3)≺ε′ (σ,χλ2 ,χλ4) .
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Now due to additive transitivity and the additivity of meter states, it follows that

(7.3.15) (ρ,χλ1+λ3)≺ε+ε′ (σ,χλ2+λ4)

and therefore

(7.3.16) ρ ≺ε+ε′ σ .

This can be seen since, by the additivity of meter states, χλ1+λ3 and χλ2+λ4 are meter states on

Γλ×Γλ. By Axiom 7.3.3, the relation χλ2+λ4 ≺ χλ1+λ3 holds and, hence, due to Axiom 7.2.3 also

(ρ,χλ1+λ3)≺ε+ε′ (σ,χλ1+λ3). Equation (7.3.16) then follows by Axiom 7.3.1. �

To consistently define Sε− and Sε+ for systems of different sizes, we define reference states

on composed systems such that for σ1 ∈ Γ, σ′
1 ∈ Γ′, (σ1,σ′

1) is the reference state on Γ×Γ′. This

captures the intuition that, when they are interpreted as part of a composed system, the scale on

each individual system should not change. In the following, we show that Sε− and Sε+ obey further

natural properties such as super and sub-additivity. The proofs are all deferred to Section 7.5.2.

Proposition 7.3.10. Consider an error-tolerant resource theory with state space Γ that obeys

Axioms 7.2.1 to 7.2.4 and a suitable meter system. Then, for ε,δ≥ 0 and for ρ, σ ∈Γ,

Sε+δ
− ((ρ,σ))≥ Sε

−(ρ)+Sδ
−(σ) ,(7.3.17)

Sε+δ
+ ((ρ,σ))≤ Sε

+(ρ)+Sδ
+(σ) .(7.3.18)

In particular, the proposition implies that for ε,δ = 0 usual super and sub-additivity are

recovered,

S−((ρ,σ))≥ S−(ρ)+S−(σ) ,(7.3.19)

S+((ρ,σ))≤ S+(ρ)+S+(σ) .(7.3.20)

For meter states χλ ∈Γλ, one can furthermore relate the two entropic quantities Sε−(χλ) and

Sε+(χλ) as follows.

Lemma 7.3.11. Consider an error-tolerant resource theory with state space Γλ that obeys Ax-

ioms 7.2.1 to 7.2.4 and Axioms 7.3.1 to 7.3.4 and let Γλ also be the state space of the meter system

under consideration. Then, for any χλ ∈Γλ,

(7.3.21) 0≤ Sε
−(χλ)−Sε

+(χλ)≤−2log2(1−ε) .

Note that this lemma implies that meter states in the corresponding error-free resource theory

obey S−(χλ) = S+(χλ). For meters for which the work-error trade-off (Axiom 7.3.4) is achieved

with equality, that is, for which the scale on the meter system is sufficiently fine-grained, further

properties may be derived (see Section 7.5.4 for details). The meter system introduced in the next

section is such a fine-grained example.
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7.3.1 Smooth entropies for the resource theory of smooth adiabatic
operations

We now introduce a meter system for the resource theory of smooth adiabatic operations, which,

in accordance with [99, 128, 225], is chosen such that the meter states have flat step functions on

the range from 0 to 2λ,

(7.3.22) fχλ(x)=
2−λ x ≤ 2λ ,

0 2λ < x ≤ dim(S) .

We let the parameter λ take values λ = log2(n) for n = 1, . . . ,dim(S), where dim(S) > 1 and we

assume that a meter system with arbitrarily large dimension, dim(S), may be chosen. In the defi-

nition of Sε− and Sε+ we shall optimise over these meter systems of different sizes, i.e., effectively

consider an infinite meter system ΓΛ. The following lemma ensures that with respect to smooth

majorisation ΓΛ has all properties required for a meter system. It is proven in Section 7.5.5.

Lemma 7.3.12. The meter system ΓΛ obeys Axioms 7.2.1 to Axiom 7.2.4 as well as Axioms 7.3.1

to 7.3.4 with respect to the resource theory of smooth adiabatic operations and is suitable for

measuring systems with a state space Γ=S (H ).

In the following we derive exact expressions for the smooth entropic quantities Sε− and Sε+,

which provide necessary and sufficient conditions for the existence of smooth adiabatic operations

between different states according to Propositions 7.3.8 and 7.3.9.

Proposition 7.3.13. For the resource theory of smooth adiabatic operations acting on a state

space Γ=S (H ) with a reference state σ1 = |0〉〈0| ∈S (H ) and for the meter system ΓΛ,

Sε
−(ρ)= Hε

min
(
ρ
)

,(7.3.23)

Sε
+(ρ)= H1−ε

H
(
ρ
)+ log2(1−ε) .(7.3.24)

Note that for ε= 0 we recover Hmin
(
ρ
)

and H0
(
ρ
)
. The proposition is proven in Section 7.5.6.

Hence, in the context of smooth adiabatic operations λ is a measure of entropy.

We can quantify the decrease in λ, i.e., the entropy reduction, that a given quantum state

ρ ∈Γ can catalytically enable on the meter system in a smooth adiabatic process. More specifically,

we consider smooth adiabatic operations with error-tolerance ε that achieve the transition

(7.3.25) (ρ,χλ1)≺εM (ρ,χλ2) .

We find that there are states and operations such that λ1−λ2 >− log2 (1−ε). Hence, certain states

ρ enable transformations on the meter system that do not obey the work-error or in this case

entropy-probability trade-off, as is illustrated with the following example.
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Example 7.3.14. Consider the state ρ = 2
3 |0〉〈0|+ 1

3 |1〉〈1|. Then for ε= 1
3 , it holds that

(7.3.26) ρ⊗ 12

2
≺εM ρ⊗|0〉〈0| ,

since the eigenvalues of ρ⊗ 12
2 are

(1
3 , 1

3 , 1
6 , 1

6
)

and the eigenvalues of ρ⊗|0〉〈0| are
(2

3 , 1
3 ,0,0

)
, and

thus, for all x ≥ 0,

(7.3.27)
∫ x

0
f
ρ⊗12

2
(x′)dx′ ≥

∫ x

0
fρ⊗|0〉〈0|(x′)dx′− 1

3
.

At the same time the work-error trade-off is not obeyed by χλ1 = 12
2 and χλ2 = |0〉〈0|, since

λ1 −λ2 = 1> log2
(3

2
)
.

In principle, by suitably engineering ρ (allowing it to have arbitrary rank) we can have an

arbitrary small failure probability ε while reducing λ by an arbitrarily large amount. This may

sound counterintuitive, we can see it as an example of an embezzling-type effect [32, 166, 212].

Lemma 7.3.15. For any meter state χλ ∈ΓΛ with λ= log2(m) for some m ∈N and for any ε> 0 we

can find a quantum state ρ such that

(7.3.28) ρ⊗χλ ≺εM ρ⊗|0〉〈0| .

This is proven in Section 7.5.7.

7.4 Alternative types of errors in adiabatic operations

There are types of errors that cannot be quantified in terms of the trace distance. For instance, in

Ref. [4] probabilistic transformations, E , from a state ρ ∈S (H ) to a state σ ∈S (H ) with error

probability ε,

(7.4.1) ρ→ E (ρ)= (1−ε)σ+εξ

were considered, where ξ is an arbitrary state. This expresses that the process, which aims to

transform ρ to σ succeeds with probability 1−ε, whereas with probability ε any output can be

produced. For adiabatic operations such adiabatic probabilistic transformations define an order

relation

(7.4.2) ρ ≺εp σ ⇐⇒ ∃ ξ ∈S (H ) s.t. ρ ≺M (1−ε)σ+εξ .

Composition of states is defined as their tensor product. Sequential composition of two processes,

ρ→ E1(ρ)= (1−ε)σ+εξ1 ,(7.4.3)

σ→ E2(σ)= (1−δ)ω+δξ2 ,(7.4.4)
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yields, by linearity,

E2 ◦E1(ρ)= E2((1−ε)σ+εξ1)(7.4.5)

= (1−ε)E2(σ)+εE2(ξ1)(7.4.6)

= (1−ε)(1−δ)ω+ (1−ε)δξ2 +εE2(ξ1) .(7.4.7)

Lemma 7.4.1. Adiabatic probabilistic transformations on a state space Γ=S (H ), where com-

position of states is defined as their tensor product, obey Axioms 7.2.1 to 7.2.4. Furthermore, the

meter system ΓΛ, defined in Section 7.3.1, is a suitable meter system.

Proof. In the following we show that the probabilistic adiabatic operations obey all axioms.

(1) Reflexivity is obeyed, which can be seen by choosing E to be the identity map on S (H ).

(2) The ordering of error-tolerances is obeyed, as for ρ ≺εM σ and ε′ ≥ ε we can rewrite

E (ρ)= (1−ε)σ+εξ1(7.4.8)

= (1−ε′)σ+ε′
(
(1− ε

ε′
)σ+ ε

ε′
ξ1

)
,(7.4.9)

where ξ2 = (1− ε
ε′ )σ+ ε

ε′ ξ1 ∈S (H ), as it is a convex combination of two states.

(3) Additive transitivity is obeyed, as ρ ≺εp σ and σ ≺δp ω imply that there are ξ1 and ξ2 and

adiabatic operations E1 and E2 such that

E1(ρ)= (1−ε)σ+εξ1 ,(7.4.10)

E2(σ)= (1−δ)ω+δξ2 .(7.4.11)

Sequentially composing the processes yields

E2 ◦E1(ρ)= (1−ε)(1−δ)ω+ (1−ε)δξ2 +εE2(ξ1) ,(7.4.12)

= (1− (ε+δ))ω+ (ε+δ)
(
εδ

ε+δω+ (1−ε)δ
ε+δ ξ2 + ε

ε+δE2(ξ1)
)

,(7.4.13)

where εδ
ε+δω+ (1−ε)δ

ε+δ ξ2 + ε
ε+δE2(ξ1) is a state as it is a convex combination of states. Therefore,

it holds that ρ ≺ε+δp ω.

(4) The consistent composition axiom is obeyed, as ρ ≺ε σ means that there is a ξ1 and an

adiabatic operation, E1, such that

(7.4.14) E1(ρ)= (1−ε)σ+εξ1 ,

hence, ρ ≺M (1−ε)σ+εξ1. Then, it also holds that

(7.4.15) ρ⊗ω≺M (1−ε)σ⊗ω+εξ1 ⊗ω ,

and thus ρ⊗ω≺εp σ⊗ω.
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(5) The reduction axiom for meter states follows, as whenever there exists a ξ such that

(7.4.16) ρ⊗χλ ≺M (1−ε)σ⊗χλ+εξ ,

then there also exists a state ξ̃ that is constant on equal eigenvalues of σ⊗χλ and such that

(7.4.17) ρ⊗χλ ≺M (1−ε)σ⊗χλ+εξ̃ .

ξ̃ can hence be written as ξ̃= ξ′⊗χλ for some state ξ′. Hence, it is equivalent to ρ ≺M (1−ε)σ+εξ′
and there exists an adiabatic operation achieving this transformation.

(6) Additivity under composition, the ordering of meter states and the suitability of the meter

system do not rely on the definition of errors. Their validity has been confirmed for adiabatic

operations and the meter system in question in Section 7.3.1.

(7) The work-error trade-off is obeyed. Requiring that there is an adiabatic operation χλ1 →
(1−ε)χλ2 + εξ is equivalent to the requirement that (1− ε)2−λ2 ≤ 2−λ1 .5 Hence, λ1 ≤ λ2 −
log2(1−ε).

�

We remark here that the above proof also shows that ρ ≺εp σ and σ≺δp ω imply ρ ≺ε+δ−εδp ω,

which for ε,δ 6= 0 is a strictly smaller error than the axiomatically required ε+δ. The entropic

quantities Sε− and Sε+ that give us necessary conditions and sufficient conditions for state trans-

formations with adiabatic probabilistic transformations are derived in the following proposition.

Proposition 7.4.2. For adiabatic probabilistic transformations on a state space Γ=S (H ) with

reference state σ1 = |0〉〈0| ∈S (H ) and the meter system ΓΛ,

Sε
−(ρ)= Hmin

(
ρ
)+ log2(1−ε) ,(7.4.18)

Sε
+(ρ)= H0

(
ρ
)

,(7.4.19)

hold for any ρ ∈S (H ).

Proof. In order to prove Equation (7.4.18) for any ρ ∈ S (H ), we consider the majorisation

condition σ0 ⊗χλ1 ≺εp ρ⊗χλ1 , which is satisfied if and only if

(7.4.20) 2−λ1 ≥ (1−ε)2−λ2λmax(ρ) ,

where λmax(ρ) is the maximal eigenvalue of ρ. This inequality can be rewritten as

(7.4.21) λ1 −λ2 ≤ log2

(
1

λmax(ρ)

)
− log2(1−ε) ,

5 Note that ξ can always be chosen appropriately. If λ1 ≤ λ2, then ξ= χλ2 is a possible choice, if λ1 > λ2, then ξ

can be chosen as ξ= χλ1 − (1−ε)χλ2 for instance, which is a valid state.
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i.e., λ1 −λ2 ≤ Hmin
(
ρ
)− log2(1−ε). Since λ1 = log2(m) and λ2 = log2(n) for some m,n ∈N, we can

rewrite λ1−λ2 = log2( m
n ). As the meter system has states for any natural m and n, the supremum

over λ1 −λ2 always achieves the value Hmin
(
ρ
)− log2(1−ε), which thus equals Sε−(ρ).

To prove Equation (7.4.19), let us consider the majorisation condition ρ⊗χλ1 ≺εp σ1 ⊗χλ2 ,

which is satisfied if and only if rank(ρ) ·λ1 ≥ λ2. Hence, λ2 −λ1 ≥ rank(ρ), which implies that

Sε+(ρ)= H0
(
ρ
)
. �

We remark here that the existence of an adiabatic probabilistic transformation from a state ρ

to a state σ implies that there is also a smooth adiabatic transformation from ρ to σ. We can see

this by considering the output state of (7.4.2), which obeys

(7.4.22) D(σ|(1−ε)σ+εξ)= εD(σ|ξ)≤ ε ,

since the trace distance of two states σ and ξ is bounded by 1. The converse statement is not true.

This can be realised by considering the states ρ = 1
2 |0〉〈0|+ 1

2 |1〉〈1| and σ= 3
4 |0〉〈0|+ 1

4 |1〉〈1|. For an

error tolerance of ε= 1
4 , there is a smooth adiabatic operation from ρ to σ, since ρ ≺

1
4
M σ, whereas

with probabilistic adiabatic processes the transformation is not possible, as ρ 6≺
1
4
p σ. Instead, an

error tolerance of (at least) 1
3 would be needed in the latter case.

7.5 Appendix

7.5.1 Proof of Proposition 7.2.5

We shall prove this proposition in four steps, showing that (1) =⇒ (2) =⇒ (3) =⇒ (4) =⇒ (1).

(1) =⇒ (2) Note that ρ′ ≺M σ for ρ′ ∈ Bε
(
ρ
)

implies that there exists a unital map E such that

E (ρ′) =σ [99]. Since the trace distance is monotonically decreasing under general CPTP

maps [167], we automatically obtain σ′ = E (ρ) ∈Bε (σ) and thus ρ ≺M σ′ ∈Bε (σ).

(2) =⇒ (3) Since in (3) we can set ε′ = 0 and ε′′ = ε this immediately follows from (2).

(3) =⇒ (4) For σ ∈Bε′′ (σ′) and ρ ∈Bε′ (ρ′),∫ x

0
| fσ(x′)− fσ′(x′)|+ dx′ ≤ ε′′ ,(7.5.1) ∫ x

0
| fρ′(x′)− fρ(x′)|+ dx′ ≤ ε′(7.5.2)

for all x ≥ 0, where | · |+ denotes the positive part, i.e., for x ∈ R, |x|+ = max {x,0}. Since

ρ′ ≺M σ′ means that

(7.5.3)
∫ x

0
fσ′(x′) dx′ ≤

∫ x

0
fρ′(x′) dx′
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for all x we have ∫ x

0
( fσ(x′)− fρ′(x′)) dx′ ≤

∫ x

0
( fσ(x′)− fσ′(x′)) dx′(7.5.4)

≤
∫ x

0
| fσ(x′)− fσ′(x′)|+ dx′(7.5.5)

≤ ε′′ ,(7.5.6)

where the last inequality follows by (7.5.1). According to (7.5.2),∫ x

0
( fσ(x′)− fρ(x′)) dx′ =

∫ x

0
( fσ(x′)− fρ′(x′))+ ( fρ′(x′)− fρ(x′)) dx′(7.5.7)

≤ ε′′+
∫ x

0
| fρ′(x′)− fρ(x′)|+ dx′(7.5.8)

≤ ε′+ε′′(7.5.9)

≤ ε .(7.5.10)

(4) =⇒ (1) Finally, let ρ, σ ∈Γ, such that

(7.5.11)
∫ x

0
fρ(x′) dx′ ≥

∫ x

0
fσ(x′) dx′−ε

holds for all x ≥ 0. Let
{
λi

(
ρ
)}d

i=1 be the decreasingly ordered eigenvalues of ρ. Now, choose

ρ′ ∈Bε
(
ρ
)

such that

(7.5.12) λ1
(
ρ′

)=min
{
1, λ1

(
ρ
)+ε} ,

and, to preserve normalisation,

(7.5.13) λi
(
ρ′

)=λi
(
ρ
)−εi

for 1≤ i ≤ d, where

(7.5.14) εi =
min

{
λd

(
ρ
)
, ε̃

}
for i = d,

min
{
λi

(
ρ
)
, ε̃−∑d

j=i+1 ε j

}
otherwise,

with ε̃ = λ1
(
ρ′

)−λ1
(
ρ
)
. Now if λ1

(
ρ′

) = 1, ρ′ ≺ σ for any σ ∈ Γ. If, on the other hand,

λ1
(
ρ′

) 6= 1, (7.5.11) implies that fρ(x)≥ fσ(x)−ε for 0≤ x < 1, and therefore fρ′ (x)≥ fσ(x) for

0≤ x < 1 . Moreover, for x ≥ 1 we have

(7.5.15)
∫ x

0
fρ′(x′) dx′ ≥

∫ x

0
fρ(x′) dx′+ε

and therefore

(7.5.16)
∫ x

0
fρ′(x′) dx′ ≥

∫ x

0
fσ(x′) dx′

for all x ≥ 0. Hence ρ′ ≺σ for ρ′ ∈Bε
(
ρ
)
, which concludes the proof.

�
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7.5.2 Proof of Proposition 7.3.10

Let
(
λ
µ

1 −λ
µ

2
)
µ

and
(
λ̃ν1 − λ̃ν2

)
ν

be sequences that converge to Sε−(ρ) and Sδ−(σ) respectively, such

that for all µ, ν,

(σ1,χλµ1 )≺ε (ρ,χλµ2 ) ,(7.5.17)

(σ1,χλ̃ν1 )≺δ (σ,χλ̃ν2 ) .(7.5.18)

Due to the consistent composition axiom

(7.5.19)
(
(σ1,χλµ1 ), (σ1,χλ̃ν1 )

)
≺ε

(
(ρ,χλµ2 ), (σ1,χλ̃ν1 )

)
≺δ

(
(ρ,χλµ2 ), (σ,χλ̃ν2 )

)
,

and by additive transitivity,

(7.5.20)
(
(σ1,χλµ1 ), (σ1,χλ̃ν1 )

)
≺ε+δ

(
(ρ,χλµ2 ), (σ,χλ̃ν2 )

)
.

Due to the associativity and commutativity of the composition operation, it follows that

(7.5.21)
(
(σ1,σ1), (χλµ1 ,χλ̃ν1 )

)
≺ε+δ

(
(ρ,σ), (χλµ2 ,χλ̃ν2 )

)
and due to the additivity of the meter states

(7.5.22)
(
(σ1,σ1),χλµ1+λ̃ν1

)
≺ε+δ

(
(ρ,σ),χλµ2+λ̃ν2

)
.

Since (σ1,σ1) is the reference state on the larger system,

(7.5.23) Sε+δ
− ((ρ,σ))≥λµ1 + λ̃ν1 −λ

µ

2 − λ̃ν2

and it follows that this also holds in the limit, i.e., Sε+δ− ((ρ,σ))≥ Sε−(ρ)+Sδ−(σ).

Similarly, for any
(
λ
µ

2 −λ
µ

1
)
µ

and
(
λ̃ν2 − λ̃ν1

)
ν

converging to Sε+(ρ) and Sδ+(σ) respectively, such

that for all µ, ν,

(ρ,χλµ2 )≺ε (σ1,χλµ1 ),(7.5.24)

(σ,χλ̃ν2 )≺δ (σ1,χλ̃ν1 ) ,(7.5.25)

consistent composition and additive transitivity imply that

(7.5.26)
(
(ρ,χλµ2 ), (σ,χλ̃ν2 )

)
≺ε+δ

(
(σ1,χλµ1 ), (σ1,χλ̃ν1 )

)
and so from the associativity and commutativity of the composition operation and from the

definition of Sε+δ+ ((ρ,σ)) it follows that Sε+δ+ ((ρ,σ))≤ Sε+(ρ)+Sδ+(σ).
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7.5.3 Proof of Lemma 7.3.11

First, to prove positivity, let the reference state on the meter system be an arbitrary meter state

σ1 = χλ′ . Now,

(7.5.27) (σ1,χλ1)≺ (χλ,χλ2)

implies by the order of meter states and their additivity that λ1−λ2 ≤λ−λ′. As for any meter state

χλ ∈ Γλ one can take χλ1 = χλ, χλ2 = σ1 to satisfy (σ1,χλ1) ∼ (χλ,χλ2) and hence λ1 −λ2 = λ−λ′,
i.e.,

S−(χλ)= sup{λ1 −λ2 : (σ1,χλ1)≺ (χλ,χλ2)}(7.5.28)

=λ−λ′.(7.5.29)

Analogously, it follows that with χλ1 =σ1 and χλ2 = χλ the following infimum is attained, i.e.,

S+(χλ)= inf{λ2 −λ1 : (χλ,χλ1)≺ (σ1,χλ2)}(7.5.30)

=λ−λ′.(7.5.31)

Hence, meter states obey S−(χλ)= S+(χλ) and Axiom 7.2.2 implies that Sε−(χλ)≥ Sε+(χλ) for ε≥ 0.

To prove the upper bound, note that for any λ1, λ2 such that

(7.5.32) (χλ, χλ1)≺ε (σ1, χλ2) ,

the work-error trade-off and the additivity of meter states imply that λ+λ1 ≤λ′+λ2 − log2(1−ε).
Hence, it directly follows that Sε+(χλ)≥λ−λ′+ log2(1−ε). Similarly,

(7.5.33) (σ1, χλ3)≺ε (χλ, χλ4)

implies that λ′+λ3 ≤λ+λ4−log2(1−ε) and so Sε−(χλ)≤λ−λ′−log2(1−ε). Thus, Sε−(χλ)−Sε+(χλ)≤
−2log2(1−ε) directly follows.

7.5.4 Properties of smooth entropies measured with meter systems that
achieve the work-error trade-off

Definition 7.5.1. [Fine-grained meter system] Γλ is the state space of a fine-grained meter

system with respect to an error tolerant resource theory and error ε if there exist χλ1 , χλ2 ∈ Γλ
such that

(7.5.34) sup
{
λ1 −λ2

∣∣ χλ1 ≺ε χλ2

}=− log2(1−ε) ,

and Γλ obeys the axioms of a meter system (Axioms 7.2.1 to 7.2.4 and Axioms 7.3.1 to 7.3.4).

144



7.5. APPENDIX

In particular, the infinite dimensional meter system introduced in Section 7.3.1 has this

property for any 0≤ ε≤ 1. For a fine-grained meter system we obtain a direct relation between

the entropic quantities Sε+ and Sε− with different smoothing parameters.6

Lemma 7.5.2. Consider an error-tolerant resource theory with state space Γ that obeys Ax-

ioms 7.2.1–7.2.4 and a suitable meter system and a fine-grained meter system with respect to error

δ with state space Γλ. Then for all states ρ ∈Γ,

Sε+δ
− (ρ)≥ Sε

−(ρ)− log2(1−δ) ,(7.5.35)

Sε+δ
+ (ρ)≤ Sε

+(ρ)+ log2(1−δ) .(7.5.36)

Proof. Let
(
λ
µ

1 −λ
µ

2
)
µ

be a sequence of parameters of meter states χλµ1 , χλµ2 with (σ1,χλµ1 )≺ε (ρ,χλµ2 )

that converges to Sε−(ρ) for µ→∞. For a fine-grained meter system with respect to ≺δ there is

furthermore a sequence of
(
λν3 −λν4

)
ν

with χλν3 ≺δ χλν4 that converges to − log2(1−δ) for ν→∞. Now

for any such λ
µ

1 , λµ2 , λν3, λν4, by the consistent composition axiom (Axiom 7.2.4) and by additivity

of the meter states (Axiom 7.3.2),

(7.5.37) (σ1,χλµ1+λν3 )≺ε (ρ,χλµ2+λν3 )≺δ (ρ,χλµ2+λν4 ).

Hence for all µ and ν,

(7.5.38) Sε+δ
− (ρ)≥λµ1 −λ

µ

2 +λν3 −λν4 ,

and in the limit µ→∞, ν→∞, Sε+δ− (ρ)≥ Sε−(ρ)−log2(1−δ). The proof for Sε+ proceeds analogously:

Let
(
λ
µ

2 −λ
µ

1
)
µ

be a sequence of states obeying (ρ,χλµ1 )≺ε (σ1,χµ
λ2

) that converges to Sε+(ρ) and let(
λν3 −λν4

)
ν

be a sequence with χλν3 ≺δ χλν4 that converges to − log2(1−δ). Now it follows that

(ρ,χλµ1+λν3 )≺ε (σ1,χλµ2+λν3 )≺δ (σ1,χλµ2+λν4 ) .(7.5.39)

Then, for all µ and ν,

(7.5.40) Sε+δ
+ (ρ)≤λµ2 −λ

µ

1 +λν4 −λν3

and in the limit µ→∞ and ν→∞, Sε+δ+ (ρ)≤ Sε+(ρ)+ log2(1−δ). �

There is furthermore a duality relation for meter states in the sense that Sε− and S1−ε+ only

differ by logarithmic terms in ε for such states.

Corollary 7.5.3 (Duality relation for meter states). Consider an error-tolerant resource theory

whose state space is that of a meter system, Γλ, and that is fine-grained with respect to ε and 1−ε.

(7.5.41) Sε
−(χλ)= S1−ε

+ (χλ)+ log2

(
1

ε(1−ε)
)

.

6The following lemma tightens the relations Sε+δ− (ρ) ≥ Sε−(ρ) and Sε+δ+ (ρ) ≤ Sε+(ρ) that follow from Proposi-
tion 7.3.8.
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Proof. For a meter state χλ ∈Γλ, Sε+(χλ)= S+(χλ)+ log2(1−ε) and S(1−ε)
+ (χλ)= S+(χλ)+ log2(ε) as

well as Sε−(χλ)= S−(χλ)− log2(1−ε). This implies that Sε+(χλ)= S1−ε+ (χλ)− log2(ε)+ log2(1−ε) and,

using Lemma 7.3.11 (for zero-error tolerance),

Sε
−(χλ)= Sε

+(χλ)−2log2(1−ε)(7.5.42)

= S1−ε
+ (χλ)− log2(ε)+ log2(1−ε)−2log2(1−ε) .(7.5.43)

�

7.5.5 Proof of Lemma 7.3.12

To prove the Lemma, we remark that since ΓΛ ⊆S (H ) Axioms 7.2.1 to 7.2.4 can be seen to hold

analogously to the proof of Lemma 7.2.7. We proceed with the proof of the axioms that are specific

to meter states.

(1) To prove the reduction axiom, realise that since the
{
χλ

}
λ are states with a flat spectrum, for

any state ρ and meter state χλ,

(7.5.44) fρ⊗χλ(x)= 1
2λ

fρ
(

x
2λ

)
,

for all x ∈R≥0. Hence, ρ⊗χλ ≺εM σ⊗χλ, which can be written

(7.5.45)
∫ x

0
fρ⊗χλ(x′)dx′ ≥

∫ x

0
fσ⊗χλ(x′)dx′−ε ∀x ≥ 0

is equivalent to

(7.5.46)
∫ x

0
fρ(y′)d y′ ≥

∫ x

0
fσ(y′)d y′−ε ∀y≥ 0,

which is established with the substitution y′ = x′
2λ . Therefore also ρ ≺εM σ.

(2) To establish additivity under composition, note that for χλ1 , χλ2 ∈ ΓΛ the composed state

χλ1 ⊗χλ2 has a step function

(7.5.47) fχλ1⊗χλ2
(x)=

2−(λ1+λ2) 0≤ x ≤ 2λ1+λ2

0 2λ1+λ2 < x .

This corresponds to the step function of a state χλ ∈ΓΛ×ΓΛ with λ=λ1 +λ2.

(3) To see that the order axiom holds, realise that for states χλ1 , χλ2 ∈ ΓΛ with λ1 ≤ λ2, the

majorisation condition χλ1 ≺M χλ2 always holds, since all non-zero eigenvalues of χλ1 are

larger than those of χλ2 .

146



7.5. APPENDIX

(4) Work-error trade-off: For χλ1 , χλ2 ∈ΓΛ, χλ1 ≺ε χλ2 holds, if and only if the maximal eigenvalue

of χλ2 can be reduced below 2−λ1 with an error of at most ε. This means that the smoothing has

to occur uniformly over the rank of χλ2 , so that the new maximal eigenvalue of χλ′
2
∈Bε

(
χλ2

)
satisfies 2−λ′

2 = 2−λ2(1−ε)≤ 2−λ1 , that is,

(7.5.48) λ1 ≤λ2 − log2(1−ε) .

Furthermore, we show that the meter system is suitable for Γ=S (H ) and adiabatic opera-

tions. For any ρ ∈S (H ) with maximal eigenvalue λmax
(
ρ
)
, σ1 = |0〉〈0| ≺εM ρ. Hence for λ1 =λ2, as

σ1⊗χλ1 ≺M ρ⊗χλ2 . Moreover, for λ3 = 0 and λ4 ≥ log2(rankρ), σ1⊗χλ3 ≺M ρ⊗χλ4 . This is possible

since ΓΛ contains states with arbitrarily large rank.

7.5.6 Proof of Proposition 7.3.13

To prove Equation (7.3.23), we first consider

(7.5.49) Sε
−(ρ)= sup

{
λ1 −λ2

∣∣ σ1 ⊗χλ1 ≺εM ρ⊗χλ2

}
.

Since σ1 ⊗χλ1 has a flat step function, we find that

(7.5.50) σ1 ⊗χλ1 ≺εM ρ⊗χλ2 ⇐⇒ fσ1⊗χλ1
(0)≥ fρ̃(0) ,

where ρ̃ ∈ Bε
(
ρ⊗χλ2

)
. Moreover, the optimal smoothing strategy to obtain ρ̃ is to reduce the

largest values of fρ⊗χλ2
so that they equal those of fσ1⊗χλ1

. We therefore choose ε(x) as small as

possible and such that for all x for which fρ⊗χλ2
(x)> fσ1⊗χλ1

(x),

(7.5.51) fρ̃(x)= fρ⊗χλ2
(x)−ε(x)≤ fσ1⊗χλ1

(x) ,

and such that ε(x) = 0 otherwise. By definition of ≺εM, for any σ1 ⊗χλ1 and ρ⊗χλ2 such that

σ1 ⊗χλ1 ≺εM ρ⊗χλ2 there exists such an ε(x) with
∫ x

0 ε(x
′) dx′ ≤ ε for all x (this corresponds to

bounding the trace distance by ε, where normalisation is achieved by increasing the smallest

eigenvalues appropriately). Then,

fρ̃(0)=λmax
(
ρ̃
)

(7.5.52)

=λmax
(
ρ
)
2−λ2 −ε(0)(7.5.53)

= 2−λ2
(
λmax

(
ρ
)−2λ2ε(0)

)
.(7.5.54)

Now fρ̃(0) is equivalent to the maximal eigenvalue of a sub-normalised state ρ′⊗χλ2 with eigen-

values λi
(
ρ′

)=λi
(
ρ
)−2λ2ε(i−1). This obeys ρ′ ∈Bε≤

(
ρ
)

because the multiplicity of eigenvalues

of ρ′ is the one of ρ⊗χλ2 divided by 2λ2 and since
∫ x

0 ε(x
′) dx′ ≤ ε for all x 7 and we can rewrite

(7.5.55) fρ̃(0)= 2−λ22−Hmin(ρ′).
7Note that there is a contribution to the trace distance due to the sub-normalisation of ρ′ (see Definition 2.2.5).
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r r + 1 rank ρ

h(ε)

ε1

ε2

i

λi (ρ)

2λ1r x 2λ1(r + 1) rank(ρ⊗ χλ1)

2−λ1 h(ε)

ε1

ε2

i

λi (ρ⊗ χλ1)

Figure 7.1: Illustration of the optimal smoothing strategy that leads to Sε+. While for ρ its rank
can be reduced to a value r+1 (which is sometimes achieved for a value ε1 < ε), displayed on
the left, the tensor product with a state χλ1 can allow for a reduction of the rank of ρ⊗χλ1

below 2λ1(r+1), displayed on the right. In the limit of large λ1 this reduction tends to a rank of
2λ1

(
r+1− ε2

h(ε)

)
with ε2 = ε−ε1.

As fσ1⊗χλ1
(0)= 2−λ1 , (7.5.50) can be rewritten as

(7.5.56) σ1 ⊗χλ1 ≺M ρ̃ ⇐⇒ 2λ2−λ1 ≥ 2−Hmin(ρ′) .

Since any real number 2−Hmin(ρ′) can be approximated arbitrarily closely by means of a rational
2λ2

2λ1
(both 2λ1 and 2λ2 are assumed to be natural numbers), we obtain

(7.5.57) Sε
−(ρ)= sup

ρ′∈Bε≤(ρ)
Hmin

(
ρ′

)= Hε
min

(
ρ
)

.

To prove Equation (7.3.24), we first analyse how the infimum comes about in Sε+,

Sε
+(ρ)= inf

{
λ2 −λ1

∣∣ ρ⊗χλ1 ≺εM σ1 ⊗χλ2

}
(7.5.58)

= inf
λ1,λ2;ρ′∈Bε(ρ⊗χλ1 )

{
λ2 −λ1

∣∣ ρ′ ≺M σ1 ⊗χλ2

}
.(7.5.59)

Since σ1 ⊗χλ2 has a flat step function of rank 2λ2 , ρ′ ≺M σ1 ⊗χλ2 if and only if 2λ2 ≥ rank(ρ′).
Figure 7.1 illustrates that the above optimisation is optimal for λ1 and λ2 such that the

smoothing can be entirely used to reduce the rank of ρ⊗χλ1
8 to obtain ρ′ ∈Bε(ρ⊗χλ1 ), such that

(7.5.60) 2λ2 ≥ (r+1)2λ1 − ε2

h(ε)
2λ1

with r, ε2 and h(ε) as in the figure, and so

(7.5.61) λ2 −λ1 ≥ log2

(
r+1− ε2

h(ε)

)
.

8Note that to preserve normalisation larger eigenvalues of ρ⊗χλ1 are thereby increased.
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For meter states χλ1 and χλ2 , λ1−λ2 = log2( m
n ) for m, n ∈N, hence we can approximate log2

(
r+1− ε2

h(ε)

)
to arbitrary precision by λ1 −λ2 and we obtain the infimum

(7.5.62) Sε
+(ρ)= inf

λ1,λ2;ρ′∈Bε(ρ⊗χλ1 )

{
λ2 −λ1

∣∣ ρ′ ≺σ1 ⊗χλ2

}= log2

(
r+1− ε2

h(ε)

)
,

which we have shown to equal H1−ε
H

(
ρ
)+ log2(1−ε) in the proof of Lemma 2.2.8.

7.5.7 Proof of Lemma 7.3.15

Let χλ have λ= log2(m) as specified in the lemma. Consider the following construction for the

state ρ. Let λ1
(
ρ
)
, . . . ,λn

(
ρ
)

denote the n non-zero eigenvalues of ρ in decreasing order. Take

c = mε
m−1 and set

(7.5.63) λi
(
ρ
)=



c i = 1,
c
m 1< i ≤ m
c

m2 m < i ≤ m2

c
m3 m2 < i ≤ m3

etc.

until normalisation is reached, i.e., until

(7.5.64)
n∑

i=1
λi

(
ρ
)≥ 1 .

If the above procedure leads to
∑n

i=1λi
(
ρ
) > 1, decrease λn

(
ρ
)

to be such that the state is

normalised. We remark here that the λi
(
ρ
)

are also the non-zero eigenvalues of ρ⊗|0〉〈0|.
Now, consider the eigenvalues of ρ⊗χλ, λ1

(
ρ⊗χλ

)
, . . . ,λk

(
ρ⊗χλ

)
. Then,

(7.5.65) λi
(
ρ⊗χλ

)=


c
m 1≤ i ≤ m ,
c

m2 m < i ≤ m2 ,
c

m3 m2 < i ≤ m3 ,

etc.

until normalisation is reached, where λk
(
ρ⊗χλ

)
is reduced to the value that guarantees normali-

sation as above. Since all the eigenvalues up to n apart from the first one are equal for ρ⊗|0〉〈0|
and ρ⊗χλ (note that k > n) and since λ1

(
ρ⊗|0〉〈0|)−λ1

(
ρ⊗χλ

)= (m−1)ε
m−1 = ε , indeed,

(7.5.66) ρ⊗χλ ≺εM ρ⊗|0〉〈0| .
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8
MACROSCOPIC THERMODYNAMICS FROM MICROSCOPIC

CONSIDERATIONS

Resource theories with error-tolerance give insights into processes in microscopic thermo-

dynamics, as was discussed in the previous chapter. Here, we show that the behaviour

of macroscopic systems that we know from thermodynamics emerges naturally from

the microscopic framework. We first introduce macroscopic state spaces and thermodynamic

equilibrium states in Section 8.1. We furthermore show that the microscopic considerations of the

previous chapter imply a macroscopic behaviour governed by an effective order relation that is

characterised by a single entropic quantity for thermodynamic equilibrium states, in agreement

with standard thermodynamics. We go on to give several examples in Section 8.2 and recover the

von Neumann entropy and the Boltzmann entropy in this context.

8.1 States with macroscopic behaviour

In thermodynamics, the behaviour of systems in equilibrium is governed and described by a few

large-scale properties of the system that do not rely on the properties of each individual, micro-

scopic constituent and that scale linearly in the system size. Hence, one can define equivalence

classes of equilibrium states that all have essentially the same properties and differ in their

amount of substance only. Keeping this in mind, we define the elements of a macroscopic state

space to be sequences of states corresponding to systems of different sizes, ρn ∈Γ(n),

(8.1.1) ΓN
..=

{
ρN

∣∣∣ ρN = {
ρn

}∞
n=1 s.t. ρn ∈Γ(n)

}
.

So far, this definition has not imposed any restrictions on the states in a sequence that make up

a macroscopic state. However, physically, further restrictions should be introduced. For systems
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of indistinguishable particles, for instance – which thermodynamics is (usually) concerned

with – permutation symmetry on n-particle states should be required [44, 69, 125, 186]. (We

leave the implications of such restrictions for future work.) Moreover, arbitrary sequences of

states of different sizes are not physically meaningful but there should be a relation of the

individual states of the systems ρn ∈ Γ(n) within a meaningful sequence. Below, we introduce

thermodynamic equilibrium states, a subset of the possible macroscopic states that are subject

to specific restrictions. In order to introduce them we need a bit more terminology and another

axiom.

Axiom 8.1.1 (Existence of a non-catalytic state). An error-tolerant resource theory on a state

space Γ has at least one state that cannot be used catalytically with respect to the resource theory,

i.e., there is a state ω ∈Γ that for any ρ, σ ∈Γ obeys

(8.1.2) ρ ≺ε σ ⇐⇒ (ρ,ω)≺ε (σ,ω)

and for any meter states, χλ1 , χλ2 ∈Γλ, obeys

(8.1.3) χλ1 ≺ε χλ2 ⇐⇒ (χλ1 ,ω)≺ε (χλ2 ,ω) .

The popular quantum resource theories have such states, for instance the maximally mixed

state for adiabatic processes (and the previously considered meter ΓΛ) and the Gibbs states for

thermal operations. There are further examples in both cases. From now on, we fix the reference

state on a system, σ1 ∈Γ, to have this property. We then define the following subset of Γ,

(8.1.4) ΓT = {τλ ∈Γ | S−(τλ)= S+(τλ)=λ}⊆Γ ,

which contains at least one state τ0 = σ1. The states τλ ∈ ΓT have properties similar to meter

states, for instance, they obey the work-error trade-off.1 Relying on such states, we define

thermodynamic equilibrium states as macroscopic states that in the limit of large n behave in

a similar manner. In that sense our definition bears some resemblance with [140, 141], where

thermodynamic equilibrium states are used as a meter system.

Definition 8.1.2. ΓN is a set of thermodynamic equilibrium states if for all ρN ∈ΓN, there exists

λρN such that for any 0< ε< 1 and for any δ> 0, there exists an n0 such that for all n ≥ n0, there

exist τλ− ,τλ+ ∈Γ(n)
T with λ− ≥ n(λρN −δ), λ+ ≤ n(λρN +δ) and

(8.1.5) τλ− ≺ε ρn ≺ε τλ+ .

In the following we derive properties for thermodynamic equilibrium states. They are essen-

tially characterised by a single entropic quantity that gives necessary and sufficient conditions

for state transformations and hence leads to the emergence of a macroscopic preorder relation.

We proceed by deriving an asymptotic equipartition property and a corollary, the proofs of which

are deferred to Section 8.3.1.
1The details of such considerations are left to [224] and to future work, the work-error trade-off is proven in

Lemma 8.3.2.
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Proposition 8.1.3 (Asymptotic Equipartition Property). Let there be an error-tolerant resource

theory on state spaces Γ(n) that obeys Axioms 7.2.1 to 7.2.4 and Axiom 8.1.1 and let there be a

suitable meter system. Furthermore, let ρN ∈ΓN be a thermodynamic equilibrium state. Then, for

any 1> ε̃> 0,

(8.1.6) S∞(ρN) ..= lim
n→∞

Sε̃−(ρn)
n

= lim
n→∞

Sε̃+(ρn)
n

=λρN .

Note that as opposed to the asymptotic equipartition property from [208], we need not consider

the limit ε̃→ 0 here.

Corollary 8.1.4. Let the composition of n copies of a state ρ ∈ Γ obey the requirements of the

Proposition 8.1.3, i.e., let all axioms be obeyed and let ρN = {
(ρ, . . . ,ρ) ∈Γ(n)}

n be a thermodynamic

equilibrium state, then

(8.1.7) S−(ρ)≤ S∞(ρN)≤ S+(ρ) .

We remark that this implies that if all states ρN = {
(ρ, . . . ,ρ) ∈Γ(n)}

n are thermodynamic

equilibrium states according to Definition 8.1.2, then for all (microscopic) states, ρ ∈ Γ, the

relation S−(ρ)≤ S+(ρ) holds.

Besides, Proposition 8.1.3 establishes that the behaviour of thermodynamic equilibrium states

with respect to an error-tolerant resource theory is characterised by the single quantity S. We now

derive the corresponding necessary conditions and sufficient conditions for state transformations,

which are proven in Section 8.3.2.

Proposition 8.1.5 (Necessary and sufficent conditions for state transformations). Let there be

an error-tolerant resource theory on state spaces Γ(n) that obeys Axioms 7.2.1 to 7.2.4 and Ax-

iom 8.1.1 and let there be a suitable meter system. Furthermore, let ρN, σN ∈ΓN be thermodynamic

equilibrium states. Then, for any δ> 0 and any 0< ε< 1, there exists an n0 such that for all n ≥ n0,

(8.1.8) S∞(ρN)+δ≤ S∞(σN) =⇒ ρn ≺ε σn .

Furthermore, if for some 0< ε< 1, there exists an n0 such that for all n ≥ n0, the relation ρn ≺ε σn

holds, then

(8.1.9) S∞(ρN)≤ S∞(σN) .

We are now in a position to introduce an effective macroscopic order relation ≺N: we write

ρN ≺N σN if for any ε > 0 there exists n0 such that for all n ≥ n0 we have ρn ≺ε σn. Then S is

monotonic with respect to ≺N and S∞(ρN)< S∞(σN) implies ρN ≺N σN by Proposition 8.1.5. The

macroscopic transformations according to ≺N are fully characterised by a necessary and sufficient

condition in terms of S (except for pairs of states where S∞(ρN) = S∞(σN)). The relation ≺N

is furthermore transitive and, hence, a preorder relation which establishes the connection to
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the structure of traditional resource theories [113–115, 120, 185] and to resource theories for

macroscopic thermodynamics [137–139].

Furthermore, we may introduce composition and scaling operations for thermodynamic

equilibrium states, as considered in the axiomatic work [137–140], which may allow for the

recovery of corresponding axioms. A natural way to define a space of composed systems is ΓN ×
Γ′N

..= {
(ρN, σN)

∣∣ (ρN, σN)= {
(ρn, σn)

}∞
n=1 s.t. ρN ∈ΓN, σN ∈Γ′N

}
. For this composition operation

the macroscopic states and order relation obey the consistent composition axiom. A scaling

operation that produces a state space αΓN of states that are scaled by α ∈R≥0 could be introduced

by changing the spreading of the elements in the sequences ρN = {
ρn

}
n ∈ ΓN. For instance, for

α= 2 the state 2ρN ∈ 2ΓN should only contain the elements of the original sequence with even

index, i.e., 2ρN = {
ρ′n

}
n, where ρ′n = ρ2n. We leave the generalisation to arbitrary real scaling

factors and the exploration of whether such definitions obey all axioms from Refs. [137–140] for

future work.

8.2 Thermodynamic equilibrium states under adiabatic
processes

To find examples of thermodynamic equilibrium states with respect to adiabatic processes, let us

first consider the set ΓT, which is the set of all states ρ ∈S (H ) that obey Hmin
(
ρ
)= H0

(
ρ
)
, since

these entropies correspond to S− and S+ respectively (see also [140, 225]). Hence, ΓT is the set of

all states that obey λmax
(
ρ
)= 1

rank(ρ) , where λmax
(
ρ
)

denotes the maximal eigenvalue of ρ. These

are all states for which the step function is flat in the sense that all non-zero eigenvalues are

equal.

In the following, we show that the states ρN ∈ΓN with ρn = ρ⊗n are thermodynamic equilib-

rium states with respect to smooth adiabatic operations (as introduced in Section 7.2.1).

Lemma 8.2.1. For smooth adiabatic operations on quantum states with state space Γ=S (H )

and the meter system ΓΛ introduced in Section 7.3.1,

(8.2.1) ΓN = {
ρN

∣∣ ρN = {
ρn

}∞
n=1 s.t. ρn = ρ⊗n}

is a set of equilibrium states. Furthermore, λρ is the von Neumann entropy, i.e., λρ = H(ρ).

Proof. First, note that for ρ = τλ ∈ ΓT the lemma follows immediately with λ− = λ+ = λρN . Now

let ρ 6∈ΓT, let 0< ε< 1 and let δ> 0 be arbitrary. Now choose ε̃ such that ε=p
ε̃ and define

(8.2.2) ρ̃n ..= Πε̃nρ
⊗nΠε̃n

tr
(
Πε̃nρ

⊗nΠε̃n
) ,

where Πε̃n is a projector onto the ε̃-typical subspace of ρ⊗n. Now choose n′
0 large enough such that

for n ≥ n′
0,

(8.2.3) D
(
ρ̃n|ρ⊗n)≤ ε ,
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a choice which is always possible [227]. Now for any eigenvalue p of ρ̃n,

(8.2.4) 2−nH(ρ)−nβ ≤ p ≤ 2−nH(ρ)+nβ ,

where β∝ 1p
n [148, 227]. Now let n′′

0 be the minimal value such that the following two conditions

are obeyed2

2n′′
0(H(ρ)+δ) −2n′′

0(H(ρ)+β) > 1 ,(8.2.5)

2n′′
0(H(ρ)−β) −2n′′

0(H(ρ)−δ) > 1 ,(8.2.6)

and set n′′′
0 =max

{
n′

0,n′′
0
}
. Then, for any n ≥ n′′′

0 there exist k, m ∈N such that

2n(H(ρ)+δ) ≥ k ≥ 2n(H(ρ)+β) ,(8.2.7)

2n(H(ρ)−β) ≥ m ≥ 2n(H(ρ)−δ) .(8.2.8)

Since H(ρ)< log2
(
rank(ρ)

)
and β∝ 1p

n , we can choose n0 ≥ n′′′
0 such that for all n ≥ n0, it holds

that k, m < rank(ρ)n, hence, we can choose λ− = log2(k) and λ+ = log2(m). Thus, Definition 8.1.2

is obeyed with λρ = H(ρ). �

For adiabatic operations on quantum states S is the von Neumann entropy, in agreement

with the results from Ref. [208]. 3 With respect to adiabatic probabilistic transformations, the set

of all sequences of states ρn = ρ⊗n is not a set of thermodynamic equilibrium states according to

Definition 8.1.2. To see this, let ε≤ 1
4 , let δ= 1

100 and take a state ρ = 3
4 |0〉〈0|+ 1

4 |1〉〈1|. Then ρ⊗n

has a maximal eigenvalue
(3

4
)n and rank 2n. Now consider τλ− ≺εp ρ⊗n and ρ⊗n ≺εp τλ+ , i.e.,

τλ− → (1−ε)ρ⊗n +εξ1(8.2.9)

ρ⊗n → (1−ε)τλ+ +εξ2.(8.2.10)

For there to be such transformations, the following necessary conditions have to be met 4

λ− ≤ n log2

(
4
3

)
− log2 (1−ε)(8.2.11)

λ+ ≥ n log2 (2),(8.2.12)

which imply that λ+−λ− ≥ n log2
(3

2
)+ log2 (1−ε)> 2nδ.

A second class of thermodynamic equilibrium states with respect to the smooth adiabatic

operations are the microcanonical states,

(8.2.13) ΓN =
{
ρN

∣∣∣∣ ρN =
{
ΠΩmicro(nE,nV ,n)

Ωmicro(nE,nV ,n)

}
n

}
,

2 For an n′′
0 such that δ>β and min

{
H(ρ),δ

}−β+1> 0 both conditions are satisfied. Such an n′′
0 can always be

found as β∝ 1p
n .

3Note that in Ref. [208] the max entropy Hε
0 instead of H1−ε

H is considered, however, the relation has also been
proven for the latter [79].

4This follows as the state τλ− has to be chosen such that it majorises (1−ε)ρ⊗n. On the other hand, ρ⊗n also has
to majorise the (1−ε)τλ+ , hence its rank should be smaller than that of τλ+ .
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where Ωmicro is the microcanonical partition function and ΠΩmicro is the projector onto its subspace.

The state ρN is the sequence of microcanonical states of different particle number that all have

the same energy E and volume V per particle, for which we obtain the entropy per particle known

from statistical mechanics, S∞(ρN)=λρ = log2(Ωmicro(E,V ,1)).

We remark here, that necessary and sufficient conditions for state transformations can

also be directly derived for specific examples, without going through the axiomatisation. For

instance, for smooth majorisation on quantum states with i.i.d. states ρn = ρ⊗n, we could work

with Hε
min and Hε

0 and arrive at statements analogous to Proposition 8.1.5, where S is the

von Neumann entropy. Such a derivation is, however, more cumbersome than verifying the

axioms and it has to be considered separately for each example. The statement here is more

general, as it applies to any resource theory that obeys the axioms, such as the resource theory of

thermal operations [224]. Besides, the axioms reveal natural features that lead to thermodynamic

behaviour, which may also be applicable to systems that are not represented as density operators

or probability distributions.

8.3 Appendix

8.3.1 Proof of Proposition 8.1.3 and Corollary 8.1.4

We first prove the following lemma.

Lemma 8.3.1. For any state τλ ∈ΓT the following inequalities hold,

λ≤ Sε
−(τλ)≤λ− log2(1−ε) ,(8.3.1)

λ+ log2(1−ε)≤ Sε
+(τλ)≤λ .(8.3.2)

Proof. To prove the inequalities (8.3.1), note first that Sε−(τλ) ≥ S−(τλ) = λ. Furthermore, let(
λ
µ

1 ,λµ2
)
µ

label a sequence of pairs of states χλµ1 , χλµ2 ∈ΓΛ such that

(8.3.3) (σ1, χλµ1 )≺ε (τλ, χλµ2 ) ,

with Sε−(τλ)= limµ→∞λ
µ

1 −λ
µ

2 . Furthermore, let
(
λ̃ν1, λ̃ν2

)
ν

label another sequence of pairs of states

obeying

(8.3.4) (τλ, χλ̃ν1 )≺ (σ1, χλ̃ν2 )

with S−(τλ)=λ= limν→∞ λ̃ν2 − λ̃ν1. Then, by consistent composition

(8.3.5) (σ1, χλµ1 , χλ̃ν1 )≺ε (τλ, χλµ2 χλ̃ν1 )≺ (σ1, χλµ2 , χλ̃ν2 ) ,

and by additive transitivity, Axiom 8.1.1 and the additivity of meter states,

(8.3.6) χλµ1+λ̃ν1 ≺
ε χλµ2+λ̃ν2 .
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The work-error trade-off then implies λµ1 −λ
µ

2 ≤ λ̃ν2 − λ̃ν1 + log2(1−ε). Since this holds for all µ, ν,

it remains true in the limit and proves the inequality. The proof of inequalities (8.3.2) proceeds

analogously and is omitted here. �

To prove the proposition, let ε= 1
2 min {ε̃, (1− ε̃)}, and let δ> 0 be arbitrary, now let λρN and n

be such that the conditions of Definition 8.1.2 are met for ε and δ. Then, by Proposition 7.3.8,

Sε̃−ε
− (τλ−)≤ Sε̃

−(ρn)≤ Sε̃+ε
− (τλ+) ,(8.3.7)

Sε̃+ε
+ (τλ−)≤ Sε̃

+(ρn)≤ Sε̃−ε
+ (τλ+) ,(8.3.8)

and by Lemma 8.3.1,

λ− ≤ Sε̃
−(ρn)≤λ+− log2(1− (ε̃+ε)) ,(8.3.9)

λ−+ log2(1− (ε̃+ε))≤ Sε̃
+(ρn)≤λ+ ,(8.3.10)

and as λ− ≥ n(λρN −δ) and λ+ ≤ n(λρN +δ),

n(λρN −δ)≤ Sε̃
−(ρn)≤ n(λρN +δ)− log2(1− (ε̃+ε)) ,(8.3.11)

n(λρN −δ)+ log2(1− (ε̃+ε))≤ Sε̃
+(ρn)≤ n(λρN +δ) ,(8.3.12)

as well as

(8.3.13) − 2nδ
n

≤ Sε̃−(ρn)−Sε̃+(ρn)
n

≤ 2nδ−2log2(1− (ε̃+ε))
n

.

As this holds for any δ> 0, we have that

(8.3.14) lim
n→∞

Sε̃−(ρn)
n

= lim
n→∞

Sε̃+(ρn)
n

=λρN .

�

To prove the corollary we rely on Proposition 7.3.10, according to which, for ρn = (ρ, . . . ,ρ) ∈
Γ(n),

Sε̃
−(ρn)≥ Sε̃

−(ρ)+ (n−1)S−(ρ),(8.3.15)

Sε̃
+(ρn)≤ Sε̃

+(ρ)+ (n−1)S+(ρ).(8.3.16)

Then, by Proposition 7.3.8,

Sε̃
−(ρn)≥ nS−(ρ),(8.3.17)

Sε̃
+(ρn)≤ nS+(ρ).(8.3.18)

From (8.3.13) it follows that

nS−(ρ)≤ Sε̃
−(ρn)(8.3.19)

≤ Sε̃
+(ρn)+2nδ−2log2(1− (ε̃+ε))(8.3.20)

≤ nS+(ρ)+2nδ−2log2(1− (ε̃+ε)) .(8.3.21)
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Now since S∞(ρN) ..= limn→∞
Sε̃
−(ρn)
n , dividing the above by n and taking the limit n →∞ leads to

(8.3.22) S−(ρ)≤ S∞(ρN)≤ S+(ρ)+2δ .

As the above applies for any δ> 0 this concludes the proof. �

8.3.2 Proof of Proposition 8.1.5

We first prove the following lemma.

Lemma 8.3.2. For states τλ, τλ̃ ∈ΓT the work-error trade-off is obeyed, i.e.,

(8.3.23) τλ ≺ε τλ̃ =⇒ λ≤ λ̃− log2(1−ε) .

Proof. Let τλ, τλ̃ ∈ ΓT such that τλ ≺ε τλ̃. Furthermore, let
{
λ
µ

1 ,λµ2
}
µ

and
{
λ̃ν2, λ̃ν1

}
ν

label two

sequences of pairs of states χλµ1 , χλµ2 and χλ̃ν , χλ̃ν2 respectively, such that

(σ1, χλµ1 )≺ (τλ, χλµ2 ) ,(8.3.24)

(τλ̃, χλ̃ν1 )≺ (σ1, χλ̃ν2 ) ,(8.3.25)

with limµ→∞λ
µ

1 −λ
µ

2 = λ and limν→∞ λ̃ν2 − λ̃ν1 = λ̃. Then, by consistent composition and additive

transitivity,

(8.3.26) (σ1, χλµ1 , χλ̃ν1 )≺ε (σ1, χλµ2 , χλ̃ν2 ) ,

which implies that, χλµ1+λ̃ν1 ≺
ε χλµ2+λ̃ν2 and thus λµ1 −λ

µ

2 ≤ λ̃ν1 − λ̃ν2 − log2(1−ε), which remains valid

in the limits. �

To prove the proposition, let µ= ε
2 and let δ̃= δ

2 . It follows from Equation (8.3.14) that one

can choose n0 such that for n ≥ n0, the following two inequalities hold,

S∞(ρN)+ δ̃≥ Sµ
+(ρn)
n

,(8.3.27)

S∞(σN)− δ̃≤ Sµ−(σn)
n

.(8.3.28)

This implies that under the assumption that S∞(ρN)+δ≤ S∞(σN) for n ≥ n0,

(8.3.29) Sµ
+(ρn)≤ Sµ

−(σn) ,

which by Proposition 7.3.9 directly implies

(8.3.30) ρn ≺ε σn .
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Furthermore, let n0 be such that ρn ≺ε σn for all n ≥ n0. Then, take ε′ < 1−ε
2 , δ > 0 and let

λρN , λσN and n′
0 be such that for all n ≥ n′

0 Definition 8.1.2 holds for both states ρN and σN. This

implies that for n ≥max
{
n0,n′

0
}
,

(8.3.31) χλ−(ρ) ≺ε
′
ρn ≺ε σn ≺ε′ χλ+(σ) .

Hence, due to Axiom 7.2.3 and Lemma 8.3.2,

(8.3.32) λ−(ρ)≤λ+(σ)− log2(1− (ε+2ε′))

and thus also

(8.3.33) n(λρN −δ)≤ n(λσN +δ)− log2(1− (ε+2ε′)),

which implies

(8.3.34) λρN ≤λσN +2δ− log2(1− (ε+2ε′))
n

.

As this holds for every δ> 0 this concludes the proof as S∞(ρN)=λρN and S∞(σN)=λσN . �

159





C
H

A
P

T
E

R

9
CONCLUSIONS AND OUTLOOK

In Part I of this thesis, we improved on the current entropic techniques for analysing causal

structures in several ways. We introduced the application of non-Shannon inequalities, which

improve outer approximations to the entropy cones of (classical) causal structures, and derived

inner approximations. Our techniques are applicable to both the entropy vector approach and the

post-selection technique. Our new outer approximations improve on the distinction of the sets of

correlations compatible with different causal structures and the inner approximations help us

identify the actual boundary of these cones. They furthermore aid us in identifying situations

where it is necessary to look beyond entropy vectors for certifying incompatibility with a causal

structure.

We have also discovered important deficiencies of the entropy vector method when it comes

to distinguishing between classical and quantum correlations. More specifically, we have shown

that for line-like causal structures and a few more examples there is no gap between the sets of

compatible entropy vectors in the classical and quantum case, despite there being a separation

at the level of probabilities. Hence, no function of the entropies of the observed variables can

make such a distinction. Whether the entropy vector method is ever able to distinguish classical

and quantum causes or whether it merely accounts for independence relations (oblivious to the

underlying non-signalling theory), remains an open problem.

Our results fuel the discussion of whether entropies are suitable for analysing causal struc-

tures, or whether the mapping from probabilities to entropies oversimplifies the problem to

such an extent that the search for other techniques should be prioritised. Criteria for certifying

whether a set of entropy inequalities is able to detect non-classical correlations remains scarce.

For the CHSH scenario, the known entropic constraints are sufficient for detecting any non-

classical correlations [34, 46], however, a tool to analyse other causal structures in a similar way
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is unavailable. This is partly because the proof for the CHSH scenario relies on the convexity of

the set of compatible probability distributions and cannot be straightforwardly generalised. For

many of the known entropic inequalities relevant to classical causal structures it is unknown

whether they remain valid in the corresponding quantum scenario.

A worthwhile improvement on current entropic techniques could be made by considering

the family of Tsallis entropies [110, 209], that, contrary to the Rényi entropies, seem to have

the properties needed for deriving non-trivial entropy inequalities for causal structures. By

constructing compatible entropy vectors for different Tsallis entropies, one could encode more

information about the underlying probability distributions or quantum systems than with con-

ventional entropy vectors, which may in turn facilitate the detection of quantum violations of

classically valid inequalities.

In any case, searches for quantum violations of entropic inequalities, which have so far been

based on random searches in low dimension (conducted here for the triangle causal structure and

previously in [42] without imposing causal constraints), should be made systematic. This could

be achieved by performing local optimisation with random starting points, for instance relying on

a randomised gradient descent algorithm.

An alternative relaxation of the problem of finding constraints on the distributions that are

compatible with a classical causal structure is the inflation technique [231]. It is able to certify any

observed distribution that is not realisable in a causal structure as incompatible if a large enough

inflation is considered [165]. In order to derive constraints that are independent of the system’s

dimensionality, it may be possible to combine this technique with entropic methods. Such methods

could apply to causal structures that cannot, so far, be sufficiently analysed entropically, as for

instance the triangle causal structure. Nonetheless, computational feasibility is not guaranteed,

neither for the detection of incompatible distributions with the current inflation technique, nor

with potential entropic extensions.

The problem of whether there is a causal structure that leads to a gap between the sets of

compatible entropy vectors in classical and quantum case may also inform the open problem of

whether there are (unconstrained) inequalities for the von Neumann entropy of a multi-party

quantum state beyond strong-subadditivity [42, 145], similar to the non-Shannon inequalities,

which hold for the entropy of jointly distributed random variables.

Understanding the gap between classical and quantum correlations in causal structures

beyond the Bell scenario is important regarding their application in cryptographic protocols.

Implementations of protocols between distant agents that in principle rely on the bipartite

Bell scenario often establish the required entanglement through entanglement swapping at

intermediate stations. Hence, these protocols are not actually implemented in the Bell causal

structure but rather in a larger, line-like network, which allows eavesdroppers to devise addi-

tional attacks [130]. Besides this, there are various cryptographic tasks such as secret sharing

schemes [26, 194] that rely on a causal structure other than the Bell scenario. The analysis of
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such causal structures is therefore practically relevant. Conversely, the characterisation and

comparison of causal structures may be of use for adapting and improving current protocols.

Finally, the exploration of the difference between correlations in classical and quantum causal

structures is only a small contribution on the route to an understanding of cause in quantum

mechanics. This understanding may be a first step towards resolving the conceptual discrepancy

between the classical notion of causality that underlies our understanding of the laws of physics

and the probabilistic nature of quantum theory [107–109]. A problem whose solution might

fundamentally influence discussions about how to attempt a unification of quantum mechanics

and the notion of space-time in general relativity.

In Part II of this thesis, we presented an axiomatic framework for analysing quantum

thermodynamics in the microscopic regime, designed to bring resource theoretic considerations

closer to applications by modelling imprecisions and errors. The framework leads to necessary

conditions and sufficient conditions for the existence of processes between states of a system

in terms of real-valued functions. In the specific case of smooth adiabatic processes these are a

smooth min-entropy and a smooth max-entropy from the generalised entropy framework [79],

which in turn both obtain an operational meaning. For probabilistic transformations we recover

slightly different entropy measures. This contributes to the discussion of which of the various

smooth min and max-entropies from the recent literature are operationally sensible [9, 68, 79,

80, 126, 163, 187, 188, 207, 228].

Our considerations move the resource theoretic approach closer to experimental implementa-

tions, where finite precision and errors are pertinent topics. This may also allow us to compare

different types of microscopic processes with and without quantum effects in one resource theo-

retic framework. Furthermore, different sources of error, possibly including quantum fluctuations,

can be accounted for, which might be useful for analysing questions related to whether quantum

devices can outperform their classical analogues.

Our framework is not designed for modelling situations where quantum side information

about a system is held, which could facilitate and enable additional transformations between

states. A corresponding framework may need a careful reconsideration of several components,

such as of the sequential composition of operations. Such an axiomatisation might, however,

lead to the re-derivation of smooth conditional entropy measures, which would hence obtain an

operational meaning in respective resource theories.

Our axiomatic framework also allowed us to consider macroscopic systems and to define ther-

modynamic equilibrium states. This allowed us to recover thermodynamic behaviour, particularly

a macroscopic preorder relation that specifies whether a transformation between two different

equilibrium states is possible. The framework is also equipped with a single quantity that pro-

vides necessary and sufficient conditions for state transformations, in the spirit of the second law

and in agreement with axiomatic frameworks for macroscopic thermodynamics [137–140]. For

adiabatic operations, we recover the von Neumann entropy in this manner, as well the Boltzmann
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entropy for microcanonical states, in agreement with and extending Ref. [225].

Our derivation of necessary and sufficient conditions for state transformations among ther-

modynamic equilibrium states proceeds along relatively simple lines. Furthermore, checking

that certain classes of states obey the prerequisites, i.e., that the corresponding axioms and

definitions apply, is relatively straightforward compared to the derivation of these conditions in

the individual examples, at least for adiabatic (and thermal) operations. Our framework may

therefore be seen to simplify and clarify the derivation of these conditions.

States that qualify as thermodynamic equilibrium states in the case of smooth adiabatic

operations are those that are close to their projection onto a typical subspace. Our definition

of thermodynamic states can hence be seen as a specification of typical behaviour. This may

be of interest beyond thermodynamics. Our results illustrate, for instance, that an asymptotic

equipartition property for i.i.d. states can be obtained without letting the smoothing parameter

tend to zero, contrary to the original proof [208].

In addition, our exploration of macroscopic systems opens up many avenues for future

research. While sequences of states are natural for describing systems with thermodynamic

behaviour, where we can define equivalence classes of states that have essentially the same

properties, how to generalise these ideas to arbitrary macroscopic systems is unclear. A first

step may be to restrict the macroscopic state space to physically meaningful states by imposing

that certain criteria be obeyed. One such restriction could be to require permutation symmetry

of indistinguishable parts of a system [69, 125, 186]. One may also define different ways of

composing systems, which may lead to meaningful sequences of states. The definition of a full

macroscopic resource theory that encompasses not just thermodynamic equilibrium states but

any physical state and emerges from microscopic considerations remains an open problem.

In this thesis, we have not addressed resource theories other than adiabatic operations

within our axiomatic framework. In [224], we show that a resource theory of smooth thermal

operations also obeys our axioms. Our framework may also lead to new insights for other, less

explored resource theories. Such investigations will be important for gauging the generality of

our framework and its potential impact beyond thermodynamics.

The two parts of this thesis have been explored disjointly, except for their remote connection

through quantum technologies. Nonetheless, it may be possible to relate them, in the sense that

one could potentially phrase both of them in terms of resource theories. Causal structures can be

interpreted in terms of quantum channels between the involved systems, and, it may be possible

to understand these channels as resources that allow for the generation of a restricted set of

correlations. Hence, it may be that one day we see the theory of causal structures as a resource

theory of causality.
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[217] M. WAJS, P. KURZYŃSKI, AND D. KASZLIKOWSKI, Information-theoretic Bell inequalities

based on Tsallis entropy, Physical Review A, 91 (2015), p. 012114.

[218] J. WATROUS, Semidefinite programs for completely bounded norms, Theory of Computing,

5 (2009), pp. 217–238.

[219] WEIDONG XU, JIA WANG, AND JUN SUN, A projection method for derivation of non-

Shannon-type information inequalities, in IEEE International Symposium on Informa-

tion Theory (ISIT), IEEE, jul 2008, pp. 2116–2120.

[220] M. WEILENMANN AND R. COLBECK.

Available at: http://www-users.york.ac.uk/~rc973/triangle.html.

[221] , Inability of the entropy vector method to certify nonclassicality in linelike causal

structures, Physical Review A, 94 (2016), p. 042112.

[222] , Non-Shannon inequalities in the entropy vector approach to causal structures.

e-print arXiv:1605.02078, 2016.

180

arXiv:1706.03193
http://www-users.york.ac.uk/~rc973/triangle.html
arXiv:1605.02078


BIBLIOGRAPHY

[223] , Analysing causal structures with entropy, Proceedings of the Royal Society of London

A: Mathematical, Physical and Engineering Sciences, 473 (2017).

[224] M. WEILENMANN, L. KRAEMER, P. FAIST, AND R. RENNER, Axiomatic approach to noise-

tolerant resource theories.

In preparation.

[225] , Axiomatic relation between thermodynamic and information-theoretic entropies,

Physical Review Letters, 117 (2016), p. 260601.

[226] N. WEISS, A Course in Probability, Pearson Addison Wesley, 2006.

[227] M. M. WILDE, Quantum information theory, Cambridge University Press, 2013.

[228] M. M. WILDE, A. WINTER, AND D. YANG, Strong Converse for the Classical Capacity of

Entanglement-Breaking and Hadamard Channels via a Sandwiched Rényi Relative

Entropy, Communications in Mathematical Physics, 331 (2014), pp. 593–622.

[229] H. P. WILLIAMS, Fourier’s method of linear programming and its dual, The American

Mathematical Monthly, 93 (1986), pp. 681–695.

[230] A. WINTER AND D. YANG, Operational Resource Theory of Coherence., Physical Review

Letters, 116 (2016), p. 120404.

[231] E. WOLFE, R. W. SPEKKENS, AND T. FRITZ, The inflation technique for causal inference

with latent variables.

e-print arXiv:1609.00672, 2016.

[232] C. J. WOOD AND R. W. SPEKKENS, The lesson of causal discovery algorithms for quantum

correlations: causal explanations of Bell-inequality violations require fine-tuning, New

Journal of Physics, 17 (2015), p. 033002.

[233] R. YEUNG, A framework for linear information inequalities, IEEE Transactions on Infor-

mation Theory, 43 (1997), pp. 1924–1934.

[234] N. YUNGER HALPERN AND J. M. RENES, Beyond heat baths: Generalized resource theories

for small-scale thermodynamics, Physical Review E, 93 (2016), p. 022126.

[235] Z. ZHANG AND R. W. YEUNG, A non-Shannon-type conditional inequality of information

quantities, IEEE Transactions on Information Theory, 43 (1997), pp. 1982–1986.

[236] , On characterization of entropy function via information inequalities, IEEE Transac-

tions on Information Theory, 44 (1998), pp. 1440–1452.

181

arXiv:1609.00672


BIBLIOGRAPHY

[237] M. ZUKOWSKI, A. ZEILINGER, M. A. HORNE, AND A. EKERT, "Event-ready-detectors" Bell

experiment via entanglement swapping., Physical Review Letters, 71 (1993), pp. 4287–

4290.

182


	Abstract
	List of Contents
	List of Tables
	List of Figures
	Acknowledgements
	Author's Declaration
	Introduction and Synopsis
	Preliminaries
	Convex geometry and optimisation
	Convex and polyhedral cones
	Projections of convex cones: Fourier-Motzkin elimination
	Convex optimisation

	Information-theoretic entropy measures
	Shannon and von Neumann entropy
	Rényi entropies
	Smooth entropy measures

	Causal structures
	Classical causal structures as Bayesian networks
	Causal structures involving quantum and more general resources

	Quantum resource theories for thermodynamics
	The resource theory of adiabatic processes


	Entropic analysis of causal structures
	Outline of the entropic techniques for analysing causal structures
	Motivation for the entropic analysis
	Entropy vector approach
	Entropy cones without causal restrictions
	Entropy cones for causal structures

	Entropy vector approach with post-selection
	Post-selection in classical causal structures
	Post-selection in quantum and general non-signalling causal structures

	Alternative techniques for analysing causal structures
	Entropy cones relying on Rényi and related entropies
	Polynomial inequalities for compatible distributions
	Graph inflations
	Semidefinite tests relying on covariance matrices

	Appendix
	Inequalities from Example 3.2.14
	Entropy inequalities and extremal rays for Example 3.3.7


	Inner approximations to the entropy cones of causal structures
	Techniques to find inner approximations for causal structures with up to five observed variables
	Inner approximation to the entropy cone of the classical triangle scenario
	Inner approximation by means of linear rank inequalities
	Improving inner approximations

	Appendix
	Inner approximations to the marginal cones of the causal structures of Figure 4.1
	Technical details regarding Example 4.1.2
	Proof of Proposition 4.2.1
	Inequalities defining the inner approximations in Example 4.2.2


	Exploring the gap between inner and outer approximations with non-Shannon inequalities
	Improving outer approximations with non-Shannon inequalities
	Improved entropic approximation for the classical triangle scenario
	Motivating the search for improved outer approximations to the marginal cone of the triangle causal structure
	Improved outer approximations to the entropy cone of the triangle causal structure

	Non-Shannon inequalities in quantum and hybrid causal structures
	Quantum triangle scenario
	Hybrid triangle scenarios

	Non-Shannon inequalities and post-selection
	Appendix
	Proof of Proposition 5.2.5
	Proof of Proposition 5.2.6
	Proof of Lemma 5.3.2


	Entropic distinction between classical and quantum causal structures
	Inability of the entropy vector approach to distinguish classical and quantum causes in the bilocal causal structure
	Inability of the entropy vector method to distinguish classical and quantum causes in line-like causal structures
	Towards a general statement
	Distinguishing classical and quantum causes with post-selection
	Appendix
	Proof of Theorem 6.2.1
	Proof of Proposition 6.3.1



	Error-tolerant approach to microscopic thermodynamics
	Axiomatic framework for error-tolerant resource theories
	Motivation
	Thermodynamic processes with error-tolerance
	The noise-tolerant resource theory of adiabatic processes

	Quantifying resources
	Smooth entropies for the resource theory of smooth adiabatic operations

	Alternative types of errors in adiabatic operations
	Appendix
	Proof of Proposition 7.2.5
	Proof of Proposition 7.3.10
	Proof of Lemma 7.3.11
	Properties of smooth entropies measured with meter systems that achieve the work-error trade-off
	Proof of Lemma 7.3.12
	Proof of Proposition 7.3.13
	Proof of Lemma 7.3.15


	Macroscopic thermodynamics from microscopic considerations
	States with macroscopic behaviour
	Thermodynamic equilibrium states under adiabatic processes
	Appendix
	Proof of Proposition 8.1.3 and Corollary 8.1.4
	Proof of Proposition 8.1.5


	Conclusions and Outlook
	Bibliography


