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[bookmark: _Toc489385262]Abstract

Carbon dioxide mitigation technologies have garnered increasing attention over the past decade to prevent further detrimental effect to the environment and increased global warming. Non-thermal plasma technology, specifically corona discharge, is a technology that is capable of reducing CO2 to CO which can then be utilised as a feedstock for various chemical feedstocks. As there is no existing work on this specific discharge type, a new reactor and experimental method was developed in order to assess its viability as a CO2 splitting technology. Additionally, a numerical model was built to validate the experimental results.
This thesis investigates pulsed power corona discharges for the splitting of CO2 and its ad-mixtures with argon and nitrogen. Special attention is paid to the conversion percentage and the energy efficiency of this process. Few previous works have examined the use of pulsed power in plasma applications and thus there is little understanding of the mechanisms and kinetically pathway of CO2 reduction in this type of system. this thesis aims to propose what they may be and how it differs from other plasma technology. 
The results indicate that pulsed power corona discharges offer superior energy efficiency compared to other technologies however, the conversion is somewhat lower than other reported works. It is theorised that the input voltage waveform plays a significant role in determining the kinetical pathway of CO2 reduction and future work should revolve around optimising the voltage waveform to maximise both the conversion and energy efficiency. 
Argon and nitrogen both have a positive effect on CO2 conversion and efficiency, up to a point, yet further addition sees more energy directed towards reactions and energy transfer to these species instead of the desired reaction of CO2 to CO.     
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1. [bookmark: _Toc489385263]Introduction

1.1. [bookmark: _Toc489385264]Motivation

The need for global emission reduction has been well documented as early as the Kyoto protocol in 1997. In particular, the emission of carbon dioxide (CO2) has been highlighted as the main cause of the greenhouse effect re-radiating energy from the sun back to the earth’s surface, leading to accumulation within the atmosphere [1]. As a result, global temperatures have risen by approximately 1°C in the last century. Naturally, the issue of climate change did not materialise by itself, human dependence on fossil fuel derived energy, since the industrial revolution, has seen atmospheric CO2 levels dramatically increase. In 2015, approximately 81% [2] of the world’s energy was supplied through the combustion of fossil fuels and although this amount has reduced since the early 1990s, when the problem of climate change was identified, it is likely to remain as the dominant source of energy for the near future. Other factors contributing to the reduction in fossil fuel include economic, political and technological advances. Therefore, it is necessary to develop techniques to counteract the rise in atmospheric CO2 levels. Non-thermal plasma splitting of CO2 offers a way of closing the carbon cycle to prevent further release into the atmosphere[3]. The products from CO2 plasma splitting, carbon monoxide and oxygen can be utilised in the established Fischer-Tropsch synthesis to produce synthetic fuel, a substitute for fossil fuel derived energy.    
Experimental and numerical investigations have already been conducted and reported and have proven that splitting CO2 in various non-thermal plasma technologies is achievable. These plasma systems report higher energy efficient splitting than thermal plasmas as the bulk gas temperature remains low and only the electron temperature is elevated. Non-thermal plasma has already demonstrated to be applicable for large-scale gas treatment in electrostatic precipitators[4]. With this knowledge corona discharge, the underlying technology in electrostatic precipitators, was chosen as the plasma method to be used in this research. 
1.2. [bookmark: _Toc489385265]Aim of research 

This thesis focuses on the splitting of CO2 in a pulsed corona discharge reactor operating at atmospheric pressure. The main goal is examining the conversion and energy efficiency of CO2 splitting upon altering various parameters of the plasma reactor. An in-house built corona reactor was designed and tested for the purpose of testing both pure CO2 and other gas mixtures to optimise the conversion of CO2 to CO.
The technology used in this research was compared with other non-thermal plasma systems to examine its effectiveness at CO2 splitting. Additionally, a numerical model was built to validate experimental results and also to test conditions that are not possible to simulate under experimental conditions. From the numerical model plasma parameters such as electron temperature and density can be obtained, these parameters play a key role in determining the mechanism of CO2 dissociation and examining their evolution during the CO2 splitting process will highlight the dominant pathway of CO2 reduction. 


1.3. [bookmark: _Toc489385266]Thesis overview

In order to achieve the above aim this thesis will be presented as follows. Chapter 2 will highlight the energy and climate change problem that faces the world. It will also address the need for CO2 mitigation from the atmosphere and regulations that make anthropogenic CO2 reduction mandatory. Finally the topic CO2 utilisation will be discussed and the current approaches being used. 
Chapter 3 goes on to examine how plasma processes can be developed to mitigate further CO2 emissions. An introduction to plasma precedes a description of the main plasma systems used in research and examples of their use for CO2 splitting. Corona discharges and pulsed corona discharge will be investigated in detail specifically for CO2 reduction (although they have been deployed for other uses). 
Chapter 4 describes the experimental setup and method. Furthermore, the outcome from initial testing and commissioning of the pulsed corona system will be presented alongside the techniques used to analyse the gaseous products as well as the electronic diagnostics. Additionally, the numerical model used to validate the experimental results will be presented. 
Chapter 5, provides in-depth experimental approach to carbon dioxide splitting in the developed pulsed corona discharge system with and without the addition of argon to the gas feed. This is accompanied by a numerical model which aims to provide further insight into the mechanism of CO2 splitting using a two-step model approach. Finally, a comparison will be drawn between this system and other similar technologies in the literature. 
Chapter 6 follows directly on from Chapter 5 and examines the effect of altering the inter-electrode distance and observes if the mechanism of CO2 splitting changes. Theories to improve the conversion of the experimental set up are also presented. 
Chapter 7 works on the foundation built in Chapters 5 and 6 but investigates the effect of nitrogen as an impurity in the gas feed. The results for this section will be compared to previous results in argon and a new mechanism for CO2 splitting will be presented. This Chapter will also propose a suggested carbon dioxide capture and utilisation system for deployment on a large scale. 
In Chapter 8 conclusions drawn from the thesis are summarised and recommendations for future work presented.   
The final Chapter details the errors associated with all the experimental results in this thesis. The repeatability of the experimental work is also discussed. 


2. [bookmark: _Toc489385267]Background

As set out in the introduction the motivation behind this work stems from the underlying energy problem. Human dependence on fossil fuels for electricity generation, industry and transport has led to an increasing amount of harmful gases being emitted into the atmosphere inducing an anthropogenic climate change effect. This thesis presents a novel solution, using non-thermal plasma technology, to counteract the problem of climate change in particular the reduction of CO2 in the atmosphere. This Chapter introduces the problem of climate change and why CO2 is a large problem that needs to be addressed. Subsequent Chapters will then outline how corona discharge can mitigate CO2 emissions and provide an in-depth investigation into the mechanisms involved when CO2 is subjected to non-thermal plasma.      
2.1. [bookmark: _Toc489385268]Energy and climate change
2.1.1. [bookmark: _Toc489385269]Energy Challenge 

Fossil fuels remain the world’s primary energy source, the combustion of coal, oil and gas have long been a cheap and easy way of generating energy. They accounted for 84.5% of the total energy consumption in the UK in 2014 with the transport industry the largest contributor accounting for 38% of that energy. For electricity generation alone coal stands as the dominant fuel source used in the UK approximately 50 million tonnes consumed in 2014 (30.9%), a record low, yet still substantially more than gas (29.1%) or renewable sources (21.8%). Given that the UK does not have a wealth of accessible fossil fuel resources and does not have a long term renewable energy strategy (with wind intermittent and lacking capacity and nuclear uncertain due to public perception) it relies on imported fossil fuels for electricity generation [5][6].  
Nuclear power was, until recently, seen as the most viable solution to replacing fossil fuels for electricity generation. Vast amounts of energy can be harvested during nuclear fission and would be able to supply the ever-increasing demand for electricity in the world making it an ideal substitute for fossil fuels. However, there has always been a safety concern and negative public perception of nuclear derived power and disasters such as Chernobyl in 1986 and Fukushima-Daiichi in 2011 have certainly not helped to win the public over. In fact, the recent disaster in 2011 has triggered some countries to move away from nuclear power altogether; Germany aims to close all nuclear facilities by 2022 and Italy has banned nuclear power completely [7]. In the year following the Fukushima-Daiichi incident global energy from nuclear power declined by 4.3% however, how much is responsible as a direct result is impossible to estimate [8].          
[image: ]
[bookmark: _Ref488695358][bookmark: _Toc488690248]Figure 1: Total Energy use in the UK (kg of oil equivalent) adapted from [9]
Although the energy usage in the UK has declined over the last few years (Figure 1), which coincides with a drop in population, the energy problem is a global not local problem. Rapidly developing countries such as China and India rely on cheap fossil fuels to expand their industry additionally, the U.S. who has, until recently, been the top country in terms of fossil fuel consumption according to the BP Statistical review of World energy. Continued and excessive use of fossil fuels will only worsen the effect of climate change as more and more CO2 will be emitted to the atmosphere. To delay or possibly prevent that society must act sooner rather than later. The options available are to develop renewable sources that are capable of consistently delivering at the capacity fossil fuels are currently operating at which don’t emit greenhouse gases during energy production. Or, capture and store/utilise greenhouse gases before they are emitted. Either way, renewable energy is set to play a role to meet the long term energy demand as well as contribute to a reduction in greenhouse gas production.; taking the UK as an example, renewables account for approximately 22% of electricity generation and a further 19% by nuclear (though this is set to decline) [5],[6]. However, renewables alone are not enough to reduce the overall CO2 content in the atmosphere they do not actively decrease CO2 levels but will mitigate future emissions. Therefore, some method of carbon dioxide capture will be required to provide an active solution to address the immediate concerns about global warming. 
Renewable energy has a large appeal, it is an infinite resource, yet its capacity is limited and the amount of energy that can be produced is highly locational dependent. In the UK 71% of all renewable energy was used to generate electricity with the rest being used for heat and steam production as well as for transportation [5],[6]. 



[bookmark: _Toc488690249]Figure 2: Renewable energy fuel use 2014 [5],[6] 

[image: ]Although bioenergy appears to dominate the fuel input of energy, if the output of electricity is compared wind and solar are much more prevalent. Naturally, the make-up of renewable energy varies from country to country for example Iceland is able to generate over 80% of its electricity from geothermal energy but other countries do not have readily accessible renewable energy sources or may lack the capital to develop and deploy them. In 2012 approximately 20,000 TWh of electricity was consumed worldwide less than 25% was sourced from renewable energy [9]. This is set to increase as international governments have imposed restrictions and policies to reduce the use of fossil fuels and promote renewable energy for the future sustainability of the planet. Even countries that have exhibited rapid growth in the use of fossil fuels over the last decade (China and India) are adopting renewable energy to cope with the ever increasing energy demands. Both China and India feature in the top 10 renewable energy producers with China producing almost 3 times the amount compared to nearest rivals the U.S. this can be attributed to China’s strong hydroelectric industry which produced over 1,000 TWh in 2014 alone [9]. 
Despite the widespread use of renewable energy simply replacing fossil fuel technology is not enough to counteract the effect of climate changing combusting fossil fuels has caused. The energy problem is a long term issue that can be prevented if the uptake of renewable energy is continued at the current rate however, climate change is a problem we are facing here and now. Scientists have suggested that to prevent irreversible damage to the environment and pose risk to civilisation global temperatures should rise by no more than 2-3°C, though it should be noted this is an advisory guideline not a conclusive fact. Given that temperatures have already risen by 1°C, there is an immense challenge ahead to not only slow the rate in rise but to do it before it is too late [10]. 
Combustion of fossil fuels release large quantities of CO2 and water, both greenhouse gases, but it is CO2 that has been attributed most to global warming. The general formula for fossil fuel combustion can be written as:
	
	

	(1)


     
Depending on the data source CO2 emitted as a result of human activity ranges from 75-85%, a total peak quantity of 35.5 Gt/y in 2015 [11]. This highlights the sheer magnitude of the amount of carbon dioxide that arises from anthropogenic activity and the scope to reduce it. If the carbon cycle is to be closed via CO2 capture and storage/utilisation this is the target that needs to be achieved. 
2.1.2. [bookmark: _Toc489385270]Climate change and global warming

Global warming produced by the greenhouse effect is a natural effect that occurs in this atmosphere. Without some greenhouse effect the earth would be approximately 15°C cooler and uninhabitable as it helps to stabilise global temperatures allowing life to exist [12]. The process, illustrated in Figure 3, arises due to greenhouse gases present in the atmosphere allowing ultra-violet (UV) light to pass through to the earth’s surface. Some energy is absorbed by the surface but the majority is emitted back to the atmosphere as long wave infrared radiation (IR), this energy is absorbed by greenhouse gases. Bonds in greenhouse gases can bend and vibrate allowing energy to be stored within the bond, this is then re-emits the energy in all directions resulting in a NET increase in temperature. [bookmark: _Ref488695430][bookmark: _Toc488690250]Figure 3: The Greenhouse Effect[113]

The earth has natural stores and sinks of carbon that flows in equilibrium between each. Addition of man-made carbon emission sources has brought imbalance to the cycle such that more carbon is being created than can be absorbed by natural processes e.g. photosynthesis, ocean storage and mineralisation which results in climate change.  
[bookmark: _Toc488690251][image: http://www.physicalgeography.net/fundamentals/images/carboncycle.jpg]Figure 4: Carbon cycle[13]
There are many indicators providing evidence for climate change: ocean acidification, sea levels, arctic ice and glaciers and global temperatures. Temperature is most closely associated to CO2 concentrations and is generally used to highlight the effect rising CO2 levels has had on global temperatures throughout history. Temperature has fluctuated throughout history maybe as a result of volcanic eruptions or changes in the earth’s orbit. Periods of warmth often see a period of cooling afterwards as the earth fights to maintain equilibrium. Yet, it is clear since the industrial revolution there is a definite increase in global temperature which coincides with rising CO2 levels which peaked over 400 ppm in 2015 [14]. 
[image: ]As of 2007 the IPCC deemed that climate change as a result of anthropogenic activity as an undisputable fact. Through analysis of a wide number of factors the 1°C rise in global surface temperature since pre-industrial times and an average CO2 emission growth of 1.3% combined serve proof that climate change is real and must be resolved. Figure 5 and  Figure 6 show that CO2 concentration has climaxed during the period that humans have inhabited the earth, focusing in on the century there has been in clear rise in global temperatures.   
[bookmark: _Ref488697848][bookmark: _Toc488690252]Figure 5: Historic CO2 concentration and average Antarctic temperatures (data from [15],[16])
	
[bookmark: _Ref488697864][bookmark: _Toc488690253][image: ]Figure 6: Global surface temperatures [17]
Based on this evidence it is paramount that action must be taken and taken sooner rather than later in order to prevent the effect of global warming to become permanently damaging. 
2.2. [bookmark: _Toc489385271]CO2 Mitigation Efforts
2.2.1. [bookmark: _Toc489385272]Policy Efforts

Since the turn of the millennium there has been a shift in politics that not only acknowledges climate change is a fact and a threat but a worldwide commitment to tackle it. With this in mind countries around the world have joined forces to tackle the threat of further climate change under the United Nations Framework Convention on Climate Change (UNFCCC) which is an international treaty with the objective: ‘To stabilise greenhouse gas concentrations in the atmosphere to a level that no longer has a detrimental effect on the environment as a result of anthropogenic activities’ [18].The UNFCCC treaty is enforced through the establishment of protocols which specify targets for greenhouse gas emission reductions.
Arguably the most important protocol under the UNFCCC is the Kyoto Protocol and, as the name suggests, it was first introduced on 11th December 1997 in Kyoto, Japan. However enforcement of this protocol did not come into effect until the February of 2005, as this was the date when enough countries had signed up to the protocol in order to make it valid. To reduce the levels of greenhouse gas emissions first a base level needed to be set. This was usually taken as years where CO2 emissions were particularly high and for the most part 1990 was taken as an acceptable year [18].
[bookmark: _GoBack]Parties that ratified the Kyoto Protocol were now bound to reducing the greenhouse gas concentrations of the following gases: carbon dioxide, methane, nitrous oxide, sulphur hexafluoride, hydro- and petro- fluorocarbons by an average of 5.2% between the years 2008-2012. The Climate Change Act 2008 in the UK further laid out plans for the UK’s commitment to reduce greenhouse gas emissions to 50% of 1990 levels, these reductions would be aided by the Climate Change and Sustainability Act 2006 which aimed to negotiate the UK away from fossil fuel dependency [19]. The Climate Change Act splits the steps to achieving this reduction into 4 carbon stages.
Following on from the Kyoto protocol, the Paris agreement of 2015 brought countries together to agree to limit global temperatures increases to 1.5°C.  Additionally, the peak in global emissions needed to occur as soon as possible. A series of targets, that are to be reviewed and new targets set, every 5 years would be put in place that will be communicated to the public to see how countries are performing and to maintain transparency. The EU target is to reduce emissions by at least 40% by 2030 across all its member states [18].
[bookmark: _Ref488698894]Table 1: Stages of the climate change agreement [20]
	Stage
	Carbon budget level (MtCO2e)
	Reduction from base

	1 (2008-2012)
	3,018
	23%

	2 (2013-2017)
	2,782
	29%

	3 (2018-2022)
	2,544
	35% by 2020

	4 (2023-2027)
	1,950
	50% by 2025



[image: ]
[bookmark: _Toc488690254]Figure 7: UK Carbon dioxide emissions against targets [21]
From government statistics the published in 2015 it can be seen for the first stage of emission reduction that the UK was borderline on meeting its own emission targets, breaching it in 2008 and 2010. However, for the second stage the UK is well below its targets; this is due to a large shift in the UK energy sector reducing the number of coal-based power plants operating alongside this temperatures were, on average, 1.2°C warmer reducing the amount of gas used for central heating.   To put a quantifiable value on where the UK stands in 2014 greenhouse gas emissions were 100.8 MtCO2e below the average annual emissions required to meet the targets of stage 2 [21].
2.2.2. [bookmark: _Toc489385273]Technological Efforts	

The technology involved in CO2 can be spilt into two broad categories: carbon capture and storage (CCS) and carbon capture and utilisation (CCU).  Although CO2 may be used directly in enhanced oil recovery (EOR) to aid oil extraction or directly be injected into the ocean to increase the natural uptake of CO2 by seawater, though this will contribute to increasing the acidity of the ocean.
CCS mitigates CO2 emissions by treating the CO2 as a waste resource not a commodity, similar to household waste being sent to landfill. Before the captured gas can be transported to storage sites suitable locations must be identified which include: depleted oil and gas- fields, unmineable coal seams or saline formations and then sealed in with an impermeable cap rock, typically clay or shale. It is estimated that capacity for CCS is a minimum of 550 GtC though this figure may be significantly larger as new oceanic storage sites are always being discovered [22]. According to the international energy agency (IEA) the sole use of CCS could account for 19% of CO2 emission reduction targets [11]. Potential downsides of CCS include primarily the long term sustainability of the technology as there are only a finite number of locations for storage - even if the capacity is large.
[image: ]Many international agencies and committees have stated that if the reduction targets in global emissions are to be met CCS must play some role in achieving them. Despite this there are few CCS projects in existence considering the scale this technology needs to be to mitigate the amount of CO2 society emits. Examining the literature the consensus amongst researchers goes against that of politicians stating that CCS will only be viable if sufficient capital is provided. Currently government funding for CCS has been described as “lamentable” by an article in the TCE [23] while Greenpeace has suggested that any money would be better off invested in renewable technologies [24]. Therefore, with the uncertainty surrounding CCS alternatives must be sought.
[bookmark: _Ref488698665][bookmark: _Toc488690255]Figure 8: Possible reactions of CO2 (Adapted from (Styring et al., 2010))
CCU treats the waste carbon dioxide as a commodity and promotes its use as a chemical reagent to produce higher value products. The argument for CCU is that is removes CO2 from the atmosphere and locks it up in chemicals that will then be re-released at the end of its lifetime, although this does not result in a NET reduction of CO2 from the atmosphere it does prevent further release closing the carbon cycle and stabilising emissions. Currently industry uses approximately uses 120 Mt of CO2 annually excluding the use in EOR but this only accounts for around 0.5% of total anthropogenic emissions [26]. It is clear that if CO2 emissions are to curbed by this method the amount of CCU facilities needs to drastically increase to make a significant contribution to emission reduction. The main drawback of CCU, similarly to CCS, is the large capital cost required to install such facilities. CO2 is a thermodynamically stable molecule therefore requires large energy input to bring about a reaction which incurs a cost however; if the CCU process produces a high value product this cost can be recuperated, unlike CCS. As industry is financially driven the potential of CCU to make money gives it a slight advantage over CCS (if no governmental incentives are taken into account).
There are numerous products that can be produced from CO2 as shown in Figure 8. All these products have an associated energy penalty and cost to force the unreactive CO2 to react however, this energy penalty can be reduced by activating the carbon dioxide before reacting it further. Arguably the utilisation process with the greatest economic potential is to convert captured carbon dioxide into hydrocarbons i.e. synthetic fractions of crude oil. There is technology available that converts carbon monoxide into long chain hydrocarbons namely the Fischer-Tropsch (FT) synthesis. One method of this, and the basis of this thesis, is activating the CO2 through non-thermal plasmas. Under the appropriate plasma conditions CO2 can be reduced to carbon monoxide (CO) and monatomic oxygen (O), this activates the CO2 by producing the more reactive CO which can be fed into the FT process at a lower energy cost than thermal methods.


2.3. [bookmark: _Toc489385274]Conclusions

Climate change is indisputable, the question remains how much longer can society carry on at its current rate of emitting greenhouse gases before the effects become irreversible. The World’s mind-set on fossil fuels is changing but developing countries still rely heavily on them for industrial growth and developed countries are only in the beginning of adopting newer technologies to replace them. At the current rate of emission the world is set to exceed the 2°C rise in temperature cited as the acceptable rise in global temperature as a result of climate change. Legally binding political policies are required to force countries to committing to reduce their emissions; this must be combined with monetary incentives for industry to invest in the appropriate technology as the cost of mitigation is large and offers little if no return for companies. 
One alternative method could be to utilise CO2 as a resource and not a waste. However, this is challenging as CO2 is relatively unreactive the energy requirement to activate reactions involving CO2 is often high. Carbon monoxide is the reduced form of CO2 and is much more reactive therefore, transforming CO2 to CO could be beneficial in reducing the activation barrier to utilise CO2. For this purpose, non-thermal plasma technology could be deployed and will be investigated during the course of this thesis to examine their effectiveness at converting CO2 to CO with the focus on corona discharge.      



3. [bookmark: _Toc489385275]Theory and Literature Review

Plasmas systems, specifically non-thermal plasmas, offer an alternative method to chemical means of CCU. They provide the potential to lower the energy costs of activating a CO2 molecule for further reaction or an alternative route to CO a more reactive molecule. Plasmas can be tuned to yield specific conditions that favour certain reactions to occur. There are many different plasma systems that can be used to reduce (or split) CO2. This chapter will give a brief overview of all the available technologies, examples where they have been used in the literature for similar applications (where applicable), the mechanism for CO2 splitting in plasmas and conclude with a detailed description of the plasma system used in this research the pulsed corona discharge.
3.1. [bookmark: _Toc489385276]Plasma overview
3.1.1. [bookmark: _Toc489385277]Introduction to plasma   

Plasma or gaseous discharge is defined as an ionised gas, one of the four states of matter alongside solid, liquid and gas. Plasma is created by applying energy to a gas until enough energy is supplied to the gas to liberate an electron upon collision between 2 particles. Although plasma is composed of charged particles and electrons it is said to be quasi-neutral, meaning that the number of negatively charged particles and positively charged particles are approximately equal i.e. there is no NET charge over the whole plasma (locally this is not the case) [27]. 
	
	

	(2)



where: ne is the electron density, n(Aq-) is the negative ion density and n(CP+) is the positive ion density (all in m-3). Locally charged particles are surrounded by others with the opposite sign and the characteristic distance these particles have an influence is known as the Debye length. Below this distance electro-neutrality is not valid due to the potential of the charged particles. The Debye length is defined as:
	
	

	(3)



where: 0 is the vacuum permittivity (8.85x10-12 C-2J-1m-1), kB is the Boltzmann constant (1.38x10-23 JK-1), e is the electron charge (1.6x10-19 C), Te is the electron temperature (K) and ne is the electron density (m-3) [28].
Plasmas can be characterised in a number of different ways, including Debye length. Debye length increases with increased electron energy however, in research works the Debye length rarely exceeds 1/10th of a mm. 
[bookmark: _Toc488690256][image: ]Figure 9: Characterisation of plasma [29].
 Another method of characterisation is the temperature within the plasma of both the large neutral species and smaller electrons. In general plasmas are defined as either being thermal or non-thermal. Thermal plasmas are said to be in thermodynamic equilibrium with the bulk temperature in the order of 10,000 K, uses of man-made thermal plasma are for welding, waste incineration and cutting [27]. 
On the other hand, non-thermal plasmas (NTP) have yet to reach thermal equilibrium and temperatures of the electrons are in the order of 1-25 eV (10,000-250,000 K) however, the bulk gas temperature remains close to room temperature. In theory most of the energy in NTPs is transferred to the electrons, as energy is not wasted heating the bulk of the gas, making NTPs a less energy intensive process [27]. 
Non-thermal plasmas are usually operated at atmospheric pressure or lower and low power deposition or in pulsed power configurations. In general they are more selective than their thermal counterparts and have been successfully used for cleaning of gaseous emissions on a large scale. 
A final method of characterisation is by the degree of ionisation within the plasma. The term ionised means that at least one electron is not bound to an atom or molecule i.e. it is free to move throughout the gas. Ionisation can be brought about through the application of a high strength electric or magnetic field resulting in negative species (electrons and negative ions), positive ions, molecules, atoms radicals, excited states and photons. It is not necessary for 100% of a gas to be ionised to be defined as a plasma; the degree of ionisation (ratio of major charged species to that of neutral gas) is a method of categorising plasmas based on the number of charged species present and can range from weakly ionised plasmas, to completely ionised plasmas [27]. 
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where ne and n0 are the densities of the electrons and neutral species respectively.
In this work the focus will be on the use of NTPs, specifically pulsed corona discharge, for the conversion of carbon dioxide into carbon monoxide. 
3.1.2. [bookmark: _Toc489385278]Reactions in NTP
       
[image: ]As there are many species present in a plasma naturally there are a large number of reactions that can occur, for the case of CO2 there are hundreds of reactions. Each of these reactions has its own mechanism, timescale and rate; the summation of all these reactions make up the final composition of the plasma. These reactions can be split into primary and secondary processes; primary processes generate the active species in the plasma i.e. excited states and ions. These processes include attachment, dissociation, ionisation, excitation and charge transfer – they usually take place in the order of a few nanoseconds. The secondary processes involve the reaction of these active species with other components in the plasma and take place in a few microseconds.
[bookmark: _Toc488690257]Figure 10: Timescale of plasma reactions [30]
The main plasma reactions are shown in Table 2.
[bookmark: _Ref488698700][bookmark: _Ref488698695]Table 2: Main processes occurring during plasma discharge
	Type of reaction
	Formula

	Electron/molecule reactions

	Dissociation 
	e- + X2 → 2X + e-

	Attachment
	e- + X2 → X2- 

	Ionisation
	e- + X2 → X2+ + 2e-

	Recombination
	e- + X2+ → X2 

	Excitation
	e- + X2 → X2* + e-

	Dissociative Attachment
	e- + X2 → X- + X

	Dissociative Ionisation
	e- + X2 → X+ + X + e-

	Detachment 
	e- + X2- → X2 + 2e-

	Atom/molecule reactions

	Penning Ionisation
	M* + X2 → X2+ + M + e-

	Penning Dissociation 
	M + X2 → 2X + M

	Charge Transfer
	X+/- + Y → Y+/- + X

	Neutral Recombination
	X + Y + M → XY + M

	Ion Recombination
	X+ + Y- → XY


X and Y represent atoms and M a third party species that is required for reaction but does not affect the chemistry.
The source of energy required to start the ionisation process is usually from electrical discharges in man-made plasmas. Energy from the generated electric field is accumulated by the electrons and transferred to the heavy particles upon collision (known as inelastic collisions). The energy transferred is small owing to the low mass of the electron in comparison to the heavy particles. As the degree of ionisation is low in NTPs, typical  values between 10-7 – 10-4, initially the temperature of the electrons is much higher than the temperature of the heavy species [27]. 
In a plasma the electron in the most vital species as it is the first to gain energy from the applied electric field. These electrons then go on to collide to create reactive species in the plasma (see Table 2) through a lower energy pathway than the thermal equivalent. If these reactions can be tuned or controlled, then a highly efficient method to any given application can be achieved through the use of non-thermal plasma technology. This can be achieved by selection of the best plasma process for the application, in this case CO2 reduction.
3.2. [bookmark: _Ref488700567][bookmark: _Toc489385279]Plasma systems for environmental applications
3.2.1. [bookmark: _Toc489385280]Glow discharge 

The simplest form of discharge a glow discharge operates at low pressure (usually sub-atmospheric) with high external resistance. They are characterised as high voltage, low current and typical electron density is in the range of 109 – 1011 cm-3. Glow discharges are defined as a self-sustaining continuous DC type discharge with a cold cathode which emits electrons as a result of secondary emission brought on by positive ions. If the inter-electrode distance is large, a low electric field quasi-neutral plasma develops known as the positive column. This configuration is often seen in fluorescent lamps and other lighting apparatus hence the name “glow” as the plasma is more vivid than other discharge types [27].
Glow discharge for CO2 decomposition is scarce in literature as the requirements for low pressure and relatively low electron density are unfavourable for high CO2 conversion and efficiency. Most studies have been performed using catalysts and for the co-reduction of CO2 and CH4 to try to stimulate more favourable conditions. 
Li et al,[31] investigated an atmospheric pressure glow discharge for the combined conversion of CO2 and CH4 and boasted excellent conversions of both in their rod-to-tube reactor (inter-electrode distance 7mm). Mixtures of CH4/CO2 from 3/7 to 6/4 were tested and the conversion and syngas ratio produced calculated. Higher ratios of methane were not considered as severe coking on the electrodes was observed reducing the stability of the discharge. The plasma was ignited using 7 kV of input power and then reduced to 500 V once a stable discharge had been established. 
The authors recorded excellent conversion for CH4 and CO2, 98.52% and 90.30%, respectively, at high flow rates (ranging from 360-4000 cm3/min). it was found that flow rate, input power and feed ratio played a significant role on conversion and syngas production ratio. Altering the feed ratio in favour of methane decreased methane conversion and increased the H2/CO ratio produced to as high as 1.3 in a 6:4 CH4/CO2 mixture. This can be explained as CO2 is introduced into the mixture energy is channelled into both CO2 and CH4 reduction processes and naturally with more methane more hydrogen production will be observed, increasing the syngas ratio. 
Feed flux treated per power or was used to determine the effects of flow rate and input power. The results were, as expected, increasing  saw the conversion decrease and the syngas ratio increase to as high as 2.6, a good ratio for FT synthesis. At higher  values the flowrate is higher meaning the residence time of the gas is lower so there is less energy applied to the gas reducing the chance of successful collisions allowing reactions to occur. The greater syngas ratio observed upon increasing  can be explained due to the increasing disparity between CH4 and CO2 conversion upon increasing .
Wang et al, [32] studied CO2 decomposition (up to 10%) in mixtures of helium in what they call a glow discharge reactor. The reactor consisted of a stainless-steel rod (live electrode) inserted inside a quartz tube, which was wrapped in aluminium foil to act as the ground electrode, the inter-electrode distance was 2 mm. In literature this reactor type is generally considered as a DBD reactor owing to the presence of the quartz tube as a dielectric layer. The authors performed a parametric study to determine the effects on CO2 conversion and energy efficiency, the parameters studied included: electrode material, initial CO2 concentration, gas flow rate, frequency and power input.   
It was found that the conversion was related to the electrical conductivity for each metal, according to the authors, and this effect was more apparent at higher (>3 kV) voltages. However, this explanation doesn’t take into account the effects of the dielectric properties of the quartz tube. Over time charge will accumulate on the surface of the quartz and it will begin to act as a capacitor which will have additional effects on the characteristics of the plasma. This explanation does also not take into account changes to the metal surface; for example, Cu, Fe and Au were all tested which are either easily oxidised or are prone to sputtering under plasma conditions. Nonetheless the order of activity for the tested metals was as follows: Cu > Au > Rh > Fe ≈ Pt ≈ Pd. Conversion increased upon increasing the input voltage, as more energy was supplied to the plasma however, this came at the cost of energy efficiency which decreased owing to gas heating.  
As will be further discussed later, the CO2 content in the gas feed plays a large role in the conversion and efficiency. The highest recoded conversion (~33%) was achieved in a 1% CO2 in He mixture conversely, the highest reported efficiency was (16.6%) achieved in a 4% CO2 mixture however, it is suspected that this would be higher if the efficiency for 10% CO2 mixtures had been presented as less energy is “wasted” exciting He atoms.
For the flowrate higher flow was preferred to achieve higher energy efficiencies at the cost of conversion. Although slower flowrates favour higher conversions, owing to greater residence times, heat accumulations within the reactor caused by charge build up on the quartz dielectric. 
The trend exhibited by changing the input power is similar to that of adjusting the flowrate. The same inverse relationship between conversion and efficiency is demonstrated with higher input power giving a high conversion and lower efficiency and vice-versa low input power giving lower conversions and high energy efficiency. 
Finally, the effect of frequency was examined here, the authors made some interesting observations. For conversion the simple trend of increasing frequency gave a higher conversion.  However, for the energy efficiency a more complicated explanation was given. First that generally higher energy efficiencies were obtained at lower frequencies if the input voltage was fixed however, at similar conversions (variable input voltage) higher frequencies resulted in higher energy efficiencies. This suggests that frequency by itself is not the only factor is determining the energy efficiency. At high frequency the current tends to travel on the outside of conductors so experiences less impedance and therefore less heat is generated and lower energy consumed which could contribute to a higher efficiency. It was noted that changing the frequency had the greatest effect on the energy demands to ignite and sustain the plasma. In order to best optimise the plasma parameters both the input voltage for ignition and frequency need to be altered to target good conversion or efficiency.   
Savinov et al, [33] investigated CO2 and N2 decomposition in a reduced pressure glow discharge. The glow discharge was ignited under low pressure (5 to 60 torr) across all gas mixtures by a radio-frequency generator. The reactor used consisted of a long quartz tube with 4 pieces of copper wire located on the outside of the tube; 2 acted as the ground electrodes and 2 the live electrodes. The authors gave their own definition of conversion vastly different from the standard definition so the results will be examined qualitatively and the energy efficiency was not reported. 2 mixtures were examined, both pure CO2 and a 1:10 CO2:N2 mixture and it was found that N2 addition approximately tripled the conversion at lower power (100 W) which increased to a quadruple increase at higher power (300 W). When N2 was added to the CO2 feed the authors proposed, that due to the similarity in energy levels between the first vibrational level of N2 and the first asymmetric mode of CO2, rapid transfer of vibrational energy promoted CO2 dissociation through stepwise vibrational excitation then dissociation of the vibrational states.
3.2.2. [bookmark: _Toc489385281]Dielectric barrier discharge 

 Dielectric barrier discharge is operated under higher pressure (atmospheric or greater) and consists of two electrodes separated by a discharge gap ranging between 0.1-several millimetres [34]. A material with a high breakdown voltage (dielectric material) is placed into the discharge gap and this distinguishes it from an arc. One electrode is grounded while the other live electrode is connected to an AC power supply, Ac power must be used to prevent excessive charge accumulation on the dielectric layer which results in gas heating. During operation when the applied voltage exceeds the breakdown voltage microdischarges develop within the discharge gap and develop randomly in time and space lasting for tens of nanoseconds in duration. 
Microdischarges are generated when the local electron density in the discharge gap reaches a critical point, charge is transferred from a microdischarge to the surface of the dielectric layer, this result in a reduction of the applied electric field. If the field is reduced to a level that can no longer sustain a discharge such that electron attachment is more dominant than ionisation then the microdischarges are extinguished. The dielectric layer aids the distribution of microdischarges over the entire electrode surface as well as limiting the charge transfer and preventing an arc from developing.  

[image: ]  [image: ]
[bookmark: _Toc488690258]Figure 11: DBD configurations (a) planar (b) cylindrical [27]
Dielectric barrier discharges are among the most commonly studied reactor type in literature for both pure CO2 and for dry-reforming with CH4. DBDs are well studied because of their simple design and the ease in which catalysts can be incorporated into the design. Literature examples presented only include those for pure CO2 plasmas or with non-reactive gas mixtures (with and without catalysts). 
Li et al, [35] investigated the influence of different dielectric layers on the decomposition of CO2. Calcium-strontium titanate (Ca0.7Sr0.3TiO3) with 0.5% lithium disilicate (Li2Si2O5), Ca0.7Sr0.3TiO3 without Li2Si2O5, alumina (Al2O3) and silica (SiO2) were all tested to discover their suitability as a dielectric material. The materials were tested in a planar reactor, gap size 1 mm, with one electrode coated in the prepared dielectric material. The gas tested was 10% CO2 in N2; all tests were conducted at atmospheric pressure and 10 kHz AC voltage. Ca0.7Sr0.3TiO3 without Li2Si2O5 was immediately discarded as a suitable material as the dielectric layer fractured before plasma ignition however, the other three materials survived plasma initiation. Tests were performed by gradually increasing the input voltage until plasma ignition occurred and then held at the arcing voltage. It was found that Ca0.7Sr0.3TiO3 with Li2Si2O5 gave the lowest arcing voltage at 2.1 kV compared to the other two materials (~3.5 kV) but also required a higher input power i.e. calcium-strontium titanate required more energy to ignite the plasma but less to sustain it. Ca0.7Sr0.3TiO3 also resulted in the highest conversion of CO2 peaking at 16%. This is due to the enhanced electric field as a result of the high dielectric constant of Ca0.7Sr0.3TiO3 (e= 240) compared to alumina and silica which promotes electron impact dissociation of CO2; in the case of DBDs this is through the electronically excited state of CO2.
Paulussen et al,[36] investigated pure CO2 splitting in a coaxial DBD reactor equipped with a water cooling system to mitigate the effects of gas heating. The tested reactor design consisted of an alumina tube surrounded by a chrome electrode, centrally a stainless-steel tube acted as the ground electrode and the inter-electrode distance was 2 mm. The effects of frequency, input power, feed flow and temperature were all investigated in the reactor which had a total volume of 13.56 cm3. 
The authors state that the frequency has the most complex influence on the dynamics of the plasma behaviour and characteristics and how by selecting the correct frequency they could alter the energy distribution within the reactor in order to target specific reaction pathways. In the presented work there was no direct correlation between frequency and conversion which falls in line with other literature that states frequency alone is not solely responsible for enhanced conversion. However, a conversion of 30% is achieved (at 60 kHz, 50 cm3/min, 200 W at 100°C) which is among the highest reported to date.     
Increasing the input power was beneficial to CO2 conversion as observed by others, the higher deposited power effectively enhances the electric field, temperature and density which all promotes electron impact activity. 
When determining the effect of flowrate on CO2 conversion it was found that increasing the flowrate decreased the conversion due to the reduction in residence time in the reactor reducing the chances of a successfully electron impact collision to occur. However, lower flowrates lead to additional reactor heating, although this may not be a negative as temperature was deemed to have a beneficial effect on conversion. A range of different inlet temperatures were examined from room temperature to 170 °C and a linear relationship between increasing temperature and increased conversion was found. It is predicted that above 500 K that the thermodynamic decomposition will dominate over plasma decomposition so further temperature increase was not studied. The likely reason this trend is observed is due to the following reactions as the rates are dependent on the gas temperature within the reactor. 
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In terms of energy efficiency in this reactor design no data was presented on the trends each of the tested parameter had but the best reported efficiency in conditions 200 cm3/min, 150 W and 30 kHz. This was reported to be 0.0002 Lmin-1W-1 converting to the standard definition this is equivalent to 15%. 
Ramakers et al, [37] used a similar reactor design as Paulussen[36] to investigate the effect of noble gas addition to the CO2 feed to enhance the conversion and efficiency of CO2 splitting. This reactor had a smaller discharge gap, 1.83 mm, the same stainless steel ground electrode and alumina tube but with Nickel foil acting as the live electrode surrounding it. For all experiments the flowrate (300 cm3/min) and frequency (23.5 kHz) were used and only the composition of Helium (He) and argon in the feed gas was altered from 5 to 95%. 
The authors use the same definitions for absolute and effective conversion that will be used in this thesis along with the standard definition of energy efficiency. where the absolute CO2 conversion is amount of carbon dioxide converted to CO and the effective conversion is the absolute conversion multiplied by the relative CO2 content in the gas feed. It was found that addition of both He and Ar drastically improved the conversion compared to pure CO2, from around 5% up to a maximum of 41% in a 5/95 CO2/Ar mixture. He and Ar were explained to promote CO2 conversion due to the reduction in breakdown voltage that occurred when these gases were added allowing more energy to be utilised in CO2 splitting processes. It was observed that up until 70/30 mixtures of either He/CO2 or Ar/CO2 the conversion appears to be approximately the same however, upon further increase, Ar has a more beneficial effect. The authors explained the higher level of enhancement due to Ar addition over He due to the charge transfer by Ar ions to CO2 molecules which then undergo dissociative electron-ion recombination via:
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This process would also occur for He but the ionisation energy to produce He ions is much higher (24.59 eV compared to 15.76 eV for Ar). The effective conversion was also examined and it was found that, perhaps unexpectedly, that the effective conversion is highest in pure CO2 and reduces as the content of noble gas increases. This can be explained by the fact the effective conversion must tend towards zero as the CO2 content in the feed approaches zero.
In terms of energy efficiency the range found during experimentation rose from 2-3% in 5/95 He and Ar mixtures up to 9% in pure CO2. The reason is that, the efficiency is dependent on the effective conversion hence, the energy is directed more towards CO2 splitting whereas, when the CO2 is less energy is consumed by the ionisation and excitation of He and Ar and by gas heating. 
Ozkan et al, investigated operating a DBD in burst mode to try and increase the energy efficiency of CO2 conversion which to-date is the main limitation of DBD reactors. Burst mode operation using AC voltage is the equivalent of pulsing a DC voltage i.e. there is a distinct voltage on-voltage off period. This type of discharge is said to produce a greater level of plasma stability and increase the number of microdischarges in a DBD reactor according to Jiang et al,[38]. In this work a comparison between AC mode and burst mode will be examined, the signal frequency was kept at 28.6 kHz and then was switched on and off with a duty cycle between 100 to 40% at a repetition frequency defined by:
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where TON remains constant at 1 ms and TOFF was varied between 0 and 1.5 ms. 
The coaxial reactor consists of a central copper cylinder acting as the live electrode surrounded by an alumina cylinder as the dielectric, the ground electrode was a stainless steel mesh wrapped around the outer diameter of the alumina. The discharge gap was fixed at 2 mm for all experiments and the gas flow at 200 cm3/min (residence time 4.5 s).  
Under these conditions the maximum reported CO2 for AC mode was 16.1% however, for the lowest tested duty cycle (40%) it was significantly higher, 25.8%. this higher conversion was explained through the higher value of peak power observed when decreasing the duty cycle. The higher peak powers delivered within a shorter time give rise to the high conversion. It was interesting to note that changing the width of the burst mode from 1 ms had no effect on the conversion or energy efficiency. The energy efficiency also saw an increase upon reducing the duty cycle. At 40% duty cycle the energy efficiency reached a maximum of 23.1% compared to only 14.5% at for AC mode. 
It was concluded that operating in burst mode prevented gas heating and therefore more energy can be dedicated to CO2 dissociation processes.  However, it was also found that burst mode reduced the number of microdischarges occurring within the reactor thus, the plasma voltage was higher yielding higher electric fields and electron temperatures increasing the likelihood of successful electron impact collisions with CO2.
3.2.3. [bookmark: _Toc489385282]Gliding arc discharge

 The simplest form of gliding arc discharge takes place between two diverging electrodes of opposite polarity [39]. A high voltage is applied across the inter-electrode gap and, upon a sufficiently high electric field being generated, breakdown of the gas between the electrodes at the narrowest point (Zone A in Figure 12) occurs and an arc develops. Gas flows following the divergence of the electrode and the arc moves with the gas flow, this is known as the equilibrium stage of a gliding arc (Zone B). As the inter-electrode distance increases the power available to the arc becomes limiting in sustaining the discharge until it is no longer sufficient and the arc extinguishes, simultaneously a new arc forms and the process is repeated. Furthermore, gliding arcs can be operated under both thermal and non-thermal conditions during the initial formation stage of the arc the plasma exists as a typical thermal plasma however, upon extinguishing the arc rapidly cools back to the gas temperature yet the electron temperature remains high i.e. a non-thermal plasma.
Nunnally et al, [39] investigated pure CO2 dissociation in a gliding arc plasma reactor operating with vortex flow. The focus on this work was improving the energy efficiency of CO2 dissociation which is typically low for other common plasma technologies. Both forward and reverse vortex flows were tested which simply involved the incoming gas entering the gliding arc in a spiral manner. Forward vortex flow (FVF) sees the gas spiralling directly through the gliding arc and passing straight out of the exhaust whereas, reverse vortex flow (RVF) the gas cannot immediately pass out of the exhaust as the diameter is small. Instead the gas exits axially upon reaching the reactor exit. 
Two different flow rates were tested in both flow conditions 15 and 30 L/min, 15 L/min is typical flow rate for gliding arc reactors and 30 L/min was considered a high flow rate. At the lower of these two flows it was concluded that there was no difference in energy efficiency based on the flow regime, typically around 28%. Yet, the maximum efficiency was achieved using RVF at higher flowrates at higher SEI (37% at 0.31 eV/molecule) compared to FVF (27.5% at 0.21 eV/molecule).
Over a larger range of energy inputs RVF was tested further and the conversion to CO was evaluated and found to range from 2-9% using flowrates from 14 up to 40 L/min. The corresponding energy efficiency under these conditions ranged from 18-43%. The authors state that the higher efficiency shown in RVF is predominantly down to the flow regime. In FVF recirculation is common which forces CO2 and CO back into the thermal zone in the reactor which then reaches equilibrium and the efficiency of the process then becomes similar to a traditional thermal plasma (~25%). In RVF recirculation does not occur and so vibrational excitation of CO2 is possible and the reverse reaction does not occur. An additional reason is that RVF promotes higher rotational gas flow, longer residence times yielding higher conversion and efficiencies. These higher rotational speeds introduce a large temperature gradient in the reactor between the thermal and non-thermal zones which acts as an effective quenching mechanism, where the CO formed during the thermal zone hits the non-thermal zone and quenches preventing the reverse reaction.[bookmark: _Ref488698820][bookmark: _Toc488690259]Figure 12: Gliding arc discharge [39]

Under the same conditions the effect of 1% H2O addition were investigated and was found to have a detrimental effect on both the conversion and energy efficiency due to OH radicals promoting the reverse reaction back to CO2. Gliding arcs have a great potential for industrial applications as they can withstand and operate under high flow conditions however, like all plasma systems there is a trade-off between conversion and efficiency. Operating a gliding arc at lower flowrates is likely to increase the conversion but reduce the efficiency as the plasma tends more to thermal conditions.    
Sun et al, [40] used a standard flow gliding arc discharge to experimentally determine the conversion and energy efficiency of CO2 dissociation. The reactor design is formed by a pair of semi-ellipsoidal electrodes with a variable shortest inter-electrode distance at the base of the arc from 2 to 3mm. The incoming CO2 gas passes through the base of the arc and passes through the thermal zone; upon exiting it enters the equilibrium zone before leaving the reactor vessel. 
Typically, the conversion lies between 6 to 10% and the energy efficiency 20 to 40%. It was found that increasing the plasma power improves the conversion but decreases the efficiency. This is easily explained as increased power gives a higher electron density and therefore more successful electron impact collisions can occur, the efficiency on the other hand decreases. Efficiency does increase linearly with conversion however, it is inversely proportional to the energy input (determined by power at a constant flow) so, if the conversion increases less rapidly than the energy input an overall decrease in efficiency will be observed. 
Over the range of tested shortest inter-electrode distances it was found that narrower gaps gave the highest conversions and efficiencies, due to the fact that electrode distance is related to the input power, these both drop as the gap increases. A narrow gap gives a higher power which explains the higher conversion but for energy efficiency the change in conversion is approximately equal to the change in energy input which is why only a small decrease is observed.    
The authors created a kinetic model in addition to experimental results and highlighted the limiting process preventing higher conversion and efficiencies being achieved in a gliding arc. This was due to the three-bodied recombination of CO (CO + O + M → CO2 + M). They also determined the dominant pathway to CO formation was via step-wise vibrational excitation and then dissociation of the higher vibrational states (CO2 + e- → CO2(v) + e- → CO + O + e-). 
Indarto et al, [41] used a quartz tube fitted with triangular electrodes (shortest inter-electrode distance 1 mm) to investigate the conversion and efficiency of CO2 and its mixtures in N2, air and O2. The plasma was ignited using a high frequency AC power supply fixed at 20 kHz. The effects of flow rate and auxiliary gases were tested and the results presented. 
For the conversion of pure CO2 it was found that there was little change as the flowrate increased from 0.85 to 1.45 L/min, perhaps a slight decrease. The authors also show that the energy efficiency increases for higher gas flow using their own definition, however, if the standard definition is applied the actual energy efficiency decreases from 17.4% to 14.4% when the flow is increased. 
In order to test auxiliary gas mixtures the flowrate was fixed at 2 L/min. it was discovered that the addition of N2 to CO2 has a positive effect on CO2 conversion and this effect increases with increasing N2 content. For pure CO2, at this flowrate, the conversion is 13%, upon N2 addition this increases up to 35% for a 5:95 CO2/N2 mixture. This was explained due to energy transfer through N2 excited states and meta-stables to CO2 which facilitates dissociation. The addition of both air and O2 reduced the conversion to less than 10%. This is due to the oxygen content which promotes the reverse reaction of C and CO back to CO2. In terms of efficiency N2 again had a positive effect on efficiency reaching a maximum of 43% in a 5:95 CO2/N2 mixture decreasing to 18.5% in 25:75 CO2/N2. The reason for increased efficiency was explained due to the fact that N2 addition reduces the power consumption of the plasma, the opposite is true for air and O2 which increase the power consumption and the energy for those mixtures remain low at <12.3%. For comparison pure CO2 was converted at 13.6% efficiency.
Water addition, via steam, was also investigated for co-reduction with a view to making gaseous fuel products but was found to decrease the conversion and energy efficiency under all operating conditions and decreased the stability of the gliding arc. The conversion using various concentrations of water never exceeded 8% and likewise the energy efficiency reached a maximum of 10% in conditions with the lowest water content.  
Using a pulsed AC gliding arc plasma Liu et al[42] investigated the conversion of both pure CO2 and the dry reforming of methane. The reactor differed from standard gliding arcs as converging electrodes were used as opposed to diverging. A rod electrode located centrally, when energised, ignites the discharge at the shortest distance to the ground and then due to the high spiralling gas flow (10 L/min) the discharge extends along the converging electrodes into a ceramic nozzle to form a torch-like gliding arc. The arc is driven by a pulsed AC HV power supply, supplying 5 s bursts of AC voltage at a repetition frequency of 40 kHz and is characterised by high current, >5 A. 
For pure CO2, in the above conditions, a conversion of 6% was achieved and 29% energy efficiency. The authors suggest the mechanism for dissociation is more likely thermal decomposition in this configuration.     
3.2.4. [bookmark: _Toc489385283]Packed bed reactors (PBR)

A packed bed is a modification of a DBD reactor. This type of reactor is usually tubular in shape and contains small beads or pellets of dielectric material packed into the reactor. Driven by an AC power supply plasma is formed in the void space of the pellets when the applied voltage becomes greater than the breakdown voltage.  This produces a very strong electric field surrounding the pellets which is non-uniform and strongly linked to size, shape, porosity and dielectric strength of the pellets [27]. 
A variation of the packed bed reactor is a ferroelectric discharge which is almost identical except the packing material is made from ferroelectric ceramics with extremely high dielectric constants ( < 1000). Overpolarisation of the ferroelectric material upon application of high voltage leads to strong electric fields developing on the surface and initiates a discharge.   [bookmark: _Ref488698863][bookmark: _Toc488690260]Figure 13: Packed Bed Reactor [55]

As early as 1993 Jogan et al., investigated the reduction of CO2 from flue gas streams using a ferroelectric packed bed reactor similar to the one shown in Figure 13 but with a 20 mm inter-electrode gap. The packing material used was barium titanate (BaTiO3). The feed gas consisted of N2/O2/CO2 i.e. simulated flue gas with a mixing ratio 0.75/0.15/0.1. 
As has been shown across all plasma technology it was found that the conversion of CO2 was increased with increasing the applied power across the reactor and by increasing the residence time in the reactor. The opposite is true for the “energy yield” which the authors define as the capacity to reduce X kg of CO2 by 1 kWh of energy. The authors noted that two regimes of discharge seemed to exist within the packed bed reactor and that not all the reactor was filled with plasma. They termed these regimes as partial discharging and spark discharge and observed that higher conversions and lower efficiencies were achieved when the reactor was in the spark regime compared to partially discharging. However, they noted that perhaps the optimum conditions lay when the reactor was operating in the transitional regime between the two.  In addition to CO, black carbonic compounds were found on the surface of the ferroelectric material after being exposed to the discharge suggesting carbon formation.   
A parametric study of DBDs was performed by Yu et al,[44]. They investigated the effects of packing material, input energy and discharge length on the decomposition of CO2and also analysed the kinetics of reaction to suggest a possible mechanism of decomposition. The reactor was made of a stainless steel rod which acted as the inner electrode; this was surrounded by a corundum tube. A larger corundum tube circled this leaving a 4 mm discharge gap. The ground electrode consisted of a stainless steel mesh wrapped around the outer tube. The discharge gap was packed with dielectric pellets (400-850 m) silica, quartz, -alumina, -alumina and calcium titanate (dielectric constants 4, 4, 10, 10 and 165 respectively). The discharge length was altered by modifying the length of the outer mesh electrode. The discharge was energised by a high frequency AC power supply adjusting the frequency and voltage between 12.5-13.5 kHz and 12 to 16.8 kV in order to give a constant input power. The total gas flow was fixed at 40 cm3/min.
When the dielectric constant of the packing material was increased the conversion increased, with the highest conversion of 20% achieved using CaTiO3. Although some of the tested materials had the same dielectric constants the conversions were different suggesting that the dielectric constant is not the only property of the material affecting conversion. For example at the same input power (22 W) -alumina gives a conversion of 8.5% but for -alumina it is 10%. For all tested materials the conversion increased upon increasing the input power. The authors suggest the route of CO formation is by the electron impact dissociation channel as the energy threshold for this reaction (6.1 eV) falls in line with typical electron energy values for DBD plasmas.
In order to examine the effects of discharge length of CO2 conversion both and unpacked reactor were considered. For an unpacked reactor there is little difference on conversion upon increasing the discharge length, even if the input power is increased. However, when using packing material, in this case CaTiO3, increasing the discharge length was beneficial to CO2 conversion and this was true across all tested input powers. This highlights the importance of the dielectric packing on the conversion of CO2. 
A comparative study between glass and BaTiO3 packing material was conducted by [45]for the plasma-assisted conversion of CO2. The reactor used was a cylindrical DBD reactor utilising a stainless steel rod as the inner live electrode and a stainless steel mesh as the outer electrode. The dielectric used was quartz and the discharge gap was 3 mm. Flowrate was fixed at 50 cm3/min. Before attempts to calculate the conversion and energy efficiency the effects of the packing material on the electrical properties of the plasma were investigated. It was found that the addition of such material reduced the breakdown voltage of the gas (pure CO2) from 3.43 kV without packing to 1.56 kV with glass and 1.03 kV with BaTiO3. This phenomenon was explained by, not the dielectric constant of the material, but due to the effective reduced discharge gap and reduced pressure due to the addition of packing material. The authors likened this to some of their previous work which proved dielectric constant had limited effect on breakdown voltage [46]–[48]. The authors stated that in a packed bed reactor two types of discharge usually occur: filamentary discharge in the gaps between packing material and packing material and the dielectric surface and surface discharge at contact points of the packing material. It was found that the addition of packing material enhanced both the electric field and therefore the electron energy with BaTiO3 giving a more pronounced effect than glass. Indeed, BaTiO3 doubles the electric field strength compared to an unpacked reactor and approximately doubles the electron energy. Glass, on the other-hand, increases the electric field strength and electron energy by < 50%.
Across all experiments increasing the input power had a positive effect on CO2 conversion, as increased power increases the electric field strength and electron energy creating more energetic electrons that can successfully collide and reduce CO2. Introducing packing material into a DBD reactor further increases this enhancement on conversion even though the residence time is reduced (as the effective volume of the reactor is reduced). The maximum conversion achieved for an unpacked, glass packed and BaTiO3 packed reactor were 16%, 22% and 28% respectively all at the highest tested input power of 50 W. 
In terms of energy efficiency, the best efficiencies for each packing material were achieved at the lowest input power (20 W) and these were found to be 3.9%, 5.7% and 7.2% for an unpacked, glass and BaTiO3 packing respectively. In contrast to other works no ozone or carbon deposition was found during reactor operation which is believed to be due to temperature increase within the reactor favouring the reaction of these by-products; however no temperature data was provided.  
The above authors Mei et al, [49], extended their work into a combination of catalytic and photocatalytic packing materials in a similar DBD reactor (discharge gap reduced to 2.5 mm). in addition to BaTiO3, TiO2, a known photocatalyst was studied. As a base case an unpacked reactor was first investigated; this was performed by igniting the plasma using a 10 kV peak-to-peak AC power supply at a frequency of 50 Hz, the flowrate (which determines the SEI) was varied between 15-60 cm3/min. The conversion reached a maximum of 21.7% at the lowest tested flow rate conversely; the energy efficiency reached a maximum of 10.5% at the highest flowrate. 
At a fixed SEI of 9.3 eV/molecule an unpacked, BaTiO3 packed and TiO2 packed reactors were studied and the results summarised in Table 1.
Table 3: Comparison of packing material effect on CO2 conversion and energy efficiency
	Packing material 
	Conversion 
	Efficiency
	Temperature increase (°C)

	Unpacked
	16 %
	6.2 %
	+ 100.2

	Barium titanate 
	38 %
	17 %
	+ 125.7

	Titanium dioxide
	25 %
	11.3 %
	+ 120.7



It can be concluded from this work that the inclusion of packing material indeed has a positive effect on both the conversion and energy efficiency of CO2 splitting. The role of higher dielectric material BaTiO3 ( = 10,000) had a greater impact on conversion and efficiency than the photocatalytic effects of TiO2 ( = 10). It was theorised that the enhancement of the electric field and therefore production of more energetic electrons was more dominant than catalytic effects in this particular plasma but catalytic effects couldn’t be ruled out. 
3.2.5. [bookmark: _Toc489385284]Microwave discharge

In microwave discharges the energy used to excite electrons and ionise the gas is sourced from electromagnetic waves in the microwave range, hence the name microwave discharge. A novelty to this type of discharge is that they are electrodeless and typically energy is coupled via waveguides. In the configuration shown in ]Figure 14 a dielectric tube is placed orthogonal to the electromagnetic waves and the plasma ignited inside the tube[27]. The frequency range usually applied this type of discharge is between 2.45-915 GHz 

[image: ]Microwave plasma generally operate under sub-atmospheric conditions in the range of a few hundred Torr or potentially lower this promotes a high electron density and low reduced field, ideal for efficient CO2 splitting. Operating at these conditions reduces the resistance of the plasma and therefore less power is required to ignite and sustain a discharge leading to highly efficient gas breakdown however, maintaining the reduced pressure system expends additional energy. To-date the best reported conversions and energy efficiencies have been reported for microwave discharges however, they were achieved in strongly sub-atmospheric conditions under supersonic flow and the results have never been reproduced experimentally or numerically. The highest (90%) energy efficiencies reported were achieved at moderate (20%) conversion. Conversely, the highest (90%) conversions were achieved at moderate (20%) energy efficiency [27]. At more practical elevated pressure the energy efficiency and conversion remain low, typically around 10%.
[bookmark: _Ref504071782][bookmark: _Toc488690261][bookmark: _Ref504071776]Figure 14: Microwave discharge [27]

In a 1 kW continuous microwave reactor, 2.45 GHz microwaves were transferred to a pure CO2 gas stream with gas flows up to 15 L/min [50]. The discharge was analysed and said to operate in a diffuse-contracted mode, which is said to be a small area of dense thermal plasma surrounded by a large area of non-thermal plasma; the authors state that this is the best mode to achieve high energy efficiencies although no explanation was given as to why. 
To determine the conversion and efficiency two gas flow rates (5 and 15 L/min) were selected and a range of different operating pressures (25-200 mbar) were examined. The conversion ranged from <1% to 30% and a strong linear dependence upon the SEI was demonstrated. Lower flow rate, higher pressure and higher power input were all favoured for increasing conversion. It was evident from the presented results that an optimum pressure existed for each gas flow rate. For 5 L/min 100-150 mbar gave the best conversion and for 15 L/min 150-200 mbar achieved the highest. The authors noted that the highest conversions were achieved when the plasma operated closer to the contracted (more thermal) type of discharge which is not expected to be as efficient. 
Energy efficiencies range from 7-45% and it was found that pressure had the greatest effect over flow rate, as high efficiencies (>40%) were achieved in both tested flow rates albeit at different power inputs. The same trend shown for conversion also existed for efficiency; for 5 L/min the best results were achieved at 100-150 mbar and for 15 L/min at 150-200 mbar. Unlike others works into microwave discharges in which vibrational excitation is said to play a dominant role, this work suggested that it does not come into play in the tested conditions as the gas temperature is too high thus, quenching any vibrational states that form.    
Heijkers et al, [51] both numerically and experimentally investigated CO2 conversion in a 915 MHz microwave discharge. The study included the addition of N2 into the gas mixture to see if the role of N2 excited species and metastables could enhance the conversion. Tests were performed at 26.6 mbar and flowrate 5 L/min and the power densities of 30, 50 and 80 W/cm3. The authors calculated both the absolute and effective conversion of CO2 and its mixtures of N2, according to the definitions in Section 4.3.1, and compared with a numerical model with good accuracy. It was found that absolute conversion increases with the addition of more N2 to the gas mixture increasing the conversion from ~10% in pure CO2 to ~80% in a 10/90 CO2/N2 mixture. Increasing the power density as has been explained before has the same effect, that is, increasing the power increases the conversion. In terms of effective conversion generally drops upon the addition of more N2 as there is less CO2 present in the mixture; the effective conversion is highest in pure CO2 (53%) and lowest in a 10/90 CO2/N2 mixture. This work also presents the conversion of N2 in the gas mixture and, although it is not the focus of the research it is interesting to observe that nitrogen also reacts under plasma conditions, which is important for the energy efficiency as energy is being utilised in pathways that are not CO2 conversion. 
The energy efficiency remained modest (between 3-21%), as expected at higher N2 fractions the energy efficiency decreased owing to the fact energy was utilised exciting and converting N2 molecules instead of CO2. The energy efficiency did not change much upon increasing the input power but higher efficiencies at low N2 fractions were observed at high power and higher efficiencies were observed at high N2 fractions at low power.
In a kinetic study the authors proposed the most likely pathways to CO2 (and N2) destruction and formation to determine whether N2 has a positive effect on CO2 conversion. Rate constant analysis showed that that at lower power input electron impact dissociation of CO2 vibrational states played the most significant role in CO formation; particularly at low N2 content in the gas mixture. Increasing the N2 (>30%) content the reaction of CO2 vibrational states with some neutral species (M) dominated the formation of CO. At higher power input this reaction was dominant across all gas mixtures except for 90/10 CO2 where the electron impact reaction of CO2 vibrational states was dominant.
	
	

	(10)


      
The investigation proves that microwave plasmas are highly efficient at populating the asymmetric vibrational levels of both CO2 and N2. At higher N2 fractions VV relaxation becomes increasingly important at transferring energy from N2 vibrational levels to lower CO2 vibrational levels that can subsequently undergo VV relaxation with CO and CO2 will convert these to higher vibrational levels which can then dissociate.  
Pulsed microwave discharge with post discharge catalyst was investigated for CO2 conversion by Chen et al,[52]. Also presented in the same study was the mutual decomposition of CO2 and H2O in different mixing ratios but as reported elsewhere in the literature water addition produces instabilities in the plasma and the conversion and efficiency did not exceed 10%. AC voltage (915 MHz) was pulsed at a 50% duty cycle, the pulse repetition frequency was 1.67 kHz.
In pure CO2, at 2 L/min and 40 mbar, and without catalyst the maximum conversion was found to be ~30% at 11.5 eV/molecule and there was a clear positive correlation between applied power and conversion. In terms of energy efficiency the peak value (10%) was found at 7 eV/molecule. No clear relationship between applied power was observed. 
A series of catalysts were prepared and either thermally or plasma treated and then applied to CO2 conversion, the results of which are presented in the table below. The conditions used were identical as before but the SEI used was 7 eV/molecule across all tests.
Table 4: Catalyst preparation and the effects on CO2 conversion and energy efficiency
	Catalyst 
	Preparation Method
	Conversion (%)
	Efficiency (%)

	None
	n/a
	24
	10

	NiO/TiO2(Air-C)
	Calcination in air
	24
	10

	NiO/TiO2(Ar-C)
	Calcination in Ar
	26
	11

	NiO/TiO2(CO2)
	Plasma treated in CO2
	27
	12

	NiO/TiO2(O2)
	Plasma treated in O2
	19
	8

	NiO/TiO2(Ar)
	Plasma treated in Ar
	43
	18

	NiO/TiO2(Ar-P)
	Plasma treated in Ar for extended time
	45
	20


  It can be seen that the thermally prepared catalysts have limited effect on CO2 conversion and energy efficiency whereas, in CO2 and Ar treated catalysts there is a noticeable increase in both. O2 plasma treatment appeared to have a detrimental effect. The authors attributed the performance enhancement upon plasma treatment of the catalyst through the increase in oxygen vacancies in the catalyst lattice structure which promotes dissociative electron attachment. 
Mitsingas et al, [53] investigated a highly efficient low energy microwave discharge for CO2 conversion. A 2.45 GHz radio frequency generator is used to ignite the discharge in pure CO2 with flow rates ranging from 4-20 L/min and at discharge power 90-150 W. The CO2 conversion was found to be strongly dependant on the flowrate and weakly on the applied power. Conversion was highest at the lowest tested flow peaking at ~9% at the highest applied power conversely the lowest conversion was found at the highest flowrate reaching a minimum of 2.3% at the lowest tested input power. Increasing the power had marginal effects in the conversion for example at 4 L/min the conversion increased from 8-9% upon increasing the power. 
Energy efficiencies observed in this work were extremely high (up to 99%) and a strong negative relationship between the SEI and efficiency was found. No explanation was given as to why these efficiencies were observed though the authors do point out that it is most likely due to vibrational excitation although they admit that 80% would be the maximum efficiency they expected to achieve in these conditions.  
   
3.2.6. [bookmark: _Toc489385285]Detailed description of Corona discharge    

A corona discharge is a non-thermal plasma that is formed around electrodes that have sharp points such as edges or wires. Corona discharges are always non-uniform and have high electric fields near one of the electrodes. A discharge will only develop if the radius of the sharp point is lower than the inter-electrode distance. Unlike DBD discharges corona plasmas require DC current to form and can be operated in either positive or negative polarities.  
The mechanism of plasma formation differs between the two modes of operation however, a feature common to both is the formation of electron avalanches (successive electron collisions) after the initial ionisation phase. In a positive corona, electrons flow towards the anode and positive ions towards the cathode, the converse is true for negative coronas. The propagation rate of these electrons is dictated by the polarity of the discharge; in a positive corona electrons are accelerated whereas in a negative corona they decelerate as they move away from the live electrode. It is clear that in a positive corona that the primary electrons released during the initial ionisation process are drawn back towards the live electrode, subsequent ionisation liberates further electrons and the discharge is self-sustaining. Yet, in a negative corona the primary electrons lose velocity, and therefore energy, as they move away from the live electrode meaning less energy is available to liberate more electrons so the mechanism of sustaining the discharge must be different. Instead, the dominant mechanism for further electron liberation results from a photon hitting the negative electrode. The energy required to liberate electrons from the surface of the negative electrode is significantly lower than the ionisation energy of a gas therefore it is a less energy intensive form of sourcing secondary electrons. As these liberated electrons are repelled away from the negative electrode they attach onto neural species to form negative ions which then drift towards the earthed electrode [54]. 
A consideration when using negative coronas is that they are only sustainable in electronegative fluids/gases such as water or carbon dioxide. If the gases used were not electronegative then the liberated electrons would not readily attach to them and allow themselves to drift towards the earthed electrode. Instead, a path of electron flow of ionised gas will form between the two electrodes which results in arcing.
3.2.7. [bookmark: _Toc489385286]Detailed corona mechanism 

As mentioned a strong electric field is needed to begin the ionisation process and is sourced from a sharp point or wire. The radius point/wire is much smaller than the inter-electrode distance therefore it possesses a large charge density (Gauss’ Law) when a voltage is applied across the electrodes. The large charge density gives rise to a strong electric field that can cause the breakdown of a neutral molecule contained within the vicinity. Initially, an exponential increase in electrons is observed through electron collisions creating an avalanche. Further away from the live electrode, where the electric field is weaker, the number of electrons is fewer as not enough energy to cause ionisation is available. Upon losing some of their energy and slowing down, electrons can combine with neutral molecules to form negative ions which accumulate to form a strong negative space charge. This leaves a cloud of positive ions behind which drifts towards the cathode following electric field lines. At the cathode the presence of all the positive ions initially increases the electric field and promotes ionisation by collision as well as increasing secondary electron emission from the cathode itself. However, as the positive ion cloud approaches a point very close to the cathode further ionisation becomes negligible and subsequently a large drop in electric current is observed. This phenomenon is explained by there being insufficient distance for ionising impacts between the cathode and the positive space charge. To restore the corona current normal charge gradients must be restored [55].  
3.2.8. [bookmark: _Toc489385287]Negative point corona phenomena 

This feature is largely dependent on the surface type of the point and the local condition surrounding the point. A corona is initiated when a positive ion, created by some residual energy in the system, gains enough energy in its free path to emit a minimum of one secondary electron [56]. This energy gain is entirely dependent on the work function of the surface denoted by γ, the Townsend coefficient. Maximum secondary electron emission occurs when γ is high which corresponds to low work function of electrode material.
This emitted electron moves with the electric field away from the cathode and collisions with neutral molecules results in ionisation propagating throughout the gas and the generation of more electrons through further inelastic collisions. At a point close to the cathode exponential increase in electron production is seen, yet, moving further away sees less electron generation as the electric field is too weak to cause ionisation. Finally, electrons attach to neutral molecules to form negative ions and this results in the build-up of a negative charge space in the so-called attachment zone. Left behind, as a consequence of the electron avalanches, is an area of positive ions which occupies a space peaking towards the cathode (in a point-to-plane configuration). This positively charged region drifts towards the cathode as governed by the electric field, as it moves closer to the cathode an increased level of ionisation is observed as well as secondary electron emission due to the increased strength of the electric field. The space gap behind this positive ion cloud, in contrast, the electric field is weakened to a level where almost no ionisation occurs. When the positive ion cloud reaches a point in close proximity to the cathode ionisation ceases to occur and a drop in current is seen as the gap between the ion cloud and cathode is too short to allow a series of ionisation events to arise. The positive ion cloud also exhibits a shielding effect that reduces the electric field beyond its horizon. Once the final edge of the ion cloud reaches the cathode a final electron is emitted which allows the process of multiple ion production to repeat [55].  M = neutral molecule
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[bookmark: _Toc488690262]Figure 15: Negative Corona Wire-Tube Discharge Reactor

CO formation was studied in a negative DC corona discharge formed by coaxial electrodes (inter-electrode gap 15 mm) in pure CO2 and its mixtures with O2 by Mikoviny et al, [56]). The tested flowrate remained fixed at 100 cm3/min and the range of tested voltages was 4.5-6.5 kV. The conversion of CO2 to CO was very small, never more than 1% but it was found that increasing the O2 content in the feed gas saw the production of CO increase. There was a linear increase in CO formation with O2 addition up until 10% after which further O2 addition had no effect.  The SEI applied during this work was low, < 0.5 eV/molecule, so it was not expected to reach high CO2 conversions.  
Xu et al, [57], investigated CO2 decomposition in a negative DC wire-to-plate corona discharge with a discharge gap of 10 mm. Tested flowrates of pure CO2 ranged from 30-90 cm3/min and the input power was adjusted between 0-40 W. A maximum CO2 conversion of 10.91% was achieved at the lowest flowrate and highest input power. It was found that similarly to other discharge types increasing the power increases the conversion, as does decreasing the flowrate. 
The energy efficiency of CO2 decomposition was also calculated and found to reach a maximum of 6.73% at the lowest tested SEI of 1.3 eV/molecule, higher SEIs of 30 eV/molecule yielded a low efficiency of around 1.5%. Overall, it can be stated that this type of corona discharge is unfavourable for CO2 decomposition compared to other discharge types as both the conversion and energy efficiency are low.   
Under both positive and negative polarities a wire-to-cylinder DC corona discharge was investigated for CO2 reduction by Horváth et al, [58]. The inter-electrode distance was fixed at 8.5 mm and two tested voltages under each polarity of discharge were applied (6.5 and 7.5 kV) and the decomposition into CO and O3 studied. At 6.5 kV under positive corona conditions the production of CO increased gradually over time for 20 mins, after this the amount of CO produced began to fall. A maximum conversion of 8% was achieved (assuming no other carbon forming products are formed). For the same voltage under negative conditions the conversion was approximately the same but the maximum was reached at 15 mins and then began to fall. Ozone production was much more pronounced under negative conditions reaching 1000 ppm. 
Upon increasing the voltage (and therefore the applied power) to 7.5 kV in a positive corona the maximum conversion did not increase however, the plateau in conversion was reached at 8 mins and fell after this point. For a negative corona at this voltage the conversion was increased to ~11%. No definition of energy efficiency was given and the results for efficiency presented in kJ/mol, the authors state that the positive corona was more efficient. If it is assumed the authors presented the energy cost to produce 1 mole of CO in this plasma system, then by using the standard enthalpy of the reaction the energy efficiency using the standard definition can be estimated. 
Table 5: Estimated energy efficiency in positive and negative conditions
	Discharge polarity/voltage
	Estimated energy efficiency

	Positive/6.5 kV
	56%

	Negative/6.5 kV
	37%

	Positive/7.5 kV
	50%

	Negative/7.5 kV
	43%


  
3.2.9. [bookmark: _Toc409782370][bookmark: _Toc489385288]Pulsed Corona Discharge Reactor

Pulsed corona discharge operates in the same manner as the standard corona discharge however, the DC voltage applied is injected in bursts (similar to operating DBD in burst mode). There are numerous advantages to using pulsed power for plasma generation but the main reason that they have received increasing interest in the literature is by overcoming the poor energy efficiency usually associated with DC electricity. A brief summary of the benefits of pulsed power is given below [59]: 
· It can produce electrons without raising the temperature of ions within the plasma volume. As the pulse duration is small there is insufficient time for heat accumulation in the bulk of the plasma volume. The key parameter governing this effect is the rise time of the voltage pulse, a small rise time leads to more electrons being produced.
· It produces stronger electric fields than continual DC power supplies. As the power is delivered in short sharp bursts this allows a greater instantaneous power density to be achieved thus creating a stronger electric field. 
· A stronger electric field is capable of achieving a higher degree of ionisation within the gas and hence, a higher concentration of electrons is achieved. 
· Pulsed power allows for a uniform dispersion of electrons within the plasma, extending the active volume of plasma and thus allowing more gas to be treated.
· A short pulse duration prevents an arc from developing between the live and ground electrodes.
· Short output pulse duration allows operation within a metal reactor without the need for dielectric barriers
· Increases energy efficiency of CO2 excitation. As the load to the reactor is not being continually supplied yet still producing sufficient energy to dissociate CO2 overall lower energy expenditure is achieved leading to a more efficient system.   

A pulsed corona reactor involves applying voltage over the electrodes for short durations of time at periodic intervals [55]. This method is utilised as it allows the production of electrons without raising the temperature of ions in the reactor i.e. a non-thermal method of plasma generation. Short applications of high voltage pulses produce stronger electric fields and a high concentration of electrons. A large electron concentration allows a more uniform dispersion of these electrons throughout the reactor. A larger concentration of electrons can occupy more space so a larger reactor can be used and effects of the plasma generated will not just be confined to the area surrounding the central wire.
A pulsed corona plasma will be deployed in this research to investigate the splitting of CO2 to CO. The main consideration when choosing this plasma method was the knowledge that electrostatic precipitators (ESPs), that utilise corona discharge, are already deployed in industry so there was scope for future scale-up. Pulsed power was chosen owing to its superior energy efficiency without the need for reduced pressures (MW discharges) furthermore, there are few literature examples in the field of CO2 reduction using this method certainly compared to MW, DBD and even packed bed plasmas. 
Pulsed power for CO2 reduction, although rarely mentioned in literature, has been present since 1993 as Nakagawa et al, [60] performed experiments in a low pressure discharge chamber and high voltages ignited by a Marx generator. The discharge gap was adjustable between 30-150 mm which is extremely large compared to any other discharge type. The tested pressure range was from 200 mbar-atmospheric pressure.  A typical pulse used in these experiments has a voltage of 50-100 kV and a current of 40-60 kA and lasts for 600 ns.[bookmark: _Toc488690263]Figure 16: Pulsed Corona Reactor [114]

Quantitatively it is not possible to extract conversion and efficiency data from this work but qualitatively It can be seen that elevated pressure favours CO formation and the authors claim that this method of CO2 reduction is more energy efficient than previously studied glow discharges. 
The application of  pulsed corona discharge for the decomposition of CO2 was investigated by Malik & Jiang [61] using a wire-to-cylinder reactor. They applied 4 μs width pulses with maximum amplitude of 45 kV to a pure CO2 gas flow of 10 cm3/min and achieved a maximum conversion of 16.8%. However, the energy efficiency was discovered to be low ~2.5%. This could be partly attributed to carbon formation on the wire electrode which increased when the methane was added to the gas feed. 
Wen & Jiang [62] studied the decomposition of CO2 in pulsed corona conditions combined with catalyst. The reactor is arguably better described as a pulsed packed bed reactor using -alumina as the catalyst but the discharge gap was larger than normal packed bed reactors at 12.1 mm. Up to 51 kV pulses, 25 s in duration were applied to the feed gas at a repetition frequency between 20-200 Hz. For a 24 cm3/min flow rate, it was evident that the inclusion of -alumina drastically enhanced the conversion CO2 from ~4% to 16% and after 1 hour the reaction stabilized and there was no further increase in CO. It was noted that without the presence of alumina a discharge only formed close to the central electrode the authors state that alumina addition stabilizes the discharge throughout the reactor volume, however a more likely explanation is that the inclusion of any packing material reduces the effective discharge gap reducing the breakdown voltage in the gaps between packing and therefore plasma develops throughout the reactor. Energy efficiency was not quantitatively given but the trend that it fell upon increasing the input power held true (from an estimation the maximum energy efficiency was ~3%). Increasing power also increased conversion as did reducing the gas flow, the same trend shown across all plasma systems. 
Nanosecond pulsed discharge was applied to CO2 splitting by Bak et al, [63]. 10 ns pulses up to 15 kV in amplitude, at a repetition frequency of 30 kHz, were used to energise a point-to-point reactor at elevated pressure. The discharge gap was 0.7 mm. Special attention was paid to the energy efficiency of the splitting process and over a range of pressures (2.4-5.1 atm) the maximum efficiency of 11.5% was achieved at the lowest tested pressure. The authors explained this result through the reduced electric field, being lower at higher pressures. Moreover, they did an energy balance of reactions in the CO2 plasma and conclude that the dominant dissociation pathway goes through electronic excitation of CO2 (10.5 eV) followed by autodissociation into CO and O. The authors state that to improve the efficiency of the system is may be necessary to operate in conditions that favour vibrational excitation i.e. lower electron energy. Increasing the repetition frequency was also suggested as a method to increase the population of vibrational states as rapid quenching of these species occurred between each pulse.   
The maximum conversion achieved in this work was 7.3% and this was achieved at the lowest tested pressure and flowrate increasing both the flow and pressure had a detrimental effect on conversion.
Scapinello et al [64] investigated the dry-reforming of CH4 in a nanosecond pulsed discharge powered by the same HV generator that will be applied to the work in this thesis. A plane-to-plane reactor, discharge gap 2.5 mm, was deployed to dissociate a 1:1 mixture of CO2 and CH4. The conversion of CH4 and CO2 reached a maximum of 54% and 42% respectively which is somewhat lower than reported by Li et al,[31] for a glow discharge but matches well with conversions expected in corona, microwave and spark discharges. Methane conversion was found to increase linearly with increasing the SEI up to a maximum of 2.6 eV/molecule. CO2 conversion however showed an exponential increase in conversion over the tested SEI range.
The overall energy efficiency of the gas mixture being converted to any product peaked at ~ 60% but the efficiency to convert to only desirable syngas product was lower, around 40%. In comparison to other technologies this efficiency is among the highest reported for atmospheric pressure discharges. This is mainly attributed to the low SEI applied during plasma operation; in gliding arcs a low SEI is deposited over the duration of the discharge as the gas flow rate is very high however, for pulsed discharges the deposited power is lower due to the supplied energy occurring over a short space of time therefore the SEI is low.
The authors state that the main limitation of further increasing the efficiency of the mutual dissociation of CH4 and CO2 is the formation of water vapour in the system which should be inhibited.   
Analysing the current literature there is a distinct lack, and therefore a need of, a detailed study of pulsed discharges for CO2 splitting under reasonable/industrially favourable conditions. Pulsed power has proven to be amongst the most energy efficient methods of CO2 splitting technology, which is arguably more relevant than high conversions as recycling loops can be deployed to increase conversion. Also lacking from literature is a numerical model describing the kinetical pathway of CO2 reduction under pulsed discharge conditions. This thesis aims to fill that gap in the literature and further expand into investigating noble gas addition to the pure CO2 stream to enhance conversion and efficiency. Also, experimental work combining the capture and utilization from a simulated flue gas stream will also be investigated.    
3.3. [bookmark: _Toc489385289]Application in this Thesis

The previous sections have described an overview of the problem and the types of non-thermal plasma technology. This section aims to bring those two ideas together and examine how plasma can help mitigate CO2 emissions. There are a few requisites that precede CO2 reduction in plasma, the most important is that the CO2 has been captured and separated from a waste gas stream. There are many waste gas streams from numerous sources around the world each containing a different concentration of CO2. It is assumed that before any gas passes into the corona reactor it is captured by an unspecified capture agent and released with high purity. The capture agent can then be regenerated via temperature or pressure swing and capture more CO2. The CO2 gas passing to the reactor will be mixed with Ar (when required) to give the desired mixture.
An example of the envisaged overall process can be found in Moss et al [65]. First, CO2 will be captured from a static waste flue gas stream containing mainly nitrogen (87.5%) and low concentrations of carbon dioxide (12.5%). The flue gas then passes through the capture stage wherein it is refined, or upgraded, to a high purity CO2 containing gas stream. The high purity (>99%) CO2 then enters the pulsed corona reactor and is subjected to plasma treatment and energetic electrons collide with CO2 molecules and split the gas into CO and oxygen. However, the focus of this work will be predominantly on CO2 splitting in a pulsed plasma reactor.  
3.3.1. [bookmark: _Toc489385290]CO2 splitting

Recently there has been a trend towards carbon dioxide utilisation via non-thermal plasmas to higher value chemicals and fuels [66]–[69]. While most of the focus has been on the treatment of pure CO2 gas streams to form CO and O, some works have incorporated O2 [56], CH4 [70],[71], H2 [72] and H2O [41],[52] to produce a wide array of products such as: methanol, formaldehyde, ozone and syngas. Many of the above plasma methods have been used for this purpose but to-date the majority of research has been carried out using dielectric barrier discharges and microwave discharge plasmas.
Fuels and chemicals offer a convenient method of carbon storage. If a fuel emits a certain amount of carbon dioxide when combusted if that CO2 is then captured, converted to CO then back to a fuel again it can be said that the process is carbon neutral. However, this is a broad assumption and does not take into account any other carbon dioxide emitted during the process e.g. electricity generation, process inefficiencies. 
The main obstacle to overcome during CO2 splitting is the thermodynamic stability of a CO2 molecule. Plasma can assist overcoming the thermodynamic barrier to activation through electron excitation [27]. Furthermore, specific forms of excitation result in a more efficient splitting compared to thermal methods. During CO2 splitting there are four main pathways to dissociation each via a different kinetic pathway. Depending on the plasma type certain pathways may be more favoured over others and this can lead to better energy efficiencies in some plasma systems compared to others. The four pathways begin through energy transfer to excited states: vibrational, rotational, electronic and translational excitation. To-date the highest energy efficiencies were achieved in a microwave plasma where excitation through vibrational states yielded an energy efficiency up to 90% [73].
The main pathways to CO2 dissociation follow by energy transfer to:
· Vibrational excitation – energy is transferred to bend and stretch the molecule. There are 3 modes of vibrational excitation: symmetric, asymmetric and bending. The molecule is distorted until enough energy is supplied to cleave a C-O bond. Population of the vibrational levels lowers the activation barrier for other species. According to Fridman [27] the asymmetric vibrational mode is the most efficient mode for CO2 dissociation.
· Rotational excitation – energy is transferred to rotate molecule about its axis. This does not induce dissociation.  
· Electronic excitation – energy is transferred to high energy states. Results in direct dissociation through electron impact reactions. Dominant in low pressure discharges where the high reduced field supresses vibrational excitation. 
· Translational excitation – energy is transferred to move the molecule. Can result in dissociation if the energy (momentum) of collisions is high enough but not considered main pathway for dissociation.
The favoured pathways for CO2 dissociation are by electronic and vibrational excitation. Rotational and translational excitation does not directly result in dissociation and must be converted to one of the other pathways to be useful. These methods are inefficient in bringing about dissociation, the kinetic energy must be increased which requires the acceleration of heavy particles to high speeds to create successful collisions. Low pressures are needed to achieve this and energy is also lost to other energy states. 
As mentioned in the motivation for this work a greener future must involve replacements for fossil fuels i.e. synthetic fuels. The precursor to this is syngas and one of the components of syn gas is CO. CO2 dissociation provides this as the main products are CO and O2, although the mechanism of CO2 plasma dissociation is very complicated with many possible chemical pathways and products forming, it can be summarised as:  
	
	

	(11)



Thermodynamically the enthalpy for this reaction is 283 kJ/mole or 2.9 eV/molecule at 300 K and atmospheric pressure. However, this dissociation is started by and limited by the initial CO2 dissociation and the ends with O conversion into O2 through recombination or reaction with another CO2 molecule. 
	
	

	(12)



This initial dissociation step requires 532 kJ/mole or 5.5 eV/molecule.
The remainder of this thesis will focus on the dissociation of CO2 in a pulsed corona plasma system to create the precursor CO required for FT synthesis. A wire-in-cylinder reactor will be deployed to investigate the conversion of CO2 to CO and the results compared to a numerical model that will also be developed. Parameters of the reactor including wire type and size along with cylinder size were targeted to be investigated. Parameters of the power supply were also changed such as the voltage, frequency and all these changes were examined to observe their effects on conversion and energy efficiency. 
This type of reactor was selected as it is a simple design and easy to operate. Plus, potential scale up has already been proven in industrial electrostatic precipitators. As it operates at atmospheric temperature and pressure no subsidiary units are required aside from a high voltage pulsed power supply.    







4. [bookmark: _Toc489385291]Experimental and numerical description

The experimental results are the focus of this thesis with the numerical modelling providing validation and prediction for circumstances that cannot be tested or to determine indicative values of parameters that cannot be measured. All experiments were conducted at the University of Sheffield Chemical and Biological Engineering department and modelling was instigated at the same institution later moving to the University of Tiaret in collaboration with Sheffield. This section will provide information regarding the set-up of the reactor, power supply and diagnostic equipment used throughout this PhD.
4.1. [bookmark: _Toc489385292][bookmark: _Ref502776256]Experimental set-up
4.1.1. [bookmark: _Toc489385293]Reactor commissioning and design 

The reactor used to generate all the data in this thesis has been through numerous iterations and modifications. This section begins with the original reactor designed by Dr Lozano-Parada, in conjunction with Dr. Dmitriy Kuvshinov, prior to any work being completed.  This was the foundation of the work and all other units/devices have been designed and constructed around this.
 The reactor, of wire-to-cylinder configuration, is a stainless-steel construction with an outer diameter of 17 mm and wall thickness of 2 mm. This gives the default inter-electrode distance to be 15 mm, however, as a range of gap sizes were required to be tested a set of stainless steel cylinders were manufactured that allowed inter-electrode distances of 10 mm and 12.5 mm to also be tested. These were simply slotted inside the main reactor body and secured in places using copper strips to ensure a good and safe contact to the ground electrode. This steel body is housed under a layer of insulation and a rope heater which could be used to maintain the temperature in the reactor and prevent condensation if water (steam) was to be considered for co-reduction with CO2 however, this was later removed as numerous research publications showed that water addition to plasma has no beneficial effect for CO2 conversion [41],[52]. A plastic cover encapsulates the insulation and holds it in place; the outer diameter of the overall structure is 90 mm. Polyether ether ketone (PEEK) flanges are located at either end of the reactor and serve to both attach the reactor to the base unit and provide an interface between external items, such as gases and power. PEEK was chosen as it is a thermoplastic capable of retaining its excellent mechanical and chemical restiveness even at high temperatures. There are additional PEEK interfaces located central to the reactor, these house optical access ports that will be used to visualise plasma behaviour. Schematics and photographs of the overall reactor external structure are shown in Figure 17, Figure 18, Figure 19 and Figure 20. 
[bookmark: _Ref488699076][bookmark: _Toc488690264]Figure 17: End View of Complete Reactor Structure

[bookmark: _Ref488699079][bookmark: _Toc488690265]Figure 18: Side View of Complete Reactor Structure
Insulating cover
Gas out
Gas in
HV power in
[bookmark: _Ref488699081][bookmark: _Toc488690266]Figure 19: Side Photo of Reactor (Including Insulation)

Inside the reactor a wire, radius 125 μm, is located centrally which acts as the live electrode and covers the total length of the reactor (270 mm). The material of construction for the wire can theoretically be any electrical conductor but copper was used as an initial material. The wire is clamped in place using 3 screws at either end of the reactor (Figure 21) and this is threaded through the PEEK flanges to hold it in place. PEEK caps cover the ends of the protruding wire connection for safety reasons and to prevent external discharge.  [bookmark: _Ref488699083][bookmark: _Toc488690267]Figure 20: View of Reactor Rope Heater (Minus Insulation)
Optical access/ viewing port
Rope heater

 
4.1.2. [bookmark: _Toc392066367][bookmark: _Toc409782388][bookmark: _Toc489385294] High Voltage Pulsed Power Supply To reactor
Screw clamp
To HV power supply
[bookmark: _Ref488699144][bookmark: _Toc488690268]Figure 21: Wire Connection


A high voltage pulse generator (NPG18-3500N Megaimpulse Ltd [59]) was sourced and used to supply approximately 40 ns pulses, with 4 ns rise times and repetition rate between 50-3200 Hz, along the inner electrode, although it was decided to limit the frequency to a maximum of 1717 Hz as will be discussed later As there were many fluctuations in the voltage waveform generated by the power supply the frequency was defined as the reciprocal of the distance between the height of the first largest peak and the second largest peak. The peak maximum voltage across the electrode was 17 kV however, this could be increased by altering the impedance matching between the reactor and power supply. A military-grade coaxial cable delivers the load to the reactor and connects via the protrusions on one end of the reactor. 
[bookmark: _Toc488690269]Figure 22: HV Pulsed Power Supply
Shielded co-axial cable – to load
Frequency adjustment 
Voltage adjustment 

4.1.3. [bookmark: _Toc409782389][bookmark: _Toc489385295]Early Testing

Preliminary tests to prove a plasma could be ignited within the reactor were performed using solely argon gas. Argon, at a flow rate of 100 ml/min, was set to enter the reactor and the power supply was turned down to its minimum specifications, The first run of these tests was conducted using Copper as the live electrode; this was later changed to a Tungsten-rhenium wire which offers greater stability at higher temperatures compared to Copper. 
Table 6: First Commissioning Tests Results
	Run Order
	Gas Type
	Electrode Material
	Observations

	1
	Argon
	Copper
	· Plasma was successfully ignited
· Vivid pink/purple glow plasma was seen throughout reactor volume
· If the frequency was adjusted sparking in the reactor occurred

	2
	CO2
	Tungsten-Rhenium
	· Plasma was successfully ignited
· Dull appearance of plasma
· Increased sparking occurred
· FTIR showed a reduction in CO2 formation and an increase in CO production although this was not quantifiable as equipment was not fully calibrated

	3
	Argon
	Tungsten-Rhenium
	· Plasma briefly ignited
· Extremely vivid glow/spark discharge seen
· Internal power supply failure prevented further observation


 
In all cases a plasma was successfully ignited highlighting a good coupling between power supply and reactor. Upon conclusion of the first test a large number of sparks were observed within the reactor. It was decided to examine the internal parts of the reactor to assess any potential damage during this stage before further tests were conducted. Closer examination of the copper wire yielded some interesting results. 
Figure 23 shows an SEM image of the copper wire after being subjected to corona discharge and it is clear that there are some surface defects on the wire. These defects are observed along the entire length of the wire and appear irregular in distribution. EDX analysis confirms these defects are in fact pure copper that has been exposed due to plasma etching of the insulated copper wire. The rest of the wire remained unaffected. 
Further SEM investigation showed damage to the insulating layer surrounding the defects. The proposed mechanism for such defects is plasma etching of the surface causing cracks to develop and propagate throughout the insulating layer causing fragmentation.  
In conclusion, copper, although it is a good electrical conductor, is not optimised as an electrode for HV plasma applications. Aside from the risk of surface defects copper has a relatively high work function (4.53-5.10 eV)., meaning that higher voltages have to be applied to create a stable plasma; lowering the electrode work function would reduce the required voltage input therefore, decreasing etching effect and prolonging electrode lifetime. Therefore, the Tungsten-Rhenium alloy was selected as it provides both a greater stability and lower work function (between 4.32-5.32 eV). 
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[bookmark: _Ref488699443][bookmark: _Toc488690270]Figure 23: a) SEM image of copper wire after plasma application b) EDX graph showing composition of the wire c) EDX image of exposed copper wire (Kuvshinov, 2014)

 

During the 3rd test a small bang and flash of light was observed originating from the power supply. After examining the power supply it was determined that an internal component had failed and it was sent back to the manufacturer for examination. In the meantime a replacement power supply was provided allowing experimentation to continue. [image: ][image: ][image: ]
[bookmark: _Toc488690271]Figure 24: SEM images showing defects in copper wire at a) 1300x magnification b) 2500x magnification and c) 5000x magnification (Kuvshinov, 2014)


Testing using the replacement power supply was carried out more cautiously than before as the cause of the power supply failure was unknown. Continuing from the preliminary tests the tungsten-rhenium wire electrode was used however, in order to limit the current flowing to the reactor a more resistive gas mixture was used containing 10% CO2 in argon. The main purpose of these preliminary tests was to ensure the reactor and power supply were working harmoniously so visibility of the plasma was important hence inclusion of argon in the feed. 

Table 7: Second Commissioning Tests Results
	Run Order
	Gas Type
	Electrode Material
	Observations

	1
	10% CO2/ 90% argon

	Tungsten-Rhenium
	· Plasma was successfully ignited 
· Experiment ran for 30 mins (on and off) with no complications 
· FTIR once again showed reduction of CO2 estimated at 15% conversion to CO
· Unusual peaks on FTIR seen and experimentation ceased


During this run of experiments a series of unexpected peaks on the FTIR graph appeared at wavelength 1550-1700 cm-1. The only predicted peak in a CO2 discharge lies at wavelength ~2000 cm-1 for carbon monoxide and potentially a peak for ozone at ~1100 cm-1. So experimentation was stopped to determine why these peaks were being observed. The unexplained peaks correlated to a type of carbonyl compound being formed within the reactor. As there was no obvious method for carbonyl formation it was concluded that the source of carbonyls must be coming from the reactor itself i.e. potential PEEK degradation. This was confirmed when the reactor was disassembled, evidence of the flange melting due to the high temperature of the plasma was prevalent as seen in Figure 25.PEEK flange degradation
[bookmark: _Ref488699468][bookmark: _Toc488690272]Figure 25: PEEK flange after tests with new power supply

From Figure 25 it is evident that new flanges were needed. It was believed that arcing between the live electrode and the metal gas inlets occurred resulting in a rapid temperature increase and PEEK degradation. New flanges were designed to minimise the probability of arcing from reoccurring. The new flanges were larger in diameter, 90mm, which moves the gas inlets away from the live wire reducing the chance of arcing. The gas inlets themselves were also reduced in size so they protruded less into the PEEK. 
[bookmark: _Toc392066351][bookmark: _Toc392066364]An additional measure to prevent further arcing was to modify the wire holders of the live electrode. Previously, Figure 21 the wire was held in place by 3 screws and a plastic cap covered the wire at either end. This plastic cap also melted upon plasma arcing so this was modified to duel-layer alumina tubes Figure 26. This not only prevents contact between the wire and the flange but also artificially reduces the effective length of the wire. This is positive in terms of arc prevention but negative in terms that the active plasma volume is reduced. Careful consideration was given to choosing the diameter of the inner alumina tube. If too high a diameter was selected a large air gap would be present between the wire and the alumina and a DBD could develop within the space. A quick calculation based upon air (breakdown voltage 3 kV/mm) shows that for the voltages expected in the reactor, assuming a continuous DC voltage is applied, a 0.15 mm gap between the wire and alumina is required to avoid breakdown. 
A final modification was to remove all unnecessary metal parts to the reactor including metal screws which were replaced by nylon equivalents. These may not have contributed to the arcing but were removed as a precaution.   


4.2. [bookmark: _Ref488703120][bookmark: _Ref488703127][bookmark: _Toc489385296]Electromagnetic Interference and Prevention [bookmark: _Ref488699571][bookmark: _Toc488690273]Figure 26: Modified Wire Connection
Inner alumina dielectric layer
Outer alumina dielectric layer


Another issue found during early testing was electromagnetic radiation generation from the reactor and power supply system in such large quantities that it caused severe interference with surrounding electronic equipment. It was observed that using an electrode with a lower work function worsened the problem of electromagnetic interference (EMI).
This phenomenon occurs due to the fact the power supply produces high voltage pulses at a high repetition rate, a source of electromagnetic radiation [74]. The internal wire electrode acts as an amplifier to electromagnetic signals and exacerbates the effect. Universal serial bus (USB) devices are particularly susceptible to EM radiation and act as an antenna for this type of radiation. USB devices work by a small voltage being applied across the interface between a computer and the device. The applied voltage allows a signal to be sent between the two, EMI distorts this signal preventing data transfer and making USB devices not respond. The combined effect results in most USB devices becoming inoperable and efforts were made to switch to wireless devices wherever possible or, where this was not possible, to shield the USB cables with a fine mesh cover.  
The proposed solution to counteract the EMI was to construct a Faraday Cage. Faraday cages are typically constructed from a fully sealed conductive material and have been used in many industries to prevent electromagnetic fields from entering the shielded area and vice-versa from electromagnetic fields from exiting. An alternative design of Faraday cage uses a fine mesh as the construction material to the same effect, provided the pore size of the mesh is sufficiently small to prevent EM waves to passing through. 
To test whether a Faraday cage would be suitable to reduce the EM interference a simple in-house designed cage was constructed as a proof of concept. The prototype cage was constructed using a stainless steel mesh, pore size 10 μm, wrapped around the reactor in two layers and taped together using aluminium insulation tape. A small aperture at one end allowed access for power cables and gas lines. This aperture served as a point where electromagnetic radiation could escape from so 100% EMI reduction was not expected. [bookmark: _Toc488690274]Figure 27: Temporary Faraday Cage

In order to determine how many layers of mesh was sufficient to block all EM waves a simple test was performed using a FM/AM radio. The radio was switched on and then layers of mesh were added until the radio could no longer be heard. This meant no radio waves were escaping the mesh. This was tested for both FM (88-108 MHz) and AM (535-1605 kHz) radio bands. Two layers of mesh was used as a minimum for the duration of all experimentation conducted after this point. 
After a period of testing the reduction in EMI was noticeable so a permanent Faraday cage was designed and modified in-house but the main construction was completed by A. Barraclough Ltd, a local metal works. 
The design, pictured below, is entirely made of 3 mm stainless steel and is a rigid structure. Welded screws hold the end plates to the 4 supporting struts. Nuts hold 8 smaller metal plates (4 on each side) to the end plates. These smaller metal plates are the only removal parts of the Faraday Cage and are used to hold a fine wire mesh (not pictured) in place. The wire mesh is again constructed of stainless steel and has a pore size of 10 μm and is wrapped twice around the entire structure. The small pore size prevents electromagnetic radiation escaping the system and based upon testing should reduce interference to a manageable level. The reactor is placed inside the cage prior to the mesh being added alongside all connections: grounding, live electrode, gas lines etc. which are fed to the reactor through interfaces in the end plates of the cage (Figure 30). Extra meshing was inserted into the interfaces to decrease the aperture size to reduce electromagnetic radiation leakage.     [bookmark: _Toc488690275]Figure 28: Faraday Cage Design (Kuvshinov, 2014)



An additional measure to counteract EMI was to install ferrite coils on all USB devices and, where possible, wireless devices were utilised to ensure no adverse effects on surrounding equipment. Ferrite coils suppress EMI being transferred to/from a device and act as an extra layer of protection against EMI.[bookmark: _Toc488690276]Figure 29: Reactor within Faraday Cage
Gas inlet/outlet
HV input with additional meshing
[bookmark: _Ref488699635][bookmark: _Toc488690277]Figure 30: End Flange with Interfaces

[image: ]This Faraday cage provided a suitable environment to perform gas diagnostic tests however, when it came to electrical measurements there was still enough interference present to prevent data collection. It was concluded that interference was being carried from within the cage to the computer outside via cables attached to the HV probe and current meter. Through examining video evidence it was noticed that small external discharges were occurring within the faraday cage. The source of the discharges was identified as plasma forming between the faraday cage and the outer surface of the reactor. Therefore, to eliminate these external discharges, a larger Faraday cage design was proposed to increase the distance between cage and reactor. Figure 31: Larger Faraday cage encased in PVC house


[bookmark: _Ref488872108][bookmark: _Toc489385297][image: ] 
4.3. Analytic EquipmentFigure 32: Reactor located inside larger Faraday cage with HV input left and gas in/out right


A diagram of the experimental apparatus is shown in Figure 33 it consists of the previously mentioned wire-to-cylinder corona reactor that is the focal point of the experimental work. It consists of a stainless steel outer cylinder which acts as the ground electrode with a fixed radius, R = 15mm. This could be altered through the addition of stainless steel metal inserts into the reactor volume. These cylinders were secured in place with copper strips and allow radii of R = 10 and 12.5 mm to be tested in addition to 15 mm. Centrally located inside the reactor is the live inner electrode formed by a narrow Tungsten-Rhenium (95:5) wire,  r0 = 125 m. The total length of the reactor was 270 mm. 
The high voltage pulse generator (NPG18-3500N) supplied by Megaimpulse Ltd [59] was used to ignite the discharge along the inner wire. The connection between the generator and live electrode was made using a 75 ohm coaxial cable. The connection between the pulse generator and the corona wire was made by means of a 75 ohm coaxial cable which is matched to the impedance of the generator. Electrical diagnostics are performed using a high voltage probe (Tektronix P6015a) connected to the live electrode to measure the voltage and a wide band current transformer (Pearson 6595) to measure the current. The current transformer was placed surrounding the ground cable as depicted in Figure 33. The output signals from both the HV probe and the current transformer were recorded using a high-resolution oscilloscope (6404c Picotech). 
There has been some scrutiny in literature regarding electronic measurements of voltage and current [64] as the short pulse durations cause a time delay between voltage and current measurements which the authors attribute to the acquisition rate of the oscilloscope (they estimate a delay of 2.15 ns). However, after contacting the oscilloscope manufacturers this seems an unlikely explanation as they estimate the time delay at <0.1 ns. The suggested reason for a delay to occur must be due to the distance the signal has to travel before it reaches the oscilloscope i.e. the length of the connecting cables. Therefore, if identical length cables are used there will be no/minimal delay which mitigates this problem. A sample calculation to prove this theory is to take the delay time (t) reported by Scapinello  and an estimated speed of data transmission (c~3x108 m/s). 
	
	

	(13)



The mismatch in cable length (l) can be found as 64 cm.  
 [bookmark: _Ref488699675][bookmark: _Toc488690278]Figure 33: Schematic of experimental equipment
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4.3.1. [bookmark: _Ref488699001][bookmark: _Ref488781045][bookmark: _Toc489385298]Gas diagnostics 

The feed gas used was pure CO2 (99.999%) and argon (99.9%) fed axially into the reactor at total gas flow rates between 100-800 cm3/min, controlled by Bronkhorst mass flow controllers. After passing through the discharge product gas was analysed by Fourier Transform Infrared Spectrometer (FTIR) (Agilent Varian 660IR). In general, this form of spectrometry identifies species present by shining infrared light over a wide range of wavelengths at a sample, each sample absorbs a unique pattern of light at each wavelength. As the name suggests Fourier transforms are used to translate the raw absorption data into a spectrum from which the sample can be identified. A typical spectrum, corrected with the background of the initial gas mixture, is shown in Figure 34. The positive values of absorbance in the wavelength range 2025-2225 cm-1 corresponds to the formation of CO.  The presence of ozone is also observed around 1054 cm-1. In contrast, the negative values of the absorbance indicate the decomposition of CO2.
[image: ]
[bookmark: _Ref488699742][bookmark: _Toc488690279]Figure 34: Sample FTIR absorbance spectrum after background correction showing the product gas formed
Calibration of the FTIR was completed through the following procedure: An estimation of the expected product gas mixtures expected were supplied directly to the FTIR via mass flow controllers and a scan taken of the spectrum. Inside the instrument software the known values were assigned to their corresponding spectrum and a calibration curve was generated. As many gas mixtures were tested numerous calibration curves had to be created for each mixture over the full range of expected products. It was found that whilst simulating gas mixtures that contained a low concentration (<5%) of one species that the mixture being recorded on the FTIR did not match the known value inputted, in fact it was much less. The problem was discovered to be that the gases were not mixing sufficiently as the flow of the higher concentration gas was obstructing the flow of the lower concentration gas. Therefore, a mixing chamber was purchased (Bronkhorst) – subsequent tests gave the desired result. The calibration was verified using a Mass Spectrometer (MS) (Agilent), the calibration and operating procedure for the MS can be found in [75], the agreement between FTIR and MS was found to be good with a maximum error of <3% at very low concentrations <1%. 
One of two benchmarks used to compare plasma technologies is the gas conversion, in this case, the conversion of CO2 to CO. The input values are known and the outlet values can be calculated by means of a mass balance. The selectivity to the target product CO was also found.
	
	

	[bookmark: _Ref488872038](14)


As the only detectable carbon containing product in this work was CO the conversion can be assumed to approximate the CO yield. The above is also known as the absolute conversion and is generally the most accepted form of conversion used in literature. However, another form of conversion, known as the effective conversion, is sometimes used in feeds containing multiple gases and is defined as the product of the absolute conversion and the relative content of CO2 in the gas mixture.
Absolute conversion is a more appropriate parameter for this work as it highlights the beneficial effect of adding argon to the CO2 gas mixture, since it gives the ratio of CO2 converted to the initial CO2 content. In contrast the effective conversion will always tend to zero as the argon percentage increases and wouldn’t show the benefit of using a multi-gas inlet feed.
	 
	


	[bookmark: _Ref488872043](15)

	
	

	(16)



4.3.2. [bookmark: _Toc489385299]Electrical diagnostics

Electrical characterisation of the plasma was performed using a high voltage (HV) probe (Tektronix P6015A) which was connected directly to the live electrode and the current was measured using a Rogowski coil (Pearson 6595) and was fitted around the ground cable. The voltage signals from both apparatus were recorded using a high resolution oscilloscope (6404c Picotech). A combination of these two measurements were used to calculate the power deposited to the plasma. 
4.3.3. [bookmark: _Ref488779989][bookmark: _Ref488781048][bookmark: _Toc489385300]Power calculation 

Unlike the more studied DBD discharge where the power can be calculated through the well-established Lissajous method, power calculation in a pulsed system differs. This is mainly due to the electromagnetic interference generated in pulsed discharges, especially at high repetition frequencies at fast rise times. Studies using the Lissajous method in pulsed systems have been performed notably by Jiang et al, [38] however, in their work the authors noted the irregularity of the generated Lissajous plot which made determining the power difficult. The authors in that work used their own in-house power supply, and report to have mitigated all effect of EMI through optical triggering. It should be noted that the rise time and repetition frequency were lower than those used in this thesis.  
[image: ]
[bookmark: _Ref488699798][bookmark: _Toc488690280]Figure 35: Sample voltage and current waveforms in pure CO2
The many fluctuations in the voltage-current waveform (see Figure 35) cause limitations to using the Lissajous method as discussed above. In order to overcome associated problems it was decided to calculate the energy of each individual pulse and then, using the assumption all pulses transfer the same amount of energy, calculate the total energy over the gas residence time. 
In order to capture all the energy from each fluctuation an oscilloscope with a high bandwidth must be used. As corona discharge is very filamentary in nature and each filament has a small current associated with it, in order to capture all the current data an oscilloscope with a high bandwidth must be used. The oscilloscope used in this research has a bandwidth of 500 MHz making it capable of processing data as short as 2 ns in duration; this is narrow enough to capture all the data required for power measurements.  Aside from the oscilloscope a suitable high voltage probe and current meter must be used. The current meter selected was recommend by Pearson as it has been used in other short rise time pulse application and is capable of detecting rise times as low as 2.5 ns and has a workable repetition rate between 100 Hz to 150 MHz. The voltage probe used is not as straight forward as the power supply manufacturers recommend the Tektronix P6015a, however, close analysis of its specifications suggesting the bandwidth (75 MHz) of the probe is not sufficient to capture all the voltage data coming from the fluctuations.  However, other researchers have used the same probe [64] for pulsed applications and furthermore tests were completed with several other probes to compare any error in voltage measurement, see Figure 36. By using a function generator and waveform generator the following tests were conducted and it can be seen that the 6015A probe performs adequately alongside other probes with higher bandwidths. These tests were performed at the University of Seville. 
[image: ]
[bookmark: _Ref488699824][bookmark: _Toc488690281]Figure 36: Comparison of different high voltage probes for voltage measurements
The accuracy of such measurements is important as any error is carried forward when calculating the energy efficiency. Accurate determination of the power and hence energy efficiency is important as it acts as a benchmark for comparison with other plasma technologies. Energy efficiency () is defined as the energy consumed during the production of one CO molecule (HR) compared to the amount of total energy supplied to the plasma (ECO) to produce that molecule and can be written as:
	
	

	[bookmark: _Ref504074053](17)



In order to calculate the value of ECO the amount of energy supplied to the reactor during the gas residence time (E) must be found. This is simply the product of the energy of an individual pulse (Epulse), the gas residence time (tg) and the repetition frequency (f). In turn, Epulse is calculated by integrating the voltage and current over the duration of 1 pulse with respect to time. 
	
	

	[bookmark: _Ref488872222](18)


Taking into account (19), the number of CO molecules that have exited the reactor during tg is given by
	
	

	[bookmark: _Ref488871875](19)



where Q is the gas flow rate. ECO can then be found by the relation:
	
	

	(20)



Often in literature this relation is expressed in the form of the specific energy input (SEI) where the energy efficiency is defined as:
	
	

	[bookmark: _Ref488872064](21)



This is identical to the relation used in this work as SEI is a ratio of discharge power (W=E/tg) to the gas flow rate, that is, SEI = W/Q. Using the SEI, the energy cost can be expressed as ECO = SEI/(Xconv[CO2]in).


4.4. [bookmark: _Ref488777749][bookmark: _Ref488777834][bookmark: _Toc489385301]Numerical model

The simulations in this work were computed using two numerical methods, the first COMSOL Multiphysics [76] is as the name suggests a software package that allows many physical parameters to be modelled simultaneously. The software has a built-in plasma module that is designed to simulate low-temperature plasmas through the use of fluid mechanics, heat transfer, physical kinetics, reaction engineering, mass transfer and electromagnetic physics. There are numerous models of atmospheric pressure corona discharges using the so-called fluid approximation method however, for pulsed systems, on a nanosecond scale, there are relatively few owing to the complexity. This is particularly apparent near the boundaries in the model where sharp gradients for the electron density and electric field form demand high time and computational power to solve such the problem. 
A 1-dimensional model was constructed within COMSOL. The aim of this model is to simulate the electrical discharge for the duration of a single pulse. This was achieved by solving continuity equations for each specie coupled with Poisson’s equations, all in conjunction with the Boltzmann equation. All reactions involving electrons were evaluated in this model and the electron density and reaction rate constants found using collisional cross sections based on the electron energy. This was performed for dissociation, excitation, ionization and elastic collisions with neutral molecules. The results from this model were then used as a source term in a subsequent 0D model to determine the production/loss of all the other various plasma species over time. The 0D model was created using ZDPlaskin Fortran-based modeling software [77] and was used to simulate multiple pulses within the plasma. The requirement the overall model to be split in two was created owing to the long computational time using solely a 1D solver. Efforts were made to simplify the calculation procedure whilst maintaining the precision of the modelling. However, simplification leads to reduced precision so a balance was sought to give the best results. A simplified schematic of the modelling process is given in Figure 37. 






[bookmark: _Ref488699909][bookmark: _Toc488690282]Figure 37: Overview of modelling method
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It can be seen that the 1D model is called only to gather the initial conditions for set reactor parameters. After the first pulse discharge the electron density, energy and heavy species densities are passed to the 0D model where they are subjected to multiple pulsed discharges wherein, over longer time duration, accumulation of heavy species occurs.  
4.4.1. [bookmark: _Toc489385302]1D electron impact model

The most important assumption during the modelling process was that the discharge was homogenous in nature. This assumption allows the Scharfetter-Gummel upwind scheme implemented in COMSOL to be used to solve the continuity equations for each species. This method has been implemented previously to simulate electrical discharges and has proven to be stable [78],[79]. 
R 
Simulated 1D domain 
r0 







[bookmark: _Ref488700013][bookmark: _Toc488690283]Figure 38: Simulated swept reactor domain

In parallel with the experimental method the plasma modelled was operated in the corona regime, although this was not always the case. However, in most cases the plasma appeared homogeneous and filled the entire reactor geometry. Figure 39 shows what the discharge looks like after application of high voltage electricity. Although difficult to get an accurate photograph there are some signs of the filamentary behaviour expected in corona discharges (video evidence during experimentation gave a clearer view into the nature of the discharge). With larger quantities of Ar in the gas feed, a transition from corona to spark discharge was observed and instabilities in the electric current developed. This transition is also dependent on the applied voltage, frequency, reactor geometry and wire surface state [80]. Therefore, in terms of modelling, the plasma was treated as a homogeneous discharge along the axial and azimuthal directions. The scope of the model extends from the wire surface to the inner diameter of the grounded cylinder shown in Figure 38; the axial dependence can be disregarded owing to the short duration of a pulse (~1 µs) as compared to the residence time of the gas. 






[bookmark: _Ref488699981][bookmark: _Toc488690284]Figure 39: a) Evidence for homogeneity throughout reactor volume b) evidence of filamentary corona regime discharge


This simplifies the problem and allows the discharge to be simulated by means of a set of continuity equations, one for each species, coupled to Gauss’ law for the electric field and to the electron energy equation. Under these conditions, as in the experiments there was very little gas heating while the reactor operated in the corona regime however, it is known that increasing the population of vibrational species increases the gas temperature within a plasma but as highlighted in Moss et al, [81] the concentration of vibrational species in this configuration remains low so gas heating was not considered. These equations can be written as:
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where subscripts i, j and ε refer, respectively, to the i-th charged species (electrons and ions), to the j-th neutral species, and to the electron energy, Ni and Nj denote the number densities of species, Di  and Dj are their diffusion coefficients, Si and Sj represent the corresponding gain/loss term of species densities, i is the mobility of charged carriers and ei its electrical charge, e0 is the elementary charge, Nε is the electron energy density, ε is the electron energy mobility, Dε is the electron energy diffusion coefficient, Sε is the total energy loss of electrons due to collisions, E is the electric field, is the electric potential and 0 is the dielectric constant of the gas.

The gain/loss rate of the n-th species (charged or neutral) takes the form
	
	

	(27)



where  are the number densities of species that participate as reactants in the j-th reaction, with reaction rate constant kj. The summation extends over all reactions involving the n-th species, but the contribution of losses has a negative sign. Similarly, the energy loss of electrons can be expressed as
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where Ne is the electron number density and Δεj  is the energy lost in the j-th reaction.
Integration of (22) and (26) require appropriate boundary conditions. At both electrodes, charged particles (electrons and ions) are lost due to random motion within a few mean free paths from the walls, and electrons are gained at the cathode through secondary electron emission. This last process consists in the generation of electrons due to the bombardment of the cathode by positive ions, and it is essential to sustain the discharge. The boundary conditions for the electron density and the electron energy density are implemented as follows,
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where n is the normal unit vector pointing towards the wall,  is the flux of electrons,  is the flux of electron energy,  is the flux of the p-th positive ions,  is the mean energy of secondary electrons,p is the secondary emission coefficient, and ve,th is the thermal velocity of electrons, which is a function of the electron energy and, therefore, of the electric field. Secondary electron emission is assumed to take place only at the wire when it is acting as the cathode, otherwise it is set p = 0. At the cylinder, owing to its large curvature radius, secondary electron emission is ignored, even when its polarity is negative with respect to the wire.
Regarding positive and negative ions, their boundary conditions at the electrodes are expressed as
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where  is the flux of the i-th ion, and vi,th its thermal velocity.
The electrodes may constitute a source of neutral particles due to the neutralization of ions (e.g., CO2+ is converted into CO2 on the cathode). Therefore, a balance equation between the fluxes of the i-th ion and the corresponding j-th neutral species must be written at the electrode in such a case,
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Otherwise a null flux of the neutral species is set at the wall
	
	

	(33)


Finally, for the electrical potential, boundary conditions are simply expressed as
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where V(t) is the impulse voltage applied to the corona wire.
The initial conditions required for the model are the number densities of CO2 and Ar in the gas mixture and they can be calculated from the ideal gas law at atmospheric pressure (760 Torr) and ambient temperature (298 K). Initial number densities for all other heavy species were set to zero. The initial electron density however is required to be non-zero to allow the calculation to begin and triggers the formation of the discharge. This was set as 106 cm-3 with a Gaussian profile near the wire electrode. 
Figure 40 shows a comparison of the experimental and numerical electric current in pure CO2 from the 1D model. Excellent agreement is displayed highlighting the numerical model gives an accurate representation of the electron and energy densities since the current is related to the drift of electrons and ions.
[image: ][bookmark: _Ref488700138][bookmark: _Toc488690285]Figure 40: Comparison of experimental current and obtained current from numerical model


The spatial and temporal evolutions of a single corona pulse are fully taken into account during the 1D simulation. That modelling is carried out with the inclusion of a selection of plasma chemical reactions involving electrons, ions (CO2+, O+, Ar+), excited species (CO2(Vx), CO2*, Ar*) and neutrals in the ground state (CO2, Ar, CO, O). However, in order to effectively simulate the temporal evolution of species over very short time duration (1/100th of a second) can only be achievable with the use of a 0D model, which additionally allows the inclusion of more complex plasma chemistry.
4.4.2. [bookmark: _Toc489385303]0D model

The simplest 0D models found in the literature usually assume a hypothetical electron density to start the computations [82]. In contrast, this work directly takes the electron density and final heavy species density from the 1D model as input parameters for the 0D model. This gives a more accurate estimation of electron density and its energy distribution, which corresponds to the electrode configuration being used in the experiments.
Rate coefficients for all chemical reactions included are estimated based on literature values along with an accurate estimation of the reaction rate coefficients of reactions involving electrons from the 1D model. In the case of 0D modelling the plasma is considered spatially homogenous and was considered as a batch process. The link between the 1D and the 0D model constitutes an essential aspect of the numerical simulation: instead of spatially averaging the electron energy and then calculating the reaction rate coefficients from the averaged electron energy, it was decided to directly average the reaction rate coefficients in the radial direction. In this manner, the effect of the radial dependence is more accurately transferred to the 0D model.
Additionally, the accuracy of this approximation has also been tested by solving the 0D model at many different points along the radial direction and, then, spatially averaging the densities of species computed at these points. A satisfactory agreement was found between the two approaches.
The temporal evolution of the number densities of plasma species generated by the pulsed corona discharge was obtained from the resolution of the following set of coupled ordinary differential equations,
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where integration is executed from t = 0 up to the residence time of the gas within the reactor. For this purpose the ZDPlasKin code developed by Pancheshnyi et al, (2008)[77] was used.
The 0D model is very much a simplification of the complicated kinetic pathway to CO2 dissociation and as such only contains a limited number of species present in the discharge, the included species are included in Table 8. Besides electrons, 8 neutral species, 5 positive ions, 4 negative ions and 5 excited species are included. These species were selected based upon numerous testing to determine which had the greatest effect on CO2 dissociation. These tests involved taking all possible reactions that can occur in a CO2 plasma, these were taken from the following references: Mikoviny et al, [56], Aerts et al,[82], Aerts et al,[83], Kozak et al, [84], Morgan et al, [85], Hayashi, [86], Beuthe et al, [87], Eliasson et al, [88], Corvin et al, [89] and Panchesnyi et al, [77][90]. In total there are hundreds of potential reactions that may occur though not all of them contribute significantly to CO production. In order to determine the significance of each reaction the 0D model was run including all reactions using the rate coefficients found in the aforementioned literature. Each of these reactions was then deactivated in turn and the effect on CO production was re-evaluated. Using this method the reactions, and therefore species, which did not significantly alter the densities of the final product species were identified.    
[bookmark: _Ref488700190]Table 8. Species included in the 0D model.
	Neutrals and radicals
	Ar, CO2, CO, C2O, C, O3, O2, O  

	Positive ions
	Ar+, CO2+, CO+, O2+, O+

	Negative ions
	CO3, CO4, O2, O  

	Excited species
	Ar*, CO2(v1), CO2(v2), CO2(v3), CO2(v4)



[image: ]Previous studies have demonstrated the importance of including the vibrational states of CO2 as they are believed to be the most efficient pathway to dissociation. However, to include all 21 would lead to over complication of the model (See Figure 41). It was decided to follow the approach of Aerts et al, 2012[83]. and group the vibrational levels into four effective levels (See Table 9). These levels are denoted as CO2(v1), CO2(v2), CO2(v3) and CO2(v4). CO2(v1) represents the first bending mode (010), CO2(v2) is the sum of the first symmetric stretch (100) and the second bending mode (020), CO2(v3) is the first asymmetric stretch mode (001), and finally CO2(v4) represents the sum of higher bending modes like (030) and (040), with similar energy and all other higher energy modes .
[bookmark: _Ref488700334][bookmark: _Toc488690286]Figure 41: Complete set of CO2 vibrational states and their associated energy levels [84]


Vibrational states of CO and O2 were neglected in this model, since their contribution to CO2 splitting is minimal. The electronically excited states of CO2 were only considered during the 1D model. For argon species the cross-section database set out by Morgan & Penetrante [85] was used and all electronic states were grouped into a single species, Ar*. It has been assumed that the excited states of a given species exhibit the same chemistry as its ground state, except for the energy threshold of reactions, which will be lower in the case of excited species. 
The reaction scheme for Ar has been reduced to its major processes (elastic, excitation, ionization, penning ionization of the excited state, quenching of the excited states back to ground state Ar and recombination). Since the focus of this work is CO2 splitting, which is already a complicated task, the kinetics of Ar were kept as simple as possible. A full list of reactions used can be found in the Appendix. 

[bookmark: _Ref488700382]Table 9. Notation of vibrational states used in the model and their effective energy level.
	Model notion
	States 
	Energy (eV)

	CO2
	(000)
	0.00

	CO2(v1)
	(010)
	0.083

	CO2(v2)
	(020) + (100)
	0.167

	CO2(v3)
	(001)
	0.291

	CO2(v4)
	(030) + (110), (040) + (120)…
	>0.25





5. [bookmark: _Ref488782276][bookmark: _Ref488783379][bookmark: _Ref488785145][bookmark: _Ref488785194][bookmark: _Ref488785520][bookmark: _Toc489385304]Effect of Argon addition on CO2 Splitting

In this chapter, CO2 reduction in a nanosecond pulsed DC power corona discharge reactor is studied from both an experimental and numerical standpoint. Using the set up described in Section 4.1 mixtures of carbon dioxide and argon were tested under varying conditions and the effect on conversion to carbon monoxide and the energy efficiency of that conversion evaluated.  A range of other parameters were also investigated in this study including the frequency and voltage of the power supply and the gas residence time.  
Initial predictions were that higher voltage, frequency and residence time would yield higher conversion as an increase in these three parameters all increase the amount of energy applied to the plasma and it is known from the literature that more energy equates to higher conversion. The energy efficiency was expected to follow trends from other types of reactor and be inversely proportional to conversion. However, this trend was not found as will be explained further in the following section. 
The range of mixtures tested are from 100% CO2 through to 10% CO2 mixtures in argon. It was expected that increasing the argon concentration would have a positive effect on the conversion as argon has a lower breakdown voltage so plasma initiation and sustainability would be easier and the electron density higher. This would then have a negative effect on energy efficiency as it was predicted that energy would be “wasted” exciting the argon in the gas mixture over reducing CO2, another prediction that did not, in the event, happen. 
5.1. [bookmark: _Toc489385305]Introduction 

Previous studies, in DBD plasma systems, have shown that increasing argon (or helium) concentration has a considerable positive effect on CO2 conversion [37]. However, the energy efficiency drops due to lower CO2 content in the gas feed stream. This is expected as in Equation (21) the efficiency is inversely proportional to the conversion and simply a fraction of the applied energy is utilised ionising/exciting the argon(or helium) gas in the mixture. 
Other comparable literature reports experiments in a pulsed corona plasma (point-to-point geometry) under pressurised conditions (2.4 atm to 5.1 atm) giving CO2 to CO conversion and the energy efficiency [63]. They achieved the maximum conversion rate of CO2 into CO at the highest tested pressure, with a value of 7.3%, while the best energy efficiency (11.5%) was obtained at the lowest pressure. This was explained through the reduced electric field, being lower at higher pressures. Moreover, an energy balance was performed and it was concluded that the dominant reduction pathway was through electronic excitation followed by autodissociation into CO and O. 
The reports found from other works will compared to this work in the next section. The results from experimental testing of both pure CO2 and CO2 mixtures with argon will first be presented and then  second compared to numerical simulations. This will be followed by a detailed analysis of the results and their differences from those in the current literature. 
5.2. [bookmark: _Toc489385306]Experimental Results
5.2.1. [bookmark: _Ref488701826][bookmark: _Ref488701860][bookmark: _Toc489385307]Effect of voltage 

Before any results are presented it is important to consider that there is an experimental error associated with all the work presented in this thesis and a full description of the error can be found in Chapter 9 It should be noted that the gas expansion factor was not considered in this thesis as gas sampling was taken from a static gas in a fixed volume rather than a flow of gas. 
The results for gas mixtures containing 100%, 75%, 50%, 25% and 10% CO2, with the remaining gas being argon, are hereby presented. Using the experimental system shown in Figure 33 the gas was fed through the corona reactor and the plasma ignited. Each gas mixture was subjected to plasma conditions for a varying amount of time dependant on the gas flowrate which ranged from 100 cm3/min to 800 cm3/min in this set of experiments. Frequency was fixed at 1717 Hz or f3 as it will be referred to. Voltage was identified based upon the height of the largest peak and was adjusted between 12 and [image: ][image: ]17 kV (v5 = 17 kV, v3 = 15 kV and v1 = 12 kV).[bookmark: _Toc488690287]Figure 42: a) Voltage waveform applied during discharge b) Comparison of peak voltage values

Figure 43a)-e) shows, for different gas mixtures the change in conversion for different applied voltages over the residence time. It is expected from a survey of other similar research areas, summarised in Section 3.2, that increasing the voltage will increase the conversion. This is because, according to Equation (18), increasing the voltage increases the applied power and the more power deposited during the discharge means there is more energy available to direct towards CO2 dissociation reactions. This trend is consistent across all plasma technologies and it is not expected to differ in pulsed corona discharges. The same trends in literature are also expected for the residence time, decreasing the residence time is expected to decrease the conversion as the duration over which energy is applied is reduced meaning the chances of successful electron impact collisions is less.  
 
[bookmark: _Ref488700517][bookmark: _Toc488690288]Figure 43: Effects of voltage on conversion for mixtures of a) Pure CO2 b) 75% CO2/25% Ar c) 50% CO2/50% Ar d) 25% CO2/75% Ar e) 10% CO2/90% Ar


There is a clear trend showing that as the voltage is increased the absolute conversion is increased across all gas mixtures. The reason for such an increase has been detailed previously. 
In nearly all gas mixtures it can be seen that increasing the residence time also increases the conversion and this is expected as the longer the energy is applied the greater the plasma power yielding a higher conversion. In most conditions, at residence times greater than ~90 seconds, the conversion decreases whereas in some it continues in a linear trend. It remains unclear why this is the case but one theory is that after a certain residence time the backwards reactions, to re-form CO2, begin to dominate within the plasma and so the conversion is lower. Another possible theory is that in the mixtures which contain a higher percentage of argon (>75%) the discharge transitions from corona regime to spark regime. In this discharge type it is common for gas heating effects to exist and reduce the homogeneity. In this work, during experimental operation the outer cylinder of the reactor was physically hot to touch approaching a maximum of ~50 °C at the lowest flowrate and highest voltage and frequency in the gas mixture containing the lowest concentration of CO2.

From the results displayed in Figure 43 a) to e) there appears to be two distinct behavioural patterns across the gas mixtures. For pure CO2, 75% CO2 and 50% CO2 there is a gradual increase in conversion as the residence time increases regardless of the voltage (for pure CO2 at 17 kV the trend differs suggesting the discharge is not homogenous corona). After ~90 seconds the increase in conversion lessens, it is theorised that over a longer residence time the conversion would begin to plateau off as the reaction reaches equilibrium. For gas mixtures 25% CO2 and 10% CO2 the initial increase in conversion is more dramatic experiencing a sharp rise up to a maximum at 120 seconds after which it decreases. Further explanation into these trends will be given after presentation of the results of the numerical model. As has been mentioned in these gas mixtures the discharge was observed to operate in the spark regime which introduced a thermal element to the plasma. The temperature increase over time is believed to, at first, increase the rate of CO2 decomposition and the formation of CO experiences a large increase however, upon further temperature accumulation the backward reaction to CO2 becomes favourable according to Equations (38), (39) and (40). Figure 44 shows the main backward reactions to reforming CO2 and their associated rates. It is quite clear that as the temperature increases the rate of these reactions increases. However, if the rates of CO formation are examined in Table 20, Table 21, Table 22, Table 23 and Table 24 in the Appendix it can be seen that there is no temperature dependence on the rate, instead the rate is dependent on the electron energy.  [bookmark: _Ref488700684][bookmark: _Toc488690289]Figure 44: Thermal dependence of rate of reverse reaction to CO2

5.2.2. [bookmark: _Toc489385308]Effect of frequency 

For the same gas mixtures as described in Section 5.2.1. the effect of frequency on CO2 conversion was demonstrated experimentally. In these experiments the voltage was fixed at 17 kV (v5) and the frequency altered between 65 Hz to 1717 Hz (f1 = 65 Hz, f2 = 855 Hz and f3 = 1717 Hz).

 
Close analysis shows that changing the frequency has a greater effect than changing the voltage. Increasing the frequency improves the conversion in all gas mixtures, this is due to more pulses being applied over the residence time; more pulses equates to more applied energy increasing the chance of successful electron impact collisions resulting in dissociation. It is theorised that further increasing the frequency would also increase the conversion however, at higher frequencies the stability of the discharge decreased and transitioned into the spark regime. An additional issue with operating under higher frequencies is the generation of more EM radiation which caused problems with data collection. Increasing the argon composition in the gas mixture only exacerbated these issues. This deviation away from the corona regime type of discharge is the reasoning behind why, in gas mixtures containing >75% argon, that the conversion begins to decrease over the residence time. As explained above for these gas mixtures, it is believed that a spark discharge is developing within the reactor and causing localised gas heating.
[bookmark: _Toc488690290]Figure 45: Effect of frequency on conversion for mixtures of a) Pure CO2 b) 75% CO2/25% Ar c) 50% CO2/50% Ar d) 25% CO2/75% Ar e) 10% CO2/90% Ar


It was observed at the lowest tested frequency the conversion remained at less than ~1% (and was 0% for pure CO2) indeed, using video evidence it was difficult to observe plasma formation therefore it can be concluded that insufficient energy was being supplied to the gas to, in pure CO2, ignite a plasma or once ignited supply enough energetic electrons to participate in electron impact collisions.    
5.2.3. [bookmark: _Toc489385309]Effect of gas composition 

It can be seen from Figure 46 that increasing the argon composition in the gas feed has a positive effect on absolute conversion. These results were taken from the highest frequency and voltage parameters tested at a flowrate of 200cm3/min but the same trend exists across all gas mixtures. These results concur with the work of Ramakers et al, [37] who investigated the effect of argon and helium addition to CO2 DBD plasmas. They found that this effect was more profound in argon mixtures and explained it through examination of the Lissajous figures and current profiles measured during their experiments (details of Lissajous figures can be found in Peeters et al, [91]. The addition of noble gases to a CO2 gas reduces the breakdown voltage of the gas mixture i.e. less energy is require to ignite a plasma containing noble gases. A similar result was found by Pinhao et al, in a CO2/CH4/He DBD plasma[92]. The energy threshold for inelastic collisions is higher in noble gases (15.76 and 11.55 eV for ionisation and excitation for Ar) meaning there is a lower probability for these collisions to occur therefore, more energy is available for CO2 dissociation and hence, the conversion is higher in mixtures containing more Ar. In terms of effective conversion, the mixture giving the highest conversion is a 50% mixture.  This contrasts with reported literature as all other researchers observe that the effective conversion is always highest in the gas mixture containing the largest percentage of CO2 i.e. 100%. It is not evident from experimental results why this might be the case however, later in this section, the results of the numerical model are presented which shed light on the answer. [bookmark: _Ref488702329][bookmark: _Toc488690291]Figure 46: Effect of gas composition on conversion for conditions f = 1717 Hz, V = 17 kV and flowrate 200 cm3/min

Further examples of this contradictory trend are displayed in Figure 47 a) absolute conversion and b) effect conversion. Figure 47 a) clearly shows a linear trend between gas composition and absolute conversion. As the CO2 content in the feed decreases the absolute conversion also decreases which is in-line with other plasma research however, if the effective conversion is considered no clear trend between effective conversion and gas composition can be confidently stated. It can be concluded that Ar addition is beneficial to CO2 splitting, especially at sub 100-seconds, however by increasing the residence time the effect of Ar appears to reduce yet for mixtures containing 50 and 75% CO2 the effective conversion remains higher than pure CO2 highlighting that some argon does exhibit a positive effect. 

[bookmark: _Ref488702360][bookmark: _Toc488690292]Figure 47: a) Absolute and b) Effective conversion of CO2 at the maximum tested conditions for different gas mixtures. f = 1717 Hz and V = 17 kV


5.3. [bookmark: _Toc489385310]Numerical Results
5.3.1. [bookmark: _Ref488780080][bookmark: _Toc489385311]Results for pure CO2
[bookmark: _Ref488702433][bookmark: _Toc488690293]Figure 48: Number densities of the major species generated during discharge as predicted by numerical model. The inset shows the rapid fluctuation of molecular oxygen density with each pulse.


[image: ]
Figure 48 shows the behaviour of neutral species in a pure CO2 plasma as a function of the gas residence time as predicted by the numerical model and also included is the number densities obtained for CO found from experiments. The conditions of the model are identical to those used in the experiment for the highest voltage and frequency, as the model is 1D no gas flow is considered. Carbon monoxide is the main product formed along with molecular oxygen, ozone and atomic oxygen which are one, two and three orders of magnitude lower than carbon monoxide. It can be observed that the agreement between numerical modelling and experiment is sufficiently accurate to describe and predict the dissociation pathways of CO2 to CO under pulsed corona discharge conditions. Small differences between the two results can be attributed to the necessary simplifications introduced during the modelling to reduce the computational time.
The temporal evolution of all species can be characterized by two distinct time scales: one that lasts for the duration of a single pulse (~1 s) and a longer one that lasts over the repetition frequency of the pulses including a pulse and an inter-pulse period (~1/1717 Hz = ~580 s). During the shorter duration of a single pulse, electron impact reactions play a dominant role in determining the number density of each species and undergo sometimes rapid variation (see inset of Figure 48 for atomic oxygen). Evidence for this can clearly be seen by examining the reactions for the formation/destruction of atomic oxygen in Table 20. During the short pulse duration O is produced by electron impact dissociation of CO2 (E1), it is also produced by several other reactions (E11, E12, E14 and R1) but the rates of these reactions are dependent on other precursory species being present. So accumulation of O occurs rapidly during the pulse phase. During the inter-pulse period, Table 22 shows that there are numerous destruction reactions of O and, as O is an unstable radical, it rapidly reacts to form other species so its concentration falls. Over the longer temporal scale, reactions of neutral species are more dominant, as they are populated during the pulse, and the densities of all species slowly rise during the first 30 seconds. The densities of O, O2 and O3 then begin to decline due to their recombination reactions with CO (N5,N11 and N12). The concentration of CO however, rises gradually as the rate of production is greater than the rate of destructive. Over time the concentration of O in the discharge stabilises around 40 ppm. The concentrations of other species all reach a maximum concentration of 0.4% or 4000 ppm for molecular oxygen and 160 ppm for ozone.
As the dissociation of CO2 is initiated with electron impact reactions, and this occurs over a short temporal scale, first the simulation of a single pulse will be examined. Figure 49 a) illustrates the production of CO on a temporal scale which corresponds splitting of CO2 into CO for the duration of a single pulse which corresponds to the simulated voltage waveform Figure 49 b). During the large amplitude sub-pulse (~80 ns) the density of CO rises rapidly and later this can be shown to follow the rise in electron density and energy at this point in time. This is clear evidence for the electron impact dissociation of CO2 occurring as this reaction rate is dependent on the concentration of electrons. Subsequent sub-pulses, lower in amplitude, stabilise the formation of CO until approximately 500 ns, where the second largest sub-pulse contributes to another rise of CO density.[image: CO_1 pulse.png][image: ]
[bookmark: _Ref488702704]Figure 49: a) Temporal evolution of the spatially averaged CO density calculated from the 1D model during a single pulse (numerical simulation). b) Experimental voltage compared to simulated voltage used in the model

The number densities of the other ground state neutral species, C and C2O, are much smaller (see Figure 50),so small in fact that they are not observed experimentally and indeed if the selectivity towards CO is calculated it is found to be 100%, as by performing a carbon balance on the products formed the carbon containing species formed are negligible compared to CO. The production of these species only occurs during the short pulse duration of 1 s (E11 followed by N6) and they are swiftly converted back to CO and CO2 during the inter-pulse phase through reactions N7, N10, N13, N15 and N16. Similarly to atomic oxygen, C and C2O undergo rapid temporal fluctuations of accumulation during the pulse and consumption in the inter-pulse. Figure 50 shows only the peaks of these fluctuations for best presentation, the temporal variation is depicted in the inset over the duration of a single pulse. 
The lifetime of ions and excited species are very short and reactions of these species typically occur up to 100 s, much shorter than the duration between each pulse. Therefore, the number densities of these species fall to negligible values after each pulse. It is possible to include longer living ions in the model (e.g. C2On+) however, they add unnecessary complication to the model and there is little information regarding their kinetics in the literature making estimation of their involvement in CO2 dissociation difficult. Additionally, according to Aerts et al, [82], who did include these longer living species, it was found their contribution to CO2 splitting was negligible. 
It has been stated by Fridman [27] that the key to efficient CO2 splitting must be via stepwise vibrational excitation. Therefore, it is important to include the vibrational states of CO2 in the numerical simulation; the exact description of the vibrational states included in the model has been given previously. Previous works describing the importance of vibrational states in microwave discharges, gliding arcs and DBD have suggested that the conditions that favour their impact on CO2splitting are at low values of reduced field in the so-called microwave region below 100 Td[84],[93] (10-19 V.m2 which corresponds to low values of electric field). 	Comment by Matthew Moss: tg defined in Equation 18[image: ]	[image: ]
[bookmark: _Ref488702835]Figure 50: Peak values of the number densities of (a) C and (b) C2O as a function of the gas residence time. The insets show the temporal evolution of a single peak occurring at tg ~ 100 s.

 
Figure 51, in a similar manner to Figure 50, shows the peak values of the number density for vibrationally excited CO2 (CO2(v1)) with an insert to highlight the temporal behaviour of one short pulse. This behaviour is identical across all vibrational levels although the magnitudes of the other levels differs and are of the order of 1.51016 for CO2(v1), 61015 for CO2(v2), 61015 for CO2(v3) and 1.51015 for CO2(v4). [image: ]
[bookmark: _Ref488703007]Figure 51: Peak values of the number density of CO2(v1) as a function of the gas residence time. The insets show the temporal evolution of a single peak occurring at tg ~ 100 s

It can be expected that the magnitude of vibrational states decreases with higher threshold energies as the higher energy states tend to relax back towards ground state through vibration-vibration (VV) and vibration-translation (VT) exchange processes[27]. Comparing the density of vibrational states to that of ground state CO2 it was found that even the vibration state with the highest density was three orders of magnitude lower (initial ground state CO2 density ~2.5x1019). During each pulse accumulation of first the lower, then higher, vibrational states occurs however, after the termination of the pulse these species experience rapid decay back to ground state. The decay time for each vibrationally excited species is shown in Table 10 and ranges from 2-6 s, which is much shorter than the inter-pulse duration therefore, due to quenching reactions in Table 24, there is no accumulation of vibrationally excited species between pulses and so their roles in CO2 splitting is minimal in pulsed corona discharges. To conclude, even though during the pulse the rate of formation of vibrationally excited CO2 is the highest and these species are readily formed, large concentrations of CO2, CO and O2 quench these excited molecules during the inter-pulse time dominant over time and thus the vibrational states do not contribute significantly to CO2 dissociation. However, the inclusion of vibrational states is important as mentioned in Aerts et al, [82] they play a significant role in contributing to the electron energy in Equation (24) and ultimately all electron impact reactions depend on the electron energy. 
To improve the performance of the pulsed corona reactor it may be necessary increase the population of vibrational states across the whole discharge and not just the pulse-phase. To do this would require the reciprocal of the repetition frequency to be shorter than the inter-pulse duration so, at the onset of subsequent pulses the density of vibrational states has not had time to relax back to ground state. This could lead to a new pathway to CO2 splitting however, to achieve this pathway it is predicted that the repetition frequency would need to be increased to over 100 kHz. As discussed in Section 4.2, this may not be practical experimentally as higher frequencies not only lead to instabilities in the discharge but enhance the formation of electromagnetic radiation although, this situation could easily be numerically simulated.[bookmark: _Ref488703053]Table 10: Relaxation times to half height of vibrationally excited states of CO2 generated in pulsed corona discharge in pure CO2 (numerical modelling)
Decay time (s)
CO2(v1)
CO2(v2)
CO2(v3)
CO2(v4)
Half height
~6.0 s
~2.0s
~2.0s
~2.0s
10% of height
~7.0-17 s
8.0 s
8.0-18 s
8.0 s


  
5.3.2. [bookmark: _Ref488787050][bookmark: _Toc489385312]Results for CO2/Ar mixtures 

After simulating the species evolution in a pure CO2 discharge, mixtures of varying percentage of CO2 in argon admixtures was also investigated and compared to experimental results. Using the same methodology and numerical model constructed for pure CO2 reactions of Ar were added as defined in Section 4.4 and including reactions E16-20 and R2 from the Appendix. Figure 52 shows both the absolute and effective conversion of CO2 against the residence time of the gas mixture. The validation of the model has already been provided in Section 4.4 and it can be seen that in terms of conversion there is a reasonable agreement between experimental and numerical results. The maximum error between results is 50% which is observed in gas mixtures containing higher Ar content, it has been explained previously that increasing the Ar content reduces the homogeneity of the discharge which reduces the model accuracy as the model assumes a fully homogenous discharge. For a 10% CO2 in Ar mixture the deviation from experimental values was large so was not displayed, here it is known (through video evidence) the discharge has transitioned fully to spark-type discharge and the model no longer represents a sufficient approximation. 
All gas mixtures undergo a steep initial increase in CO formation, the gradient of the increase increases with increasing Ar content in the feed. For gas mixtures containing more than 50% CO2 after approximately 80 seconds the rate of growth in conversion lessens but continues to increase. However, for gas mixtures containing less than 50% CO2 the conversion plateaus then begins to decrease. This change in behaviour can be attributed to the transition in discharge type. Upon spark development there is a temperature increase in the reactor and the discharge tends towards the thermal regime and favours the backward reaction to form CO2. The lowest absolute conversions were found in the case of a pure CO2 plasma (Figure 52 a), but was significantly increased upon the addition of Ar. A maximum absolute conversion of ~14% was achieved in a 90% Ar mixture. In contrast to literature, which states that the effective conversion decreases when decreasing the CO2 content in the feed, it was found that the highest effective conversion (~3.2%) was observed in a 50% CO2 mixture. All other gas mixtures followed the expected trend from literature. To determine why this was the case further investigation into the kinetic pathways of CO2 splitting is required. 
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[bookmark: _Ref488777668]Figure 52: Carbon dioxide conversion to carbon monoxide as function of residence time for (a) pure CO2, (b) 75% CO2 and 25% Ar, (c) 50% CO2 and 50% Ar, (d) 25% CO2 and 75% Ar (e) 10% CO2 and 90% Ar.


Aside from the conversion, the energy efficiency of CO2/Ar mixtures was also investigated. The experimental results were chosen to be presented here although the results of the numerical model are necessary to explain the trends observed. The energy efficiency of the CO2 splitting process is presented in Figure 53 against the SEI for different gas mixtures of CO2/Ar. As seen in the similar works, the energy efficiency decreases as the SEI is raised or the residence time is increased (lower gas flow rates). [image: ]
[bookmark: _Ref488778284]Figure 53: Experimental energy efficiency as function of the specific input energy for different gas mixtures of Ar and CO2. 1 eV/molecule ≈ 3.933 J/cm3 at 1 atm and 298 K.

The energy efficiency, for all gas mixtures, decreases as the SEI is increased (decreasing flowrate) a trend that is mirrored from literature. However, unlike in the literature there is no clear trend between feed gas composition and efficiency. It can be seen in Figure 53 that the highest efficiency (>70%) is achieved in a 50:50 CO2/Ar mixture. This can also be appreciated in Figure 54 At less than 0.1 eV/molecule it is clear that Ar addition above 50% is strongly beneficial in terms of energy efficiency, it is supposed that the behaviour of the discharge is altered upon large quantities of Ar being added or there is a change in the kinetic pathway of CO2 splitting which gives rise to higher efficiencies. For gas mixtures containing <50% argon the energy efficiency remains amongst the highest reported in similar works reaching a maximum of 25% for pure CO2 at ~0.1 eV/molecule. The specific energy input used in this work is typically between one and two orders of magnitude lower than used in literature which was one of the motivating factors for using pulsed power. Even if the efficiency of conversion found in this work is lower than literature values in terms of absolute energy consumption this process is much lower than other technologies. 
Through numerical calculations the high efficiency achieved for CO2 splitting in a pulsed corona discharge and the effects of argon addition was attributed to two main factors. The first, is that only a small fraction of the input energy goes towards excitation and ionization of argon. Secondly, the introduction of argon reduces the breakdown voltage of the gas mixture allowing electrons to be produced at lower energy input, which in turn increases the electron density. [image: ]
[bookmark: _Ref488778452][bookmark: _Toc488690294]Figure 54: Experimental energy efficiency as a function of gas composition for different flow rates. 
f = 1717 Hz and V = 17 kV

 


To illustrate the fact that little energy is wasted in ionising and exciting argon the spatial distribution and temporal evolution of the electron energy and density are first presented. It is known that the electron energy is influenced by the electric field (see inset in Figure 55 a) which in turn is affected by the space charge. Although the distributions shown are for a 75% CO2 25% Ar mixture they are qualitatively similar for other gas mixtures. All the distributions are correlated to the simulated voltage waveform shown in Figure 56, the main characteristics of which are a large first nanosecond sub-pulse (~17 kV) followed by smaller sequential sub-pulses (1-3 kV). As shown in Figure 55 a), during the largest sub-pulse (t  7108 s) the electron energy reaches a maximum closest to the wire electrode and most of the supplied energy is directed towards the ionization of both CO2 and Ar (threshold energies of 13.78 and 15.75 eV respectively) and excitation of vibrational levels of CO2. At t > 7x10-8 s the electron energy is much lower and falls further over time and is no longer high enough to ionise the gas therefore, energy is instead directed towards excitation of lower vibrational states of CO2 and direct electron impact dissociation. Similarly, the electron impact excitation of argon has a high threshold energy of 11.55 eV so only occurs during the initial 7108 s of the pulse where the electron energy is sufficiently high. Conversely, the threshold energies of inelastic electron impact collisions with CO2 are much lower: 6.23 eV for the lowest electronic excitation level, 5.52 eV for dissociation and only 0.08 eV for vibrational excitation to the lowest vibrational level. From Equation (18), in Section 4.3.3, the energy contribution of each pulse can be calculated by setting the value of  in the integral of Epulse. It was calculated that the largest sub-pulse represents only 7% of the total energy applied during the discharge compared to the 93% that is deposited during the smaller amplitude sub-pulses therefore, it is concluded that the processes occurring during these smaller sub-pulses is likely to dominate the mechanism of CO2 splitting.[image: ]	[image: ]
[bookmark: _Ref488779066]Figure 55: Spatial distribution of (a) electron energy and electric field (inset) and (b) electron density at different times during one pulse in a mixture of 75% CO2 and 25% Ar, calculated from the 1D model.
[image: ]
[bookmark: _Ref488779767][bookmark: _Toc488690295]Figure 56: Simulated voltage waveform used in 1D model
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[bookmark: _Ref488780131]Figure 57: Temporal evolution of the spatially averaged electron density calculated from the 1D model during a pulse in different gas mixtures.





Furthermore, by integrating the rate of reactions over the gas residence time and comparing the result against the rate of total CO production, the contribution of individual reactions to the formation of CO can be found. It was expected, based on the literature review, that the high efficiencies were achieved through the stepwise vibrational excitation followed by dissociation of the excited state as stated by Fridman [27]. However, performing the above analysis, suggests that the dominant pathways to CO2 splitting are electron impact dissociation (E1) and dissociative electron attachment (E9), the contribution of each to the total rate of CO production being 97% and 2%, respectively. Unlike DBDs the dissociative recombination of CO2+ ions with electrons was found not to be as important (R1) [82] and vibrational excitation and subsequent dissociation was found to have minimal effect (as explained previously in Section 5.3.1).                                [image: Energy_mixture effect.png]
[bookmark: _Ref488780182][bookmark: _Toc488690296]Figure 58: Spatially averaged electron energy calculated from the 1D model during a single pulse for different gas mixtures.


The second theory as to why argon addition benefits the energy efficiency in a CO2 plasma, as alluded to previously, is that argon reduces the breakdown voltage of the gas mixture. Ramakers et al,[37] rationalise this as the Townsend ionization coefficient is one order of magnitude higher in Ar ( ≈ 1488 cm-1) than in CO2 ( ≈ 142 cm-1), this simply represents how easily a gas becomes ionised. Larger values of  represents more electron production per unit length (of the inter-electrode distance) therefore a lower voltage can be used to ignite and sustain a plasma. Increasing the argon percentage in the gas mixture decreases the breakdown voltage and consequently increases the electron density as displayed in Figure 57.. However, the trend depicted is not linear. It was expected that the gas mixture containing the largest quantity of argon would yield the largest electron density yet, it was 50% CO2 50% Ar that achieved this. Comparing to pure CO2, an increase of 30% (at t  7108 s) was observed upon 50% argon addition and by 60% across the duration of one pulse (t = 1x10-6 s). Cross referencing the electron density with the simulated voltage waveform it can be seen that the maximum value of electron density coincides with the largest nanosecond sub-pulse and in all gas mixtures electron densities in excess of 8x1010 cm-3 are observed. As time progresses the electron density decays though it remains sufficiently high enough to promote further electron impact collisions. 
In addition to the electron density the electron energy has been plotted in Figure 58. However, unlike the electron density the energy does show a linear trend that when the Ar percentage increases the electron temperature also increases. This can be explained due to the fact that electron production (ionization) is not only related to the energy of electrons but also to their distribution function. The electron energy closely follows the simulated applied voltage and the rise and fall in electron energy mirrors the rise and fall in amplitude of the voltage. During the largest amplitude nanosecond sub-pulse spatially averaged electron energy exceed 4 eV then fall to between 1-2 eV in the smaller amplitude sub-pulses. As has been discussed previously, the production/consumption of each species ultimately depends on the electron energy, so that with 2 distinct electron energy regimes (high during the major sub-pulse and low during the smaller sub-pulses), it can be expected that two dominant mechanisms exist. In order to ignite the plasma and generate electrons the first is ionization following this from the rate of CO production it was found that the electron impact dissociation was also a dominant pathway to CO2 splitting. The addition of argon therefore must facilitate these mechanisms. In the previous paragraph, it was stated that the Townsend ionization coefficient is higher in argon which explains why a mixture containing some quantity of Ar is more readily ionized. It is not so evident why argon addition promotes electron impact dissociation and why, from both an experimental and numerical standpoint, 50% CO2 in Ar mixtures gave the highest efficiency.    
Table 12 shows the reaction rate coefficients for the electron impact dissociation of CO2 and its mixtures with argon. It can be seen that addition of any quantity of argon almost doubles the rate of this dominant reaction and reaches a maximum rate in at 50% CO2 mixture. It is theorised that further argon addition begins to introduce instability in the plasma and transitions towards a non-homogeneous spark discharge and as such in this type of discharge the dominant mechanism is no longer electron impact dissociation and is dominated instead by thermal reactions – reducing the efficiency. 
Table 11: Spatially averaged reactions rate constants for electron impact dissociation of CO2 for different gas mixtures (1D model).
Gas mixture
Reaction rate constant (cm3s1)
pure CO2
5.6410-12
75% CO2 and 25% Ar
1.0010-11
50% CO2 and 50% Ar
1.1010-11
25% CO2 and 75% Ar
1.0910-11


Although comparison across different plasma technologies is not straightforward Table 11 shows various examples of CO2 splitting from the literature and how the work in this thesis compares. Conversion and energy efficiency, given by the standard definitions in Section 4.3.1 and 4.3.3 respectively, are easily compared and it can be seen that the conversion in a pulsed corona with or without argon addition remains amongst the lowest recorded. However, the energy efficiency is one of the highest reported in pure CO2 and considerably exceeds others when other gases are introduced. The most comparable work in literature is that of Bak et al, [63] who also utilised a pulsed discharge for CO2 splitting (at elevated pressure); they achieved approximately double the conversion but half the efficiency whilst the energy input was more than quadruple when compared to this work. Overall, it can be stated that, by comparing the two works, the pulsed corona discharge used in this work out performs that of Bak et al, [63]. This is justified as although the conversion is lower a lower conversion can easily be addressed through the use of recycle streams or the use of multiple reactors whereas, the energy efficiency is a fundamental of the electrical system being used and would need to be redesigned to improve its performance. It can be observed that across all the recognized plasma technologies that pulsed corona discharge operates at a significantly (1 to 2 orders of magnitude) lower absolute energy input. This in terms of a real process is favourable as the overall system running costs will mainly depend on the supplied electrical energy. [bookmark: _Ref488781008][bookmark: _Ref488781126]Table 12: Comparison of absolute CO2 conversion and energy efficiencies reported in the literature using different plasma sources and gas mixtures.
Using the standard definitions for conversion and efficiency as shown in Equations (14) and (17)


25% CO2

50% CO2

100% CO2
Plasma source, Carrier gas and catalyst
SEI (J/cm3)
Xconv (%)
 (%)

Xconv (%)
 (%)

Xconv (%)
 (%)
DBD in CO2/Ar [Ramakers et al][37]
~ 8
13
19

8.4
13

5
9.2
DBD in CO2/N2 [Snoeckx et al][99]
~ 12
12
13

7.7
8

3.3
3.3
Pulsed discharge in CO2 (2.36 atm) [Bak et al][63]
~ 4.4
-
-

-
-

3.5
11.5
DBD in CO2[Paulussen et al][36]
~12.3
-
-

-
-

30
15
DBD in burst mode[Ozkan et al][115]
~15
-
-

-
-

25.8
23.1
Packed bed DBD (BaTiO3) [Mei et al] [45]
~36.6
-
-

-
-

38
17
Microwave (26.6 mBar) CO2/N2 [Heijkers et al][51]
~27.9
16
7

24
9

53
22
Microwave (40 mBar NiO/TiO2) [Chen et al] [52]
~27.9
-
-

-
-

45
20
Gliding arc CO2/N2 [Indarto et al][41]
~18.5
18
17.8

-
-

13
13.6
Gliding arc (RFV) [Nunnally et al][39]
~1.2
-
-

-
-

9
18
Pulsed corona in CO2/Ar (this work)
~ 0.85
9.4
30

5.8
44

1.5
20


Figure 59 shows a graphical representation of Table 11. It highlights that when examining both the absolute conversion and energy efficiency the specific energy input (power divided by flow rate) used in this work is the lowest reported across all other research in this field. However, it also emphasizes the poor performance in terms of conversion compared to other non-thermal plasma technologies for CO2 splitting. Across all literature it is evident that increasing the specific energy input to the plasma directly results in an increase in conversion of CO2. Therefore, it is unsurprising that this work, with the lowest energy input, gives the lowest overall conversion. If the conversion achieved in this work is directly compared to the highest conversion achieved in literature (53% in a microwave discharge at 26.6 mbar) in order to make a fair comparison the energy cost associated with that conversion and the experimental conditions need to be evaluated. The specific energy input required to achieve 53% conversion in pure CO2 required approximately 28 J/cm3 or 7.1 eV/molecule, over 30 times more than this work but the increase in conversion was more or less proportional to this. However, taking the experimental conditions into consideration the use of low pressure conditions requires an additional source of energy which is not taken into account whereas, for the pulsed corona discharge used in this work, the only additional cost is the supplied electricity. If the energy efficiency is then compared for 53% conversion in a microwave discharge the efficiency reported was 22% which is greater than the 20% efficiency in pure CO2 found in this work. However, taking into account the extra energy costs of reducing the pressure in a microwave discharge this efficiency can be expecting to be significantly lower. If an analysis is performed across all the literature the discharge type with the highest conversion to applied energy ratio in pure CO2 is a DBD plasma, specifically the work of Paulussen et al, [36]. This discharge type requires no external energy input and offers good conversion (30%) and reasonable energy efficiency (15%). The best performing discharge type when comparing the energy efficiency to input energy is this work in a pulsed corona discharge which is expected owing to the very low input energy used even if the conversion is low. The next best performing discharge based on this parameter is also a pulsed discharge highlighting the effectiveness of pulsed power in providing a low energy route to CO2 splitting.  
[bookmark: _Ref488781112][bookmark: _Toc488690297]Figure 59: Comparison of a) Absolute conversion and b) Energy efficiency of this work compared to the literature


If mixtures of CO2 and other gases are considered the pulsed corona discharge used in this work performs offers the best ratio of both conversion and energy efficiency to specific input energy compared to other similar works. Despite the conversion being poor pulsed corona discharge offers a low energy route to split CO2 with high energy efficiency especially in mixtures with argon.
     
5.4. [bookmark: _Toc489385313]Concluding remarks

Overall, it can be concluded that the addition of Ar to CO2 was beneficial in enhancing the conversion and energy efficiency of CO2 splitting. Experimentally, pure CO2 splitting in a pulsed corona discharge reactor was achieved with a maximum conversion of 2.9% and energy efficiency ~ 26%. Upon argon addition the absolute conversion and energy increases across all gas mixtures, although the effective conversion decreases due to the decreasing CO2 content in the gas. A 50% CO2 mixture in argon was found to be the optimum mixture in this experimental system giving both the highest effective conversion (3.2%) and efficiency (up to 80%) at very low specific energy inputs. This is in contrast to other works which find that there is an inverse relationship between the two. Therefore, it is concluded that pulsed corona discharge is able to effectively utilize the energy it is supplied with compared to other technologies since the enhancement of CO2 conversion overcomes the lower CO2 content of the gas mixture with high efficiency. After discussion with the power supply manufacturers the efficiency of the power supply is approximately 50%, so in terms of real energy efficiency as opposed to the plasma efficiency, which is the standard term used in plasma research, the maximum obtained efficiency would be around 40%. This is still higher than the plasma efficiencies reported in many other plasma systems that have not taken into account the efficiency at which the electricity is supplied from the mains. 
It is believed that this is solely due to the shape of the applied voltage signal which consists of one large amplitude nanosecond pulse followed by a series of smaller amplitude sub-pulses. The first pulse produces a region of high electron density which results in ionization and excitation of the gas mixture. During the subsequent sub-pulses energy is directed to excitation of lower vibrational levels of CO2 only and electron impact dissociation. The addition of argon increases the rate of electron impact dissociation as well as reducing the breakdown voltage and hence, energy requirement of the process. It can be expected that altering the shape of the applied waveform would result in a different pathway to CO2 splitting.  
In comparison to other discharge types in literature pulsed corona discharge compares favourably in terms of conversion when the specific energy input required to obtain that conversion is taken into consideration. However, in pure CO2, DBD and microwave plasmas perform better, though for microwave plasmas the energy cost of creating the low pressure environment must be taken into consideration. In terms of energy efficiency the pulsed corona discharge used in this work performs well in pure CO2 and offers the best ratio of efficiency to input energy. When other gases are added to the CO2 feed, pulsed corona discharge offers lower conversion than other discharge types but superior energy efficiency. When the conversion and efficiency are presented as a ratio to the specific input energy pulsed corona discharge offers the best results.   
6. [bookmark: _Ref488782280][bookmark: _Ref488785182][bookmark: _Toc489385314]Effect of inter-electrode distance on conversion and efficiency of CO2 splitting. 

This chapter follows on from the work presented in Chapters 5 and 6 where argon was used as a carrier gas to enhance the conversion of CO2 to CO. In this chapter, smaller reactor volumes are investigated by reducing the radius of the outer ground cylinder. The rationale for this was that according to Paschen’s law as the distance between two electrodes decreases the mean free path for electron collisions decreases meaning more successful collisions [27]. Additionally, the breakdown voltage (VB) for a gas at a given pressure (P) is reduced making plasma ignition less energy intensive. This holds true up to a minimum distance, any further decrease in inter-electrode distance (d) sees an exponential increase in breakdown voltage. A graphical representation of this phenomena is shown in Figure 60 for a range of different gases.  Increasing the pressure reduces the mean free path of the electrons and they do not have sufficient energy to ionise the gas upon collision. This results in a higher minimum breakdown voltage. However, decreasing the pressure increases the mean free path up to a point where there are not enough collisions to generate a plasma. In this case also, a higher breakdown voltage is necessary. For a fixed pressure reactor design (atmospheric) the inter-electrode distance can be reduced to avoid the use of overly high voltages to generate a plasma. This is the main reason small scale reactors are preferred for non-thermal plasma applications. 
[image: ]
[bookmark: _Ref488782315][bookmark: _Toc488690298]Figure 60: Paschen curve for different gas mixtures [94])
	  
	

	[bookmark: _Ref488872500](37)



The breakdown voltage can be calculated using Equation (37) where A and B are constants relating to the saturation ionisation in the gas at a set reduced field and the excitation and ionisation energies of the gas respectively and  is the secondary ionisation coefficient. In a pure CO2 gas stream the breakdown voltage is estimated between 15-26 kV, using the range of inter-electrode distances in this thesis. Values of A and B used were typical values taken from the literature as was the secondary ionisation coefficient ( = 0.01). It should be noted that this is for a continuously applied DC voltage and will vary for pulsed power. 
Table 13: Empirical constants for the calculation of breakdown voltage through Paschen's Law[27] 
	
	CO2
	Argon

	A 
	20
	12

	B
	466
	180



The mean free path for electrons was also calculated to be 0.869 m for pure CO2. Addition of argon to CO2 will affect both the breakdown voltage and the mean free path but how it is affected is unknown as the relationship is not linear. The expected results were that as the inter-electrode gap decreased the conversion would increase. However, it was not known whether the decrease with the tested radii would be too much such that the operating conditions fall into the left-hand side of Paschen’s curve and an increased breakdown voltage is required thus the conversion would be less for the same amount of supplied energy. Although if DC voltage was used this wouldn’t be expected to be the case as the minimum in Paschen’s curve for pure CO2 at atmospheric pressure lies at inter-electrode distance of approximately 6 m.  


6.1. [bookmark: _Toc489385315]Results from 12.5 mm inter-electrode distance 

Again mixtures containing 100%, 75%, 50%, 25% and 10% CO2 with the remainder argon were used as a feed gas to the corona reactor. It was decided to include all previously tested flow rates to allow for a direct comparison with the previous work on Ar. It was important to note using a reactor with a smaller diameter would reduce the volume and thus the residence time of the gas would also change. Therefore, a fully comprehensive comparison cannot be drawn but it is significant enough to provide sufficient evidence to examine the effects of a smaller inter-electrode gap. For future experiments it would be more accurate to adjust the flow and keep the residence time constant and test a range of different residence times over different flowrates.  The tested frequencies and voltages used were the same as previous experiments using a ‘low’, ‘medium’ and ‘high’ value in order to test across a range of conditions. Tested frequencies: 65, 855 and 1717 Hz. Tested voltages 10, 15 17 kV. It is possible to test in higher voltages and frequencies but a cautious approach was taken once again as it is known that the electric field strength would be increased using a smaller inter-electrode distance and therefore, problems such as interference will be exacerbated. 
  
   b)
a)
e)
d)
c)

[bookmark: _Ref488782546][bookmark: _Toc488690299]Figure 61: Effect of voltage on absolute conversion at constant frequency for a) 100% CO2 b) 75% CO2/25%Ar c) 50% CO2/50%Ar d) 25% CO2/75%Ar e) and 10% CO2/90%Ar


Comparing to Figure 52 there are two early comparisons that can be drawn when using a smaller radius. The first is that the same linear trend of increasing the argon percentage in the gas also increases the absolute conversion. The second is that overall the conversion is higher for each gas mixture even at lower residence times. This can be easily explained through Paschen’s law and by knowing that reducing the volume will increase the electron density within the reactor. Higher electron density means there are more electrons available to undergo successful collisions with CO2 and thus higher conversion can be achieved. 
Paschen’s law clearly shows that decreasing the electrode spacing reduces the breakdown voltage for a gas at constant pressure. If a lower breakdown voltage is achieved less energy is utilised in the plasma for ignition and more will go towards electron impact processes which will also increase the energy efficiency of CO2 splitting. This in turn gives rise to a higher electron density because the mean free path for electrons is reduced making the chance of a successful collision higher; including Reaction E1 (See appendix) which is the most direct route to CO2 splitting.
Across Figure 61 a) to e) it is evident that changing the voltage has little to no effect on the absolute conversion over the duration of the residence time. Furthermore, the trend on absolute conversion appears to continue increasing outside of the range of experimentally tested values. It is predicted that increasing the residence time (decreasing the flowrate) above 125 s the conversion will increase further and then finally stabilise and start to decrease. Further testing would be required to discover the optimum residence time to maximise the absolute conversion. 
The effective conversion, shown in Figure 62 , shows the significance of Ar addition to the feed gas. It can be seen that in contrast to the original reactor geometry (R = 15 mm), where the gas mixture containing 50% CO2 and Ar was the most effective at converting CO2, that reducing the radius to R = 12.5 mm the mixture containing 75% CO2/25% Ar marginally performs best over pure CO2 but significantly better than other gas mixtures.    

[bookmark: _Ref488783133][bookmark: _Toc488690300]Figure 62: Effective conversion at different input voltages as a function of Ar content for a total gas flowrate 100cm3/min
e)
d)
c)v
b)
a)

[bookmark: _Toc488690301]Figure 63: Effect of frequency on absolute conversion at constant voltage for a) 100% CO2 b) 75% CO2/25%Ar c) 50% CO2/50%Ar d) 25% CO2/75%Ar e) and 10% CO2/90%Ar


As discovered previously the effect of changing the frequency is more pronounced than the effect of changing the voltage. This observation holds true when the inter-electrode distance is reduced. Increasing the frequency increases the conversion across all gas mixtures as it increases the energy density applied to the reactor and increased energy equates to more successful electron impact collisions resulting in a higher conversion. It is expected that further increase in the frequency would give a higher conversion as would increasing the residence time further. However, increasing the frequency worsens the problem of electromagnetic interference so no higher frequencies were tested. 
Examining the effective conversion in Figure 64 for the highest tested frequency the 75% CO2/25% Ar mixture is the most promising to split CO2 however, when the frequency is lowered pure CO2 is more effectively converted. This trend extends across all tested gas flowrates however, only the results for the maximum tested conditions are shown in Figure 65 It is difficult to identify the cause of this simply by looking at the experimental results but a possible explanation is that at this frequency there is a greater energy transfer from excited argon species to CO2 which promotes dissociation.  

[bookmark: _Ref488783168][bookmark: _Toc488690302]Figure 64: Effective conversion at different frequencies as a function of Ar content for a total gas flowrate 100cm3/min

[bookmark: _Ref488783259][bookmark: _Toc488690303]Figure 65: Effective conversion for different gas flow rates at f = 1717 Hz and V = 17 kV
[bookmark: _Ref488783315][bookmark: _Toc488690304]Figure 66: Absolute and effective conversion at 200 cm3/min for different gas mixtures 
at f = 1717 Hz and V = 17 kV
Figure 66 shows the absolute and effective conversion for different gas mixtures at the maximum tested voltage and frequency conditions and a flowrate of 200 cm3/min . Similar to results found in other research for microwave and DBD reactors the established trend was as the argon percentage in the feed increased the absolute conversion also increased yet the effective conversion decreased. There is a slight deviation from this trend in the gas mixture 75% CO2/25% Ar but the deviation is with the experimental error calculated for the conversion (see Section 9). This is in contrast to the results presented in Chapter 5 where there was a significant increase in effective conversion in a gas mixture containing 50% CO2 and argon. In this case, the increase was much larger than the error and was explained through numerical modelling. In theory, there could be enhanced energy transfer between excited Ar states and CO2 molecules and subsequent penning ionisation of CO2 by these excited states however, there is little information on the rates of such data in literature and no data was collected to determine the concentration of these species so the importance of this process is non-quantifiable. It is known from Ramakers et al, [37] that argon addition reduces the breakdown voltage of the CO2/Ar mixture meaning more energy can be directed towards CO2 dissociation pathways. Argon also increases the electron density within the mixture resulting in a higher absolute conversion of CO2. In that article the charge transfer from Ar+ to CO2 via Ar+ + CO2 → CO2+ + Ar was deemed to have some importance towards CO formation through dissociative electron-ion recombination CO2+ + e- → CO + O. It is predicted that although this may be of importance for DBD plasmas, in pulsed corona discharge the formation of CO by this two-step process is unlikely as the mean energy of electron rarely exceeds the threshold energy to ionise argon and produce Ar+ ions. Referring back to the numerical simulations using R = 15 mm the maximum temporally averaged electron energy is approximately 5.5 eV, it can be expected to be higher for a smaller inter-electrode distance but not as high as the 13.75 eV required to ionise Ar. Additionally, Bolsig+ simulations[95] calculate that the expected mean energies to be between 4-6 eV in 100% CO2 and 6-8 eV in a 10% CO2 90% Ar mixture lower than the threshold energy. 
Despite the increase in absolute conversion in increasing amounts of Ar the effective conversion decreases as simply there is less CO2 in the feed available to split. Figure 67 a) and b) shows the trend of increasing absolute conversion with increasing argon concentration and the trend of effective conversion. It shows that the 75% CO2/25% Ar has superior performance compared to other mixtures, surprisingly ahead of pure CO2 which was expected to give the highest effective conversion. A similar effect was found using the R = 15 mm conditions where the 50% CO2 mixture gave the best performance. However, in that case the beneficial effect of Ar addition was more pronounced. Without numerical modelling it is impossible to suggest how the 75% CO2 mixture gives a higher effective conversion though it is expected to proceed in the same manner by increasing the rate of reaction of the direct electron impact dissociation.    [image: ]
[bookmark: _Ref503470003][bookmark: _Toc488690305]Figure 67: a) Absolute and b) Effective conversion of CO2 to CO in different mixtures of Ar over the residence time of the gas at f = 1717 Hz and V = 17 kV


[image: ]
 What has been said in the forgoing discussion does not lay out a clear trend in energy efficiency. As the measured trend for the reduced radius reactor has followed closely behaviour in similar works, it is expected that the efficiency follows the same trend, that is, as the percentage of argon in the feed increases the energy efficiency decreases. However, the high effective conversion for the 75% CO2 mixture may disturb the expected trend. It is known that the energy supplied is independent of R and remains between 1 to 2 mJ across all inter-electrode distances therefore, the efficiency is dependent on the conversion and flow rate/residence time. As the residence time is altered by changing the inter-electrode distance and it has been demonstrated that decreasing the inter-electrode distance increases the conversion. The new efficiency is based upon the ratio of conversion increase to inter-electrode decrease.
It is evident from Figure 68 that, broadly speaking, as the percentage of Ar in the feed increases the energy efficiency decreases. This is due to the fact that under these conditions the conversion to CO2 is lower. Upon initial examination, the observed energy efficiency is extremely high however, it should be considered that under these conditions (high SEI) the gas flow rate was at its maximum and the conversion to CO was very low. Therefore, the experimental error was also at its maximum. To gain a more realistic insight into the efficiency in this pulsed corona discharge Figure 68 has been used to show the efficiency under conditions which give the highest conversion and thus minimal experimental error.        

[image: ]
[bookmark: _Ref488784424][bookmark: _Toc488690306]Figure 68: Energy efficiency as function of the specific energy input for different gas mixtures of Ar and CO2 at f = 1717 Hz, V = 17 kV and R = 12.5 mm

[bookmark: _Ref488784514][bookmark: _Toc488690307]Figure 69: Energy efficiency as a function of gas composition for total gas flowrate 100 cm3/min
at f = 1717 Hz and V = 17 kV
Figure 69 still shows good efficiency of CO2 splitting but by plotting the results at 100 cm3/min and the highest tested voltage and frequency some of the higher values of the experimental error are eliminated. Doing this highlights the positive effect on efficiency for the 75% CO2 mixture it is expected that when the inter-electrode distance is reduced, such that R = 12.5 mm, the electron density reaches a maximum in this gas mixture. 
Smaller inter-electrode distance reduces the breakdown voltage and energy required to ignite plasma also argon addition decreases the breakdown voltage. So, for previous results at R = 15 mm a 50% gas mixture was required to give the best efficiency however, when R was reduced to 12.5 mm not as much Ar is needed to bring about the same reduction in breakdown voltage so a shift is seen in the mixture that gives the best performance (See Figure 70) It should be noted that the SEI applied during the R = 12.5 mm experiments is less than for the 15 mm experiments ranging from between 0.25-0.35 eV/molecule compared to approximately 0.4-0.5 eV/molecule. This is the reason for higher efficiency when decreasing the inter-electrode distance as the effective conversion doubles but the applied energy is slightly lower.   
 
6.2. [bookmark: _Toc489385316]Effect of 10 mm inter-electrode distance 	Comment by Matthew Moss: All figures in this section have gap size 10 mm so I have chosen not to state explicitly in each one.[bookmark: _Ref488784552][bookmark: _Toc488690308]Figure 70: Comparison of energy efficiency at f = 1717 Hz and V = 17 kV and gas flow 100 cm3/min


It can be theorised from the previous section that further decrease to the inter-electrode gap will result in a further increase in conversion and also an increase in efficiency in mixtures with a lower concentration of Ar. However, if Figure 71 is examined this is not the case the absolute conversion is overall the lowest of all experiments performed so far. This result is not entirely unexpected as if we examine the trend exhibited in Paschen’s curve at low values of pd there is an exponential increase in breakdown voltage meaning more energy is required to ignite the plasma at this point and less is available for CO2 splitting. 
	e)
d)
c)
b)
a)

[bookmark: _Ref488784694][bookmark: _Toc488690309]Figure 71: Effect of voltage on absolute conversion at constant frequency for a) 100% CO2 b) 75% CO2/25%Ar c) 50% CO2/50%Ar d) 25% CO2/75%Ar e) and 10% CO2/90%Ar


In general, the trend that holds across all inter-electrode gaps is that as the percentage of argon in the gas feed is increased the absolute conversion also increases. This is also true for the condition R = 10 mm. There is no global trend across the different gas mixtures and in fact the trends shown are vastly different compared to their corresponding gas mixtures in larger reactors with increasing R values. For the 100% CO2 mixture initially over the residence time there is a sharp increase in absolute conversion to a maximum of approximately 2.2% but after 25 s this drops before increasing again for the remainder of the residence time. The reason for this decrease is not apparent but it seems most likely to be down to experimental error as the expected trend is that the conversion will rise to a maximum and then either equilibrate or begin to decrease. Initially as the electron density rises more electron impact collisions occur and promote CO formation via dissociation. Over time, providing the plasma remains stable and non-thermal an equilibrium is reached as the forward and backward reactions of CO balance out. If there is a change in plasma conditions, normally due to gas heating, the reverse reactions back to CO2 begin to dominate and the conversion decreases. Throughout this thesis it has been emphasised that when the content of argon in the feed gas is high that instabilities in the plasma become more prevalent. For a reactor with a 15 mm inter-electrode distance the external reactor temperature was observed to increase to approximately 50 °C. As the volume of gas inside the reactor is lower when the inter-electrode distance is decreased the effect of gas heating is expected to increase. When the gas begins to heat up the type of discharge transitions from the non-thermal to thermal regime and the backward reactions (Equation (38)-(40)) become more important as the rate is temperature dependant. For a reduced inter-electrode distance the external reactor temperature was again elevated to in excess of 50 °C though an accurate measurement of an exact temperature was not made. 
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[bookmark: _Toc488690310]Figure 72: Effective conversion at different voltages as a function of Ar content for a total gas flowrate 100cm3/min
Taking the results at 100 cm3/min total gas flow rate and examining the effect of changing the voltage the trend that has been demonstrated across all tested reactor geometries still holds. That adjusting the voltage between 10 to 17 kV has little to no effect on conversion and that increasing the argon percentage in the feed gas reduces the effective conversion. In comparison to the larger inter-electrode distances fixing R at 10 mm gives the lowest overall effective conversions. A detailed comparison between the three tested geometries will be provided in the conclusion of this chapter.  
e)
d)
c)
b)
a)

[bookmark: _Toc488690311]Figure 73: Effect of frequency on absolute conversion at constant voltage for a) 100% CO2 b) 75% CO2/25%Ar c) 50% CO2/50%Ar d) 25% CO2/75%Ar e) and 10% CO2/90%Ar


As with all previously tested conditions the effect of frequency is more pronounced than the effect of voltage. There is considerable change in absolute conversion when adjusting the frequency from 60 Hz to 1717 Hz. In general, as the frequency increases the energy density applied to the plasma is increased allowing more successful electron impact collisions to take place which increases the production of CO. As with the other tested inter-electrode distances the lowest tested frequency gave negligible conversion and again there was a large increase in conversion increasing the frequency to 855 Hz however, further increase in frequency did see the expected large increase in conversion that has been displayed across all other experiments.  Figure 74: Effective conversion at different frequencies as a function of Ar content for a total gas flow rate 100 cm3/min



Figure 75 shows the effective conversion across the range of tested gas flow rates for varying gas compositions. In general the effective conversion decreases as the percentage of Ar in the feed is increased, with the exception in a gas flow of 200 cm3/min where there is an increase at 75% CO2/25% Ar. The reason for the maximum conversion achieved under this condition is unknown though based on prior knowledge it could be one of two reasons. The first is experimental error (see Chapter 9) as it is known that a lower flowrate and therefore longer residence times lead to higher conversions so it was expected that the results for a flow of 100 cm3/min would be the highest. The counter argument to this could be that when the residence time is too long gas heating occurs and the backward reaction to CO2 begins to dominate which is why the best performance is seen at 200 cm3/min instead of 100 cm3/min. further increase in flow rate, and reduction in residence time, there is insufficient for electron impact reactions to occur so the overall conversion is less.




[bookmark: _Ref488784852][bookmark: _Toc488690313]Figure 75: Effective conversion for different gas flow rates  as a function of Ar content at f = 1717 Hz and V = 17 kV

Examining Figure 76, which shows the absolute and effective conversion for different gas mixtures at the maximum tested voltage and frequency conditions and a flowrate of 200 cm3/min, it can be seen that the trend observed in literature is once again also observed. There is a slight deviation from this in the 75% CO2/25% Ar mixture but this it is only at this gas flow rate where this increase in conversion is observed. All other mixtures exhibit the same trend of increased absolute conversion upon more Ar addition and decreased effective conversion. This is explained due to experimental error which is approximately between 15-20% taking this into account it is expected that this anomalous result would fall in line with the expected behaviour from other experiments. [bookmark: _Ref488784876][bookmark: _Toc488690314]Figure 76: Absolute and effective conversion at 200 cm3/min for different gas mixtures at f = 1717 Hz and V = 17 kV




[image: ] Figure 77 shows results of plotting the absolute a) and effective b) conversion against the gas residence time. Aside from the overall reduced conversion for this inter-electrode distance an important observation to make is that the conversion reaches a maximum at lower residence times before levelling off or even decreasing in some cases. At residence times greater than 50 seconds no additional benefit to conversion is observed for any gas mixture. [image: ]
[bookmark: _Ref488784908][bookmark: _Toc488690315]Figure 77: a) Absolute and b) Effective conversion of CO2 to CO in different mixtures of Ar over the residence time of the gas
at f = 1717 Hz and V = 17 kV


The absolute conversion follows the expected trend that over the course of the residence time that increasing the percentage of argon in the feed increases the absolute conversion. Conversely, the effective conversion decreases with incresing Ar content with the exception of 75% CO2/25% Ar which gives a higher effective conversion over 35 s residence time. In general, the maximum conversion is reached for all gas mixtures above 25 s and further exposure to corona discharge has no or a detrimental effect on conversion. Ideally, longer residence times would be tested to determine if a long term equilibrium exists and plasma stability is maintained over a longer period of time. As there is fluctuation in the behaviour of the conversion over the relatively short residence times tested in this thesis it is of interest to see if over a longer period of exposure to corona discharge whether the conversion becomes constant of follows a more defined trend. 
   
The energy efficiency of CO2 splitting in the smallest inter-electrode distance reactor is presented in Figure 78. The trends displayed hold some similarity with the results of R = 15mm in the low SEI range where the 50% gas mixture gives the highest efficiency. However, moving to higher energy inputs (lowering the flowrate) the trend disappears as a 75% CO2 mixture becomes the most efficient. In the following sub-section a comparison across all tested reactor geometries will be made.  [bookmark: _Ref488784935][bookmark: _Toc488690316]Figure 78: Energy efficiency as function of the specific energy input for different gas mixtures of CO2 and Ar.




6.3. [bookmark: _Toc489385317]Comparison of inter-electrode distances

This sub-section provides a direct comparison of all three tested inter-electrode distances. Changing this distance does not only affect the energy required to initiate plasma breakdown in the reactor but the quantity of gas that can be treated as the volume will also change. Although on a laboratory scale small flowrates and reactor sizes are common if this method of CO2 splitting is adopted on a larger scale it will be preferential to operate at larger flowrates to treat the maximum amount of gas as possible.
Table 14: Reactor volume at different inter-electrode distances
	Inter-electrode distance (mm)
	Reactor Volume (cm3)

	10
	169

	12.5
	212

	15
	254


   
In order to evaluate which sized reactor is best the two main methods of comparing plasma technology: conversion and energy efficiency will be compared and also looking towards the future scalability of the process how an envisaged larger system may look.
Figure 79 shows a comparison of all inter-electrode distances at set conditions: 100 cm3/min flowrate, 1717 Hz and 17 kV. It clearly shows the distance that gives the best outcome in terms of conversion to be 12.5 mm > 15 mm > 10 mm. This does not necessarily mean that an inter-electrode distance of 12.5 mm is the optimum for this reactor type but it is likely to lie close to 12.5 mm and less than 15 mm. The results at this flowrate are used for comparison as this was condition where the least experimental error was present and the absolute conversions were at their maximum. The trends for other gas flow rates are similar showing the R = 12.5 mm inter-electrode gap to be the most effective at converting CO2 to CO reaching a maximum of ~6.5% in a 75% CO2 mixture. The next best performing geometry was R = 15 mm which had a maximum effective conversion of ~2.5% in a 50% CO2 mixture and finally the R  = 10 mm gave the worst effective conversion and the maximum was found in a pure CO2 stream. [bookmark: _Ref488784965][bookmark: _Toc488690317]Figure 79: Comparison of the effect of inter-electrode distance on effective conversion at f = 1717 Hz and V = 17 kV

Figure 80 shows the evolution of the effective conversion over the course of the gas residence time. The first observation is that when R = 12.5 mm a more defined trend across the residence time is shown which clearly increases gradually and begins to plateau with further increase in time. This is the trend demonstrated in similar research and how the discharge is expected to behave. Other gas mixtures show a similar performance and these can be found in the Appendix. In all cases the 12.5 mm inter-electrode distance performs best however, the performance of the other inter-electrode distances varies depending on the gas mixture. Below 50% Ar addition to the gas mixture R = 10mm is better at splitting CO2 however, at 50% and above the 15 mm distance performs better. As explained before this is due to the fact that there are two factors contributing to reducing the breakdown voltage of the gas coupled with Paschen’s law. It is known that reducing the inter-electrode distance reduces the energy requirement for gas breakdown; too much of a reduction sees an exponential increase in breakdown voltage and at this point the conversion would be lower as no extra energy is being supplied. The second factor is the addition of argon which also reduces the breakdown voltage of the gas mixture. How the reactor geometry performs is a combination of these two effects at lower (<50%) Ar mixtures the effects of inter-electrode distance dominate and at higher percentages of argon the effect of Ar dominates.   
[bookmark: _Ref488784987][bookmark: _Toc488690318]Figure 80: Comparison of different inter-electrode distances across the residence time of the gas for pure CO2 gas flows at f = 1717 Hz and V = 17 kV


Finally, the effect of inter-electrode distance on the energy efficiency of CO2 splitting is investigated. It is found that in reactors with larger gap sizes the energy input at a given flow rate was more which makes sense as more energy is required to generate plasma in a larger volume. In all except the lowest region of applied energy (where the experimental error was also at its highest) the R = 12.5 mm gave the best energy efficiency followed by the R = 15 mm and then R = 10 mm. this is not unexpected as all other parameters are kept more or less constant and the trend in the efficiency follows the order of conversion. 
[image: ]
[bookmark: _Toc488690319]Figure 81: Comparison of the effect of changing the inter-electrode distance on the energy efficiency at f = 1717 Hz and V = 17 kV in 100% CO2

6.4. [bookmark: _Toc489385318]Improving the conversion 

Compared to other plasma technology the current best results for conversion (~24.5% absolute and ~6.5% effective across the range of all tested parameters) still falls behind DBD and microwave technology (with absolute conversions of between 20-50%) although the energy efficiency is superior. Although low conversion is not unheard of in industrial processes when comparing plasma technologies it is one of the main points of discussion along with energy efficiency. As conversion can be easily improved through the addition of catalyst or recycling this is not of immediate concern but is important to consider. Energy efficiency is inherent to the process so having an efficient process is more viable than having a one with high conversion. 
Below is a diagram of how the process is imagined:  

Figure 82: Multi-reactor system
As with a single reactor configuration gas is passed into the corona discharge reactor and a plasma is generated within, powered by a high voltage pulsed power supply. The product gas instead of being exhausted is passed onto a second reactor powered by the same power supply wherein plasma excitation occurs once more, this can be repeated until the desired conversion is achieved. It is necessary between each reactor to siphon off any produced carbon monoxide to prevent it from being converted back to carbon dioxide, this will most likely be achieved using membrane separation as described in Section 7.3.2. Another alternative is to use supported copper (I) zeolites as outlined in a patent by Xie  et al,[96] which has proven to separate CO (and unsaturated hydrocarbons) from a mixed gas stream. The CO can then be released to be further utilised by moderate heating.     


7. [bookmark: _Toc489385319]Effect of Nitrogen addition on CO2 splitting and combined capture and utilisation

Although the focus of this work is the splitting of carbon dioxide by non-thermal plasma it is important to consider the source of the CO2 being utilised. The wider goal is to capture and utilise CO2 from an industrial source and operate as a whole process, not just a standalone plasma reactor, it was decided to investigate a more appropriate gas mixture, containing CO2 and N2, that could be expected from an industrial source. There are two motivating factors behind this decision: 
1. It is unrealistic, from a large scale process point of view, to dilute pure CO2 streams with vast quantities of argon even if the argon can be recycled.
2. N2 is already the largest impurity in flue gas streams (the intended capture point). Logically mixtures of N2 and CO2 should be investigated as N2 as an impurity may have a beneficial effect on CO2 splitting, similarly to argon – this may also avoid the need for CO2 capture.  
Although the focus of this chapter, and indeed thesis, is not on capture of CO2 it is important to understand the precursory steps that are taken before the gas mixture enters the corona reactor. A full description of the capture system and preliminary tests can be found in Moss et al [65] however, a brief description is provided below. In essence, the capture system uses an inorganic solid capture agent located inside a capture vessel, the flue gas enters at high pressure (15 bar) and CO2 and N2 are adsorbed on to the surface (although the selectivity for CO2 is higher). Dropping the pressure down to 2 bar releases any N2 bound to the capture agent, as it is weakly adsorbed in comparison to CO2. A further reduction in pressure releases the CO2 from the capture agent which can then either be recycled or passed directly to the corona reactor. In this manner flue gas can be “upgraded” to streams containing a high purity of CO2. The term upgraded flue gas refers to a 12.5% CO2 and 87.5% N2 mixture that has been passed through the high pressure swing absorption system (HiPSA) for a set number of passes such that the concentration of CO2 in the exit stream has been increased. Figure 83 shows the achievable output compositions that could be achieved after capture for different number of recycle passes. Based on this data, gas mixtures of 12.5%, 40%, 60% and 80% CO2 in N2 were used as feed gases for the corona reactor. It should be noted that at this stage the two processes, capture and utilisation, were not directly connected together although this is planned for external work and will build on the early work presented in this chapter.   [image: ]
[bookmark: _Ref488785079][bookmark: _Toc488690321]Figure 83: Output compositions of capture system for different input concentrations of CO2 in N2

[image: ]


From a performance standpoint, the corona reactor was expected to behave similarly to when argon was added i.e. efficient conversion to CO but based on a literature search the conversion was expected to be less and other N-containing compounds found. The lower conversion is expected as the breakdown voltage of nitrogen (34.5 kV/cm) is higher than argon (6 kV/cm) therefore, the plasma would be more difficult to ignite requiring more energy thus less directed towards CO2 splitting – this would also result in a decrease in energy efficiency. 
The range of flue gas mixtures tested was based on the output from the HiPSA process and range from 100% CO2 through to 12.5% CO2 mixtures in nitrogen (flue gas). The main difference from the experiments in argon mixtures was the range of products detected upon FTIR analysis. N2O, NO and ozone formation were all witnessed forming in CO2/N2 mixtures which is not unexpected as oxygen radicals are generated within a CO2 plasma which can react with nitrogen to form nitrogen oxide compounds. From a process standpoint these would need to be removed before the product gases could be utilised which would mean separation and cleaning of exit gas which would incur an energy and financial cost. However, if the plasma is not sensitive to NOx impurities it may not be necessary to scrub the flue gas before the capture and utilisation process. In this case no extra energy penalty would be incurred.   
7.1. [bookmark: _Toc489385320]Introduction 

Some work combining CO2 and N2 gas mixtures has already been presented in other research groups. To recap, Heijkers et al, [51] investigated CO2 conversion with the addition of nitrogen in a microwave discharge. The tested mixtures ranged from 100% to 10% CO2 in a microwave reactor operated at 0.026 atm. In the same manner as argon, nitrogen addition has a positive effect on CO2 conversion and the same inversely proportional relationship between efficiency and conversion was observed. It was observed that as the percentage of N2 in the feed increased the absolute conversion of the mixture increased highlighting the beneficial effect of N2 addition. However, the effective conversion was seen to decrease upon increased N2 fraction, as expected as there is less CO2 present in the mixture (reaching a peak of ~40%). Various power densities were applied over the course of experiments and the following effects observed; it was found that increasing the power density increased the conversion. All results were verified using numerical modelling to good agreement except in mixtures containing <10% N2 where there was considerable deviation. Energy efficiency was also calculated and again a decrease as the N2 content increased was observed reaching a peak of ~20% in a pure CO2 feed. 
The logic behind higher conversion upon the addition of N2 must be different than for argon addition as the energy threshold for inelastic collisions in nitrogen (15.60 and 6.17 eV for ionisation and excitation) is lower than for argon (15.75 and 11.55 eV for ionization and excitation) therefore, less energy is available for CO2 reactions as some is utilised exciting nitrogen. Heijkers et al, [51] state that the dominant destruction process of CO2 is via dissociation of the vibrational states of CO2 through collision with any molecule (M). This is more apparent with higher N2 content in the feed as at < 30% N2 fraction the electron impact dissociation of the ground and vibrational states are more dominant. The reason for a lower conversion compared to mixtures with argon can be attributed to the formation of other N-compounds that form due to the presence of monotomic oxygen in the plasma. These N-compounds react together for example Equation (41) to form CO2 and N2 once more. It is already known from Chapter 5 that vibrational levels of CO2 do not play a major role in the pathway to CO2 splitting in a pulsed corona discharge so it is expected that the same will apply to CO2/N2 mixtures. 
	
	

	[bookmark: _Ref488873129](41)



Pontiga et al, [97] investigated the decomposition of CO2 in mixtures with N2 in a wire-to-cylinder reactor and also created a numerical model to compare results. Using a negative DC corona discharge the amount of CO formed during the operation of the reactor was of the order of a few percent and was proportional to the applied voltage, while O3 formation was in the range of fractions of one percent and found to be inversely proportional to the applied voltage. The authors observed that the formation of NOx inhibits the generation of O3 and prevent the growth of CO over time such as:
	
	

	(42)


In further work [98], they extended the investigation to using a positive DC corona discharge. It was found that CO2-rich gas mixtures (>90%), the corona discharge became unstable and extinguished after running the discharge for some time. Then, the voltage needed to be increased to stabilize the discharge. Moreover, they found that the electrical discharge exhibited two current regimes, depending on the ratio CO2:N2. In gas mixtures with a high percentage of CO2 (60 to 80%), the corona current level was high and NOx, and particularly NO, was readily produced. In contrast, for low percentages of CO2 (20 to 40%), the corona current level was much lower, and O3 and N2O was easily detected. No conversion to CO was reported in this work and the formation of O3 was approximately 1000 ppm. 
 Snoeckx et al, [99]. also carried out numerical modelling and experiments in CO2/N2 mixtures. Their motivation was the DBD treatment of impure CO2 streams, with N2 as the main industrial impurity. As with the work of Heijkers [51], they found that absolute CO2 conversion increased with increasing N2 content and vice-versa for the effective conversion decreases as the N2 content increases (peaking at ~4.5% for a 95/5% CO2/N2 mixture. Energy efficiency also exhibited the same trend, decreasing as the N2 content increased and once more reaching a maximum of 4.5% in the same 95/5% mixture. The authors noted that the N2 conversion was extremely low <1% and this was explained by the fact that N2 destruction mainly occurs via electron impact ionization followed by the resulting ion reacting with other species present. The energy threshold for this reaction to occur is very high (15.5 eV) so it is unlikely to be observed in works operating at lower energy levels. This also explains the low efficiency as more energy is consumed by N2 molecules than is utilized for CO2 conversion.    
It is hypothesised that in a pulsed corona discharge that the addition of nitrogen will have some effect on the conversion and energy efficiency of CO2 splitting. It is expected that, as the corona reactor operates at very low specific input energies, that the overall conversion of N2 to NOx compounds will be low due to the high threshold energy. However, some energy will be “wasted” exciting/ionising N2 over CO2 so the expected conversion will be lower. Additionally, N2 excited states have previously been demonstrated to effectively transfer energy to CO2 molecules in plasma lasers so a high energy efficiency is still expected but how it compares to argon addition remains to be seen[100]. 


7.2. [bookmark: _Toc489385321]Effect of nitrogen addition 
7.2.1. [bookmark: _Toc489385322]Effect of voltage - experimental results 

The results for gas mixtures containing 100%, 80%, 60%, 50%, 40% and 12.5% CO2, with the remaining gas mixture nitrogen are detailed. The same operational procedure was used as before however, the gas flowrate 800 cm3/min was excluded as it was observed that at this flowrate gas was either bypassing the plasma or was not remaining under plasma conditions long enough to experience significant reduction; as previously the conversion never exceed a couple of percent. In this set of experiments gas flowrates of 100, 200 and 400 cm3/min were tested. Again frequencies 65, 855 and 1717 Hz were used  and voltages 12, 15 and 17 kV.   
e)
f)
d)
c)
b)
a)



[bookmark: _Toc488690322]Figure 84: Effect of voltage on absolute conversion over residence time for a) 100% CO2 b) 80% CO2/20%N2 c) 60% CO2/40%N2 d) 50% CO2/50%N2 e) 40% CO2/60%N2 and f) 12.5% CO2/87.5%N2


Initial observation of the results for CO2/N2 mixtures compared to CO2/Ar mixtures is that the overall conversion is lower on average. There appears to be no immediate correlation between nitrogen concentration and conversion however, close examination yields that upon a small addition of nitrogen the conversion is enhanced but further nitrogen addition decreases the conversion again (see Figure 85). Experimentally it is difficult to observe why this is the case however, taking the work of Heijkers et al, [51] and Moss et al, [81] into account it can be assumed for gas mixtures with a lower N2 content the dominant CO2 destruction process is via electron impact dissociation of ground state CO2 (as it has been previously proved that CO2 vibrational states do not play a significant role). However, upon the addition of some N2 to the mixture the reaction as shown in Equation (43) becomes more important.
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Further increase in N2 content sees more energy being diverted into N2 molecules over CO2 thus the conversion decreases. Although it has been previously stated that vibrational states of CO2 do not play an important role in CO2 splitting by pulsed corona discharge it is known that N2 vibrational states have a longer lifetime and may play a more significant role. It has been noted by Heijekers et al, [51] and Snoeckx et al, [99] that the vibrational excitation modes of N2 transfer energy into the lower asymmetric vibrational modes of CO2 and then increased CO is produced through electron impact dissociation of these vibrational states and it can be assumed the same process occurs here but it is unknown to what extent without kinetical modelling. 

[bookmark: _Ref488785471][bookmark: _Toc488690323][bookmark: _Ref488785452]Figure 85: Effective conversion at different input voltage as a function of N2 content for a total gas flowrate 100cm3/min
In all gas mixtures increasing both the residence time and the voltage increased the conversion of CO2 to CO. There is a noticeable difference between 17 kV and the other tested voltages and the difference in conversion between 15 kV and 12 kV is minimal. The highest achieved conversion was 9.1% in an 80% CO2 mixture at a flowrate of 100 cm3/min. The non-linear trend between N2 content and conversion although theorised above cannot be explained through examining the experimental results, a definitive reason can only be found through numerical modelling and examination of the rate coefficients for each reaction under the various gas mixtures.  
7.2.2. [bookmark: _Toc489385323]Effect of frequency - experimental results 

For the same gas mixtures as described in Chapter 5. the effect of frequency on CO2 conversion was demonstrated experimentally. As with the experiments with argon the voltage was fixed at the highest of the tested voltages (17 kV) and the frequency changed between low, medium and high values (65, 855 and 1717 Hz). 
The most obvious trend is that as the frequency is increased the conversion also increases. Additionally, increasing the residence time i.e. decreasing the flowrate, has a beneficial effect on conversion. Higher frequency leads to a greater energy density being applied over the residence time and more energy yields more conversion. In contrast with increasing the voltage, increasing the frequency appears to have a more prominent effect on conversion and the trend across the range of N2 content is more apparent. Upon small additions (<20% volume) of N2 the conversion is vastly improved. Further addition, up to 50% N2, sees the conversion drop before rising again for a 60% N2 mixture. This secondary maximum is difficult to explain by solely looking at the experimental results, it would need careful examination of a kinetical model to understand why this occurs as the rate coefficients of each reaction could help determine the pathway that leads to this maximum. However, it can be theorised from literature that in this mixture there is a high concentration of the vibrational states of N2 which in turn lead to CO2 dissociation via Equation (43). 




[bookmark: _Toc488690324]Figure 86: Effect of frequency on absolute conversion over residence time for a) 100% CO2 b) 80% CO2/20%N2 c) 60% CO2/40%N2 d) 50% CO2/50%N2 e) 40% CO2/60%N2 and f) 12.5% CO2/87.5%N2



[bookmark: _Toc488690325]Figure 87: Effective conversion at different frequencies as a function of N2 content for a total gas flowrate 100cm3/min
7.2.3. [bookmark: _Toc489385324]Effect of gas flowrate - experimental results 

In this subsection the effects of changing the inlet gas flowrate are examined. As discussed in the introductory section of this chapter it was decided to exclude the higher flowrate of 800 cm3/min the reason to do so is apparent in Figure 88 as the conversion decreases upon increasing the flowrate for all gas mixtures. This can be expected as at a lower flowrate, or longer residence time, more energy is deposited on the gas over time. The results in Figure 88 were taken at 1717 Hz and 17 kV for the various flowrates. The same trend as shown previously is again clear with the highest conversion appearing in an 80% CO2/20% N2 mixture and then declining with further N2 addition and a second maximum appearing in a 40% CO2/60% N2 mixture.     

[bookmark: _Ref488785841][bookmark: _Toc488690326]Figure 88: Effective conversion for different gas flow rates at 1717 Hz and 17 kV

[bookmark: _Ref488785938][bookmark: _Toc488690327]Figure 89: Absolute and effective conversion at 200 cm3/min for different gas mixtures 
at f = 1717 HZ and V = 17 kV
Figure 89 presents the absolute and effective conversion for different gas mixtures at the maximum tested voltage and frequency conditions and a flowrate of 200 cm3/min. Unlike both microwave and DBD reactors, there is no linear trend between gas composition and conversion. In these types of reactor absolute conversion increases with increasing N2 content conversely, effective conversion decreases with increasing N2 content. In this work, no clear trend is observed between gas composition and conversion. Using effective conversion to compare the effect of N2 addition more clearly it can be seen that upon 20% addition there is a rapid increase in conversion which subsequently drops as the percentage of N2 in the feed increases up to 50%. There is a small increase in conversion at 60% N2 content which then falls to a minimum at 12.5% N2. It can be concluded that the kinetic pathway to CO production must differ in pulsed corona discharge compared to other discharge types. It has already been numerically established that in CO2/Ar plasma direct electron impact dissociation is the dominant pathway which is different from the consensus in other works. Therefore, it is feasible that in CO2/N2 mixtures the pathway to CO2 splitting again differs from other technologies reported in literature. However, in order to evaluate this point a numerical model would need to be constructed. It is theorised that in mixtures that give higher conversions, and indeed efficiencies, that the rate coefficient for the direct electron impact dissociation is again higher than other mixtures. However, as N2 metastables have a longer lifetime than argon excited states it is expected that energy transfer to CO2 ground and lower vibrational states will take place. According to Makabe et al, [101] the life time of the N2(A3) metastable, which has proven to enhance the conversion of CO2 in DBDs, is as long as 10-80 ms, longer lifetimes have also been reported up to 1.9 s by Lofthus and Krupenie [102].  In comparison the lifetime of argon excited species is in the order of nanoseconds[103]. In the previous chapter it was predicted that a repetition frequency of 150 kHz would be required to promote a dissociation pathway via excited states in CO2/Ar mixtures owning to the rapid relaxation times of the excited states. In N2 it is estimated that using lower frequencies in the range of only a few hundred Hertz (depending on the source of the reported metastable lifetime) would be required to promote continual accumulation of N2 metastables. Values above this frequency have been used in this work so it is a fair assumption, without physical proof, that the N2(A3) metastable is being produced and accumulating within the corona discharge.  
[image: ]Figure 90 shows the effect of N2 addition over the range of flowrates tested, displaying both the absolute and effective conversion. The effective conversion takes into account the fraction of gas to be converted (CO2) in the total gas feed. Paying particular attention to the effective conversion it can be seen that an 80% CO2/20% N2 mixture gives the greatest conversion to CO across the entire range of flowrates tested, peaking at ~7%. As with all but one gas mixture the initial increase in conversion, as the residence time is increased, is rapid but declines as the residence time increases above 75 s and in most cases there is no further increase above this time. In a 60% CO2/40% N2 mixture the rapid increase in conversion occurs when increasing the above 75 s. The reason for this can only be explained through examining the reaction rates kinetics and as there is no numerical model to compare to the reason behind this delayed increase in conversion can only be estimated. It is expected that in the aforementioned mixture the delay in the increased production of CO over the residence time is due to a two-step pathway prevailing over the direct dissociation of CO2. It is theorised that, in the 60% CO2/40% N2 mixture, either the reaction given in Equation (43) or (44) plays an important role in producing CO, more so than other mixtures. [bookmark: _Ref488785971][bookmark: _Toc488690328]Figure 90: a) Absolute and b) Effective conversion of CO2 to CO in different mixtures of N2 over the residence time of the gas at f =1717 Hz and V = 17 kV
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In these cases the rate of production of CO is dependent on the formation of either metastable N2 or an N radical. The pathway to CO formation is likely to proceed via the N2 metastable N2(A3) as the threshold energy for its formation is lower (6.2 eV compared to >10 eV[104]) even if, according to reaction rate data from Moravej et al, [105], the rate of formation of the N radical is faster. This lower rate of reaction may explain the why a rapid increase of CO production is only observed over longer residence times as the concentration of N2 metastables has accumulated enough to promote CO formation via this pathway. This mixture appears to lie close to the sweet spot that prevents the metastable from quenching too rapidly back to ground state N2 or from reacting further with O2. With increasing N2 content in the feed, at longer residence times, it appears that no further CO is produced and maybe even declines over time this supports the theory that energy is first being transferred to metastable N2 states which then undergoes further reactions. Increasing N2 content promotes the quenching back to ground state N2 and supresses Equation (45). this would be supported if the energy efficiency of CO production also decreases upon increasing N2 content and at higher residence times. 
Although the focus of this research is on the formation of CO from CO2 the addition of nitrogen introduces new potential products that could form under plasma conditions. Nitric oxide (NO), nitrogen dioxide (NO2) and nitrous Oxide (N2O) could all be formed owning to the presence of monatomic oxygen atoms in the plasma which react with N2 to form oxides of nitrogen. The NOx compounds are hazardous to health so would need to be removed/separated before the product gas could be utilised. From the IR spectrum (sample in Figure 91) of the product gas N2O, NO2, N2O3 and N2O5 have all been identified as being present in small quantities (ppm levels). Potential separation techniques for these N-compounds will be discussed later but they will increase the complexity and cost of the system compared to using argon.[bookmark: _Ref488786014][bookmark: _Toc488690329]Figure 91: Sample spectrum after background correction of the product gas after corona discharge

As predicted above it is expected that higher N2 percentage in the gas mixture will result in a lower energy efficiency. It is expected that above 40% N2 in the feed the efficiency is at its lowest and indeed, examining Figure 92, it can be seen that at higher specific energy inputs this is the case.  However, below approximately 0.2 eV/molecule (which corresponds to higher gas flow) the efficiency for a 40% CO2/60% N2 mixture is higher than all other mixtures (the result for 80% CO2/20% N2 has been excluded as the experimental error was too large). High efficiency would imply that most of the energy being applied to the plasma is directed towards the splitting of CO2 and subsequent production of CO and minimal energy is wasted ionising/exciting N2. At higher SEI this trend holds as energy is directed towards both CO2 and N2 ionisation and excitation. As more N2 is added to the mixture the formation of metastable and excited states of N2 become more prevalent which are effective at transferring energy to lower asymetric levels of CO2. Increasing the N2 percentage further quenches these excited states and the efficiency of CO2 splitting decreases. It is expected that the reason for a higher efficiency in the 40% CO2/60% N2 is most likely due to the energy being directly mainly towards the formation of N2(A3) which then reacts via Equation (43), increasing the SEI directs energy away from this reaction and hence the efficiency decreases. Another possibility is it is simply experimental error which will be discussed in further detail in Chapter 9.      [bookmark: _Ref488786130][bookmark: _Toc488690330]Figure 92: Energy efficiency as function of the specific energy input for different gas mixtures of N2 and CO2 at f = 1717 HZ and V = 17 kV


7.3. [bookmark: _Toc489385325]Envisaged Process
7.3.1. [bookmark: _Toc489385326]Process description 

At the beginning of this chapter the aim was to propose an overall process for carbon dioxide capture and utilisation using corona discharge to perform the reduction of CO2. The capture stage which has been briefly detailed in the introduction of this chapter will form the initial part of this process. The output from the capture stage will then be passed into a ballast vessel and then utilised in the pulsed corona discharge reactor. 
As separate systems these processes are promising in their own field and are advantages over other systems as they can easily operate under stop start conditions. Joining the two together does not change this fact and allows highly flexible operation of the process. Flexibility is not only provided by operational time but also in the form of feed gas accepted in the process. Centi and Perathoner [106] state that the underlying problem with current CCU technologies is the prerequisite that 100% pure CO2 is required for utilisation. The capture stage can accept variable feed flow rates and compositions with little effect to the process; similarly, the corona reactor can accept various feed flow rates and compositions whilst still effectively producing the desired product; albeit at the cost of varying separation. The addition of an intermediate storage vessel between the two systems is required to act as a buffer for the cyclic nature of the PSA product stream, thus allowing a constant feed to the corona reactor to be maintained. The proposed process is shown in Figure 93:


[bookmark: _Ref488786219][bookmark: _Toc488690331]Figure 93: Carbon dioxide capture and utilisation process
7.3.2. [bookmark: _Ref488785035][bookmark: _Toc489385327]Separation of products and impurities 

Although the process appears promising as a concept, both capture and utilisation operate at relatively low energy intensity, there needs to careful consideration of the separation of both the incoming flue gas and product stream. Without disclosing the capture agent used it is known that it is extremely sensitive to moisture however, the effects of other common impurities in a waste gas stream have yet to be tested. The capture agent is very inert although the potential effects of particularly acidic gases on its ability to selectively capture CO2 is unknown and requires further investigation. For the utilisation stage in the corona discharge reactor moisture again would have a negative effect and hydroxyl radicals would form which promote the back reaction of CO + 2OH →CO2 + H2O. The effects of NOx and SOx are less well known although 
Penetrante et al, [107] investigated NOx reduction using a variety of non-thermal plasmas and determined the suppression of these compounds to benign N2 and O2 was dependant on two factors: the availability of oxygen in the plasma and the formation of the N radical. Without further experimental investigation no conclusion can be drawn into how the presence of these compounds would affect CO2 splitting. An estimation is that it would reduce the conversion and efficiency as energy could be directed towards the breakdown of NOx instead of being utilised to split CO2 to CO. An interesting point to make is that these impurities may be acceptable in the feed to the corona reactor and the discharge could reduce NOx whilst simultaneously splitting CO2 removing the requirement for prior NOx treatment. 
Dinelli et al, [108] investigated NOx and SOx removal from flue gas using pulsed corona discharge. It was found that up to 15% NOx could be removed using only plasma treatment however, passing the gas over an alkaline solution prior to the plasma resulted in increased removal up to 33%. For SOx using solely plasma resulted in 14% removal however, this was drastically increased by including the alkaline pre-treatment. From this work it is suggested that plasma alone will not be sufficient to remove all NOx and SOx from the system so it will be necessary to clean the gas before entering the corona reactor. As the intended capture source is from flue gas there is likely to be some existing flue gas clean up technology at the capture site. If this is the case the product gas could be diverted back to be cleaned before the desired product CO can be utilised. In practice this is not an ideal solution as the CO could react between exiting the corona reactor and being utilised. Selective membrane separation of CO appears a more promising solution though the designed membrane would need to be robust enough to deal with any impurities and oxidants in the product gas stream. It is already know that O2, O3 and NOx gases will be produced during the discharge so the chosen membrane must be insensitive to these molecules. 
A patent by Nicholas et al, [109] has demonstrated that it is possible to separate carbon monoxide from a gas stream containing many impurities such as CO2, CH4, Ar and nitrogen compounds. Therefore, it is feasible to suggest it could be adapted to separate CO from a product stream containing CO2, O2, O3 and NOx. The patent outlines the method of separation which proceeds by first CO2 removal (using molecular sieves under vacuum) followed by a series of semi-permeable membranes to remove the lower concentration impurities. 
Overall, it is feasible to separate the desired carbon monoxide product from the output stream of the corona reactor although the process would become increasingly complex. To evaluate the performance and necessity of separation further experimentation is required alongside an economic assessment. It is expected that the cost of separation and purification is significantly higher than the running costs of both capture and utilisation, so in order to state with confidence that the overall energy costs of the process is low this must be taken into account.

7.4. [bookmark: _Toc489385328]Concluding remarks

   As with argon addition N2 has demonstrated a positive effect on CO2 conversion however, addition of N2 above 40% begins to have a detrimental effect compared to pure CO2. This was explained due to the potential formation of N2 metastables and excited species which are effective at transferring energy to CO2 by Equation (43), further increase in N2 content results in quenching of these metastables  (Equation (45)) and the production of CO is reduced. 
	
	

	[bookmark: _Ref488872564](45)


This can be proved in theory through Bolsig+ simulations[95] which estimate the rate of reactions for varying reduced fields and/or electron energies. Table 15 shows the estimated rate coefficient for the formation of the N2(A3) metastable at two different reduced fields. The rate of quenching of this metastable was stated as 3.0x10-12 m3/s by Cenian et al, [110]. 
[bookmark: _Ref488786279]Table 15: Rate coefficients for the formation of N2(A3) metastable in different gas mixtures
	
	Nitrogen content in the feed (rates in m3/s)

	Reduced Field
	20%
	40%
	60%
	87.5%

	100 Td
	1.393x10-17
	1.206x10-17
	1.026x10-17
	8.148x10-18

	200 Td
	5.344x10-17
	5.052x10-17
	4.773x10-17
	4.423x10-17



It can be seen that indeed as the nitrogen content is increased the rate of formation of metastables is decreased and as this rate of quenching of these metastables stays approximately constant this proves the hypothesis that metastables play a vital role in the splitting of CO2 to CO in the presence of N2. 
Considering the overall process of carbon dioxide capture and utilisation a viable route to carbon monoxide, a precursor to many chemicals and key feedstocks for the chemicals industry, has been demonstrated. The capture stage has proven to be able to capture and upgrade raw flue gas (12.5% CO2/87.5% N2) to ca. 40% purity in only one stage and fed into the corona discharge reactor to achieve an average 3% effective conversion across a range of input gas flowrates and with an average energy efficiency of 54%. Alternatively, the upgraded flue gas can enter a second stage in the capture process and be further refined to around 80%. This high purity CO2 when fed into the corona reactor is capable of producing a product gas containing approximately 7% CO with an average energy efficiency of 71%. 
Although the process does not appear promising in terms of the amount of CO produced, as even for plasma technology the conversion achieved are low, the advantage instead lies in the flexibility of the base capture and utilisation system which allows a variable waste gas stream to be captured from and then upgraded to obtain a higher concentration of CO2. An additional advantage of the system is that, unlike other utilisation technologies, a pure CO2 stream is not only not required but it is unfavourable. The fact that the observed conversion is low should not immediately discredit the system, in industry it is commonplace for low conversions to be compensated through the use of recycling to improve the overall conversion. An example of this is the Haber-Bosch process that increases its conversion from 15% in a single pass up to 97% through recycling the product stream [111].
As detailed, there needs to be careful consideration for the separation and cleaning of the product gas before carbon monoxide can be utilised in other processes which may increase the energy cost of an overall non-energy intensive process. In order for the process to be replicated on a larger scale, recycling of the product gases is essential to promote the conversion to CO from a few percent upwards. Scale-up is envisaged as simply a larger capture unit and for the corona reactor through the use of a series modular like reactors all powered from one power supply. This would be modelled on existing ozone generators similar to those used to purify water in some countries. These exist as a honeycomb type structure in which many discharges are formed. Whereas a honeycomb structure may not be deployed, the theory of splitting the feed into many streams and then collecting a series of product streams from many individual corona reactor is envisaged as increasing the size would exponentially increase the energy costs as more energy would be required to ignite plasma in a larger volume. 
Although this process realises promise, in terms of a complete capture and utilisation system, careful consideration into the recycling and separation of the product gas and a techno-economic assessment of the whole process performed before it can be deemed viable. However, it provides a useful conceptual process to forming a low energy route to a highly energetic CO product from a wide range of sources, containing various CO2 concentrations.      


8. [bookmark: _Toc489385329]Conclusions

 CO2 utilisation through non-thermal plasma has become an increasingly prevalent research area in recent years. However, research in this area is still in its infancy and the plasma physics community are striving for more detailed knowledge to better understand the mechanisms leading to CO2 splitting. This statement applies to the use of pulsed power for CO2 splitting even more so. Little to no work has been attempted in this area and those that have stated the difficulty in obtaining accurate calculations of the energy efficiency. With a deeper understanding, via both numerical and experimental methods, maximisation of the conversion and energy efficiency of this process can be achieved and a sustainable concept for CO2 utilisation can be found.
In this thesis CO2 splitting towards CO was investigated in a pulsed corona discharge reactor, being of a wire-to-cylinder configuration. Experiments were performed at atmospheric pressure and the temperature remained ambient. Gaseous analysis of the product gas was performed by FTIR spectroscopy for which the calibration was validated with mass spectrometry. Electronic diagnostics were carried out using a wide band current transformer to measure the current and a high voltage probe to measure the voltage.  These were carefully selected as the requirements for measuring pulsed power differs from conventional non-thermal plasma methods which often use AC or microwave power sources. The signals from these two devices were fed into a high bandwidth oscilloscope where the data could be recorded from and the energy, and therefore power, applied to the plasma could be calculated.
The work presented was separated into 3 main areas each providing a more detailed understanding and analysis of different areas of CO2 splitting. The first results section was dedicated to a numerical and experimental comparison of CO2 splitting both with and without the addition of Ar as a carrier gas. The underlying mechanism of CO2 splitting under pulsed conditions was identified and the beneficial effect of adding argon to the feed gas demonstrated. The second section introduced nitrogen as the main impurity in the feed gas and seeks to represent a more likely industrial scenario. A different proposed mechanism of CO2 splitting was suggested and a process to capture CO2 from a point source and utilise it was envisaged. The third and final section sought to optimise the configuration of the pulsed corona reactor by changing the inter-electrode distance according to Paschen’s law. 
Throughout this work the main mechanisms for CO2 splitting have been identified which starts with the electron impact reaction between a CO2 molecule and an electron. It was found that under pulsed power application the dominant mechanism was via direct electron impact dissociation splitting CO2 to CO and O. Further contribution to CO formation was via vibrational excitation followed by step-wise dissociation of the high level vibrational states but these are not are significant as demonstrated in other discharge types. This unique result was explained due to the form of the applied voltage and associated temporal electron energy; the voltage pulse contained one large peak followed by smaller subsequent peaks. The large peak provided sufficient energy to ionise the gas and energy was transferred to dissociative, elastic, vibrational excitation and electronic excitation reactions in the plasma. After the demise of the large voltage peak there were enough electrons with enough energy to target predominantly direct dissociation in the smaller voltage peaks. Both experimental and numerical agreement was found between the conversion of pure CO2 and its mixtures with Ar and, for a reactor with R = 15 mm, the mixture that gave the best results in terms of conversion and efficiency was a 50% mixture of CO2 and Ar. Argon both reduced the energy consumption of the process, as it lowered the breakdown voltage and helped to increase the electron density of the plasma. Further addition of Ar lead to instabilities in the plasma and transition from a homogeneous glow to a spark discharge, this introduced a thermal element into the plasma and the backward reaction to reform CO2 became more prevalent. Under these conditions the validity of the numerical model (which was built using the assumption of homogeneity) was reduced and the correlation from experimental values decreased. In general, it was found that increasing the voltage and frequency increased the conversion to CO although frequency appeared to have a greater effect. Limitations in equipment, mainly due to the electromagnetic interference generated, prevented higher voltage and frequencies from being tested but it was expected that increased the applied energy and the energy density would only improve the conversion at the expense of reducing the efficiency. The residence time of the gas under plasma conditions remains important and in general, higher residence times leads to greater conversion but there becomes a time when the plasma equilibrates and no further CO is generated; this varies depending on the gas mixture and energy applied to the discharge. 
Reducing the inter-electrode distance in theory should have a beneficial effect on conversion and efficiency and it was found that by reducing the radius of the outer electrode from R = 15 mm to R = 12.5 mm there was a noticeable increase in both. A further reduction from R = 12.5 mm to R = 10 mm did not have the expected increase in performance but saw the opposite effect of severely reducing the conversion. This was due to the region in Paschen’s law where at a certain distance the breakdown voltage required for a certain inter-electrode distance exponentially increases as the distance is reduced. It is believed that under the configuration R = 10 mm this condition was satisfied. Interestingly, reducing the inter-electrode distance saw a shift in the optimal gas mixture for CO2 splitting, previously it was a 50% CO2 mixture but after reducing the radius of the out electrode a 75% CO2 mixture was more preferable. This was explained due to a combination of two factors: argon addition reduces the breakdown voltage and decreasing the inter-electrode distance also decreases the breakdown voltage. Therefore, in a smaller radius reactor less Ar is required to bring about the same effect on conversion.  
Looking towards long term application of pulsed corona discharge for CO2 splitting it is not practical, particular on a larger scale, to add copious amounts of Ar to the feed gas; though if the Ar could be successfully separated and recycled there is an argument that is could be a viable option.. In most situations the CO2 will be captured from a point source emitter which is unlikely to capture 100% pure CO2. There are likely to be impurities in that stream, the most common industrial impurity being N2. For this reason, it was decided to test CO2 mixtures with N2 at varying compositions to see if N2 had the same beneficial effect of CO2 conversion and efficiency as Ar. Returning to the original inter-electrode distance of 15 mm the effect of N2 addition on CO2 splitting was investigated. In a similar manner to Ar addition it was found that N2 does have a positive impact on conversion and energy efficiency which was unexpected as in particular, the energy efficiency was predicted to fall owning to the fact energy would be directed towards reactions of N2 over CO2. It was found that small addition of N2 did increase the conversion and energy efficiency but further addition was detrimental and it was concluded that the mechanism of CO2 splitting in the presence N2 must differ from CO2/Ar mixtures. Although it was expected that direct electron impact dissociation must play an important role in the mechanism of CO2 splitting increasing the quantity of N2 energy will inevitably go towards electron impact reactions of N2 as well. It was theorised that N2 metastables may provide an alternative route to CO production though their presence cannot be quantified or this theory validated without a kinetical model. Overall, similar trends between N2 and Ar mixtures were observed in terms of voltage, frequency and residence time but the conversion was lower in N2 mixtures on average. This was expected as a number of N-containing products were formed in small quantities alongside CO meaning energy had been used for other pathways not only for CO production.               
To conclude pulsed corona discharge can effectively split CO2 into CO with and without the addition of Ar. However, DBD technology still performs better when only pure CO2 considered offering superior conversion and only slightly worse energy efficiencies. Yet, when Ar is added to the feed gas pulsed corona discharge offers similar conversions but superior energy efficiency.   
8.1. [bookmark: _Toc489385330]Recommendations for future work 

There were many limitations during the course of this thesis the biggest of which was the fact that the reactor to be used was constructed prior to any work or research being commenced in this area. This limited the entirety of the work as all further equipment had to be completed and retrofitted around the reactor. A crucial part of successful plasma chemistry reactors is the coupling between the load and power supply to ensure the impedance of both is matched which allows energy to be effectively transferred between the two. However, in this work the mismatch in impedance was beneficial as it led to a unique waveform, which has not been investigated in previous works before, giving interesting results. A future proposal would be to design a power supply and reactor in tandem and ensure the impedance is matched. Ideally the power supply would be tuneable to allow a range of different voltage waveforms to be tested. It would be interesting to be able to alter the pulse width as well as the repetition frequency and the amplitude as it has been proved that the voltage waveform strongly influences the electron density and energy and this is an area that has not been investigated in the other works.
This should be combined with thorough numerical modelling, as while the understanding of common discharge types such as microwave and DBD are becoming better understood, pulsed plasma applications little is understood surrounding the mechanism of CO2 splitting and the pathway of dissociation. It is demonstrated in this thesis that the pathway is strongly linked to the shape of the voltage waveform so creation of a complex kinetical model that can use a range of voltage waveforms as an input would be useful to target higher conversion and energy efficiency.   
One area that is touched on in this thesis but remains untested across all plasma system is the scalability of plasma technology. Even though this reactor type is large in comparison to the reactors used in other research, in terms of volume and gas throughput, the use of modular systems to increase the conversion and amount of gas treated has not been tested. A lot of researchers assume that product separation and recycling is a simple process that will just occur but no demonstration of a plasma system consisting of multiple units complete with product recovery, separation and recycling has been performed. From an engineering perspective looking at the bigger and more practical picture is as important as the plasma physicist’s understanding of the underlying principles so it should be considered for future work. 
The role of catalysts in plasma systems has been well documented but not in combination with pulsed power. Incorporation of catalyst into the wire-to-cylinder reactor used in this work would be difficult because of the central wire. A simpler solution would be to utilise a plane-to-plane reactor in which a catalyst coating on one or both the electrodes or as packing material could be easily inserted. It should be noted that this differs from previous studies using packing or catalyst as these were performed in DBD reactors. The use of pulsed power reduces the need for a di-electric layer so it would be interesting to test under pulsed catalyst conditions.   
There is an increasing trend in the literature for the co-reduction of CO2 with CH4 which is commonly referred to as biogas reforming (or dry reforming). It would be interesting to try this gas mixture under pulsed corona conditions to see how it compares with other non-thermal plasma technologies. It would also be of interest to test other trace gases in CO2 to try and improve the conversion or to generate new products. Small additions of hydrogen maybe lead to the production of methane or methanol which can both be used as an energy source. One of the limiting factors in CO formation is the backward reaction with highly reactive monotomic oxygen to re-form CO2. If a trace gas could be added to the feed, or even post plasma catalyst deployed to trap the oxygen and prevent the backward reaction, more CO formation could be achieved.  
Finally, an improved method of electrical characterisation of pulsed plasma should be developed. The largest error in this work resulted from being unable to accurately measure the applied energy to the plasma which was due to over ranging of the equipment. If an established method such as the Lissajous method for AC power could be developed for pulsed systems then a more accurate determination of the energy and power can be calculated.      
       


9. [bookmark: _Ref488700439][bookmark: _Ref488783345][bookmark: _Ref488783356][bookmark: _Toc489385331]Error Analysis
9.1. [bookmark: _Toc489385332]Calibration Error

When calculating the experimental error there are two main factors. The principal errors arise when calculating the conversion and when calculating the energy applied during plasma discharge. These errors are considered to be the most important as when comparing against other types of plasma technology for similar applications it is the conversion and energy efficiency which will be compared. Other inaccuracies typically arise due to the scaling on various experimental equipment but are small (<1%) compared to the described errors below.  
The conversion is calculated based upon the amount of carbon monoxide detected in the FTIR after the feed gas is subjected to corona discharge. This is then compared to known gas mixtures in order to calculated the change in composition and therefore the conversion. The need for correction due to gas expansion, as demonstrated by Pinhão et al, [92]and in the supplementary data to Snoeckx et al, [112]was not considered in the main body of text but is applied here and serves as an additional source of error. The main error in calculating the conversion however, arises from the discrepancy in sending and detecting gas streams containing low concentrations of CO. For calibration, a gas mixture containing a range of the expected products must be made up accurately to enable a good calibration curve to be generated. This was achieved by using mass flow controllers to send a range of predicted product gases to the FTIR with known quantity initially containing between 0-10% CO in 1% intervals.    
After some testing it was clear that this range of CO concentrations was not sufficient especially at <1% CO as the FTIR was unable to detect such low concentrations. This was due to the fact that the incoming estimated product gas (of CO2 and CO) was not being well-mixed. The gases were mixed at a Swagelok T-junction but in situations where the CO2 flow was much greater than the incoming flow of CO, the CO did not mix with the main gas stream and as such no CO was detected in the FTIR.  
[bookmark: _Toc488690332]Figure 94: Improper mixing in T-junction
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To resolve this problem a mixing chamber supplied by Bronkhorst was installed that allows the smaller gas flow to be inserted into the centre of the main flow and ensures a more homogeneous mixture is achieved.  [bookmark: _Toc488690333]Figure 95: Mixing chamber flow pattern
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Mixed gas flow


Using this method, a wider range of CO concentrations were tested which are detailed below.
	Required mixture 100% CO2

	Required conversion (%)
	% of CO2 in calibration gas
	% of CO in calibration gas 
	% of Ar in calibration  gas

	0
	100
	-
	-

	0.1
	99.9
	0.1
	-

	0.25
	99.25
	0.75
	-

	0.5
	99.5
	0.5
	-

	0.75
	99.25
	0.75
	-

	1
	99
	1
	-

	2
	98
	2
	-

	3
	97
	3
	-

	4
	96
	4
	-

	5
	95
	5
	-

	6
	94
	6
	-

	7
	93
	7
	-

	8
	92
	8
	-

	9
	91
	9
	-

	10
	90
	10
	-

	15
	85
	15
	-

	20
	80
	20
	-



	Required mixture 75% CO2

	Required conversion (%)
	% of CO2 in calibration gas
	% of CO in calibration gas 
	% of Ar in calibration  gas

	0
	75
	-
	25

	0.1
	74.925
	0.075
	25

	0.25
	74.8125
	0.1875
	25

	0.5
	74.9625
	0.375
	25

	0.75
	74.4375
	0.5625
	25

	1
	74.25
	0.75
	25

	2
	73.5
	1.5
	25

	3
	72.75
	2.25
	25

	4
	72
	3
	25

	5
	71.25
	3.75
	25

	6
	70.5
	4.5
	25

	7
	69.75
	5.25
	25

	8
	69
	6
	25

	9
	68.25
	6.75
	25

	10
	67.5
	7.5
	25

	15
	63.75
	11.25
	25

	20
	60
	15
	25



	Required mixture 50% CO2

	Required conversion (%)
	% of CO2 in calibration gas
	% of CO in calibration gas 
	% of Ar in calibration  gas

	0
	50
	-
	50

	0.1
	49.95
	0.05
	50

	0.25
	49.875
	0.125
	50

	0.5
	49.75
	0.25
	50

	0.75
	49.625
	0.375
	50

	1
	49.5
	0.5
	50

	2
	49
	1
	50

	3
	48.5
	1.5
	50

	4
	48
	2
	50

	5
	47.5
	2.5
	50

	6
	47
	3
	50

	7
	46.5
	3.5
	50

	8
	46
	4
	50

	9
	45.5
	4.5
	50

	10
	45
	5
	50

	15
	42.5
	7.5
	50

	20
	40
	10
	50



	Required mixture 25% CO2

	Required conversion (%)
	% of CO2 in calibration gas
	% of CO in calibration gas 
	% of Ar in calibration  gas

	0
	25
	-
	75

	0.1
	24.975
	0.025
	75

	0.25
	24.9375
	0.0625
	75

	0.5
	24.875
	0.125
	75

	0.75
	24.8125
	0.1875
	75

	1
	24.75
	0.25
	75

	2
	24.5
	0.5
	75

	3
	24.25
	0.75
	75

	4
	24
	1
	75

	5
	23.75
	1.25
	75

	6
	23.5
	1.5
	75

	7
	23.25
	1.75
	75

	8
	23
	2
	75

	9
	22.75
	2.25
	75

	10
	22.5
	2.5
	75

	15
	21.25
	3.75
	75

	20
	20
	5
	75



	Required mixture 10% CO2

	Required conversion (%)
	% of CO2 in calibration gas
	% of CO in calibration gas 
	% of Ar in calibration  gas

	0
	10
	-
	90

	0.1
	9.99
	0.01
	90

	0.25
	9.975
	0.025
	90

	0.5
	9.95
	0.05
	90

	0.75
	9.925
	0.075
	90

	1
	9.9
	0.1
	90

	2
	9.8
	0.2
	90

	3
	9.7
	0.3
	90

	4
	9.6
	0.4
	90

	5
	9.5
	0.5
	90

	6
	9.4
	0.6
	90

	7
	9.3
	0.7
	90

	8
	9.2
	0.8
	90

	9
	9.1
	0.9
	90

	10
	9
	1
	90

	15
	8.5
	1.5
	90

	20
	8
	2
	90



[image: ]The above tables were used to create calibration curves from which the conversion of CO2 to CO was estimated during the course of experimentation. The same procedure was performed for mixtures of CO2 and N2. It was not possible to estimate the concentration of trace species in the product gas so they were not included in the calibration but as their concentration is in the ppm range they are not expected to affect the calibration significantly.[bookmark: _Ref488786791][bookmark: _Toc488690334]Figure 96: FTIR absorbance spectrum for a 50:50 mixture of CO2 and N2 [112]

Comparing the FTIR spectrum from the works of Snoeckx et al, [112]it can be seen that the absorbed quantities of N-compounds is greater than the values obtained in this work. The concentrations of the species in Figure 96 are: 107.68ppm NO, 34.18 ppm NO2, 0.05 ppm N2O3, 690.55 ppm N2O5 and 53.83 ppm N2O. In this work they are much lower and therefore were not considered to be a significant part of the calibration process.
The accuracy of the calibration was confirmed using mass spectrometry and the accuracy was improved significantly upon the usage of the mixing chamber. The table below shows the associated error in calibration compared to the mass spectrometry results.
Table 16: Calibration error before and after mixing chamber use
	CO %
	Error (maximum)

	Without mixing chamber

	<5
	11%

	>5
	7%

	With mixing chamber

	<1
	9%

	>1
	3%


  
Another error arises when the power is calculated which has a consequential effect on the efficiency calculation. During measurement of the experimental voltage at the peak of the voltage pulse the oscilloscope was unable to detect the highest recorded voltage and over-ranged giving an infinite value of voltage at this point. In order to compensate for this a numerical technique was deployed to set this infinite value to one that could be used in calculations. This technique involved taking the last recorded value from the oscilloscope and replacing all infinite values with this number until a non-infinite value was recorded again. This effectively underestimated the voltage and flattened the peak which, when the power and energy are calculated would also provide an underestimation as the energy is calculating through integration of the voltage and current signals. The knock-on effect leads to an over-estimation. The error associated with this was calculated by artificially entering values of the voltage based on the gradient of the peak on either side of the infinite values. A representation of how this was performed is shown in Figure 97. 


Interpolation of signal to estimate error
Modification of the data to remove infinite values due to over ranging 
The raw oscilloscope signal 
Magnification of the largest peak
[image: ] [image: ][image: ][image: ]
[bookmark: _Ref488786896][bookmark: _Toc488690335]Figure 97: Constructing an accurate voltage signal to measure the applied energy (example for pure CO2

Modification of the data to remove infinite values due to over ranging 
Magnification of the largest peak
The raw oscilloscope signal 



As the voltage waveforms are different depending on the composition of the gas, the error associated with each gas composition will differ. Table 17 shows the maximum error calculated for each gas mixture. 
[bookmark: _Ref488786952]Table 17: Error due to underestimation of the applied energy
	Gas composition 
	Maximum error (%)

	100% CO2
	7.5

	75% CO2
	8.58

	50% CO2
	6.58

	25% CO2
	5.2

	10% CO2
	4.6


 
Based upon these two error sources the range of total experimental error is large, from a minimum of 7.6% to a maximum of 17.58%. The greatest source of error is when measuring low concentrations of CO, particularly below 1%, even with the addition of the mixing chamber to improve mixing of the calibration gas there is still significant error. A method to reduce this would be to use a different analytical technique other than FTIR for gas analysis however, the alternatives mass spectrometry and gas chromatography all have their own problems such the substantial electromagnetic interference generated during plasma generation which prevents most diagnostic equipment from working. FTIR was selected over these other methods as it allows for ex-situ analysis of the product gas stream. The method used in this work was to first take a background spectrum in the desired gas mixture to be tested and then switching on the plasma. After a period of time, long enough to ensure equilibrium (bearing in mind that electron impact reactions occur on the micro to nanosecond scale), the gas flow to the corona reactor was switched off and the gas cell within the FTIR isolated. A minimum time of 30 seconds was used. After the source of the EMI was switched off the filled gas cell could then analysed to determine the composition inside and from this the conversion to CO could be calculated. Unlike MS and GC measurements the FTIR could readily be unplugged from the connecting computer in between samples which prevented EMI damage.      
It is not known whether the gas expansion factor plays an important role in this work so it was not included in the main results section but an analysis of the associated error is included here. Pinhão et al, [92]. explained that when gas samples are collected from a flow of gas in a fixed volume there must be a pressure increase but as the samples are taken at atmospheric pressure some gas is lost due to depressurisation. Fewer molecule present then leads to an overestimation of the conversion. However, in the work of this thesis gas is not sampled from a flow of gas as the electromagnetic interference prevented in-situ measurements from being taken. Instead, after passing through plasma conditions the product gas is sent to the FTIR wherein the gas cell is sealed with a fixed volume of gas and the flow is stopped. Using this method assumes the sample analysed in the FTIR is representative of the total gas composition. This is a fair assumption as electron impact reactions occur on a sub-microsecond scale and by the time the product gas from the corona reactor has reached the FTIR gas cell the gas will in equilibrium and no further reactions should take place. Without knowledge of gas mixing inside the corona reactor, which would require fluid dynamic modelling, it cannot be conclusively said that the gas is well mixed but as the gas is forced down narrow piping from the large volume inside the reactor sufficient turbulent flow will have developed to give some degree of mixing. 
The gas expansion factor was not considered in the main body of this thesis as other works suggest it only applies to sampling from moving gas streams. However, if for arguments sake it was considered there is further increase in the experimental error. By looking at the stoichiometric equation for CO2 splitting in can be seen why gas expansion occurs. 1 molecule of CO2 is assumed to yield one molecule of CO and half a molecule of O2 an increase of 1.5. Ar does not get converted and the conversion of N2 is small so the gas expansion is neglected for these gases. From the work of Pinhão [92] the gas expansion factor was calculated for each of the tested mixtures in this thesis and the overestimation of the conversion and energy efficiency is shown in Table 18.
[bookmark: _Ref488787011]Table 18: Error due to gas expansion factor
	Gas mixture
	Correction factor

	100% CO2
	1.5

	75% CO2/25% Ar
	1.36

	50% CO2/50% Ar
	1.2

	25% CO2/75% Ar
	1.12

	10% CO2/90% Ar
	1.04


 
A worst-case scenario is that the total error would be increased by including the gas expansion factor in the error analysis. For example the highest recorded effective conversion achieved in Section 5.3.2 was ~ 3.4% in a 75% CO2 mixture. Therefore, taking the gas expansion factor into account this will be reduced to 2.5% and then including the previously mentioned errors in conversion measurements and energy calculation it is overestimated by a further 11.58% meaning the actual value could, in extremis, closer to 2% which is a 40% reduction from the original value. 
An example of how the inclusion of gas expansion factor effect the conversion is presented in Figure 98.
    
[bookmark: _Ref488787086][bookmark: _Toc488690336]Figure 98: Effect of including gas expansion correction factor on effective CO2 conversion a) 100% CO2 b) 75% CO2 c) 50% CO2 d) 25% CO2 and e) 10% CO2


Applying the same methodology for energy efficiency the highest energy efficiency calculated was in excess of 70% in a 50% CO2 mixture, applying all the errors this is reduced to ~52%. Even though the error may be large the excellent energy efficiency is still superior to other non-thermal plasmas technologies when compared to the worst-case scenario. Despite the fact that even in a worst-case scenario the energy efficiency is still high, to reaffirm this technology’s good performance and to reduce the experimental error it is necessary to find a better method to calculate the applied energy which is notoriously difficult in pulsed power systems. Furthermore, an improved method for calibration and gaseous analysis needs to be identified and ideally product gas samples should be taken in-situ where possible; in this case the gas expansion factor should certainly be considered. In terms of the effect on the conclusions drawn in this thesis the inclusion of the gas expansion factor does not alter the discovered outcomes. The efficiency still remains high compared to similar CO2 splitting technologies and the conversion low. However, it does increase the experimental error and could potentially reduce the overall results published.   
9.2. [bookmark: _Toc489385333]Repeatability  

Experiments to replicate the data to prove consistency were performed suggesting that the data is repeatable to results within one standard deviation of the original results.  Figure 99 shows three tests under the conditions of 100% CO2 as the feed gas and the maximum tested voltage and frequency conditions. The tests were performed first using a wire that had been used for all previous commissioning testing and preliminary set up. This was then switched to a fresh wire and the tests repeated and then finally another fresh wire. As can be seen, with the exception of the old wire at around 75 s residence time, the results across all three tests are very comparable. It was known that the older wire may have lost tension during early experimentation so was not perfectly centred in the reactor which may explain why there is some small deviation in behaviour. 
A test of the standard deviation of the results showed that across all 3 tests the results were within one standard deviation of the expected. Excluding the old wire tests did improve the standard deviation to approximately 0.5 but the improvement is not enough to discard the results as unrepeatable.    

[bookmark: _Ref488787113][bookmark: _Toc488690337]Figure 99: Repeatability tests for the conversion in pure CO2

Table 19: Standard deviation of the results of the repeatability test
	Data set
	Standard Deviation 

	All 3 sets
	0.73

	Excluding ‘Old wire’ results
	0.54



The repeatability of the energy efficiency is graphically represented in Figure 100 but as the efficiency is dependent on the conversion as the energy supplied is the same for each gas slow rate it doesn’t yield any new information about the repeatability. It is included for completion.  

[bookmark: _Ref488787178][bookmark: _Toc488690338]Figure 100: Repeatability tests for the energy efficiency in pure CO2
Although the experimental error is high in this work it is highly encouraging that the results are repeatable to within 1 standard deviation of each other. Showing consistency despite the error.


[bookmark: _Toc489385334]Appendix

Reaction rate constants are expressed in cm3s−1 for two-body reactions, and in cm6s−1 for three-body reactions.
[bookmark: _Ref488701713]Table 20: Electron impact reactions
	Number
	Reaction
	Rate constant
	Ref.

	(E1)
	e + CO2 → e + CO + O
	f()
	[89]

	(E2)
	e + CO2 → e + CO2(v1)
	f()
	[86]

	(E3)
	e + CO2 → e + CO2(v2)
	f()
	[86]

	(E4)
	e + CO2 → e + CO2(v3)
	f()
	[86]

	(E5)
	e + CO2 → e + CO2(v4)
	f()
	[86]

	(E6)
	e + CO2 → e + CO2*
	f()
	[86]

	(E7)
	e + CO2 → 2e + CO2+
	f()
	[86]

	(E8)
	e + CO2 → 2e + CO + O+
	f()
	[86]

	(E9)
	e + CO2 → CO + O
	f()
	[85]

	(E10)
	e + CO2(vx) → e + CO + O
	f()
	[86]

	(E11)
	e + CO → e + C +O
	1.0  1012
	[87]

	(E12)
	e + O2 → e + O + O
	4.0  109
	[82]

	(E13)
	e + O2 → 2e + O2+
	1.8  1011
	[88]

	(E14)
	e + O3 → O + O2
	8.9  1012
	[88]

	(E15)
	e + O3 → O2 + O
	2.0  1010
	[88]

	(E16)
	e + Ar → e + Ar*
	f()
	[85]

	(E17)
	e + Ar → 2e + Ar+
	f()
	[85]

	(E18)
	e + Ar* → 2e + Ar+
	f()
	[85]

	(E19)
	e + CO2 → e + CO2
	f()
	[85]

	(E20)
	e + Ar → e + Ar
	f()
	[85]



Cross section data were extracted from the database indicated in the cited reference and reaction rate constants were calculated using Bolsig+ [90],[95].


[bookmark: _Ref488701717]Table 21:Electron-ion recombination reactions
	Number
	Reaction
	Rate constant
	Ref.

	(R1)
	e + CO2+ → CO + O
	6.5  107
	[82]

	(R2)
	e + Ar+ + Ar → Ar + Ar
	1.0  1025
	Est. from [76]





[bookmark: _Ref488701722]Table 22: Neutral-neutral reactions
	Number
	Reaction
	Rate Constant
	Ref.

	(N1)
	O + O2 + M → O3 + M
	5.85  1034 (M = O2)
1.81  1033 (M = CO2)
	[56]

	(N2)
	O + O + M → O2 + M
	1.04  1032 (M = CO2)
	[56]

	(N3)
	O + O3 → O2 + O2
	8.5  1015
	[56]

	(N4)
	O3 + M → O2 + O + M
	4.0  1015 (M = O2)
	[56]

	(N5)
	O + CO + M → CO2 + M
	1.1  1035 (M = CO2)
	[56]

	(N6)
	C + CO + M → C2O + M
	6.3  1032 (M = CO2)
	[56]

	(N7)
	O + C2O → CO + CO
	5.0  1011
	[56]

	(N8)
	CO2 + CO2 → CO + O + CO2
	3.91  1010 exp(49430/Tg)
	[84],[87]

	(N9)
	CO2 + O → CO + O2
	2.8  1011 exp(26500/Tg)
	[84],[87]

	(N10)
	CO2 + C → CO + CO
	1.0  1015
	[84],[87]

	(N11)
	O2 + CO → CO2 + O
	4.2  1012 exp(24000/Tg)
	[84],[63]

	(N12)
	O3 + CO → CO2 + O2
	4.0  1025
	[84],[87]

	(N13)
	O2 + C → CO + O
	3.0  1011
	[84]

	(N14)
	O3 + M → O2 + O + M
	4.12  1010 exp(11430/Tg) (M = Ar)
	[84],[87]

	(N15)
	O2 + C2O → CO2 + CO
	3.3  1013
	[84]

	(N16)
	O + C + M → CO + M
	2.14  1029(Tg/300)3.08exp(2114/Tg) (M = CO2)
	[84],[87]

	
	
	
	




[bookmark: _Ref488701724]Table 23: Ion-ion and ion-molecule reactions
	Number
	Reaction 
	Rate constant
	Ref.

	(I1)
	O + CO2 + M → CO3 + M
	 C
	[56]

	(I2)
	O2 + CO2 + M → CO4 + M
	1.0  1029 ( C
	[84],[56],[87]

	(I3)
	O2 + CO2+ → CO + O2 + O
	6.5  107
	[84]

	(I4)
	O+ + CO2  → O2+ + CO
	9.4  1010
	[84]

	(I5)
	O+ + CO2  → CO2+ + O
	4.5  1010
	[84],[87]

	(I6)
	CO2+ + O  → O+ + CO2
	9.62  1011
	[84]

	(I7)
	CO2+ + O2  → O2+ + CO2
	5.3  1011
	[84]

	(I8)
	CO3 + CO2+  → CO2 + CO2 + O
	5.0  107
	[84]

	(I9)
	O2+ + CO3 → CO2 + O2 + O
	3.0  107
	[84],[87]

	(I10)
	O2+ + CO4 → CO2 + O2 + O2
	3.0  107
	[84],[87]

	(I11)
	CO3 + O → O2 + CO2
	8.0  1011
	[84]

	(I12)
	CO4 + O → CO3 + O2
	1.1  1010
	[84]

	(I13)
	CO4 + O → O + CO2 + O2
	1.4  1011
	[84]

	(I14)
	O+ + O2 → O2+ + O
	1.9  1011 (Tg/300)0.5
	[84],[87]

	(I15)
	O2 + O+ + M → O3 + M
	2.0  1025 ( C
	[84]

	(I16)
	O2 + O+ → O + O2
	2.7  107
	[84]

	(I17)
	O2 + O2+ → O2 + O2
	2.0  107
	[84]

	(I18)
	O2 + O2+ → O + O + O2
	4.2  107
	[84]

	(I19)
	O2 + O2+ + M → O2 + O2 + M
	2.0 1025 ( 
	[84]

	(I20)
	O + O+ → O + O
	4.0  108
	[84]

	(I21)
	O + O+ + M → O2 + M
	2.0  1025 ( 
	[84]

	(I22)
	O + O2+ → O2 + O
	1.0  107
	[84]

	(I23)
	O + O2+ → O + O + O
	2.6  108
	[84]

	(I24)
	O + O2+ + M → O3 + M
	2.0  1025 ( 
	[84]




[bookmark: _Ref488701730]Table 24: Average reaction rate coefficients for vibrational relaxation to the ground state (V-T relaxation) and vibrational relaxation between two different energy levels (V-V relaxation)
	Number 
	Reaction 
	Rate Constant
	Ref.

	(V1)
	CO2(v1) + CO2 → CO2 + CO2
	1.07 1014
	[83]

	(V2)
	CO2(v1) + CO → CO2 + CO
	7.48 1015
	[83]

	(V3)
	CO2(v1) + O2 → CO2 + O2
	7.48 1015
	[83]

	(V4)
	CO2(v2) + CO2 → CO2 + CO2
	9.00 1016
	[83]

	(V5)
	CO2(v2) + CO → CO2 + CO
	2.79 1017
	[83]

	(V6)
	CO2(v2) + O2 → CO2 + O2
	2.79 1017
	[83]

	(V7)
	CO2(v2) + CO2 → CO2(v1) + CO2
	2.90 1014
	[83]

	(V8)
	CO2(v2) + CO → CO2(v1) + CO
	2.03 1014
	[83]

	(V9)
	CO2(v2) + O2 → CO2(v1) + O2
	2.03 1014
	[83]

	(V10)
	CO2(v3) + CO2 → CO2(v2) + CO2
	7.72 1016
	[83]

	(V11)
	CO2(v3) + CO → CO2(v2) + CO
	2.32 1016
	[83]

	(V12)
	CO2(v3) + O2 → CO2(v2) + O2
	3.09 1016
	[83]

	(V13)
	CO2(v3) + CO2 → CO2(v4) + CO2
	6.05 1015
	[83]

	(V14)
	CO2(v3) + CO → CO2(v4) + CO
	1.81 1015
	[83]

	(V15)
	CO2(v3) + O2 → CO2(v4) + O2
	2.42 1015
	[83]

	(V16)
	CO2(v3) + CO2 → CO2(v1) + CO2(v2)
	2.42 1015
	[83]

	(V17)
	CO2(v2) + CO → CO2(v1) + CO
	1.70 1018
	[83]

	(V18)
	CO2(v2) + O2 → CO2(v1) + O2
	5.10 1019
	[83]

	(V19)
	CO2(v3) + O2 → CO2(v1) + O2
	6.80 1019
	[83]

	(V20)
	CO2(v4) + CO2 → CO2(v2) + CO2
	4.33 1014
	[83]

	(V21)
	CO2(v4) + CO → CO2(v2) + CO
	3.03 1014
	[83]

	(V22)
	CO2(v4) + O2 → CO2(v2) + O2
	3.03 1014
	[83]

	(V23)
	CO2(v4) + CO2 → CO2(v1) + CO2
	9.08 1018
	[83]

	(V24)
	CO2(v4) + CO → CO2(v1) + CO
	6.18 1015
	[83]

	(V25)
	CO2(v4) + O2 → CO2(v1) + O2
	6.18 1015
	[83]



[bookmark: _Toc489385335]
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V5	150	150	75	75	37.5	37.5	18.75	18.75	1.639	0.54800000000000004	1.8680000000000001	2.7309999999999999	0.80500000000000005	0.98	0.46700000000000003	0.25	v3	150	150	75	75	37.5	37.5	18.75	18.75	1.321	1.5489999999999999	0.873	0.83199999999999996	0.39500000000000002	0.49099999999999999	0.16400000000000001	0	v1	150	150	75	75	37.5	37.5	18.75	18.75	0.83099999999999996	1.4530000000000001	0.74	1.093	0.23	0.251	2.9000000000000001E-2	0	Residence Time (s)

Conversion (%)


V5	180	180	90	90	45	45	22.5	22.5	3.3530000000000002	4.4930000000000003	2.7850000000000001	2.2400000000000002	1.7929999999999999	0.17299999999999999	0.53100000000000003	5.0999999999999997E-2	v3	180	180	90	90	45	45	22.5	22.5	2.0779999999999998	2.63	1.7030000000000001	1.44	1.151	0.36199999999999999	0.375	4.1000000000000002E-2	v1	180	180	90	90	45	45	22.5	22.5	1.5309999999999999	2.452	1.4710000000000001	1.073	0.63	2.1999999999999999E-2	0.21099999999999999	3.1E-2	Residence Time (s)

Conversion (%)


V5	180	180	90	90	45	45	22.5	22.5	5.1189999999999998	6.4119999999999999	5.6369999999999996	4.7539999999999996	3.8820000000000001	3.0510000000000002	0.94599999999999995	1.2230000000000001	v3	180	180	90	90	45	45	22.5	22.5	3.1749999999999998	3.609	2.6080000000000001	1.89	2.198	1.4	0.47499999999999998	1.1319999999999999	v1	180	180	90	90	45	45	22.5	22.5	2.61	3.6469999999999998	2.3490000000000002	0.59799999999999998	1.113	1.127	0.44	0.79700000000000004	Residence Time (s)

Conversion (%)


V5	180	180	90	90	45	45	22.5	22.5	8.5790000000000006	7.4459999999999997	10.132999999999999	7.8979999999999997	7.6820000000000004	8.5440000000000005	1.4379999999999999	4.3639999999999999	v3	180	180	90	90	45	45	22.5	22.5	7.2750000000000004	3.702	8.7850000000000001	7.6029999999999998	6.87	7.306	0.66	3.2559999999999998	v1	180	180	90	90	45	45	22.5	22.5	4.3806000000000003	3.371	5.1870000000000003	6.2990000000000004	6.8390000000000004	7.56	0.38900000000000001	3.4020000000000001	Residence Time (s)

Conversion (%)


V5	180	180	90	90	45	45	22.5	22.5	15.795999999999999	14.433999999999999	16.545999999999999	15.944000000000001	15.292999999999999	8.9969999999999999	2.266	8.8610000000000007	v3	180	180	90	90	45	45	22.5	22.5	14.43	13.355	16.786000000000001	12.51	14.872	4.2629999999999999	1.8640000000000001	8.4039999999999999	v1	180	180	90	90	45	45	22.5	22.5	16.045000000000002	9.1620000000000008	17.097000000000001	14.771000000000001	15.085000000000001	2.9169999999999998	1.583	8.0630000000000006	Residence Time (s)

Conversion (%)


Eq 1	273	293	313	333	353	373	393	413	433	453	473	493	513	533	553	573	593	613	633	653	673	693	713	733	753	773	793	813	833	853	873	893	913	933	953	973	993	1013	2.7766083002598896E-50	1.1210883801599602E-47	2.1023931690085848E-45	2.1025488272770447E-43	1.2478020790627658E-41	4.7793453939294796E-40	1.2631323815755552E-38	2.4310705231855476E-37	3.5604075727729302E-36	4.1140552209078438E-35	3.8651436740622012E-34	3.0277806609537281E-33	2.0201275524081624E-32	1.1688948187762094E-31	5.9569759169845081E-31	2.7095957262434723E-30	1.1127736994323204E-29	4.1675078478535653E-29	1.4358457810776713E-28	4.5859641982925795E-28	1.3670327229477827E-27	3.8260245520844044E-27	1.0107440743526418E-26	2.5322805552813024E-26	6.0421860002870741E-26	1.3782647424949395E-25	3.015825481202914E-25	6.3496235727137854E-25	1.2899210711851858E-24	2.5348007133287764E-24	4.8292767077855948E-24	8.9388393416391581E-24	1.610515803000101E-23	2.8293524788459302E-23	4.8544213495418604E-23	8.1460980660787335E-23	1.3387698436614992E-22	2.1574597901561782E-22	Eq 2	273	293	313	333	353	373	393	413	433	453	473	493	513	533	553	573	593	613	633	653	673	693	713	733	753	773	793	813	833	853	873	893	913	933	953	973	993	1013	1.1823129646265499E-20	1.7639007061829443E-20	2.5004167899753228E-20	3.3989743196728088E-20	4.4624619325482813E-20	5.6901367674368981E-20	7.0782853834157586E-20	8.6208743353376126E-20	1.031014544139554E-19	1.2137134139889614E-19	1.4092104449890602E-19	1.6164903068106825E-19	1.8345239960721786E-19	2.0622904924083301E-19	2.2987930051347787E-19	2.5430707570812558E-19	2.7942071579316875E-19	3.0513351066997929E-19	3.3136400485295974E-19	3.5803613039146724E-19	3.8507920929709736E-19	4.1242785950109551E-19	4.4002183141667334E-19	4.6780579641726034E-19	4.957291038248029E-19	5.2374551918345564E-19	5.5181295353050578E-19	5.7989319093857848E-19	6.0795161967785735E-19	6.359569708376081E-19	6.6388106707180032E-19	6.9169858322716387E-19	7.1938681991881319E-19	7.4692549059412901E-19	7.7429652223404593E-19	8.014838695533979E-19	8.2847334235558043E-19	8.5525244555313373E-19	Eq 3	273	293	313	333	353	373	393	413	433	453	473	493	513	533	553	573	593	613	633	653	673	693	713	733	753	773	793	813	833	853	873	893	913	933	953	973	993	1013	2.1885089332518284E-36	3.7774361431355191E-36	6.0806801792922698E-36	9.2442515133974262E-36	1.3402234925658558E-35	1.8671728575500884E-35	2.5149803332877424E-35	3.2912192116423708E-35	4.2013332865459753E-35	5.2487387803472277E-35	6.4349905696854702E-35	7.7599855841435875E-35	9.2221826465019295E-35	1.0818823783536163E-34	1.2546146825085614E-34	1.439958287257971E-34	1.6373935045263521E-34	1.8463536950425363E-34	2.0662390731799723E-34	2.2964285474592228E-34	2.5362897310914319E-34	2.7851872876443511E-34	3.0424897896067803E-34	3.3075752682188267E-34	3.5798356257712838E-34	3.8586800697826795E-34	4.1435377142293247E-34	4.4338594778281074E-34	4.729119394239969E-34	5.0288154345947101E-34	5.3324699292967693E-34	5.6396296638416655E-34	5.9498657124181215E-34	6.2627730633785488E-34	6.5779700821693994E-34	6.8950978499339466E-34	7.213819409631667E-34	7.5338189460538207E-34	Temperature (K)
Rate Constatnt (cm3/s or cm6/s)
1717 Hz	180	180	90	90	45	45	22.5	22.5	1.8680000000000001	2.7309999999999999	1.639	0.54800000000000004	0.98	0.80500000000000005	0.46700000000000003	0.25	855 Hz	180	180	90	90	45	45	22.5	22.5	0.92700000000000005	1.2130000000000001	0.64600000000000002	0.621	0.3	0.30599999999999999	9.5000000000000001E-2	0	65 Hz	180	180	90	90	45	45	22.5	22.5	0	0	0	0.46400000000000002	0	0	0	0	Residence Time (s)

Conversion (%)



1717 Hz	180	180	90	90	45	45	22.5	22.5	3.3530000000000002	4.4930000000000003	2.7850000000000001	2.2400000000000002	1.7929999999999999	0.17299999999999999	0.53100000000000003	0.97199999999999998	855 Hz	180	180	90	90	45	45	22.5	22.5	1.901	2.2130000000000001	1.3919999999999999	1.109	0.81100000000000005	0.44700000000000001	0.14699999999999999	0.41299999999999998	65 Hz	180	180	90	90	45	45	22.5	22.5	0.13100000000000001	7.9000000000000001E-2	0.13	0	4.9000000000000002E-2	0	0	0	Residence Time (s)

Conversion (%)


1717 Hz	180	180	90	90	45	45	22.5	22.5	5.1189999999999998	6.4119999999999999	5.6369999999999996	4.7539999999999996	3.8820000000000001	3.0510000000000002	0.94599999999999995	1.2230000000000001	855 Hz	180	180	90	90	45	45	22.5	22.5	2.2149999999999999	3.3010000000000002	1.821	1.9359999999999999	1.4119999999999999	1.093	0.32800000000000001	0.82799999999999996	65 Hz	180	180	90	90	45	45	22.5	22.5	0.32700000000000001	0.56399999999999995	0.19500000000000001	0	0.22800000000000001	0.13600000000000001	5.6000000000000001E-2	0.67500000000000004	Residence Time (s)

Conversion (%)


1717 Hz	180	180	90	90	45	45	22.5	22.5	8.5790000000000006	7.4459999999999997	10.132999999999999	7.8979999999999997	1.7929999999999999	8.5440000000000005	1.4379999999999999	1.5229999999999999	855 Hz	180	180	90	90	45	45	22.5	22.5	3.9279999999999999	4.1029999999999998	3.262	2.7040000000000002	0.81100000000000005	2.508	0.45900000000000002	0.36499999999999999	65 Hz	180	180	90	90	45	45	22.5	22.5	0.46200000000000002	0.38700000000000001	0.29899999999999999	0.40300000000000002	4.9000000000000002E-2	0.19700000000000001	0	3.6999999999999998E-2	Residence Time (s)

Conversion (%)


1717 Hz	180	180	90	90	45	45	22.5	22.5	15.795999999999999	14.433999999999999	16.545999999999999	15.944000000000001	15.292999999999999	8.9969999999999999	2.266	8.8610000000000007	855 Hz	180	180	90	90	45	45	22.5	22.5	5.7	5.6980000000000004	5.0780000000000003	4.4530000000000003	6.1550000000000002	3.08	0.81299999999999994	2.2490000000000001	65 Hz	180	180	90	90	45	45	22.5	22.5	0.49299999999999999	1.1599999999999999	0.90300000000000002	0.47899999999999998	0.47099999999999997	0.33200000000000002	0.315	0.33500000000000002	Residence Time (s)

Conversion (%)


Conversion	0	25	50	75	90	1.639	2.7850000000000001	5.6369999999999996	10.132999999999999	16.545999999999999	0	25	50	75	90	0	25	50	75	90	1.639	2.0887500000000001	2.8184999999999998	2.5332499999999998	1.6546000000000001	Argon percentage in feed 

Absolute Conversion (%)

Effective Conversion (%)

100% CO2	150	75	37.5	18.75	2.7309999999999999	0.54800000000000004	0.80500000000000005	0.25	75% CO2	150	75	37.5	18.75	4.4930000000000003	2.2400000000000002	0.17299999999999999	0.97199999999999998	50% CO2	150	75	37.5	18.75	6.4119999999999999	4.7539999999999996	3.0510000000000002	1.2230000000000001	25% CO2	150	75	37.5	18.75	7.4459999999999997	7.8979999999999997	8.5440000000000005	1.5229999999999999	10% CO2	150	75	37.5	18.75	14.433999999999999	15.944000000000001	8.9969999999999999	8.8610000000000007	Residence time (s)
Absolute Conversion (%)
100% CO2	150	75	37.5	18.75	2.7309999999999999	0.54800000000000004	0.80500000000000005	0.25	75% CO2	150	75	37.5	18.75	3.3697500000000002	1.6800000000000002	0.12974999999999998	0.72899999999999998	50% CO2	150	75	37.5	18.75	3.206	2.3769999999999998	1.5255000000000001	0.61150000000000004	25% CO2	150	75	37.5	18.75	1.8614999999999999	1.9744999999999999	2.1360000000000001	0.38074999999999998	10% CO2	150	75	37.5	18.75	1.4434	1.5944000000000003	0.89970000000000006	0.88610000000000011	Residence time (s)
Effective Conversion (%)
25% CO2	8	12	27.9	18.5	13	12	16	18	50% CO2	8	12	27.9	8.4	7.7	24	100% CO2	8	12	4.4000000000000004	12.3	15	36.6	27.9	27.9	18.5	1.2	5	3.3	3.5	30	25.8	38	53	45	13	9	This work	0.85	9.4	This work 50%	0.85	5.8	This work 100%	0.85	1.5	SEI (J/cm3)

Absolute Conversion (%)

25% CO_2	8	12	27.9	18.5	19	13	7	17.8	50% CO_2	8	12	27.9	13	8	9	100% CO2	8	12	4.4000000000000004	12.3	15	36.6	27.9	27.9	18.5	1.2	9.1999999999999993	3.3	11.5	15	23.1	17	22	20	13.6	18	This work	0.85	30	This work 50%	0.85	44	This work 100%	0.85	20	SEI (J/cm3)

Efficiency (%)

17 kV	125	62	31	15.5	5.3869999999999996	4.1929999999999996	2.7149999999999999	1.5529999999999999	15 kV	125	62	31	15.5	5.9130000000000003	4.22	2.6120000000000001	1.61	12 kV	125	62	31	15.5	5.0110000000000001	4.2359999999999998	2.7069999999999999	1.61	Residence time (s)

Conversion (%)


v5	125	62	31	15.5	8.4969999999999999	5.9630000000000001	3.9129999999999998	2.09	v3	125	62	31	15.5	8.4019999999999992	6.1550000000000002	3.9060000000000001	2.0910000000000002	v1	125	62	31	15.5	8.4779999999999998	6.0810000000000004	4.1399999999999997	2.089	Residence time (s)

Conversion (%)

v5	125	62	31	15.5	9.2490000000000006	7.21	4.9379999999999997	3.0249999999999999	v3	125	62	31	15.5	9.8680000000000003	7.2220000000000004	4.9390000000000001	3.0510000000000002	v1	125	62	31	15.5	9.9589999999999996	7.2720000000000002	5.0330000000000004	3.141	Residence time (s)

Conversion (%)

v5	125	62	31	15.5	15.364000000000001	12.265000000000001	9.8620000000000001	5.4450000000000003	v3	125	62	31	15.5	15.385999999999999	12.632999999999999	9.8859999999999992	5.17	v1	125	62	31	15.5	14.941000000000001	13.429	9.9049999999999994	5.3979999999999997	Residence time (s)

Conversion (%)

v5	125	62	31	15.5	21.866	17.873999999999999	14.138999999999999	9.173	v3	125	62	31	15.5	21.867999999999999	18.248999999999999	14.438000000000001	8.8970000000000002	v1	125	62	31	15.5	22.238	18.323	14.121	9.077	Residence time (s)

Conversion (%)

1717 Hz 	&	 17 kV	0	25	50	75	90	5.3869999999999996	6.3727499999999999	4.6245000000000003	3.8410000000000002	2.1865999999999999	1717 Hz 	&	 15 kV	0	25	50	75	90	5.9130000000000003	6.301499999999999	4.9340000000000002	3.8464999999999998	2.1867999999999999	1717 Hz 	&	 12 kV	0	25	50	75	90	5.0110000000000001	6.3584999999999994	4.9794999999999998	3.7352500000000002	2.2238000000000002	Argon percentage in feed 

Effective Conversion (%)


1717 Hz	125	62	31	15.5	5.3869999999999996	4.1929999999999996	2.7149999999999999	1.5529999999999999	855 Hz	125	62	31	15.5	3.4860000000000002	2.1749999999999998	1.1619999999999999	0.64400000000000002	65 Hz	125	62	31	15.5	0.45600000000000002	0	0	0	Residence time (s)

Conversion (%)

1717 Hz	125	62	31	15.5	8.4969999999999999	5.9630000000000001	3.9129999999999998	2.09	855 Hz	125	62	31	15.5	4.13	3.0089999999999999	1.7589999999999999	0.98099999999999998	65 Hz	125	62	31	15.5	0.66700000000000004	0.24099999999999999	0	0	Residence time (s)

Conversion (%)

1717 Hz	125	62	31	15.5	9.2490000000000006	7.21	4.9379999999999997	3.0249999999999999	855 Hz	125	62	31	15.5	5.5430000000000001	3.8620000000000001	2.1960000000000002	1.423	65 Hz	125	62	31	15.5	0.71499999999999997	0.36499999999999999	0.215	0.115	Residence time (s)

Conversion (%)

1717 Hz	125	62	31	15.5	21.866	17.873999999999999	14.138999999999999	9.173	855 Hz	125	62	31	15.5	17.300999999999998	10.597	8.2170000000000005	4.9800000000000004	65 Hz	125	62	31	15.5	2.5750000000000002	2.0579999999999998	0.96299999999999997	0.41699999999999998	Residence time (s)

Conversion (%)

1717 Hz	125	62	31	15.5	15.364000000000001	12.265000000000001	9.8620000000000001	5.4450000000000003	855 Hz	125	62	31	15.5	9.7940000000000005	7.22	4.5250000000000004	2.4159999999999999	65 Hz	125	62	31	15.5	0.67500000000000004	0.54300000000000004	0.19	0.14599999999999999	Residence time (s)

Conversion (%)

1717 Hz 	&	 17 kV	0	25	50	75	90	5.3869999999999996	6.3727499999999999	4.6245000000000003	3.8410000000000002	2.1865999999999999	855 Hz 	&	 17 kV	0	25	50	75	90	3.4860000000000002	3.0975000000000001	2.7715000000000001	2.4485000000000001	1.7301	65 Hz 	&	 17 kV	0	25	50	75	90	0.45600000000000002	0.50025000000000008	0.35749999999999998	0.16875000000000001	0.25750000000000001	Argon percentage in feed 

Effective Conversion (%)


100ml/min	0	25	50	75	90	5.3869999999999996	6.3727499999999999	4.6245000000000003	3.8410000000000002	2.1865999999999999	200ml/min	0	25	50	75	90	4.1929999999999996	4.4722499999999998	3.605	3.0662500000000001	1.7873999999999999	400ml/min	0	25	50	75	90	2.7149999999999999	2.9347499999999997	2.4689999999999999	2.4655	1.4138999999999999	800ml/min	0	25	50	75	90	1.5529999999999999	1.5674999999999999	1.5125	1.3612500000000001	0.9173	Argon percentage in feed 

Effective Conversion (%)


Conversion	0	25	50	75	90	4.1929999999999996	5.9630000000000001	7.21	12.265000000000001	17.873999999999999	0	25	50	75	90	0	25	50	75	90	4.1929999999999996	4.4722499999999998	3.605	3.0662500000000001	1.7873999999999999	Argon percentage in feed 

Absolute Conversion (%)

Effective Conversion (%)

100ml/min	0	25	50	75	90	46.58	63.73	53.62	41.98	24.63	Argon percentage in feed 

Efficiency (%)


12.5 mm	0	25	50	75	90	46.58	63.73	53.62	41.98	24.63	15 mm	0	25	50	75	90	18.8352	18.211400000000001	24.3705	11.2254	11.0204	Argon percentage in feed 

Efficiency (%)


17 kV	100	50	25	12.5	1.968	1.3819999999999999	2.1230000000000002	1.1479999999999999	15 kV	100	50	25	12.5	1.7250000000000001	1.208	1.8740000000000001	1.0649999999999999	12 kV	100	50	25	12.5	1.516	1.6180000000000001	1.998	0.93100000000000005	Residence time (s)

Conversion (%)

v5	100	50	25	12.5	2.2829999999999999	2.9910000000000001	2.048	1.3220000000000001	v3	100	50	25	12.5	2.2999999999999998	2.8679999999999999	2.0659999999999998	1.095	v1	100	50	25	12.5	2.3119999999999998	2.9039999999999999	2.0030000000000001	1.071	Residence time (s)

Conversion (%)

v5	100	50	25	12.5	2.8679999999999999	2.7850000000000001	2.67	1.835	v3	100	50	25	12.5	2.577	2.7330000000000001	2.3029999999999999	1.4139999999999999	v1	100	50	25	12.5	2.5609999999999999	2.6419999999999999	2.2690000000000001	1.4359999999999999	Residence time (s)

Conversion (%)

v5	100	50	25	12.5	5.3620000000000001	5.32	4.3520000000000003	2.5190000000000001	v3	100	50	25	12.5	5.1180000000000003	5.0110000000000001	4.12	2.4209999999999998	v1	100	50	25	12.5	4.7699999999999996	5.2119999999999997	4.1890000000000001	2.403	Residence time (s)

Conversion (%)

v5	100	50	25	12.5	5.2750000000000004	7.3029999999999999	8.9600000000000009	6.2859999999999996	v3	100	50	25	12.5	5.2069999999999999	7.3869999999999996	8.8610000000000007	5.8239999999999998	v1	100	50	25	12.5	5.0439999999999996	6.3730000000000002	Residence time (s)

Conversion (%)

1717 Hz 	&	 17 kV	0	25	50	75	90	1.968	1.71225	1.4339999999999999	1.3405	0.52750000000000008	1717 Hz 	&	 15 kV	0	25	50	75	90	1.7250000000000001	1.7249999999999999	1.2885	1.2795000000000001	0.52070000000000005	1717 Hz 	&	 12 kV	0	25	50	75	90	1.516	1.734	1.2805	1.1924999999999999	0.50439999999999996	Argon percentage in feed 

Effective Conversion (%)


1717 Hz	100	50	25	12.5	1.968	1.3819999999999999	2.1230000000000002	1.1479999999999999	855 Hz	100	50	25	12.5	1.4319999999999999	0.63	0.82899999999999996	0.30199999999999999	65 Hz	100	50	25	12.5	0	0	0	0	Residence time (s)

Conversion (%)


1717 Hz	100	50	25	12.5	2.2829999999999999	2.9910000000000001	2.048	1.3220000000000001	855 Hz	100	50	25	12.5	2.0390000000000001	1.766	1.266	0.55800000000000005	65 Hz	100	50	25	12.5	0.311	7.3999999999999996E-2	7.0000000000000007E-2	0	Residence time (s)

Conversion (%)

1717 Hz	100	50	25	12.5	2.8679999999999999	2.7850000000000001	2.67	1.835	855 Hz	100	50	25	12.5	2.0049999999999999	2.1190000000000002	1.45	0.88100000000000001	65 Hz	100	50	25	12.5	0.52700000000000002	0.28399999999999997	9.9000000000000005E-2	0.17	Residence time (s)

Conversion (%)

1717 Hz	100	50	25	12.5	5.3620000000000001	5.32	4.3520000000000003	2.5190000000000001	855 Hz	100	50	25	12.5	3.39	3.1030000000000002	2.0339999999999998	1.0860000000000001	65 Hz	100	50	25	12.5	0.626	0.25	0.23	0.15	Residence time (s)

Conversion (%)

1717 Hz	100	50	25	12.5	5.2750000000000004	7.3029999999999999	8.9600000000000009	6.2859999999999996	855 Hz	100	50	25	12.5	4.2709999999999999	3.8490000000000002	4.4009999999999998	2.6269999999999998	65 Hz	100	50	25	12.5	0.995	0.57499999999999996	0.85399999999999998	0.45800000000000002	Residence time (s)

Conversion (%)

1717 Hz 	&	 17 kV	0	25	50	75	90	1.968	1.71225	1.4339999999999999	1.3405	0.52750000000000008	855 Hz 	&	 17 kV	0	25	50	75	90	1.4319999999999999	1.5292500000000002	1.0024999999999999	0.84750000000000003	0.42710000000000004	65 Hz 	&	 17 kV	0	25	50	75	90	0	0.23325000000000001	0.26350000000000001	0.1565	9.9500000000000005E-2	Argon percentage in feed 

Effective Conversion (%)


100ml/min	0	25	50	75	90	1.968	1.71225	1.4339999999999999	1.3405	0.52750000000000008	200ml/min	0	25	50	75	90	1.3819999999999999	2.2432500000000002	1.3925000000000001	1.33	0.73030000000000006	400ml/min	0	25	50	75	90	2.1230000000000002	1.536	1.335	1.0880000000000001	0.89600000000000013	800ml/min	0	25	50	75	90	1.1479999999999999	0.99150000000000005	0.91749999999999998	0.62975000000000003	0.62860000000000005	Argon percentage in feed 

Effective Conversion (%)


Conversion	0	25	50	75	90	1.3819999999999999	2.9910000000000001	2.7850000000000001	5.32	7.3029999999999999	0 25 50 75 90	0	25	50	75	90	1.3819999999999999	2.2432500000000002	1.3925000000000001	1.33	0.73030000000000006	Argon percentage in feed 

Absolute Conversion (%)

Effective Conversion (%)

12.5 mm	0	25	50	75	90	5.3869999999999996	6.3727499999999999	4.6245000000000003	3.8410000000000002	2.1865999999999999	10 mm	0	25	50	75	90	1.968	1.71225	1.4339999999999999	1.3405	0.52750000000000008	15 mm	0	25	50	75	90	1.8680000000000001	2.5147500000000003	2.5594999999999999	2.1447500000000002	1.5796000000000001	Argon percentage in feed 

Effective conversion (%)


12.5 mm	125	62	31	15.5	5.3869999999999996	4.1929999999999996	2.7149999999999999	1.5529999999999999	10 mm	100	50	25	12.5	1.968	1.3819999999999999	2.1230000000000002	1.1479999999999999	15 mm	150	75	37.5	18.75	2.7309999999999999	0.54800000000000004	0.80500000000000005	0.25	Residence Time (s)

Effective conversion (%)


17 kV	180	90	45	22.5	1.5549999999999999	1.377	0.79600000000000004	15 kV	180	90	45	22.5	0.85499999999999998	0.84199999999999997	0.44600000000000001	12 kV	180	90	45	22.5	0.82699999999999996	0.69099999999999995	0.441	Residence time (s)

Conversion (%)

v5	180	90	45	22.5	9.0749999999999993	8.3109999999999999	5.3220000000000001	v3	180	90	45	22.5	6.3179999999999996	5.6740000000000004	2.9820000000000002	v1	180	90	45	22.5	5.7389999999999999	4.7350000000000003	2.5419999999999998	Residence time (s)

Conversion (%)

v5	180	90	45	22.5	7.7050000000000001	3.7480000000000002	2.4590000000000001	v3	180	90	45	22.5	3.101	2.548	1.512	v1	180	90	45	22.5	3.0659999999999998	2.41	1.2430000000000001	Residence time (s)

Conversion (%)

v5	180	90	45	22.5	4.3029999999999999	4.0780000000000003	2.5470000000000002	v3	180	90	45	22.5	3.6349999999999998	2.9289999999999998	1.607	v1	180	90	45	22.5	3.544	2.9239999999999999	1.53	Residence time (s)

Conversion (%)

v5	180	90	45	22.5	6.8719999999999999	7.3579999999999997	5.4240000000000004	v3	180	90	45	22.5	6.4429999999999996	5.9020000000000001	4.0949999999999998	v1	180	90	45	22.5	6.3079999999999998	5.6669999999999998	3.9409999999999998	Residence time (s)

Conversion (%)

v5	180	90	45	22.5	5.5209999999999999	5.1319999999999997	4.17	v3	180	90	45	22.5	5.1710000000000003	4.367	3.3650000000000002	v1	180	90	45	22.5	5.2220000000000004	4.3449999999999998	3.306	Residence time (s)

Conversion (%)

1717 Hz 	&	 17 kV	0	20	40	50	60	87.5	1.5549999999999999	7.26	3.0820000000000003	2.1515	2.7488000000000001	0.69012499999999999	1717 Hz 	&	 15 kV	0	20	40	50	60	87.5	0.85499999999999998	5.0544000000000002	1.8605999999999998	1.8174999999999999	2.5771999999999999	0.64637500000000003	1717 Hz 	&	 12 kV	0	20	40	50	60	87.5	0.82699999999999996	4.1776000000000009	3.7847999999999997	1.772	1.2263999999999999	0.71737499999999998	Nitrogen percentage in feed 

Effective Conversion (%)


1717 Hz	180	90	45	22.5	1.5549999999999999	1.377	0.79600000000000004	855 Hz	180	90	45	22.5	0.85499999999999998	0.84199999999999997	0.44600000000000001	65 Hz	180	90	45	22.5	0.82699999999999996	0.69099999999999995	0.441	Residence time (s)

Conversion (%)

1717 Hz	180	90	45	22.5	9.0749999999999993	8.3109999999999999	5.3220000000000001	855 Hz	180	90	45	22.5	6.3179999999999996	5.6740000000000004	2.9820000000000002	65 Hz	180	90	45	22.5	5.7389999999999999	4.7350000000000003	2.5419999999999998	Residence time (s)

Conversion (%)

1717 Hz	180	90	45	22.5	7.7050000000000001	3.7480000000000002	2.4590000000000001	855 Hz	180	90	45	22.5	3.101	2.548	1.512	65 Hz	180	90	45	22.5	3.0659999999999998	2.41	1.2430000000000001	Residence time (s)

Conversion (%)

1717 Hz	180	90	45	22.5	4.3029999999999999	4.0780000000000003	2.5470000000000002	855 Hz	180	90	45	22.5	3.6349999999999998	2.9289999999999998	1.607	65 Hz	180	90	45	22.5	3.544	2.9239999999999999	1.53	Residence time (s)

Conversion (%)

1717 Hz	180	90	45	22.5	6.8719999999999999	7.3579999999999997	5.4240000000000004	855 Hz	180	90	45	22.5	6.4429999999999996	5.9020000000000001	4.0949999999999998	65 Hz	180	90	45	22.5	6.3079999999999998	5.6669999999999998	3.9409999999999998	Residence time (s)

Conversion (%)

1717 Hz	180	90	45	22.5	5.5209999999999999	5.1319999999999997	4.17	855 Hz	180	90	45	22.5	5.1710000000000003	4.367	3.3650000000000002	65 Hz	180	90	45	22.5	5.2220000000000004	4.3449999999999998	3.306	Residence time (s)

Conversion (%)

1717 Hz 	&	 17 kV	0	20	40	50	60	87.5	1.5549999999999999	7.26	4.6230000000000002	2.1515	2.7488000000000001	0.69012499999999999	855 Hz 	&	 17 kV	0	20	40	50	60	87.5	0.72899999999999998	4.2296000000000005	1.5191999999999999	1.4219999999999999	2.2627999999999999	0.59487500000000004	65 Hz 	&	 17 kV	0	20	40	50	60	87.5	5.3999999999999999E-2	1.5928000000000002	0.54179999999999995	0.27450000000000002	0.65280000000000005	0.200875	Nitrogen percentage in feed 

Effective Conversion (%)


100ml/min	0	20	40	50	60	87.5	1.5549999999999999	7.26	4.6230000000000002	2.1515	2.7488000000000001	0.69012499999999999	200ml/min	0	20	40	50	60	87.5	1.377	6.6488000000000005	2.2488000000000001	2.0390000000000001	2.9432	0.64149999999999996	400ml/min	0	20	40	50	60	87.5	0.79600000000000004	4.2576000000000001	1.4754	1.2735000000000001	2.1696000000000004	0.52124999999999999	Nitrogen percentage in feed 

Effective Conversion (%)


Conversion	0	20	40	50	60	87.5	1.377	8.3109999999999999	3.7480000000000002	4.0780000000000003	7.3579999999999997	5.1319999999999997	0	25	50	75	90	0	20	40	50	60	87.5	1.377	6.6488000000000005	2.2488000000000001	2.0390000000000001	2.9432	0.64149999999999996	Nitrogen percentage in feed 

Absolute Conversion (%)

Effective Conversion (%)

100% CO2	150	75	37.5	18.75	2.7309999999999999	0.54800000000000004	0.80500000000000005	0.25	Gas expansion correction factor	150	75	37.5	18.75	1.8206666666666667	0.36533333333333334	0.53666666666666674	0.16666666666666666	75% CO2	150	75	37.5	18.75	3.3697500000000002	1.6800000000000002	0.12974999999999998	0.72899999999999998	50% CO2	150	75	37.5	18.75	3.206	2.3769999999999998	1.5255000000000001	0.61150000000000004	25% CO2	150	75	37.5	18.75	1.8614999999999999	1.9744999999999999	2.1360000000000001	0.38074999999999998	10% CO2	150	75	37.5	18.75	1.4434	1.5944000000000003	0.89970000000000006	0.88610000000000011	Residence time (s)
Effective Conversion (%)
75% CO2	150	75	37.5	18.75	3.3697500000000002	1.6800000000000002	0.12974999999999998	0.72899999999999998	Gas expansion correction factor	150	75	37.5	18.75	2.4777573529411763	1.2352941176470589	9.5404411764705863E-2	0.53602941176470587	100% CO2	150	75	37.5	18.75	2.7309999999999999	0.54800000000000004	0.80500000000000005	0.25	50% CO2	150	75	37.5	18.75	3.206	2.3769999999999998	1.5255000000000001	0.61150000000000004	25% CO2	150	75	37.5	18.75	1.8614999999999999	1.9744999999999999	2.1360000000000001	0.38074999999999998	10% CO2	150	75	37.5	18.75	1.4434	1.5944000000000003	0.89970000000000006	0.88610000000000011	Residence time (s)
Effective Conversion (%)
50% CO2	150	75	37.5	18.75	3.206	2.3769999999999998	1.5255000000000001	0.61150000000000004	Gas expansion correction factor	150	75	37.5	18.75	2.6716666666666669	1.9808333333333332	1.2712500000000002	0.50958333333333339	100% CO2	150	75	37.5	18.75	2.7309999999999999	0.54800000000000004	0.80500000000000005	0.25	75% CO2	150	75	37.5	18.75	3.3697500000000002	1.6800000000000002	0.12974999999999998	0.72899999999999998	25% CO2	150	75	37.5	18.75	1.8614999999999999	1.9744999999999999	2.1360000000000001	0.38074999999999998	10% CO2	150	75	37.5	18.75	1.4434	1.5944000000000003	0.89970000000000006	0.88610000000000011	Residence time (s)
Effective Conversion (%)
25% CO2	150	75	37.5	18.75	1.8614999999999999	1.9744999999999999	2.1360000000000001	0.38074999999999998	Gas expansion correction factor	150	75	37.5	18.75	1.6620535714285711	1.7629464285714282	1.907142857142857	0.33995535714285707	100% CO2	150	75	37.5	18.75	2.7309999999999999	0.54800000000000004	0.80500000000000005	0.25	75% CO2	150	75	37.5	18.75	3.3697500000000002	1.6800000000000002	0.12974999999999998	0.72899999999999998	50% CO2	150	75	37.5	18.75	3.206	2.3769999999999998	1.5255000000000001	0.61150000000000004	10% CO2	150	75	37.5	18.75	1.4434	1.5944000000000003	0.89970000000000006	0.88610000000000011	Residence time (s)
Effective Conversion (%)
10% CO2	150	75	37.5	18.75	1.4434	1.5944000000000003	0.89970000000000006	0.88610000000000011	Gas expansion correction factor	150	75	37.5	18.75	1.3878846153846154	1.5330769230769232	0.8650961538461539	0.85201923076923081	100% CO2	150	75	37.5	18.75	2.7309999999999999	0.54800000000000004	0.80500000000000005	0.25	75% CO2	150	75	37.5	18.75	3.3697500000000002	1.6800000000000002	0.12974999999999998	0.72899999999999998	50% CO2	150	75	37.5	18.75	3.206	2.3769999999999998	1.5255000000000001	0.61150000000000004	25% CO2	150	75	37.5	18.75	1.8614999999999999	1.9744999999999999	2.1360000000000001	0.38074999999999998	Residence time (s)
Effective Conversion (%)
Old wire	150	75	37.5	18.75	2.7309999999999999	0.54800000000000004	0.80500000000000005	0.25	New Wire	150	75	37.5	18.75	1.8680000000000001	1.639	0.98	0.46700000000000003	New wire repeat	150	75	37.5	18.75	1.5549999999999999	1.377	0.79600000000000004	0.46700000000000003	Residence time (s)

Conversion (xeff)



Old wire	0.35620000000000002	0.1401	8.5099999999999995E-2	3.1800000000000002E-2	22.896799999999999	11.679399999999999	28.242599999999999	23.485700000000001	New wire	0.35620000000000002	0.1401	8.5099999999999995E-2	3.1800000000000002E-2	15.6614	34.9315	34.382300000000001	43.871200000000002	New wire repeat	0.35620000000000002	0.1401	8.5099999999999995E-2	3.1800000000000002E-2	13.0372	29.347000000000001	27.9268	43.871200000000002	SEI (eV/molecule)
Energy efficiency (%)
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