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Abstract

In broadband wireless multicarrier communication systems, intersymbol interference

(ISI) and intercarrier interference (ICI) should be reduced. In orthogonal frequency di-

vision multiplexing (OFDM), the cyclic prefix (CP) guarantees to reduce the ISI inter-

ference. However, the CP reduces spectral and power efficiency. In this thesis, iterative

interference cancellation (IIC) with iterative decoding is used to reduce ISI and ICI from

the received signal in multicarrier modulation (MCM) systems. Alternative schemes as

well as OFDM with insufficient CP are considered; filter bank multicarrier (FBMC/Offset

QAM) and discrete wavelet transform based multicarrier modulation (DWT-MCM). IIC

is applied in these different schemes. The required components are calculated from either

the hard decision of the demapper output or the estimated decoded signal. These compo-

nents are used to improve the received signal. Channel estimation and data detection are

very important parts of the receiver design of the wireless communication systems. Itera-

tive channel estimation using Wiener filter channel estimation with known pilots and IIC

is used to estimate and improve data detection. Scattered and interference approximation

method (IAM) preamble pilot are using to calculate the estimated values of the channel

coefficients. The estimated soft decoded symbols with pilot are used to reduce the ICI and

ISI and improve the channel estimation. The combination of Multi-Input Multi-Output

MIMO and OFDM enhances the air-interface for the wireless communication system. In

a MIMO-MCM scheme, IIC and MIMO-IIC-based successive interference cancellation

(SIC) are proposed to reduce the ICI/ISI and cross interference to a given antenna from

the signal transmitted from the target and the other antenna respectively. The number

of iterations required can be calculated by analysing the convergence of the IIC with the

help of EXtrinsic Information Transfer (EXIT) charts. A new EXIT approach is proposed

to provide a means to define performance for a given outage probability on quasi-static

channels.

Yahya J. Harbi, Ph.D. Thesis, Department of Electronic Engineering, University of York

ii

2017



Contents

Abstract ii

List of Tables viii

List of Figures x

Acknowledgements xxii

Declaration xxiii

1 Introduction 1

1.1 Overview and Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Aims . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.4 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.5 Publication List . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2 Background 8

Yahya J. Harbi, Ph.D. Thesis, Department of Electronic Engineering, University of York

iii

2017



2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.2 Orthogonal Frequency Division Multiplexing (OFDM) . . . . . . . . . . 9

2.3 Discrete Wavelet Transform based MCM (DWT-MCM) . . . . . . . . . . 11

2.3.1 Discrete Wavelet . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.3.2 Reconstruction and Decomposition Algorithms . . . . . . . . . . 17

2.3.3 Wavelet and Inverse Wavelet Transform Matrices . . . . . . . . . 23

2.4 Filter Bank Multi-Carrier/Offset Quadrature Amplitude Modulation

(FBMC/OQAM) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.4.1 OQAM Pre/Post-Processing . . . . . . . . . . . . . . . . . . . . 28

2.4.2 Synthesis and Analysis Filter Bank (SFB / AFB) . . . . . . . . . 29

2.5 Long Term Evolution (LTE) . . . . . . . . . . . . . . . . . . . . . . . . 32

2.6 Channel Modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

2.6.1 Clarke’s Channel Model . . . . . . . . . . . . . . . . . . . . . . 35

2.6.2 Jakes’ Channel Model . . . . . . . . . . . . . . . . . . . . . . . 36

2.6.3 LTE Channel Profiles . . . . . . . . . . . . . . . . . . . . . . . . 38

2.7 Low-Density Parity-Check (LDPC) Code . . . . . . . . . . . . . . . . . 38

2.7.1 LDPC Code Representation . . . . . . . . . . . . . . . . . . . . 39

2.7.2 Sum-Product Decoding Algorithm (SPA) . . . . . . . . . . . . . 40

2.8 PAPR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42



2.9 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3 Iterative Interference Cancellation based MCM (IIC-MCM) 47

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.2 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.3 IIC-MCM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.4 Computational Complexity . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.5 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.5.1 Uncoded Systems . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.5.2 Coded Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4 Wiener Filter Channel Estimation based IIC-MCM 75

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.2 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.3 Wiener Filter Channel Estimation . . . . . . . . . . . . . . . . . . . . . 79

4.4 FBMC/OQAM Channel Estimation . . . . . . . . . . . . . . . . . . . . 81

4.5 Computational Complexity . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.6 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95



5 MIMO systems based on IIC-MCM 97

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5.2 MIMO Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

5.2.1 Linear MIMO Detection . . . . . . . . . . . . . . . . . . . . . . 99

5.2.2 Successive Interference Cancellation (SIC) Detection . . . . . . . 101

5.3 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

5.3.1 Using Linear MIMO Detection . . . . . . . . . . . . . . . . . . . 104

5.3.2 Using SIC Detection . . . . . . . . . . . . . . . . . . . . . . . . 109

5.4 Computational Complexity . . . . . . . . . . . . . . . . . . . . . . . . . 112

5.4.1 Complexity of ZF MIMO Detection . . . . . . . . . . . . . . . . 112

5.4.2 Complexity of ZF with SIC MIMO Detection . . . . . . . . . . . 113

5.4.3 Complexity of MMSE Linear Detection and MMSE with SIC

MIMO Detection . . . . . . . . . . . . . . . . . . . . . . . . . . 113

5.4.4 Complexity of Linear and SIC Detections based IIC . . . . . . . 114

5.5 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

5.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

6 Convergence Analysis 121

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

6.2 Convergence Analysis of SISO Systems . . . . . . . . . . . . . . . . . . 123



6.3 Convergence Analysis of MIMO Systems . . . . . . . . . . . . . . . . . 125

6.4 Simulation results of SISO systems . . . . . . . . . . . . . . . . . . . . . 126

6.5 Simulation results of MIMO systems . . . . . . . . . . . . . . . . . . . . 137

6.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

7 Conclusions and Future Work 142

7.1 Summary of the Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

7.2 General conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

7.3 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

Glossary 147

Bibliography 151

Appendix A 172

A.1 Uncoded systems: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172



List of Tables

2.1 LTE Channel Delay and Power Profile . . . . . . . . . . . . . . . . . . . 38

3.1 Abbreviations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.2 Simulation Parameters Definition . . . . . . . . . . . . . . . . . . . . . . 59

3.3 Simulation results for uncoded systems based IIC . . . . . . . . . . . . . 66

3.4 Simulation results for LDPC-MCM systems (Case I) based IIC . . . . . . 69

3.5 Simulation results for LDPC OFDM and FBMC/OQAM systems (Case II) 71

3.6 Simulation results for LDPC OFDM and DWT/MCM systems (Case II) . 73

4.1 Simulation Parameters Definition . . . . . . . . . . . . . . . . . . . . . . 86

4.2 Simulation results for LDPC OFDM and FBMC/OQAM systems using

scattered pilots channel estimation with 7 IIC-Itrs . . . . . . . . . . . . . 90

5.1 Simulation Parameters Definition for the MIMO-MCM . . . . . . . . . . 115

5.2 Simulation results for 2 × 2 and 2 × 4 MIMO-OFDM and MIMO-

FBMC/OQAM systems using linear and SIC detections with 4-QAM and

16-QAM over EVA channel. . . . . . . . . . . . . . . . . . . . . . . . . 119

Yahya J. Harbi, Ph.D. Thesis, Department of Electronic Engineering, University of York

viii

2017



6.1 EVA/ETU-LTE downlink channel impulse response ht . . . . . . . . . . 127

6.2 EVA-LTE downlink channel impulse response (ht) for MIMO systems . . 137

A.1 FER simulation results for MCM systems . . . . . . . . . . . . . . . . . 180



List of Figures

2.1 Typical block diagram of FFT-OFDM transceiver. . . . . . . . . . . . . . 11

2.2 Typical block diagram of DWT-MCM transceiver. . . . . . . . . . . . . . 13

2.3 The decomposition (analysis) and reconstruction (synthesis) filters’ im-

pulse responses of the Daubechies (db2 and db4). . . . . . . . . . . . . . 16

2.4 Scaling and Wavelet Functions for different types of wavelet transform. . 16

2.5 Wavelet modulation (IDWT reconstruction algorithm) implementation

using filter banks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.6 Wavelet demodulation (DWT decomposition algorithm) implementation

using filter banks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.7 IDWT process when J0 = 0, J = 3, L = 3, and scale index j = 0, 1, 2. . . 18

2.8 IDWT variants when J0 = 0, J = 3, L = 3, and scale index j = 0, 1, 2. . 19

2.9 DWT process when J0 = 0, J = 3, L = 3, and scale index j = 0, 1, 2. . . 19

2.10 DWT variants when J0 = 0, J = 3, L = 3, and scale index j = 0, 1, 2. . . 19

2.11 IDWT process when J0 = 1, J = 3, L = 2, and scale index j = 1, 2. . . . 20

2.12 IDWT variants when J0 = 1, J = 3, L = 2, and scale index j = 1, 2. . . . 20

Yahya J. Harbi, Ph.D. Thesis, Department of Electronic Engineering, University of York

x

2017



2.13 DWT process when J0 = 1, J = 3, L = 2, and scale index j = 1, 2. . . . 21

2.14 DWT variants when J0 = 1, J = 3, L = 2, and scale index j = 1, 2. . . . 21

2.15 IDWT process when J0 = 2, J = 3, L = 1, and scale index j = 2. . . . . 21

2.16 IDWT variants when J0 = 2, J = 3, L = 1, and scale index j = 2. . . . . 22

2.17 DWT process when J0 = 2, J = 3, L = 1, and scale index j = 2. . . . . 22

2.18 DWT variants when J0 = 2, J = 3, L = 1, and scale index j = 2. . . . . 22

2.19 Typical block diagram of FBMC/OQAM transceiver. . . . . . . . . . . . 27

2.20 Normalized power spectral density (PSD) in the 8th subcarrier of the

transmitted signal for the OFDM and FBMC/OQAM systems. . . . . . . 29

2.21 Structure of LTE sub-frame with two Resource Blocks (RBs). . . . . . . 34

2.22 LDPC code representation, (a) HP matrix representation, (b) Tanner graph. 39

2.23 Block diagram of LDPC decoder. . . . . . . . . . . . . . . . . . . . . . . 41

2.24 Tanner graph of iterative decoding between VND and CND. . . . . . . . 41

2.25 PAPR performance of the OFDM, FBMC/OQAM, and DWT-MCM with

different variants and different wavelet families using QPSK constellation. 43

2.26 PAPR performance of the OFDM, FBMC/OQAM, and DWT-MCM with

different variants and different wavelet families using 16-QAM constella-

tion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

2.27 PAPR performance of the OFDM, FBMC/OQAM, and DWT-MCM with

different variants and different wavelet families using 64-QAM constella-

tion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44



2.28 PAPR performance of the DWT-MCM system with different wavelet fam-

ilies using different modulation orders at L=1. . . . . . . . . . . . . . . . 45

3.1 Effect of the multipath propagation on the received data symbols with

sufficient CP: (a) linear convolution with CP, (b) after CP removal. . . . . 50

3.2 Effect of the multipath propagation on the received data symbols with no

CP: (a) linear convolution with ISI to be removed, (b) estimated signal to

be added. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.3 Receiver side of the proposed IIC scheme of the LDPC-MCM systems

using hard decisions of the demaper output. . . . . . . . . . . . . . . . . 53

3.4 Basic configuration diagram of the iterative interference cancellation of

FBMC/OQAM system. . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.5 Basic configuration diagram of the iterative interference cancellation of

DWT-MCM system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.6 Number of real multiplications vs the number of subcarriers for MCM

systems. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.7 BER curves for SISO-OFDM, SISO-FBMC/OQAM, and SISO-DWT-

MCM systems using ZF equaliser with 4-QAM modulation over (EVA)

LTE channel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.8 BER curves for SISO-OFDM, SISO-FBMC/OQAM, and SISO-DWT-

MCM systems using ZF equaliser with 16-QAM modulation over (EVA)

LTE channel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.9 BER curves for SISO-OFDM, SISO-FBMC/OQAM, and SISO-DWT-

MCM systems using MMSE equaliser with 4-QAM modulation over

(EVA) LTE channel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61



3.10 BER curves for SISO-OFDM, SISO-FBMC/OQAM, and SISO-DWT-

MCM systems using MMSE equaliser with 16-QAM modulation over

(EVA) LTE channel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

3.11 BER curves for SISO-DWT-MCM system using wavelet domain

equaliser with 16-QAM and 4-QAM modulation over (EVA) LTE channel. 62

3.12 BER curves for SISO-DWT-MCM system with different scales levels

of Haar wavelet using MMSE equaliser with 16-QAM modulation over

(EVA) LTE channel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.13 BER curves for SISO-OFDM system with different modulation orders

and Doppler frequencies over EVA/ETU channel. (a) ZF-Equaliser (b)

MMSE-Equaliser. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.14 BER curves for SISO-FBMC/OQAM system with different modulation

orders and Doppler frequencies over EVA/ETU channel. (a) ZF-Equaliser

(b) MMSE-Equaliser. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.15 BER curves for SISO-DWT/MCM system with different modulation or-

ders and Doppler frequencies over EVA/ETU channel using Daubechies

(db4) wavelet with L=1. (a) ZF-Equaliser (b) MMSE-Equaliser. . . . . . 65

3.16 BER performance of the LDPC-OFDM system Case I using demapping

hard decision output with QPSK at 5Hz Doppler frequency over EVA LTE

(a) ZF equaliser (b) MMSE equaliser. . . . . . . . . . . . . . . . . . . . 67

3.17 BER performance of the LDPC-FBMC/OQAM system Case I using

demapping hard decision output with 4-QAM/16-QAM at 5Hz/70Hz

Doppler frequency over EVA LTE (a) ZF equaliser (b) MMSE equaliser. . 67

3.18 BER curves for LDPC-OFDM (Case I) system with different modulation

orders and Doppler frequencies over EVA/ETU channel. (a) ZF-Equaliser

(b) MMSE-Equaliser. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68



3.19 BER curves for LDPC-FBMC/OQAM (Case I) system with different

modulation orders and Doppler frequencies over EVA/ETU channel. (a)

ZF-Equaliser (b) MMSE-Equaliser. . . . . . . . . . . . . . . . . . . . . . 68

3.20 BER curves for LDPC-DWT/MCM (Case I) system with different mod-

ulation orders and Doppler frequencies over EVA/ETU channel using

Daubechies (db4) wavelet with L=6. (a) ZF-Equaliser (b) MMSE-Equaliser. 69

3.21 BER curves for LDPC-OFDM (Case II) system with different modulation

orders and Doppler frequencies over EVA channel. (a) ZF-Equaliser (b)

MMSE-Equaliser. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

3.22 BER curves for LDPC-FBMC/OQAM (Case II) system with different

modulation orders and Doppler frequencies over EVA/ETU channel. (a)

ZF-Equaliser (b) MMSE-Equaliser. . . . . . . . . . . . . . . . . . . . . . 71

3.23 BER performance of the LDPC-OFDM system using soft decoding output

with 16QAM at 70Hz Doppler frequency over ETU LTE (a) ZF equaliser

(b) MMSE equaliser. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.24 BER curves for LDPC-DWT/MCM (Case II) system with different mod-

ulation orders and Doppler frequencies over EVA/ETU channel using

Daubechies (db4) wavelet with L=6. (a) ZF-Equaliser (b) MMSE-Equaliser. 72

4.1 POP, IAM-R, IAM-C, and E-IAM-C preamble structures. . . . . . . . . . 77

4.2 Receiver side of the iterative channel estimation of the LDPC-

FBMC/OQAM system using Wiener filter channel estimation. . . . . . . 78

4.3 Wiener filtering. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.4 Pilot and data symbols positions for each subframe in SISO-OFDM-FFT

system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81



4.5 Pilot and data symbols positions for each subframe in FBMC/OQAM sys-

tem. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.6 Pilot and data symbols positions for each subframe in SISO-

FBMC/OQAM system using 1-IAM preamble per slot. . . . . . . . . . . 84

4.7 BER curves for LDPC-OFDM system with different modulation orders

and Doppler frequencies over EVA/ETU channel using scattered pilot

based Wiener filter channel estimation with ZF equaliser. . . . . . . . . . 87

4.8 BER curves for LDPC-FBMC/OQAM system with different modulation

orders and Doppler frequencies over EVA/ETU channel using scattered

pilot based Wiener filter channel estimation with ZF equaliser. . . . . . . 87

4.9 BER curves for LDPC-OFDM system with different modulation orders

and Doppler frequencies over EVA/ETU channel using scattered pilot

based Wiener filter channel estimation with MMSE equaliser. . . . . . . . 88

4.10 BER curves for LDPC-FBMC/OQAM system with different modulation

orders and Doppler frequencies over EVA/ETU channel using scattered

pilot based Wiener filter channel estimation with MMSE equaliser. . . . . 89

4.11 MSE curves for LDPC OFDM and FBMC/OQAM systems using 4-QAM

and 5 Hz Doppler frequencies over EVA channel with MMSE equaliser. . 91

4.12 MSE curves for LDPC OFDM and FBMC/OQAM systems using 16-

QAM and 70 Hz Doppler frequencies over EVA channel with MMSE

equaliser. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

4.13 BER curves for LDPC-FBMC/OQAM system with different modulation

orders and Doppler frequencies over EVA channel using 1-IAM preamble

per slot Wiener filter channel estimation with ZF equaliser. . . . . . . . . 92



4.14 BER curves for LDPC-FBMC/OQAM system with different modulation

orders and Doppler frequencies over EVA channel using 2-IAM preamble

per slot Wiener filter channel estimation with ZF equaliser. . . . . . . . . 93

4.15 BER curves for LDPC-FBMC/OQAM system with different modulation

orders and Doppler frequencies over EVA channel using 3-IAM preamble

per slot Wiener filter channel estimation with ZF equaliser. . . . . . . . . 93

4.16 BER curves for Un-coded FBMC/QAM system with 4-QAM over

COST207-TU6 channel using LS estimator with linear and Wiener filter

interpolations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5.1 (2× 2) MIMO channel system. . . . . . . . . . . . . . . . . . . . . . . . 101

5.2 Basic configuration diagram of proposed IIC and MIMO-IIC of LDPC-

MIMO-FBMC/OQAM system. . . . . . . . . . . . . . . . . . . . . . . . 104

5.3 SIC based IIC flowchart (case-I). . . . . . . . . . . . . . . . . . . . . . . 110

5.4 SIC based IIC flowchart (case-II). . . . . . . . . . . . . . . . . . . . . . 111

5.5 BER performance of a 2 × 2 LDPC-MIMO-OFDM and LDPC-MIMO-

FBMC/OQAM systems using linear MMSE detection over the EVA chan-

nel (a) 4-QAM and 5 Hz Doppler frequency (b) 16-QAM and 70 Hz

Doppler frequency. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

5.6 BER performance of a 2 × 2 LDPC-MIMO-OFDM and LDPC-MIMO-

FBMC/OQAM systems using linear MMSE and SIC detections with 4-

QAM and 5 Hz Doppler frequency over the EVA channel (a) SIC case-I

(b) SIC case-II. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

5.7 BER performance of a 2 × 2 LDPC-MIMO-OFDM and LDPC-MIMO-

FBMC/OQAM systems using linear MMSE and SIC detections with 4-

QAM and 5 Hz Doppler frequency over the EVA channel (a) SIC case-I

(b) SIC case-II. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117



5.8 BER performance of a 2 × 4 LDPC-MIMO-OFDM and LDPC-MIMO-

FBMC/OQAM systems using linear MMSE and with and without SIC

detections with 16-QAM and 70 Hz Doppler frequency over the EVA

channel (a) Without SIC (b) With SIC case-I. . . . . . . . . . . . . . . . 118

5.9 FER performance of a 2 × 4 LDPC-MIMO-OFDM and LDPC-MIMO-

FBMC/OQAM systems using linear MMSE and with and without SIC

detections with 16-QAM and 70 Hz Doppler frequency over the EVA

channel (a) Without SIC (b) With SIC case-I. . . . . . . . . . . . . . . . 118

6.1 Receiver side of the proposed BICM-IIC scheme of the LDPC-

FBMC/OQAM system. . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

6.2 (a) EXIT chart and the decoding trajectory of two concatenated decoders

(b) EIXT curves of Dec1 and Dec2 with different Eb/N0 and Iin values. . 125

6.3 Receiver side of the proposed BICM-IIC scheme of the 2 × 2 MIMO-

MCM systems. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

6.4 EXIT chart and the decoding trajectory of the LDPC-OFDM system

based BICM-IIC using 64QAM and MMSE equaliser (a) EVA channel

(b) ETU channel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

6.5 BER performance of the LDPC-OFDM system based BICM-IIC scheme

using 64QAM and MMSE equaliser (a) EVA channel (b) ETU channel. . 129

6.6 BER and EXIT chart with the decoding trajectory of the LDPC-OFDM

system based BICM-IIC scheme using M16r mapping with a ZF

equaliser over the EVA channel (a) EXIT chart (b) BER. . . . . . . . . . 130

6.7 BER and EXIT chart with the decoding trajectory of the LDPC-OFDM

system based BICM-IIC scheme using MSEW mapping with a ZF

equaliser over the EVA channel (a) EXIT chart (b) BER. . . . . . . . . . 130



6.8 BER performance and EXIT chart characteristics of the LDPC-

DWT/MCM system based BICM-IIC scheme using MMSE equaliser

over ETU channel (a) EXIT chart (b) BER. . . . . . . . . . . . . . . . . 131

6.9 BER performance and EXIT chart characteristics of the LDPC-

DWT/MCM system based BICM-IIC scheme using MMSE equaliser

with MSEW mapped 16-QAM over EVA channel (a) EXIT chart (b) BER. 132

6.10 EXIT chart transfer characteristics of the LDPC-FBMC/OQAM system

based BICM-IIC scheme using MMSE equaliser with Gray mapping 64-

QAM (a) EVA channel (b) ETU channel. . . . . . . . . . . . . . . . . . . 133

6.11 BER curves of the LDPC-FBMC/OQAM system based BICM-IIC

scheme using MMSE equaliser with Gray mapping 64-QAM (a) EVA

channel (b) ETU channel. . . . . . . . . . . . . . . . . . . . . . . . . . . 133

6.12 EXIT chart characteristic and BER simulation of the LDPC-

FBMC/OQAM system based BICM-IIC scheme M16r mapped 16-QAM

with ZF equaliser over EVA channel (a) EXIT chart (b) BER. . . . . . . . 134

6.13 BER performance of the LDPC-FBMC/OQAM system based BICM-IIC

scheme using MSEW mapped 16-QAM with ZF equaliser over EVA

channel (a) EXIT chart (b) BER. . . . . . . . . . . . . . . . . . . . . . . 134

6.14 Convergence analysis for the Dec1 part of the OFDM system using 50

random ETU channel with 16-QAM at 15 dB Eb/N0. . . . . . . . . . . 135

6.15 EXIT chart curves and BER performance of the LDPC-OFDM system

based BICM-IIC scheme using 90% of all cases with Gray mapped 16-

QAM and ZF equaliser over ETU channel (a) EXIT chart (b) BER. . . . . 136

6.16 EXIT chart curves and BER performance of the LDPC-FBMC/OQAM

system based BICM-IIC scheme using 90% of all cases with Gray mapped

16-QAM and ZF equaliser over ETU channel (a) EXIT chart (b) BER. . . 136



6.17 EXIT chart curves and BER performance of the LDPC-MIMO-OFDM

system based BICM-IIC scheme using linear detection with Gray mapped

16-QAM and MMSE equaliser over EVA channel (a) EXIT chart (b) BER. 138

6.18 EXIT chart curves and BER performance of the LDPC-MIMO-OFDM

system based BICM-IIC scheme using SIC detection with Gray mapped

16-QAM over EVA channel (a) EXIT chart (b) BER. . . . . . . . . . . . 138

6.19 EXIT chart curves and BER performance of the LDPC-MIMO-

FBMC/OQAM system based BICM-IIC scheme using linear detection

with Gray mapped 16-QAM and MMSE equaliser over EVA channel (a)

EXIT chart (b) BER. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

6.20 EXIT chart curves and BER performance of the LDPC-MIMO-OFDM

system based BICM-IIC scheme using linear detection with Gray mapped

16-QAM and MMSE equaliser over EVA channel (a) EXIT chart (b) BER. 140

6.21 EXIT chart curves and BER performance of the LDPC-MIMO-

FBMC/OQAM system based BICM-IIC scheme using linear detection

with Gray mapped 16-QAM and MMSE equaliser over EVA channel (a)

EXIT chart (b) BER. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

A.1 Frame error probability curves for SISO-OFDM, SISO-FBMC/OQAM,

and SISO-DWT-MCM systems using MMSE equalizer with 4-QAM

modulation over (EVA) LTE channel. . . . . . . . . . . . . . . . . . . . 173

A.2 Frame error probability curves for SISO-OFDM, SISO-FBMC/OQAM,

and SISO-DWT-MCM systems using MMSE equalizer with 16-QAM

modulation over (EVA) LTE channel. . . . . . . . . . . . . . . . . . . . 173

A.3 Frame error probability curves for SISO-DWT-MCM system using

wavelet domain equalizer with 16-QAM and 4-QAM modulation over

(EVA) LTE channel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174



A.4 Frame error probability curves for SISO-OFDM system using QPSK

modulation and 5Hz Doppler shift over (EVA) LTE channel (a) ZF-

Equalizer (b) MMSE-Equalizer. . . . . . . . . . . . . . . . . . . . . . . 175

A.5 Frame error probability curves for SISO-OFDM system using 16-QAM

modulation and 70Hz Doppler shift over (EVA) LTE channel (a) ZF-

Equalizer (b) MMSE-Equalizer. . . . . . . . . . . . . . . . . . . . . . . 176

A.6 Frame error probability curves for SISO-OFDM system using 16-QAM

modulation and 70Hz Doppler shift over (ETU) LTE channel (a) ZF-

Equalizer (b) MMSE-Equalizer. . . . . . . . . . . . . . . . . . . . . . . 176

A.7 Frame error probability curves for SISO-FBMC/OQAM system using

QPSK modulation and 5Hz Doppler shift over (EVA) LTE channel (a)

ZF-Equalizer (b) MMSE-Equalizer. . . . . . . . . . . . . . . . . . . . . 177

A.8 Frame error probability curves for SISO-FBMC/OQAM system using 16-

QAM modulation and 70Hz Doppler shift over (EVA) LTE channel (a)

ZF-Equalizer (b) MMSE-Equalizer. . . . . . . . . . . . . . . . . . . . . 177

A.9 Frame error probability curves for SISO-FBMC/OQAM system using 16-

QAM modulation and 70Hz Doppler shift over (ETU) LTE channel (a)

ZF-Equalizer (b) MMSE-Equalizer. . . . . . . . . . . . . . . . . . . . . 178

A.10 Frame error probability curves for SISO-DWT-MCM system using

Daubechies (db4) wavelet with L=1, QPSK modulation and 5Hz Doppler

shift over (EVA) LTE channel (a) ZF-Equalizer (b) MMSE-Equalizer. . . 178

A.11 Frame error probability curves for SISO-DWT-MCM system using

Daubechies (db4) wavelet with L=1, 16-QAM modulation and 70Hz

Doppler shift over (EVA) LTE channel (a) ZF-Equalizer (b) MMSE-

Equalizer. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179



A.12 Frame error probability curves for SISO-DWT-MCM system using

Daubechies (db4) wavelet with L=1, 16-QAM modulation and 70Hz

Doppler shift over (ETU) LTE channel (a) ZF-Equalizer (b) MMSE-

Equalizer. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179



Acknowledgements

I would like to show my sincere gratitude to my supervisor, Prof. Alister G. Burr, for

his support and encouragement during my PhD study. I would not be able to achieve this

progress, finish this thesis and complete my PhD study without his help and advise. I

have learned a lot of valuable information about proper research techniques and academic

writing under his supervision.

I am very grateful to my thesis advisor, Dr. Yuriy Zakharov, whose insightful discus-

sions and suggestions have benefited me.

My deep thanks to my sponsor (Ministry of Higher Education and Scientific Re-

search/IRAQ - University of Kufa) for offering me this great opportunity. I also would like

to thank Iraqi Cultural Attache/London for the appreciated support and help throughout

my PhD study.

I would also like to thank Dr. Mohammed Kashoob and other colleagues in the Com-

munications and Signal Processing Research Group for their comments, ideas and support

throughout my study.

I would like to dedicate this thesis to the memory of my late parents. Also, I would

like to dedicate it to my wife, brother, sisters, friends, and my sons. I would not be able

to complete this work without your support.

Yahya J. Harbi, Ph.D. Thesis, Department of Electronic Engineering, University of York

xxii

2017



Declaration

I declare that this thesis is a presentation of original work and I am the sole author. This

work has not previously been presented for an award at this, or any other, University.

References and acknowledgements to other researchers have been given as appropriate.

Elements of the research presented in this thesis have resulted in some publications. A

list of these publications can be found below.

Conference Papers

1. Yahya J. Harbi and Alister G. Burr, “IIC of the MIMO-FBMC/OQAM system using

linear and SIC detection schemes in LTE channel”, IEEE Wireless and Network-

ing Conference (WCNC 2018) Track 1:PHY and Fundamentals, Barcelona, Spain,

2018. (Accepted)

2. Yahya J. Harbi and Alister G. Burr, “Wiener filter channel estimation for

OFDM/OQAM with iterative interference cancellation in LTE channel”, 19th In-

ternational Conference on OFDM and Frequency Domain Technique (ICOF 2016),

pp. 17-22, Essen, Germany, August 2016.

3. Marwa Chafii, Yahya J. Harbi and Alister G. Burr, “Wavelet-OFDM vs. OFDM:

Performance Comparison”, 23rd International Conference on Telecomminications

(ICT 2016), Thessaloniki, Greece, May 2016.

4. Yahya J. Harbi and Alister G. Burr, “On ISI and ICI cancellation for FBMC/OQAM

system using iterative decoding and ML detection”, IEEE Wireless and Networking

Conference (WCNC 2016) Track 1:PHY and Fundamentals, pp. 1434-1439, Doha,

Qatar, April 2016.

Yahya J. Harbi, Ph.D. Thesis, Department of Electronic Engineering, University of York

xxiii

2017



5. Yahya J. Harbi and Alister G. Burr, “Comparison of Discrete Wavelet and FFT-

OFDM under Different Channel Conditions“, The 15th Annual PostGraduate Sym-

posium on the Convergence of Telecommunications, Networking and Broadcasting,

Liverpool, UK, 2014.

Technical Meeting Papers

1. Yahya J. Harbi and Alister G. Burr, “MIMO-FBMC/OQAM using IIC and MIMO-

IIC in LTE channel“, COST IRACON 3rd meeting, Lisbon, Portugal, February 2017.

2. Yahya J. Harbi and Alister G. Burr, “Iterative interference cancellation for FBMC

and reduced-CP OFDM“, COST IRACON 2nd meeting, Durham, UK, October

2016.



Chapter 1

Introduction

Contents
1.1 Overview and Motivation . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Aims . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.4 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.5 Publication List . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.1 Overview and Motivation

Two important criteria can determine the future success of broadband wireless commu-

nications. The first is accelerating the data rate, and the second is the quality of ser-

vice (QoS) available to the mobile user. This means that in the mobile communication

systems, the perfect receiver should be designed to reduce the interference to achieve high

spectral efficiency within the limitation of the available frequency spectrum.

The OFDM scheme has been the most popular multicarrier modulation (MCM) among

the candidates for different standards to achieve high data rate transmission [1,2]. Among

these standards are: digital audio broadcasting (DAB) [3], terrestrial digital video broad-

casting (DVB-T) [4], wireless local area network (WLANs) IEEE 802.11a/g [5,6], World-
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CHAPTER 1. INTRODUCTION 2

wide Interoperability for Microwave Access IEEE 802.16 [7–9], and Long-Term Evolu-

tion (LTE) [10,11]. There are several advantages of OFDM schemes in broadband multi-

carrier communication systems [2]. One of the most important advantages is the immunity

to frequency selective multipath channel [12,13]. Due to the use of cyclic prefix (CP) and

the low data rate on each of the sub-channels, OFDM is very resilient to inter-symbol

interference (ISI). It efficiently employs the available spectrum by using closely-spaced

overlapping sub-carriers. It requires only a simple equalisation due to the use of the mul-

tiple sub-channels. However, there are some drawbacks of the OFDM scheme. It gives

rise to a high peak-to-average power ratio (PAPR) in the transmitted signal, which re-

quires highly linear RF power amplifiers [14]. It requires a CP, which reduces spectral

and power efficiency [15]. It results in relatively large out-of-band signals which again

reduce spectral efficiency, especially when being used in narrowband spectral allocations.

It is sensitive to Doppler shifts on time-variant channels [16, 17].

Recently, orthogonal frequency divission multiple access (OFDMA) has been pro-

posed especially for LTE systems [18]. In OFDMA, a subset of subcarriers are allocated

to each user. In LTE, to reduce ICI, the signals must be synchronized at the receiver to

each user. In the network downlink, all the subcarriers are transmitted from the same

point (from the base station). That means that it is easy to synchronize the signals be-

fore reaching each user. Thus OFDMA is suitable for network downlink. In the network

uplink, the signals are transmitted separately from different nodes. This means that the

OFDMA receiver needs additional signal processing steps with significant complexity to

achieve synchronization in the received signal [19]. Hence OFDMA may not be suitable

for the network uplink [20].

As we consider a new generation, it a good time to think about alternative air-

interfaces. To achieve waveforms with better spectral containment per subcarrier in

multiuser and massive MIMO networks, fifth generation (5G) wireless systems face sig-

nificant challenges due to the limitations of OFDM in the multiuser network of future.

Some research projects like 5GNOW (http://5gnow.eu/) and PHYDYAS (http://www.ict-

phydyas.org/) have used filtering to improve the waveform spectral containment.

For these reasons, the research will consider some alternative proposals which may

address certain defects, with a view to contributing to next generation air-interface tech-
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CHAPTER 1. INTRODUCTION 3

nology. Potential approaches that will be considered for this purpose include:

• Schemes based on wavelet transforms, and variants thereof (Discrete Wavelet

Transform based multicarrier modulation (DWT-MCM));

• Filter-bank multicarrier based Offset QAM (FBMC/OQAM);

• Iterative interference cancellation (IIC)/equalisation and decoding.

1.2 Aims

In the last two decades, FBMC and DWT have attracted a lot of attention and have been

proposed as MCM candidates for broadband multicarrier communication systems. Many

researchers have introduced different proposals to improve the performance and reduce

the receiver complexity of these systems. In this thesis, design an iterative receiver is

considered for these systems as well as OFDM with insufficient CP to achieve better per-

formance and enhance the air-interface for both single-input single-output (SISO) and

MIMO schemes. In addition, we are motivated to propose a bit interleaved coded modu-

lation (BICM) based IIC scheme for quasi-static fading channel.

The aim of this work is to enhance the air-interface of broadband multicarrier commu-

nication systems. More specific objectives can then be summarised as follows:

• Using IIC to reduce the ICI/ISI interference due to the doubly-selective channel

of the SISO-DWT and SISO-FBMC/OQAM systems as well SISO-OFDM with

insufficient CP.

• Using IIC and MIMO-IIC to reduce the interference for MIMO scheme of the

FBMC/OQAM and OFDM systems.

• To calculate the required number of IIC and decoder iterations by analysing the

convergence of the IIC with the help of EXIT charts over the quasi-static fading

channel.

• To improve the channel estimation of the OFDM and FBMC/OQAM systems by

using an iterative IIC-based channel estimation scheme.
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• To reduce the equalisation complexity for the FBMC/OQAM system by using IIC

and MIMO-IIC for SISO and MIMO schemes respectively.

1.3 Contributions

The contributions of this research can be summarised as follows:

• New receivers with IIC are proposed for SISO-OFDM systems with insufficient CP,

SISO-DWT based MCM, and SISO-FBMC/OQAM systems. In these receivers, the

estimated decoded signal is used to improve the system performance by reducing

the ICI/ISI interference. In the DWT-MCM scheme, a frequency domain equaliser

is used. Low complexity equalisers are used in all these systems as in the OFDM

system. The simulation results show that the error floor is significantly improved

resulting in increase in the spectral efficiency. A good Eb/N0 gain is achieved

after some IIC iterations.

• A new convergence analysis approach of the IIC scheme is proposed for the

LDPC-OFDM, LDPC-DWT/MCM, and LDPC-FBMC/OQAM systems. In this

scheme, the convergence of the IIC is analysed with the help of an EXIT chart.

A posteriori information of the output of the decoder is used to analyse the

convergence. Then, the required number of IIC and decoder iterations for complete

interference removal is calculated. This proposal provides a means to define

performance for a given outage probability on quasi-static fading channels.

• Improve the channel estimation by using iterative IIC-based channel estimation

for SISO OFDM and FBMC/OQAM systems. At each IIC iteration, the ICI/ISI

interference are reduced from the received signal. This means that the Least-Square

(LS) vector of the channel estimation at the pilot position is updated.

• IIC and MIMO-IIC with iterative decoding are proposed for MIMO-OFDM with in-

sufficient CP and MIMO-FBMC/OQAM systems. Successive interference cancel-
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lation (SIC)-based IIC is proposed to eliminate the cross interference in the MIMO-

OFDM and MIMO-FBMC/OQAM systems. In this scheme, the same equaliser is

used for both systems. The error floor is significantly reduced and the performance

of these systems is improved.

1.4 Thesis Outline

The structure of the thesis is as follows:

• Chapter 2: Background

This chapter is devoted the introduction of the general concept of multicarrier

modulation including OFDM, DWT-MCM, and FBMC/OQAM systems. The

OFDM system and its implementation are described. The fundamental theory of

DWT, the implementation of the typical block diagram of a DWT-MCM, decom-

position and reconstruction algorithms are described. The general implementation

and fundamental theory of FDMB/OQAM is given. Furthermore, the polyphase

and prototype filter implementation of the filter bank are reviewed. The downlink

LTE frame structure, channel profiles, and simulation parameters are described.

The Clark’s and Jakes’ channel modelling are discussed. The SPA of the LDPC

decoder is briefly described. Finally, the PAPR of DWT-MCM is described and

compared with the OFDM and FBMC/OQAM systems.

• Chapter 3: Iterative Interference Cancellation based MCM (IIC-MCM)

In this chapter, iterative interference cancellation receivers are proposed for

OFDM, DWT-MCM, and FBNC/OQAM systems using the LDPC decoder under

the effect of the LTE doubly selective channel. The IIC scheme is applied to

uncoded and coded MCM systems. The bit error probability is compared with

that of the conventional OFDM system with insufficient cyclic prefix (CP) under

different environments.
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• Chapter 4: Wiener Filter Channel Estimation based IIC-MCM

In this chapter, Wiener filter based tentative channel estimation with IIC is proposed

for OFDM and FBMC/OQAM systems. This means that at each IIC iteration, the

Least-Square (LS) vector of the channel estimation at the pilot position is updated.

The basics of one and two dimensional channel estimation using the Wiener filter

are described. LTE scattered pilot-based Wiener filter channel estimation is used

with OFDM and FBMC/OQAM systems. Different patterns of IAM preamble and

scattered pilots are used with FBMC/OQAM. Interference Approximation Method

(IAM) preambles are discussed in different scenarios. Pilot-symbol aided estima-

tion is considered. Numerical results show that a significant BER improvement is

achieved for both systems by using the IIC based tentative Wiener filter channel

estimation.

• Chapter 5: MIMO Systems based IIC-MIMO

In this chapter, IIC and IIC-MIMO are proposed for MIMO-OFDM and MIMO-

FBMC/OQAM systems. The estimated decoded signals at the current and sec-

ond streams with IIC and MIMO-IIC to reduce the ICI and ISI to a given antenna

from the signal transmitted from the corresponding and other antennas respectively.

An SIC-based IIC scheme is proposed to eliminate the cross interference for both

MIMO OFDM and FBMC/OQAM systems. Different modulation orders, Doppler

frequencies with different channel parameters are used in the numerical analysis for

both systems.

• Chapter 6: Convergence Analysis

In this chapter, BICM based IIC is proposed for MCM systems over the quasi-static

fading channel. For both SISO and MIMO systems the required number of IIC

iterations to eliminate ISI and ICI and remove them from the received signal is

calculated by analysing the convergence of the IIC with the help of EXtrinsic In-

formation Transfer (EXIT) charts. Different modulation orders, mappings, Doppler

frequencies are used over different LTE channels.

• Chapter 7: Conclusions and Future Work

In this chapter, the conclusions of this thesis are presented, and directions in which

further research could be carried out are suggested.
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2.1 Introduction

Multicarrier transmission technologies provide many advantages in broadband commu-

nication systems. Multicarrier modulation (MCM) was first used in North America in

military communications in the 1950s [21].
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CHAPTER 2. BACKGROUND 9

This chapter is about MCM as broadly understood. MCM means that the data is modu-

lated onto a set of orthogonal carriers or bearers. They can take a variety of forms: for ex-

ample rectangularly pulse-shaped sine-wave for orthogonal frequency division multiplex-

ing (OFDM), filtered sine-wave for filter bank multicarrier/offset QAM (FBMC/OQAM),

and wavelet for the discrete wavelet transform based MCM (DWT-MCM).

The rest of this chapter can be organised as follows: An introduction to fundamen-

tal techniques of three different types of MCM system will be provided respectively in

Sections 2.2, 2.3, and 2.4; orthogonal frequency division multiplexing (OFDM), discrete

wavelet transform based multi-carrier modulation (DWT-MCM), filter bank multi-carrier

based offset QAM (FBMC/OQAM). The main difference between these three types is

that OFDM and FBMC/OQAM are based on a sinusoidal function whereas DWT-MCM

is based on wavelets, which are the solution to a set of recursive difference equations. In

Section 2.5 the downlink LTE propagation standard is used as an example of the appli-

cation of these techniques and it gives a framework for comparing potential alternatives

for OFDM. Clarkes and Jakes’ channel model, using the power delay profile (PDP) of the

LTE standard are presented in Section 2.6. LDPC codes and the sum-product decoding

algorithm are presented in Section 2.7. In Section 2.8, PAPR is discussed. Finally, a

summary of this chapter is given in Section 2.9.

2.2 Orthogonal Frequency Division Multiplexing

(OFDM)

Nowadays, orthogonal frequency division multiplexing (OFDM) systems are employed

in many different transmission standards: WiFi, WiMAX, DVB-T, LTE, and ADSL

[4–7, 9–11]. OFDM systems are the most popular MCM. OFDM systems are robust

in the presence of multipath frequency selective fading, have low complexity and achieve

high data rate [2, 22]. OFDM multicarrier systems have taken on an important role in

digital communication systems in order to achieve a high transmission data rate, due to

its ability to solve many of the problems of wideband digital communication systems and

eliminate the interference between symbols and adjacent subcarriers which occurs due

to the multipath and frequency selective fading. These advantages make OFDM systems
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very attractive for deployment in wireless communication systems. On the other hand,

OFDM systems have high peak to average power ratio (PAPR) compared with single

carrier transmission [22, 23].

The use of the discrete Fourier Transform (DFT) for modulation and demodulation

was introduced in [24]. In the last two decades, DFT has been used in the implementation

of OFDM systems in many commercial applications [25, 26].

Figure 2.1 illustrates a block diagram of the conventional OFDM system. The impor-

tant parts of this diagram are the IFFT and FFT blocks at the transmitter and receiver

respectively, which are responsible for converting the information to the discrete time

domain at the transmitter and to the frequency domain at the receiver. First, a random

stream of data is generated as the input symbols, with length equal to the number of bits

per frame. This is processed according to the modulation techniques according to the de-

sired constellation mapping. Next, pilots are inserted at specific locations in each OFDM

symbol, which are used on the receiver side to estimate and equalise the channel. Parallel

data streams are obtained by converting the modulated data plus pilots into parallel form

according to the FFT size. The length of the parallel streams will then become equal to

the size of the FFT (which is equal to the number of subcarriers and pilot subcarriers).

After that, IFFT is used to convert the data into the time domain. Finally, to increase the

symbol duration, before transmitting the OFDM signal, a specific period from the end

of each symbol duration is copied and inserted at the beginning of the period as a guard

interval (known as the cyclic prefix CP) which serves to avoid inter symbol interference

(ISI). However, the length of the channel impulse response requires increased symbol

length resulting from including this guard interval, which must be longer than the channel

impulse response [27].

At the receiver, the guard interval is removed after converting the received signal into

parallel streams in order to obtain data in the time domain, with the length of each symbol

equal to the FFT size. Then, the FFT is applied to obtain the parallel data streams in the

frequency domain. After that, the estimated values of the channel coefficients are calcu-

lated to equalise the received signal. Finally, the estimated received signal is demodulated

to obtain the data, from which we calculate the bit error probability.
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Figure 2.1: Typical block diagram of FFT-OFDM transceiver.

One of the main drawbacks of OFDM is the use of rectangular pulse shaping, which

leads to large side lobes at each subcarrier. Moreover, OFDM uses the CP which reduces

the maximum spectral efficiency. With insufficient CP, when the multipath delay exceeds

the length of CP, the BER performance of OFDM systems is degraded due to the inter-

symbol interference (ISI) and inter-carrier interference (ICI).

2.3 Discrete Wavelet Transform based MCM (DWT-
MCM)

A wavelet is a mathematical function of time or space. However, unlike the Fourier trans-

form which is structured from infinite compact support basis functions in the time domain,

a wavelet has an finite compact support basis functions in the time domain. Wavelets pro-

vide different variants of the time and frequency localization properties according to its

scales as will be explained in Section 2.3.2. The different mathematical properties and the

flexibility to split the time-frequency plane make the wavelet basis function as a candidate

for the MCM systems. The plot of typical wavelets is shown in Figure 2.4 in Section 2.3.1

for different wavelet families.

Recently, many studies have suggested DWT-MCM system as an alternative to con-

ventional OFDM systems [28–31]. As well as the mitigating the problem of PAPR [32],
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DWT-MCM holds various advantages over OFDM. It gives better time-frequency local-

ization due to its scale nature and finite duration [33]. It also proves to be more robust

to the time variability of the radio channel [34]. Better channel exploitation under dif-

ferent interference environments has been utilized by applying multirate wavelet based

modulation techniques in both time and frequency [35]. Multirate filterbanks and wavelet

transforms in channel coding and modulation have been developed and examined us-

ing different techniques such as spread-signature CDMA and spread-response precoding,

fractal modulation, and lapped multitone modulation [36]. The inherent flexibility of the

wavelet transform with some interesting additional advantages has made it a strong can-

didate for multicarrier schemes [37]. Wavelet packets as a multicarrier multiple access

scheme have been extended to multiuser and cognitive radio applications [38]. The in-

herent orthogonality of multiwavelets has made them suitable for single and multicarrier

modulation techniques in a multi user CR network and it can reduce Multiple Access

Interference (MAI) [39]. Discrete wavelet multitone (DWMT) modulation is presented

in 1995 [40]. This type is designed to achieve efficient bandwidth use and high spectral

efficiency by the application of multi-level wavelet filters. In other words, in multicar-

rier modulation systems, these multi-level filters depend on the number of subcarriers

where the number of levels equals log2(N), and N represents the number of subcarriers.

Moreover, the strong point of the DWMT is its robustness to noise environments and to

narrowband channel disturbance. However, high equaliser complexity is needed in the

case of multipath frequency selective fading. In addition, inserting pilot symbols over

data subcarriers for the normal DWMT system has not improved the system performance

because it needs high equaliser complexity where each subcarrier requires more than 20

taps for equalisation [41].

The typical block diagram of the DWT-MCM scheme is the same diagram as that of

the conventional OFDM system as shown in Figure 2.2. Instead of IFFT and FFT blocks

in the conventional OFDM system, reconstruction algorithm or Inverse Discrete Wavelet

Transform (IDWT) and decomposition algorithm or Discrete Wavelet Transform (DWT)

blocks are substituted at the transmitter and the receiver respectively in the DWT-MCM

scheme. IDWT and DWT will be explained in Section 2.3.2.
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Figure 2.2: Typical block diagram of DWT-MCM transceiver.

2.3.1 Discrete Wavelet

Before delving into a discussion of data reconstruction and decomposition, it is important

to present the discrete wavelet. The reason is that the discrete wavelet has a direct impact

on data reconstruction and decomposition properties. The main purpose of the wavelet

transform is to express signals as linear combinations of the wavelet functions at various

scales and of scaling functions (which generate the wavelet function). In other words,

the signal has been translated from time domain to time-frequency or time scale domain

which accurately locates frequency construction with time in order to analyse signal struc-

tures of very different sizes. Moreover, from a functional point of view, the DWT is very

similar to the DFT [42], in that both of them are orthogonal transforms, a signal which

passes twice through the transformation, passes through transform and inverse transform,

remains unchanged, and both are convolutions. In contrast, the DFT is based on a sinu-

soidal function while the DWT is based on wavelets, which are the solution to a set of

recursive difference equations.

Let ψ and φ be the wavelet (mother wavelet) function and scaling function respectively.

ψ is a zero average function and φ is an aggregation of wavelets at scales larger than

one [43]. The regularity conditions state that the wavelet function should have some

smoothness and concentration in both time and frequency domains [43, 44], such that:
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∫ +∞

−∞
ψ(t) dt = 0 (2.1)

∫ +∞

−∞
|ψ(t)|2 dt =

∫ +∞

−∞
|φ(t)|2 dt = 1 (2.2)

The scale index (j) and time location (k) represent the important parameters for the

system orthogonality which are obtained from the function ψ(t) or from the scaling func-

tion φ(t).

According to Mallat [43], the contracted (recursive) versions ψj(t) and φj(t) of the

ψ(t) and φ(t) of the DWT at dyadic scales 2j can be defined as:

ψj(t) = 2−j/2ψ(2−jt) (2.3)

φj(t) = 2−j/2φ(2−jt) (2.4)

where j ≥ J0 and J0 represents the first scale selected.

The translated forms ψj,k and φj,k of the functions ψj and φj can be defined along the

interval [0, 2j] as:

ψj,k(t) = ψ(t− 2jk)

= 2−j/2ψ(2−jt− k)
(2.5)

φj,k(t) = φ(t− 2jk)

= 2−j/2φ(2−jt− k)
(2.6)

That is, ψj,k and φj,k are dilated and sampled along the dyadic scale sequence 2j and

translated by k [43].

In case of IDWT, the scale parameters 2j represent the inverse of the resolution of

2−j [43]. Then, the translated forms ψj,k and φj,k can be written as:

ψj,k(t) = 2j/2ψ(2jt− k) (2.7)

φj,k(t) = 2j/2φ(2jt− k) (2.8)
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where the scaling index j ∈ [[J0, J − 1]] and the time location k ∈ [[0, 2j − 1]], J represent

the last scale or maximum number of decomposition levels J = log2 N, and N represents

the number of subcarriers. The case j = J0 corresponds to better time localization and

poorest frequency localization, whereas j = J−1 corresponds to poorest time localization

and the best frequency resolution [43].

Then, the wavelet basis for the IDWT and DWT can be defined in (2.9) and (2.10)

respectively as:

{φJ0,k}
k=2J0−1
k=0

⋃J−1
j=J0

{ψj,k}k=2j−1
k=0 , (2.9)

{ψj,k}k=2j−1
k=0

⋃J0
j=J−1 {φJ0,k}

k=2J0−1
k=0 . (2.10)

According to (2.7) and (2.8), the transmitted signal can be expressed as:

x(t) =
J−1∑
j=J0

2j−1∑
k=0

wj,kψj,k(t) +
2J0−1∑
k=0

aJ0,kφJ0,k(t) (2.11)

• wj,k: wavelet or detail coefficients located at k-th position from scale j,

• aJ0,k: approximation coefficients located at k-th position from the first scale J0,

• ψj,k and φJ0,k are the wavelet and the scaling functions defined in (2.6) and (2.8)

respectively.

Let h(k) = ck and g(k) = (−1)kc1−k be low pass filter (LPF) and high pass filter (HPF)

respectively, then the scaling and wavelet coefficients at scale j are related at scale (j+ 1)

by the following relations:

aj(k) =
∑
m

h(m− 2k)aj+1(m) (2.12)

wj(k) =
∑
m

g(m− 2k)wj+1(m) (2.13)

There are specific parameters of the LPF and HPF filters of each wavelet family as shown

in Figure 2.3. According to these filter coefficients and the contracted difference equa-
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tions, the signal after each level of the reconstruction or decomposition algorithms can be

calculated as in Section 2.3.2.
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Figure 2.3: The decomposition (analysis) and reconstruction (synthesis) filters’ impulse
responses of the Daubechies (db2 and db4).

Figure 2.4, illustrates Scaling and Wavelet functions and expansion mode for differ-

ent types of wavelet transform i.e, Haar, Daubechies (db2, db4, and db8), and DMeyer

(dmey).

0 0.5 1
0

0.2

0.4

0.6

0.8

1

1.2
haar Scaling Function

0 0.5 1

-1

-0.5

0

0.5

1

haar Wavelet Function

0 1 2 3
-0.5

0

0.5

1

1.5
db2 Scaling

0 1 2 3
-1.5

-1

-0.5

0

0.5

1

1.5

2
db2 Wavelet

0 2 4 6
-0.5

0

0.5

1

db4 Scaling

0 2 4 6
-1

-0.5

0

0.5

1

1.5
db4 Wavelet

0 5 10
-0.5

0

0.5

1

db8 Scaling

0 5 10

-1

-0.5

0

0.5

1
db8 Wavelet

-0.5 0 0.5
-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Dmey Scaling

-0.5 0 0.5
-1

-0.5

0

0.5

1

Dmey Wavelet

Figure 2.4: Scaling and Wavelet Functions for different types of wavelet transform.
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2.3.2 Reconstruction and Decomposition Algorithms

The basic configurations for the implementation of the reconstruction (IDWT) and de-

composition (DWT) algorithms of DWT-MCM are shown in Figures 2.5 and 2.6. It is

clear from these figures that in the reconstruction algorithm, the approximation coeffi-

cients (scaling coefficients (a)) and the details coefficients (wavelet coefficients (w)) are

upsampled by a factor of two and filtered by the LPF and HPF respectively. In contrast, in

the decomposition algorithm, they are filtered by the LPF and HPF respectively and then

downsampled by a factor of two.

aJ

wJ
IDWT

aJ−1

wJ−1
IDWT

aJ−2 a1

w1
IDWT

x

L = J0
L = J0 − 1

L = J − 1

IDWT

LPF

HPF

2

2

Figure 2.5: Wavelet modulation (IDWT reconstruction algorithm) implementation using
filter banks.

DWT
y DWT

w1

a1 DWT

w2

a2 aJ−1 aJ

wJ

L = J − 1 L = J − 2 L = J0

DWT

LPF

HPF

2

2

Figure 2.6: Wavelet demodulation (DWT decomposition algorithm) implementation us-
ing filter banks.
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The number of reconstruction or decomposition levels L of the IDWT or DWT re-

spectively depends mainly on the first scale selected J0. According to the Mallat algo-

rithm [43], L = J − J0. This means that the IDWT and DWT shall be performed J − J0
times in each process. For example, let Ck, Xk, and Yk be a vector of complex symbols

Ck,n, Xk,n, and Yk,n of the modulated, transmitted, and received signal respectively. If

the number of subcarriers of each symbol equals 8, then the last scale J = 3 and the

maximum number of decomposition levels L = 3− J0. The first scale selected J0 varies

from 0 to 2 ([0, J − 1]) and the scaling index j ∈ [[J0, J − 1]]. Then, all cases of the first

scale selected can be discussed as:

• First scale selected J0 = 0:

In this case, L = J−J0 = 3, which means the IDWT or DWT is performed 3 times

in each process. The scale index j = 0, 1, 2.

In the IDWT process, the modulated signal vector Cn can be expressed as:

Cn = [C1 C2 C3 C4 C5 C6 C7 C8]

Cj,k can be written in terms of the approximation and details components as:

Cj,k = [a0,0 w0,0 w1,0 w1,1 w2,0 w2,1 w2,2 w2,3].

Figure 2.7 depicts the IDWT process by using the approximation and details coef-

ficients to generate the transmitted signal Xn.

a0,0

w0,0 IDWT
a1,0 a1,1

w1,0 w1,1
IDWT

a2,0 a2,1 a2,2 a2,3

w2,0 w2,1 w2,2 w2,3
IDWT

X = [X1 X2 ... X8]

j = 0
j = 1

j = 2

Figure 2.7: IDWT process when J0 = 0, J = 3, L = 3, and scale index j = 0, 1, 2.

The time-frequency localization in each scale is shown in Figure 2.8 .

In the DWT process, the received signal Yn can be defined as:

Yn = [Y1 Y2 Y3 Y4 Y5 Y6 Y7 Y8]

The estimated values of the Ĉj,k in terms of approximation and details coefficients

âj,k and ŵj,k respectively can be shown in Figure 2.9.
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Ψ1,0 Ψ1,1

Ψ2,0 Ψ2,1 Ψ2,2 Ψ2,3

j = 0

j = 2

j = 1

Figure 2.8: IDWT variants when J0 = 0, J = 3, L = 3, and scale index j = 0, 1, 2.

DWT
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DWT
â2,0 â2,1 â2,2 â2,3

ŵ2,0 ŵ2,1 ŵ2,2 ŵ2,3

DWT
â1,0 â1,1

ŵ1,0 ŵ1,1

â0,0

ŵ0,0

j = 2 j = 1 j = 0

Figure 2.9: DWT process when J0 = 0, J = 3, L = 3, and scale index j = 0, 1, 2.

Then, the estimated value of Ĉn can be written as:

Ĉj,k = [â0,0 ŵ0,0 ŵ1,0 ŵ1,1 ŵ2,0 ŵ2,1 ŵ2,2 ŵ2,3].

The time-frequency localization of the DWT in this case is shown in Figure 2.10.

∆f

∆t

φ0,0

Ψ0,0

Ψ1,0 Ψ1,1

Ψ2,0 Ψ2,1 Ψ2,2 Ψ2,3

j = 0

j = 1

j = 2

Figure 2.10: DWT variants when J0 = 0, J = 3, L = 3, and scale index j = 0, 1, 2.
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• First scale selected J0 = 1:

In this case, L = J − J0 = 2, which means the IDWT or DWT is performed twice

in each process. The scale index j = 1, 2.

Cj,k can be written in terms of the approximation and details components as:

Cj,k = [a1,0 a1,1 w1,0 w1,1 w2,0 w2,1 w2,2 w2,3].

Figure 2.11 depicts the IDWT process by using the approximation and details coef-

ficients to generate the transmitted signal Xn.

a1,0 a1,1

w1,0 w1,1 IDWT
a2,0 a2,1 a2,2 a2,3

w2,0 w2,1 w2,2 w2,3
IDWT

X = [X1 X2 ... X8]

j = 1
j = 2

Figure 2.11: IDWT process when J0 = 1, J = 3, L = 2, and scale index j = 1, 2.

The time-frequency localization in each scale is shown in Figure 2.12 .

∆f

∆t

φ1,0 φ1,1

Ψ1,0 Ψ1,1

Ψ2,0 Ψ2,1 Ψ2,2 Ψ2,3
j = 2

j = 1

Figure 2.12: IDWT variants when J0 = 1, J = 3, L = 2, and scale index j = 1, 2.

In the DWT process, the estimated values of the Ĉj,k in terms of approximation and

detail coefficients âj,k and ŵj,k respectively is shown in Figure 2.13.

Then, the estimated value of Ĉj,k can be written as:

Ĉn = [â1,0 â1,1 ŵ1,0 ŵ1,1 ŵ2,0 ŵ2,1 ŵ2,2 ŵ2,3].

The time-frequency localization of the DWT in this case is shown in Figure 2.14.
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DWT
Y

DWT
â2,0 â2,1 â2,2 â2,3

ŵ2,0 ŵ2,1 ŵ2,2 ŵ2,3

ŵ1,0 ŵ1,1

â1,0 â1,1

j = 2 j = 1

Figure 2.13: DWT process when J0 = 1, J = 3, L = 2, and scale index j = 1, 2.
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Ψ1,0 Ψ1,1

Ψ2,0 Ψ2,1 Ψ2,2 Ψ2,3

j = 1

j = 2

Figure 2.14: DWT variants when J0 = 1, J = 3, L = 2, and scale index j = 1, 2.

• First scale selected J0 = 2:

In this case, L = J − J0 = 1, which means the IDWT or DWT is performed twice

in each process. The scale index j = 2.

Cj,k can be written in terms of the approximation and details components as:

Cj,k = [a2,0 a2,1 a2,2 a2,3 w2,0 w2,1 w2,2 w2,3].

Figure 2.15 depicts the IDWT process by using the approximation and detail coef-

ficients to generate the transmitted signal Xn.

a2,0 a2,1 a2,2 a2,3

w2,0 w2,1 w2,2 w2,3
IDWT

X = [X1 X2 ... X8]

j = 2

Figure 2.15: IDWT process when J0 = 2, J = 3, L = 1, and scale index j = 2.

The time-frequency localization in each scale is shown in Figure 2.16 .

In the DWT process, the estimated values of the Ĉj,k in terms of approximation and
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φ2,0 φ2,1 φ2,2 φ2,3

j = 2

Figure 2.16: IDWT variants when J0 = 2, J = 3, L = 1, and scale index j = 2.

detail coefficients âj,k and ŵj,k respectively is shown in Figure 2.17.

DWT
Y

ŵ2,0 ŵ2,1 ŵ2,2 ŵ2,3

â2,0 â2,1 â2,2 â2,3

j = 2

Figure 2.17: DWT process when J0 = 2, J = 3, L = 1, and scale index j = 2.

Then, the estimated value of Ĉn can be written as:

Ĉj,k = [â2,0 â2,1 â2,2 â2,3 ŵ2,0 ŵ2,1 ŵ2,2 ŵ2,3].

The time-frequency localization of the DWT in this case is shown in Figure 2.18.
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φ2,0 φ2,1 φ2,2 φ2,3

j = 2

Figure 2.18: DWT variants when J0 = 2, J = 3, L = 1, and scale index j = 2.
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It is clear from the above cases that in the IDWT process, the scale index j starts from

the first selected scale J0 and is moved up until it reaches the scale J − 1. There are 2j

and 2J0 wavelet and scaling functions respectively in each scale. The wavelet function is

multiplied by two in moving up from one scale to the next. At the same scale, the wavelet

functions occupy the same bandwidth but are translated in time. The time-frequency lo-

calizations are changed when moving up from one scale to another. The time localization

is divided by a factor of two whereas the frequency localization is multiplied by two.

On the other hand, in the DWT process, the scale index j starts from the scale J−1 and

is moved down by steps to the scale J0. In this case, the time and frequency localizations

are multiplied and divided by a factor of two respectively in moving from the scale to the

next.

In this work, if the total number of subcarriers (N) is 128, the number of reconstruction

or decomposition levels will be varied from 1 to 7. In chapter 3, the DWT-MCM will be

tested with different numbers of reconstruction and decomposition levels and different

wavelet families.

2.3.3 Wavelet and Inverse Wavelet Transform Matrices

Let W and [W ]T be the wavelet and inverse wavelet transform matrices respectively.

Because the W matrix mainly depends on the LPF and HPF coefficients, the inverse

wavelet transform is just the transpose of the wavelet matrix. For simplicity, [W ]T can

be used to convert the modulated signal from the wavelet domain into the time domain.

In contrast, W can be used to convert the received signal from the time domain into the

wavelet domain. Let g0, g1, ..., gk−1 be the filter coefficients of the wavelet transform with

order k (length of the filter). Then, the first level of the W matrix with size N -by-N can

be represented as [45, 46]:
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W
(1)
N =



g0 g1 · · · · · · gk−2 gk−1 0 0 0 0 0 0

0 0 g0 g1 · · · · · · gk−2 gk−1 0 0 0 0

· · · · · · · · · · · · · · ·
0 0 0 0 0 0 g0 g1 · · · · · · gk−2 gk−1

gk−2 gk−1 0 0 0 0 0 0 g0 g1 · · · · · ·
· · · · · · · · · · · · · · · · · ·
· · · · · · gk−2 gk−1 0 0 0 0 0 0 g0 g1

f0 f1 · · · · · · fk−2 fk−1 0 0 0 0 0 0

0 0 f0 f1 · · · · · · fk−2 fk−1 0 0 0 0

· · · · · · · · · · · · · · ·
0 0 0 0 0 0 f0 f1 · · · · · · fk−2 fk−1

fk−2 fk−1 0 0 0 0 0 0 f0 f1 · · · · · ·
· · · · · · · · · · · · · · · · · ·
· · · · · · fk−2 fk−1 0 0 0 0 0 0 f0 f1


(2.14)

where, fi = (−1)igk−1−i, i = 0, 1, ..., k − 1

It is clear from (2.14) that each row contains at most k non-zero elements. This means

that WN is a sparse matrix. In general the WN matrix at the jth level can be defined as

[45]:

W
(j)
N =

W (1)

N/2j−1

IN−N/2j−1

 (2.15)

The pyramidal algorithm [46] is used to apply l levels W̃ (l)
N and ˜[W ]T

(l)

N in the DWT

and IDWT respectively. In the DWT, the process starts from the 1st level and ends at the

lth level. The 1st level is applied to the full data vector. Then the resulting vector will

be processed by applying the 2nd level. The algorithm continues until the lth level. In

contrast, during the IDWT, the process will start from the lth level and continues until the

1st level. In general, W̃ (l)
N and ˜[W ]T

(l)

N can be expressed as:
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W̃
(l)
N = W

(l)
N W

(l−1)
N · · ·W (1)

N (2.16)

˜[W ]T
(l)

N = [W ]T
(1)

N [W ]T
(2)

N · · · [W ]T
(l)

N (2.17)

2.4 Filter Bank Multi-Carrier/Offset Quadrature Ampli-

tude Modulation (FBMC/OQAM)

The most popular filter bank scheme which is used in most multicarrier research is

FBMC/OQAM. FBMC/OQAM system uses Offset QAM (OQAM) in which the in-phase

and quadrature components of quadrature amplitude modulated (QAM) symbols are sep-

arated by a half symbol space delay. In addition, the prototype filter and polyphase struc-

ture are regarded as the key points to obtain an efficient system implementation and to

improve the system performance by reducing the ISI and ICI will be reduced.

FBMC modulation, as an alternative to OFDM, holds various advantages over

OFDM [20, 47]. First of all, better time-frequency localization. Secondly, the employ-

ment of the prototype filter, instead of a rectangular window, which provides band limited

pulse-shaping filters that overlap in time and have low spectral leakage resulting in high

channel capacity and reduced sensitivity to narrowband interference [48]. Furthermore,

FBMC has achieved a maximum data transmission rate due to its implementation which

combines filter bank and OQAM to form OFDM/OQAM [48–51].

Different types of filterbank multicarrier (FBMC) have been studied in the literature.

A parallel set of pulse amplitude modulation (PAM) symbol sequences was presented by

Chang [52] to form a bank of overlapping vestigial side-band (VSB) modulation filters.

Maximum spectral efficiency is achieved by using half cosine roll-offs to form a perfect

reconstruction FBMC system [1]. This means that a half-symbol space delay between

the in-phase and the quadrature components of QAM symbol is advantageous in using a

larger part of the frequency range of transmission media to avoid the degradations which

gradually increase at the band edges. Efficient polyphase implementations of FBMC

systems are possible [49, 50, 53]. Moreover, for both single and multicarrier, filtered

multitone (FMT) systems have been proposed for VDSL standards [54].
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Like any type of multicarrier modulation system, FBMC have many disadvantages;

the major one is their sensitivity to carrier frequency offset (CFO) and symbol timing

errors [55, 56], resulting in performance degradation which causes inter-carrier interfer-

ence (ICI) between adjacent subcarriers and successive symbols. Many researchers have

concentrated on estimation of FBMC systems to implement reliable and accurate syn-

chronization schemes. Time-frequency synchronization has been discussed in [57], the

transmission filter bank properties are exploited in the time domain for both blind and

preamble approaches. A two stage minimum mean square error (TS-MMSE) equaliser

scheme is proposed in [58], in the first stage, an MMSE equaliser has used to remove

the term corresponding to ICI from the received signal, whereas, the second stage deals

only with intersymbol interference (ISI). The conjugate noncircularity property of the

received FBMC/OQAM signal has been used to propose a robust blind frequency off-

set estimator, especially for a large number of modulated signals [59]. Least square

(LS) joint symbol timing and CFO estimation has been utilized to propose a new data-

aided and blind estimation technique [60]. Higher bandwidth efficiency in FBMC/OQAM

has achieved by using a nonlinear equaliser [61]; a Least-Mean Square (LMS) Decision

Feedback Equaliser (DFE) was proposed, resulting in a significant increase in compu-

tational complexity. Different types of known preamble-based channel estimation for

FBMC/OQAM systems have been used for both Single-Input Single-Output (SISO) and

Multi-Input Multi-Output (MIMO) systems [62].

The basic configuration of the FBMC/OQAM transceiver model is shown in Fig-

ure 2.19. It is clear from the figure that the transmitter side consists of the OQAM Pre-

processing and synthesis filter bank (SFB). The receiver side consists of an analysis filter

bank (AFB), channel estimation and equalizsation, and the OQAM post-processing. Un-

like the conventional OFDM system, in FBMC/OQAM, OQAM data symbols are trans-

mitted instead of QAM. This means that the in-phase and quadrature components of the

modulated signal ck[l] are offset (staggered) by a half symbol period T/2 [63]. Baud-

rate spacing is achieved between adjacent subchannels of the modulated signal. Hence

information symbols free of ICI and ISI can be received.
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Figure 2.19: Typical block diagram of FBMC/OQAM transceiver.

Yahya J. Harbi, Ph.D. Thesis, Department of Electronic Engineering, University of York 2017



CHAPTER 2. BACKGROUND 28

2.4.1 OQAM Pre/Post-Processing

During the OQAM pre-processing, the real and the imaginary parts of a QAM complex

valued symbol ck[l] are separated to form two real-valued pulse amplitude modulated

(PAM) symbols dk[n] and dk[n+ 1]:

dk[n] =

Re(ck[l]) if k even

Im(ck[l]) if k odd
(2.18)

dk[n+ 1] =

Im(ck[l]) if k even

Re(ck[l]) if k odd
(2.19)

where,

k: subcarrier index (k = 0, 1, ...,M−1) in whichM represents the number of subcarriers.

l: time index at OQAM symbol rate.

n: time index at OQAM subsymbol rate.

After the OQAM pre-processing part, the modulated signal xk[n] can be expressed as:

xk[n] = dk[n] θk[n] (2.20)

where θk[n] represents the phase mapping between real data sequence and complex

samples at the SFB input and use to maintain the orthogonality of symbols.

In general,

θk[n] = jk+n =

±1 if k + n even

±j if k + n odd
(2.21)

At the receiver, the real part of the detected sequence d̂k[n] can be obtained by multi-

plying the estimated signal x̂k[n] by the conjugate of θk[n] as follows:

d̂k[n] = Re

(
x̂k[n]

∗
θk[n]

)
(2.22)

and then the estimated signal ĉk[l] after post-processing in the QAM demodulator can be
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obtained as:

ĉk[l] =

d̂k[n] + jd̂k[n+ 1] if k even

d̂k[n+ 1] + jd̂k[n] if k odd
(2.23)

2.4.2 Synthesis and Analysis Filter Bank (SFB / AFB)

The synthesis and analysis filter bank (SFB / AFB) implementation depends mainly on

the design of the prototype filters and polyphase structure. However the conventional

OFDM effectively uses a rectangular filter, while FBMC/OQAM uses a much longer

and smoother filter response in the time domain which greatly reduces the side lobes

and therefore reduces the potential for ICI and gives better frequency localization [64].

This also results in good channel capacity and reduced sensitivity to narrowband interfer-

ence [65]. Figure 2.20 illustrates the normalized power spectral density (PSD) in the 8th

subcarrier of the transmitted signal for air-interfaces based on OFDM and FBMC/OQAM

when M = 16 and overlapping factor K = 4.
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Figure 2.20: Normalized power spectral density (PSD) in the 8th subcarrier of the trans-
mitted signal for the OFDM and FBMC/OQAM systems.

The prototype filter design should meet the perfect reconstruction (PR) conditions or
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provide near perfect reconstruction (NPR) characteristics [66]. However, the PR property

can only be achieved under ideal transmission channel conditions. Since there is no way

of avoiding interference in the wireless channel, it is impossible to get PR conditions.

Thus, prototype filters are designed to satisfy NPR characteristics. In order to achieve at

least NPR of the SFB and AFB, synthesis filter gk[m] and analysis filter fk[m] should be

complex conjugate and time reversed versions of each other [63, 67], i.e.,

fk[m] = g∗k [Lp − 1−m] (2.24)

where * is the complex conjugate operator, Lp is the length of the prototype filter and m is

the subchannel index. Complex modulated filter banks are used to achieve high spectral

efficiency [63, 67]. So, the kth synthesis filter gk[m] can be represented as:

gk[m] = hp[m]e
j 2πk
M

(
m−Lp−1

2

)
(2.25)

where hp[m] is the impulse response of the prototype filter, m = 0, 1,· · · , Lp−1, M is the

number of subchannels and the length of prototype filter is chosen to be Lp = KM − 1

where the coefficient K is an integer number and represents the overlapping factor, which

controls how many multicarrier symbols overlap in the time domain.

According to (2.24), the analysis filters fk[m] can be expressed as:

fk[m] = g∗k [Lp − 1−m]

fk[m] = h∗p [Lp − 1−m] e
j 2πk
M

(
m−Lp−1

2

) (2.26)

There are two methods to design the NPR prototype filter, the frequency sampling

technique [63,66] and windowing based techniques [63,68]. A closed-form representation

can be obtained to calculate the prototype filter coefficients in these two methods.

The modulation function ek,m used in the synthesis and analysis filters can be ex-

pressed as:
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ek,m = e
j 2πk
M

(
m−Lp−1

2

)

= e
−j 2πk

M

(
Lp−1

2

)
ej

2πkm
M

= βk Θk,m

(2.27)

where,

Θk[m] = ej
2πkm
M (2.28)

βk[n] = (−1)kn e
−j 2πk

M

(
Lp−1

2

)
(2.29)

The term (−1)kn centres the output signal of each subcarrier around zero frequency [69].

The design of the polyphase filter depends on the periodicity of the modulation func-

tion [63]. To derive the expression of the kth synthesis filter Gk(z), suppose m = q+ tM

where q = 0, 1, ...,M − 1 and t = 0, 1, ..., K − 1, also Θk[m] = Θk[q+ tM ]. This means

that in (2.25) and (2.26), the periodicity of the modulation function ek,m is M . Then:

Gk(z) =

Lp−1∑
m=0

hp[m]ek,mz
−m

=
M−1∑
q=0

K−1∑
t=0

hp[q + tM ]βkΘk,q+tMz
−(q+tM)

=
M−1∑
q=0

βkΘk,qz
−q

K−1∑
t=0

hp[q + tM ]z−tM

=
M−1∑
q=0

βkΘk,qz
−qAq

(
zM
)

(2.30)

A joint matrix expression for all synthesis filters can be written as:

G(z) = β .W .A
(
zM
)
. c (z) , (2.31)

where,

G(z) = [G0(z)G0(z) ... GM−1(z)]T : synthesis filters,

β = diag [β0 β1 ... βM−1]: βk multipliers,

[W]k,q = Θk,q: IDFT,
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A
(
zM
)

= diag
[
A0

(
zM
)
A1

(
zM
)
... AM−1

(
zM
)]

: polyphase filters,

c(z) =
[
1 z−1 ... z−(M−1)

]T : delay chain.

If the all upsamplers are applied to βk multipliers, IDFT, and polyphase filters [63], the

polyphase filters can be expressed as:

A (z2) = diag [A0 (z2) A1 (z2) ... AM−1 (z2)]

and the polyphase implementation structure is shown in Figure 2.19.

Similarly, the kth analysis filter Fk(z) can be expressed as:

Fk(z) =

Lp−1∑
m=0

hp[Lp − 1−m]
∗
ek,mz

−m

=
M−1∑
q=0

∗
βk
∗
Θk,qz

−(M−1−q)AM−1−q
(
z2
)

=
M−1∑
q=0

∗
βk
∗
Θk,qz

−(M−1−q)Bq

(
z2
)

(2.32)

and the matrix notation can be written as:

F(z) =
∗
β .

∗
W .B

(
z2
)
.D (z) , (2.33)

where,

F(z) = [F0(z)F0(z) ... FM−1(z)]T : analysis filters,
∗
β = diag

[
∗
β0

∗
β1 ...

∗
βM−1

]
:
∗
βk multipliers,

[
∗

W]k,q =
∗
Θk,q: DFT,

B (z2) = diag [B0 (z2) B1 (z2) ... BM−1 (z2)]: analysis polyphase filters,

D(z) =
[
z−(M−1) z−(M−2) ... z−1 1

]T : delay chain.

2.5 Long Term Evolution (LTE)

In the past two decades, Long Term Evolution (LTE) has emerged to increase the capacity

and speed of wireless communication systems. LTE was first proposed by NTT DoCoMo

of Japan in 2004 [70]. The LTE standard was then developed by the 3rd Generation
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Partnership Project (3GPP) in its release 8 document series [71, 72]. The first public

implementation of the fourth-generation (4G) LTE service was in Oslo and Stockholm as

a data connection with a Universal Serial Bus (USB) modem [73].

In the physical layer of the LTE system, the base-band data is transferred into a reliable

signal transmission across the radio interference of the LTE system architecture. In the

downlink channel (DL), data transfer between the access network of the LTE (eNodeB)

and the user equipments (UE). By contrast, in the uplink channel (UL), the transformation

of data from the user equipment to the eNodeB.

In general, in the DL or UL networks, the structure of transmitted data signals is the

same [10, 11]. Each radio frame is 10 ms in duration and consists of a number of sub-

frames up to 10 sub-frames. Each sub-frame consists of two slots with different numbers

of resource blocks (RBs) for each slot with (0.5 ms) in duration as shown in Figure 2.21.

The total number of available resource blocks depends on the selected transmission

bandwidth of the system. Then the total number of available subcarriers depends on

the selected bandwidth. Each resource block contains 12 subcarriers of each symbol in

each slot. The bandwidths parameters are defined according to the LTE specifications

from 1.25MHz to 20MHz. In this work, 6 resource blocks are used with bandwidth of

1.25MHz. It is clear from Figure 2.21 that each subcarrier or resource element for one

symbol period has a specific time-frequency dimension.

In this work, compared with the LTE standard, there are two differences in the pa-

rameters which are used to evaluate the MCM schemes. First, insufficient cyclic prefix

(CP) is assumed to achieve high spectral efficiency. Second, Low Density Parity Check

(LDPC) codes are used as a forward error correction code instead of turbo coding. For

these reasons, the expression ”LTE-like” will be used instead of LTE.
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Figure 2.21: Structure of LTE sub-frame with two Resource Blocks (RBs).

2.6 Channel Modelling

The statistical representation of the physical transmission medium between the transmitter

and the receiver objects (channel model) is very important to study the performance of

the broadband wireless communication systems. Reflections in transmitted signal cause

selectivity in the received signal. Frequency selectivity or multipath fading is caused

by reflection from the physical objects between the transmitter and the receiver. Time

selectivity is caused by the user’s mobility and can be characterized by a Doppler spread.

In general, MCM systems provide a robust solution to deal with the multipath fading

channel [74–80]. However, for highly time dispersive propagation and insufficient CP,

the channel destroys the orthogonality between the subcarriers. Wireless channels that are

both time and frequency selective are commonly called the doubly-selective channel [81–

87]. In MCM systems, channel coefficients can be estimated in both time and frequency
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dimensions to achieve accurate performance as will be explained in section 4.3.

The maximum Doppler frequency fd can be defined to describe the multipath fading

channel. The Doppler frequency can be expressed as:

fd =
vfc
c

cos(αn) = fm cos(αn) (2.34)

where fm is the maximum Doppler shift, v represents the relative motion of the moving

object, fc indicates the frequency of the propagated signal, c is the speed of light, and αn

denotes the nth path arrival angle between the incident signal and the motion vector.

2.6.1 Clarke’s Channel Model

In mobile communication systems, the Wide-Sense Stationary-Uncorrelated Scattering

(WSSUS) channel model [88] has been used in much research to model particular mobile

radio channels [89–94].The classical WSSUS channel model was derived by Clarke [95].

A theoretical reference model of isotropic scattering for narrowband cellular channels

was provided by Clarke based on some assumptions [95]. First, the transmitted signal is

vertically polarized. The received signal is made up of the superposition of Npp propa-

gation paths (incoming waves). The angles of arrival of these Npp paths are independent

and have some arbitrary probability density function (pdf ). The Npp arriving waves have

constant and equal amplitudes if there is non line of sight (NLOS) propagations.

According to the above assumptions, Clarke provides a simple expression which shows

the relationship between the power spectral density (PSD) of the received signal and the

azimuthal bearing of the antenna’s beam with respect to the azimuth angles of arrival

of the Npp paths. Then, the complex form of the normalized two-dimensional (2-D)

frequency-flat fading channel with Npp propagation paths can be expressed as [95, 96]:

h(t) =
1√
Npp

Npp∑
n=1

exp[j(wdt cos(αn) + φn]

= h<(t) + jh=(t)

(2.35)
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where

h<(t) =
1√
Npp

Npp∑
n=1

cos (wdt cos(αn) + φn) (2.36)

h=(t) =
1√
Npp

Npp∑
n=1

sin (wdt cos(αn) + φn) (2.37)

where wd denotes the radian Doppler shift with wd = 2πfd, and αn and φn represent

the nth propagation path of the angle of arrival and initial phase respectively and they are

uniformly distributed over [−π, π].

The auto-correlation function of the complex envelope and the auto-correlation and

cross-correlation functions of the quadrature components associated with Clarke’s model

can be expressed as [95, 96]:

Rh<h< = Eα,φ [h<(t)h<(t+ τ)] =
1

2
J0(wdτ), (2.38)

Rh=h= =
1

2
J0(wdτ), (2.39)

Rh<h= = Rh=h< = 0, (2.40)

Rhh = Eα,φ [h∗(t)h(t+ τ)] = J0(wdτ), (2.41)

where Eα,φ[·] is the expectation with respect to α and φ, and J0(·) denotes the zero-order

Bessel function of the first kind.

2.6.2 Jakes’ Channel Model

Clarke’s channel model has been simplified to Jakes’ model [97] by using a sum of si-

nusoids modelling approach. Because Jakes’ model does not satisfy some of the statisti-

cal properties of Clarke’s model, Jakes’ model does not represent wide-sense stationary

(WSS) [98, 99]. To improve its statistical properties, many modifications were proposed

[96, 98–102]. However, Jakes’ reference model (and its modifications) is more compu-

tationally efficient than Clarke’s simulator, having a smaller number of low-frequency

oscillators. Hence it is often used for fading channel simulation [96, 103].
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Jakes proposed some assumptions to simplify Clarke’s model and provide a determin-

istic simulator [104]. These assumptions can be expressed as:

αn =
2πn

Npp

, n = 1, 2, . . . , Npp (2.42)

φn = 0 , n = 1, 2, . . . , Npp (2.43)

Npp = 4No + 2 (2.44)

where No represents the number of low-frequency oscillators. The number of distinct

Doppler shifts is reduced from Npp to No + 1.

According to the above assumptions, the normalized quadrature and in-phase compo-

nents of Jakes’ channel model can be given by

h<(t) =
2√
Npp

No+1∑
n=1

an cos(wnt), (2.45)

h=(t) =
2√
Npp

No+1∑
n=1

bn sin(wnt), (2.46)

where

an =

2 cos(βn) , n = 1, 2, . . . , No

√
2 cos(βn) , n = No + 1

(2.47)

bn =

2 sin(βn) , n = 1, 2, . . . , No

√
2 sin(βn) , n = No + 1

(2.48)

βn =


πn

No+1
, n = 1, 2, . . . , No

π
4
, n = No + 1

(2.49)

wn =

wd cos(αn) , n = 1, 2, . . . , No

wd , n = No + 1
(2.50)
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Table 2.1: LTE Channel Delay and Power Profile

Discrete delay (ns) Average path gain (dB)
EPA EVA ETU EPA EVA ETU

0 0 0 0 0 -1.0
30 30 50 -1.0 -1.5 -1.0
70 150 120 -2.0 -1.4 -1.0
90 310 200 -3.0 -3.6 0

110 370 230 -8.0 -0.6 0
190 710 500 -17.2 -9.1 0
410 1090 1600 -20.8 -7.0 -3.0

1730 2300 -12.0 -5.0
2510 5000 -16.9 -7.0

2.6.3 LTE Channel Profiles

There are three types of LTE multipath channel profile: low, moderate, and high multi-

path delay spread values and Doppler frequencies [10,11]. Extended Pedestrian A model

(EPA) is the low spread channel to simulate the urban environment. Extended Vehicular

A model (EVA) is the medium spread channel. The large spread channel is the Extended

Typical Urban model (ETU) and simulates the extreme urban, suburban and rural environ-

ments. Table 2.1 represents the LTE channel power delay profile (PDP) for EPA, EVA,

and ETU types. In some simulations, the channel is assumed to be perfectly known at

the receiver. Otherwise, the coefficients of the channel are estimated using Wiener filter

channel estimation as will be explained in section 4.3.

2.7 Low-Density Parity-Check (LDPC) Code

Low Density Parity Check (LDPC) codes are linear error correcting codes. LDPC codes

were first introduced by Gallager in the 1960s [105, 106]. LDPC codes provide a per-

formance close to the Shannon bound with less decoding complexity than other iterative

decoding schemes [107]. LDPC codes can be represented by either sparse parity check

matrices or the bipartite graph (Tanner graph) introduced by Tanner in the 1980s [108] as

shown in Figure 2.22. In the 1990s, when iterative turbo decoding emerged, LDPC codes
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were rediscovered as an iteratively decoded coding scheme for long codes [109, 110].

The sparse parity check matrices of the LDPC codes introduced by Gallager were

regular matrices. This means that the ratio of the number of ones in each row or column

to the length of that row or column is constant for all rows/columns. In other words, the

density of each row or column is equal, and by using large block length the low density

condition can be satisfied. To improve the performance of LDPC codes, irregular LDPC

codes have been proposed in [111]. In this type, the number of ones in each row or

column is not constant, leading to different row or column densities across the matrix.

Furthermore, irregular LDPC codes achieve a better performance than that obtained with

regular LDPC codes [112].

( a )

HP =


1 1 0 1 0 0
0 1 1 0 1 0
1 0 0 0 1 1
0 0 1 1 0 1



( b )

CND

VND

Figure 2.22: LDPC code representation, (a) HP matrix representation, (b) Tanner graph.

2.7.1 LDPC Code Representation

For most purposes, LDPC codes can be represented by their sparse parity check matrices

(HP ) or the corresponding Tanner graph as shown in Figure 2.22. If Nc and Nr represent

the number of columns and rows of the matrix HP respectively, then they represent a

parity check node decoder or (check node decoder (CND)) and codeword node decoder

or (bit node or variable node decoder (VND)) in the bipartite graph respectively. There is

a connection (that is, an edge in the Tanner graph joins the two nodes) between bit node

(i) and check node (j) when the element (ij) in HP equals 1.

It is clear from Figure 2.22 that for this code there are 4-CND and 6-VND. The number

of ones in each column (wc) and row (wr) are 2 and 3 respectively in HP . That means
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the parity-check matrix represents a regular LDPC code with constant degree distribution

(the fraction of ones in columns and rows).

In general, the codewords in an LDPC code are generated directly by using row and

column permutations by transforming the parity-check matrix into upper form and using

back substitution [113]. Alternatively the encoded signal can be obtained by multiply-

ing the data bit stream with a generator matrix GLDPC . The parity-check and generator

matrices are orthogonal and satisfy:

GLDPCH
T
P = 0 (2.51)

Gauss-Jordan elimination can be used to construct the generator matrix [114]:

HP =
[
A INr−Nc

]
(2.52)

GLDPC =
[
INc AT

]
(2.53)

where A is a (Nr −Nc)×Nc binary matrix and I is the identity matrix.

2.7.2 Sum-Product Decoding Algorithm (SPA)

There are different types of decoding algorithms for LDPC codes; the bit-flipping (or

hard-decision message-passing) algorithm and the sum-product algorithm (SPA) (or soft

decision message-passing algorithm). The capacity of the additive white Gaussian noise

(AWGN) channel can be approached by using the SPA [105, 115, 116]. Moreover, the

required quantization levels can be reduced by using log-likelihood ratios (LLRs) with

the SPA [117]. In this work, SPA is used for LDPC codes.

Figure 2.23 represents the LDPC decoder. By exchanging the extrinsic information

between variable and check nodes, an approximation of the maximum a posteriori prob-

ability (MAP) can be obtained by using the SPA. The input message Lin to the decoder

comes from de-interleaving the LLRs output from the de-mapper of the coded MCM

system. Lout represents the soft output of the decoder. Evc and Ecv are the exchanged
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extrinsic information between VND and CND respectively.

VND

Decoder

CND

Decoder

Lin

Lout

LDPC decoder

Iin

Evc

Ecv

Figure 2.23: Block diagram of LDPC decoder.

Figure 2.24 shows the iterative exchange of extrinsic information between variable and

check nodes. At the first iteration, Lin represents an initial value of the extrinsic variable

node message Evij from bit node i to check node j. The algorithm of the kth iteration can

be summed up as follows:

VND

i1

i2

i3

i4

i5

i6

CND

j1

j2

j3

j4

Evi1j1

Evi1j3

Evi4j1

Evi4j4

Eci1j1

Eci1j2

Eci1j4

Eci3j1

Eci3j5

Eci3j6

Figure 2.24: Tanner graph of iterative decoding between VND and CND.
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• Calculate the extrinsic information Ecji between check node j and bit node i. Each

check node j uses the received extrinsic message from the corresponding bit node

i
′ using the message Evij to compute the extrinsic message to the variable node i:

Ecji = 2 tanh−1

 ∏
i′∈Vj ,i′ 6=i

tanh

(
Ev

i
′
j

2

) (2.54)

• Each bit node i uses the received message Ecji from the corresponding check node

j to update its extrinsic information which is used as extrinsic information between

the variable node i and check node j in the next iteration:

Evij = Lin(i) +
∑

j′∈Ci,j′ 6=j

Ec
j
′
i

(2.55)

• The output of the decoder Lout can be calculated for the current iteration as a pos-

teriori LLRs:

Lout(i) = Lin(i) +
∑
j′∈Ci

Ec
j
′
i

(2.56)

where Vi and Cj represent a set of bits from the ith and jth variable node and check node

which are passed to the corresponding check node and variable node respectively. The

extrinsic information alternates between check nodes and variable nodes using the SPA

until it satisfies the condition of the MAP or reaches the maximum number of iterations

Iin.

2.8 PAPR

Since many waveforms have been added together to form the MCM signal, it can have

significant envelope variations. The ratio between the maximum power and the average

power of the complex passband signal s(t) is called the Peak Average Power Ratio (PAPR)

[118], which is defined in dB as follows:
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PAPR(dB) = 10 log10

[
max [|s(t)|2]
E [|s(t)|2]

]
, t ∈ [0, Ts] (2.57)

In the OFDM and FBMC/OQAM systems, the IFFT output equals the sum of all com-

ponents resulting from its subcarrier input signals. This lead to high PAPR, which repre-

sents one of the drawbacks of OFDM that affect the communication system performance.

In DWT-MCM, the PAPR depends on the filter coefficients of the wavelet type and the

number of scales L (decomposition level). At each level, the DWT-MCM system works

as a single carrier system where the waveforms have the same bandwidth and they are

only shifted in time.

The efficient way to characterize the PAPR is the Complementary Cumulative Distri-

bution Function (CCDF) which can be evaluated by estimating the probability that the

PAPR exceeds a particular threshold level. Figures 2.25, 2.26, and 2.27 illustrate the

PAPR performance of the OFDM, FBMC/OQAM and DWT-MCM for QPSK, 16-QAM,

and 64-QAM constellation respectively.
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Figure 2.25: PAPR performance of the OFDM, FBMC/OQAM, and DWT-MCM with
different variants and different wavelet families using QPSK constellation.

Haar, Daubechies (db4 and db8), and Dmey wavelet families are used to illustrate the

PAPR performance of the DWT-MCM system with the number of scales L = 1 and L = 7
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(maximum decomposition level). It is clear from these figures that the PAPR performance

of the OFDM and FBMC/OQAM systems is not significantly affected by the modulation

order. By contrast, the PAPR of the DWT-MCM system is increased by increasing the

number of scales L and the modulation order.
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Figure 2.26: PAPR performance of the OFDM, FBMC/OQAM, and DWT-MCM with
different variants and different wavelet families using 16-QAM constellation.
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Figure 2.27: PAPR performance of the OFDM, FBMC/OQAM, and DWT-MCM with
different variants and different wavelet families using 64-QAM constellation.
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Figure 2.28 show the PAPR performance of the DWT-MCM system with different

wavelet families using different modulation orders at scale L=1. The Daubechies (db4),

Dmey, and Haar wavelet are used in this figure with 4-QAM, 16-QAM, and 64-QAM

modulation. The change in the PAPR is noticeable by using different modulation orders

with specific wavelet type with the same scale.

0 2 4 6 8 10 12 14

γ in dB

10-4

10-3

10-2

10-1

100
C

C
D

F
(γ

) 
=

 P
ro

b[
P

A
P

R
≥
γ
])

dmey, 64-QAM
dmey, 16-QAM
db4, 64-QAM
db4, 16-QAM
Haar, 64-QAM
dmey, 4-QAM
Haar, 16-QAM
db4, 4-QAM
Haar, 4-QAM

Figure 2.28: PAPR performance of the DWT-MCM system with different wavelet families
using different modulation orders at L=1

2.9 Summary

This chapter can be summarised as follows:

• An overview of the theory relevant to this thesis has been presented. Some back-

ground knowledge and applications which are required for the following chapters

of this thesis have been introduced.

• Three types of the MCM systems have been described: The basic concept of

OFDM schemes, decomposition and reconstruction algorithms of DWT based

MCM, and OQAM pre/post processing and synthesis/analysis prototype filters for

FBMC/OQAM systems.
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• The structure of the downlink LTE system with its specifications and parameters

has been presented.

• Time-frequency selectivity with channel model characteristics have been presented.

Mathematical expressions of Clark’s and Jakes’ simulators were introduced.

• Channel coding and decoding using LDPC codes was presented. LDPC code rep-

resentations and the SPA have been studied.

• Peak to average power ratio (PAPR) was discussed for the three systems with differ-

ent modulation orders and different number of scales in the case of the DWT/MCM

system. A smaller PAPR is obtained for DWT-MCM than that for OFDM and

FBMC/OQAM. The PAPR performance of the OFDM and FBMC/OQAM systems

is not significantly affected by the modulation order, while it is increased by in-

creasing the number of scale L and the modulation order in DWT-MCM system.
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Iterative Interference Cancellation

based MCM (IIC-MCM)
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3.1 Introduction

Iterative decoding has been widely used to achieve reliable high data rate transmission for

broadband multi-carrier communication systems. However, in OFDM systems with insuf-

ficient CP, there are significant challenges for efficient receiver design under the effect of

doubly-selective channels. As mentioned in Section 2.2, OFDM suffers from some draw-

backs. The first is the large side lobes at each subcarrier due to the use of rectangular pulse

shaping. The second limitation is the reduction in spectral efficiency due to the CP. It also
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has high PAPR and synchronisation problems. Moreover, in some applications like cogni-

tive radio and uplink network, OFDM may need additional signal-processing steps which

add a significant complexity to the receiver. IIC based iterative decoding is proposed

to reduce the interference and to improve the channel estimation [119–127]. In [119],

iterative convolutional decoding is proposed to reduce the multiple-access interference

(MAI) and ISI in code-division multiple-access (CDMA) systems. IIC is presented to

reduce the interference in evolved multimedia broadcast multicast systems (eMBMSs)

using FBMC/QAM scheme with diferent prototype filters [120]. An iterative decision

feedback equaliser (DFE) with derivative of the channel amplitude has been introduced

to cancel the ICI interference of the OFDM scheme in the DVB-T system [121]. Serial-

interference-cancellation (SIC) and parallel-interference-cancellation based iterative de-

coding are proposed to reduce the error floor in OFDM systems [124].

In this chapter, an IIC based iterative LDPC decoder is proposed for SISO DWT-MCM,

FBMC/OQAM systems as well OFDM systems with insufficient CP. At the receiver, in

each iteration, the estimated decoded signal is used to calculate the estimated values of the

lost components from the transmitted signal due to the effect of the multipath channel. A

ZF or MMSE equaliser is used in all systems. In OFDM and FBMC/OQAM systems, the

received signal is equalised in the frequency domain directly. In the DWT-MCM system,

the received signal is converted from time domain into frequency domain, and a ZF or

MMSE equaliser is used to equalise it. After that, it is converted into the time domain

again. Furthermore, uncoded IIC will be tested for these systems in order to reduce the

receiver complexity. In this case, the hard decision of the demapper is used to calculate

the estimated value of the components lost due to the effect of the channel.

The rest of this chapter is organised as follows: In Section 3.2 a system model is

introduced. IIC based MCM is described in Section 3.3. Simulation results are given in

Section 3.5. Finally, a summary of this chapter is presented in Section 3.6.
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3.2 System Model

Consider a SISO-OFDM system with N subcarriers over a multipath doubly-

selective channel. The channel impulse response (CIR) can be represented as h =

[h(0), h(1), ..., h(L − 1)]T , where the length of the CIR is L. The kth vector of

transmitted symbols is written as x = [xok, x
1
k, ..., x

N−1
k ]T . In the case of an OFDM

system with CP length Ncp, the kth transmitted vector can be written as x =

[x
N−Ncp
k , x

N−Ncp+1
k , ..., xN−1k , x0k, x

1
k, ..., x

N−1
k ]T . The kth vector of the received signal y

results from linearly convolving the transmitted signal with the CIR:

Before delving into a discussion of the proposed model, it is necessary to explain the

effect of the multipath propagation on the transmitted symbols. Let x = [x0 x1 x2 x3]

be the transmitted data sequence with the number of subcarriers (N = 4), and h =

[h0 h1 h2 h3] be the CIR with length L = 4.

In the case of SISO-OFDM with sufficient CP (Ncp ≥ L− 1), Figure 3.1-a represents

the linear convolution between x[n] and h[n] (x[n] ∗ h[n]). Figure 3.1-b introduces the

result of the linear convolution after removing the CP.

It is clear from Figure 3.1 that with sufficient CP (Ncp = L − 1 = 3), and after

removing the CP, the received signal can be represented in the frequency domain as:

yk = Hxk + η̃k (3.1)

where H is a circulant channel matrix of size N × N and η̃k is a zero-mean independent

and identically distributed (i.i.d.) AWGN vector at the kth time instant with σ2
n variance

(N0 = σ2
n). Then, the effect of the multipath channel can be easily removed during

equalisation.

In the case of insufficient CP (Ncp < L− 1), Ncp = 0 in this example, ICI/ISI interfer-

ence are introduced due to the effect of the multipath frequency-selective fading channel.

The orthogonality property has been lost. This means that the multicarrier data symbols

are overlapped at the receiver input as shown in Figure 3.2.
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Figure 3.1: Effect of the multipath propagation on the received data symbols with suffi-
cient CP: (a) linear convolution with CP, (b) after CP removal.

Figure 3.2-a shows the effect of the channel, while Figure 3.2-b shows the effect of

cancelling the ISI from the previous signal and adding the estimated signal to create the

circulant form. In this case, the time domain received signal can be expressed as follows

(see, for example [128–131]):

yk = HFNxk − AFNxk + BFNxk−1 + η̃k (3.2)

where FN is the normalized IFFT matrix of size N ×N , matrices A and B denote the ICI

and ISI components of the channel respectively and will be described in Section 3.3.
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Figure 3.2: Effect of the multipath propagation on the received data symbols with no CP:
(a) linear convolution with ISI to be removed, (b) estimated signal to be added.

3.3 IIC-MCM

Starting from (3.2), the received data symbol yk can be expressed as:

yk = HCIRCxk −HICIxk + HISIxk−1 + η̃k (3.3)

where channel matrices HCIRC , HICI , and HISI correspond respectively to the circulant

matrix with all coefficients and the residual matrices that lead to ICI and ISI, and η̃k

represents Gaussian noise at the kth time instant, and the matrices HCIRC ,HICI ,HISI ∈
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CN×N [128–131].

In this chapter, to reduce the ICI and ISI, the undesirable terms containing HICI and

HISI must be removed from the received data symbols. First we calculate the channel

matrices HICI and HISI . Next we multiply them by the current and previous values of

the estimated transmitted data symbols x̂k and x̂k−1 respectively to obtain HICI x̂k and

HISI x̂k−1. Finally, we add and subtract the obtained components from the multicarrier

symbols which overlap at the receiver input as shown in Figure 3.4. After some iterations,

the estimated received signal can be expressed as:

ŷk = HCIRC x̂k + η̃k (3.4)

The received signal in the frequency domain can be represented as:

Ŷk = FHCIRCF
HX̂k + F η̃k (3.5)

According to the eigenvalue decomposition (EVD) of the circulant matrix [132] i.e.

HCIRC = FHHF , the estimated received signal in the frequency domain can be expressed

as:

Ŷk = HX̂k + ηk (3.6)

where H ∈ CN×N constitutes a diagonal matrix that comprises the Channel Frequency

Response (CFR) along its diagonal components.

Let Ncp, Lc, and E respectively represent the number of cyclic prefix samples, the

length of the LTE channel, and the excess channel length over the cyclic prefix. Then

E = Lc −Ncp − 1. Channel matrices HICI , HISI can be expressed as:

HISI =

 0E×(N−E) H1

0(N−E)×(N−E) 0(N−E)×E

 (3.7)

HICI =

 0E×(N−E−Ncp) H1 0E×Ncp

0(N−E)×(N−E−Ncp) 0(N−E)×E 0(N−E)×Ncp

 (3.8)
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where the interference originating with matrix H1 ∈ CE×E depends mainly on the value

of the channel impulse response h and can be represented as:

H1 =


hLc−1 · · · · · · hNcp−1

0
. . . ...

... . . . . . . ...

0 · · · 0 hLc−1

 (3.9)

in the case of Ncp = 0, HICI = HISI . Also, HICI = HISI = 0 with sufficient CP.

In coded MCM systems, the IIC scheme is applied in two scenarios:

• Case I: In this scenario, the hard decision of the demapper output is used to calculate

the ICI/ISI interference components as explained in Section 3.3. This information

is used to cancel these components from the received signal. Hard decisions on the

coded data are obtained directly (without passing through the decoder), and this is

repeated a fixed number of times, then the soft output of the demapper is passed to

the decoder, which is applied only once, as shown in Figure 3.3.

• Case II: In this scenario, the soft decisions are passed to the decoder (without any

iterations using the hard decisions of the coded data), then the soft output of the

decoder is used to estimate and cancel the interference, and this process is iterated

multiple times. as shown in Figures 3.4 and 3.5.
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Figure 3.3: Receiver side of the proposed IIC scheme of the LDPC-MCM systems using
hard decisions of the demaper output.

In the SISO-DWT-MCM system, two cases for channel equalisation are considered:
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• Case I using a frequency domain equaliser: In this case, the channel detection will

be performed in the frequency domain. This means that the time domain received

signal is first converted into the frequency domain and channel equalisation is ap-

plied. After that the detected signal is converted into the time domain again as

shown in Figure 3.5.

• Case II using wavelet domain equaliser: In this case, the channel must first be

represented as an N -by-N circulant matrix Hc. Let h be the CIR with length L and

h = [h(0), h(1), ..., h(L− 1)]T . Hc can be represented as:

Hc =



h0 h1 · · · · · · hL−2 hL−1 0 · · · 0

0 h0 h1 · · · · · · hL−2 hL−1 0 · · ·
· · · · · · · · · · · · · · · · · ·

0 · · · 0 h0 h1 · · · · · · hL−2 hL−1

hL−1 0 · · · 0 h0 h1 · · · · · · hL−2

· · · · · · · · · · · ·
· · · · · · · · · · · ·

· · · · · · hL−2 hL−1 0 · · · 0 h0 h1

h1 · · · · · · hL−2 hL−1 0 · · · 0 h0



(3.10)

After that, apply W̃ (l)
N and ˜[W ]T

(l)

N which are given in (2.16) and (2.17) respectively,

to generate an equivalent wavelet domain channel:

H̃(l)

N = W̃
(l)
N Hc

˜[W ]T
(l)

N (3.11)

Finally, multiply each received data symbol in the wavelet domain by [H̃(l)

N ]−1 to

detect the received data signal.

3.4 Computational Complexity

The computational complexity of the MCM systems can be evaluated by calculating the

number of real multiplications. The OFDM system only consists of IFFT and FFT. This
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means that the complexity can be expressed as:

OOFDM = 2Nlog2(N) (3.12)

Since DWT-MCM system with frequency domain equaliser needs two more blocks

IDWT and DWT compared with OFDM system. This means that its complexity is higher

than OFDM. According to Mallat algorithm [43], DWT and IDWT consist of down-

sampling and up-sampling by a factor of two respectively and filtering the approximation

coefficients aj,k and the detail coefficients wj,k respectively by a LPF and HPF with G

non-zero coefficient length. Therefore the complexity of the DWT can be expressed as:

J∑
j=J0+1

2jG ≤
J∑
j=1

2jG = 2NG (3.13)

The complexity of the DWT-MCM system with frequency domain equaliser can be

written as:

ODWT−MCM = 2NG+ 2Nlog2(N) (3.14)

According to (3.14), the complexity increase is a factor of about O( G
log2(N)

+ 1) com-

pared with that of OFDM, which is affordable since G is bounded and the number of

bearers N is usually large.

In FBMC/OQAM system, the total number of real multiplications for the transmitter

side is the sum of the multiplications of each SFB processing block; β-multipliers, IFFT,

andN -branch polyphase filtering. During the OQAM pre-processing, the complex-valued

QAM is separated into its in-phase and quadrature components. Therefore, the complex-

ity of the transmitter side will be multiplied by 2 and can be written as:

OFBMC/OQAMTX
= 2(2N +Nlog2(N) + 2KN) (3.15)

where K represents the overlapping factor.
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At the receiver side, similar processing blocks are used but in reverse order to that of

transmitter side. This means that the overall complexity of the FBMC/OQAM system can

be written as:

OFBMC/OQAM = 4(2N +Nlog2(N) + 2KN) (3.16)

After NIIC−Itrs IIC iterations, the number of the real multiplications of the three sys-

tems can be written as:

OOFDMIIC
= NIIC−Itrs × 2Nlog2(N) (3.17)

ODWT−MCMIIC
= NIIC−Itrs × (2NG+ 2Nlog2(N)) (3.18)

OFBMC/OQAMIIC
= NIIC−Itrs × 4(2N +Nlog2(N) + 2KN) (3.19)

The comparison of the computational complexity among the three systems with and

without IIC is shown in Figure 3.6. This figure shows the number of real multiplications

against the number of subcarriers.
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Figure 3.6: Number of real multiplications vs the number of subcarriers for MCM sys-
tems.
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3.5 Simulation Results

In this chapter, a signal format based on the LTE downlink standard for SISO-OFDM is

used but with insufficient CP and with the channel perfectly known at the receiver. The

abbreviations which are used in this simulation are defined in Table 3.1. The simulation

performance of DWT, OFDM and FBMC systems is evaluated using the simulation pa-

rameters which are defined and illustrated in Table 3.2. The PDPs for the EPA, EVA, and

ETU types of the LTE channel are presented in Table 2.1.

In the SISO system, the signal-to-noise ratio (SNR) can be calculated in terms of the

ratio of bit energy to noise power spectral density (Eb/N0) as:

SNR = (Eb/N0)

(
NSc

N +Ncp

)
(RcNbps) (3.20)

where Rc is the coding rate and Nbps represents the number of bits per symbol, Nbps =

log2(M) and M is the constellation order.

Table 3.1: Abbreviations

Abbreviations Definitions

NFig Figure number

Eq. Equalisation type

IIC-Itrs Number of IIC iterations

Rk Error floor reduction factor after some IIC iterations

Gap The gap from the PCIC simulation results in dB
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Table 3.2: Simulation Parameters Definition

Parameters Definitions Specifications

N Total number of sub-carriers (used & unused) 128

NRB Number of resource blocks 6

NSc−RB Number of sub-carriers per resource block 12

NSc Number of used sub-carriers NSc−RB ×NRB

Nslot Number of slots per resource block 2

Nsym Number of symbols per slot 7 (OFDM and DWT)

14 (FBMC/OQAM)

Ns Total number of symbols per resource block Nsym ×Nslot

Ncp Length of cyclic prefix (in samples) 0

10

4-QAM

M-QAM Modulation type 16-QAM

64-QAM

Ss Sub-carrier spacing (KHz) 15 KHz

Fs Sampling frequency Ss ×N

LTE Type of LTE channel EPA, EVA, and ETU

[1008, 2016] (4-QAM)

HLDPC Parity check matrix of LDPC code [2016, 4032] (16-QAM)

[3042, 6048] (64-QAM)

3.5.1 Uncoded Systems

In this case, to reduce the receiver complexity, the three systems are tested without using

iterative decoding. In this case, the output of the demapper is used to process the received

signal by calculating the required components lost due to the effect of the multipath chan-

nel. First, the estimated values of the current and previous data symbols x̂k and x̂k−1 will

be calculated from the hard output of the demapper. Then we multiply them by the resid-
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ual matrices that lead to ICI and ISI HICI , and HISI to obtain the components HICI x̂k,

and HISI x̂k−1 which are then used to reduce the interference specifically by cancelling it.

First, the performance of the three systems will be compared with sufficient CP. Fig-

ures 3.7 and 3.8 illustrate the bit error probability for the three systems over the EVA-LTE

channel and using the ZF equaliser with 4-QAM and 16-QAM modulations respectively.

It is clear from these figures that the BER curve is noticeably improved for the DWT-

MCM at high Eb/N0.
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Figure 3.7: BER curves for SISO-OFDM, SISO-FBMC/OQAM, and SISO-DWT-MCM
systems using ZF equaliser with 4-QAM modulation over (EVA) LTE channel.

Figures 3.9 and 3.10 show the simulation results of the three systems over the EVA-

LTE channel using the MMSE equaliser with 4-QAM and 16-QAM modulations respec-

tively. These figures show that the BER for DWT-MCM is significantly improved com-

pared with OFDM and FBMC/OQAM systems with the MMSE equaliser. This is because

the signal spectrum of all wavelet bearers is distributed across the whole channel band-

width in a similar way to single carrier frequency domain equalisation (SC-FDE) [133],

which provides a large diversity advantage on a frequency-selective channel.

Simulation results for the frame error rate (FER) of the three systems can be found in

Appendix A.
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Figure 3.8: Bit error probability curves for SISO-OFDM, SISO-FBMC/OQAM, and
SISO-DWT-MCM systems using ZF equaliser with 16-QAM modulation over (EVA) LTE
channel.
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Figure 3.9: BER curves for SISO-OFDM, SISO-FBMC/OQAM, and SISO-DWT-MCM
systems using MMSE equaliser with 4-QAM modulation over (EVA) LTE channel.
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Figure 3.10: BER curves for SISO-OFDM, SISO-FBMC/OQAM, and SISO-DWT-MCM
systems using MMSE equaliser with 16-QAM modulation over (EVA) LTE channel.

Figure 3.11 illustrates the simulation results of the bit error probability using 16-QAM

and 4-QAM modulation over the EVA channel with wavelet domain equaliser (WDE) and

ZF-FDE.
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Figure 3.11: BER curves for SISO-DWT-MCM system using WDE and ZF-FDE with
16-QAM and 4-QAM modulation over (EVA) LTE channel.
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Figure 3.12 shows the BER performance of the SISO-DWT-MCM system with differ-

ent levels of Haar wavelet. In this case, MMSE equaliser and 16-QAM modulation over

EVA channel. It is clear from this figure that the BER performance is better in the low

levels than in high wavelet levels because the higher level wavelets have lower bandwidth,

and hence less frequency diversity.
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Figure 3.12: BER curves for SISO-DWT-MCM system with different scales levels of
Haar wavelet using MMSE equaliser with 16-QAM modulation over (EVA) LTE channel.

Now the IIC scheme is used to improve the performance of these systems with insuf-

ficient CP (CP=0). The hard output decisions of the demapper are used to calculate the

estimated values of the undesirable components in the received signal. After removing

these components, EVD is applied to the resulting signal in the frequency domain. Af-

ter some iterations, the resulting signal will be improved, giving lower error floor in the

BER curves. The results have been obtained with the EPA, EVA, and ETU LTE channels,

different values of the Doppler frequency and modulation order as well as with different

levels of the decomposition and reconstruction algorithms and different wavelet families

in the case of DWT-MCM. For space reasons, some of these results are not included in

this chapter.

Figure 3.13 shows the BER simulation results for the uncoded SISO-OFDM system

using ZF and MMSE equalisation. Different parameters are used in this figure. 4-QAM
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and 16-QAM modulation, 5 Hz and 70 Hz Doppler frequencies, and over the EVA/ETU

LTE channel. In this figure, the BER simulation results are compared with the result with

perfect channel state information (PCSI). In PCSI, the actual transmitted data is assumed

to be known, and used to calculate the interference components and subtract them from

the received signal. This means that the PCSI assumes not only perfect channel state

knowledge, but also perfect interference cancellation. However, due to the Doppler shift,

the resulting time-variant channel is not perfectly known at the receiver. This means that

an error floor will appear at high Eb/N0 when the Doppler frequency is 70 Hz.
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Figure 3.13: BER curves for SISO-OFDM system with different modulation orders and
Doppler frequencies over EVA/ETU channel. (a) ZF-Equaliser (b) MMSE-Equaliser.

It is clear from this figure that the BER performance have improved after some IIC

iterations. The error floor is reduced but not completely removed. The improvements

in the BER simulation results of the OFDM system are reduced with the increase of the

modulation order, Doppler shift, and the spread of the channel. As shown in Figure 3.13,

there remains an error floor in the BER simulation results, though it is reduced by a factor

of approximately 41, 14, and 4 with ZF equaliser and by 36, 13, and 6 with MMSE

equaliser after four IIC iterations by using 4-QAM with 5 HZ Doppler over EVA channel,

16-QAM with 70 Hz Doppler over EVA channel, and 16-QAM with 70 Hz Doppler over

ETU channel respectively, measured at 45 dB Eb/N0.

Figures 3.14 and 3.15 show the BER simulation results of the uncoded SISO-

FBMC/OQAM and SISO-DWT/MCM respectively. In this part, the Daubechies (db4)

wavelet is used with decomposition and reconstruction levels L = 1 in the DWT-MCM
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system.
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Figure 3.14: BER curves for SISO-FBMC/OQAM system with different modulation
orders and Doppler frequencies over EVA/ETU channel. (a) ZF-Equaliser (b) MMSE-
Equaliser.
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Figure 3.15: BER curves for SISO-DWT/MCM system with different modulation orders
and Doppler frequencies over EVA/ETU channel using Daubechies (db4) wavelet with
L=1. (a) ZF-Equaliser (b) MMSE-Equaliser.

The simulation results of the uncoded OFDM, FBMC/OQAM, and DWT-MCM sys-

tems are illustrated in Table 3.3.
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Table 3.3: Simulation results for uncoded systems based IIC

System NFig Eq. IIC-Itrs Rk Eb/N0 Channel Doppler M-QAM

dB Hz

ZF 4 41 45 EVA 5 4-QAM

ZF 4 14 45 EVA 70 16-QAM

OFDM 3.13 ZF 4 4 45 ETU 70 16-QAM

MMSE 4 36 45 EVA 5 4-QAM

MMSE 4 13 45 EVA 70 16-QAM

MMSE 4 6 45 ETU 70 16-QAM

ZF 4 41 45 EVA 5 4-QAM

ZF 4 58 45 EVA 70 16-QAM

FBMC/ 3.14 ZF 4 39 45 ETU 70 16-QAM

OQAM MMSE 4 39 45 EVA 5 4-QAM

MMSE 4 47 45 EVA 70 16-QAM

MMSE 4 39 45 ETU 70 16-QAM

ZF 4 3 45 EVA 5 4-QAM

ZF 4 6 45 EVA 70 16-QAM

DWT/ 3.15 ZF 4 3 45 ETU 70 16-QAM

MCM MMSE 4 4 45 EVA 5 4-QAM

MMSE 4 15 45 EVA 70 16-QAM

MMSE 4 3 45 ETU 70 16-QAM

3.5.2 Coded Systems

Figures 3.16 and 3.17 show the BER simulation results of the LDPC-OFDM and LDPC-

FBMC/OQAM systems respectively (Case I). In these figures, different modulation or-

ders and Doppler frequency values are used over EVA channel. The error floors are com-

pletely removed and significant improvement is noticeable in these figures. In LDPC-

OFDM, the Eb/N0 gap from the PCSI simulation result becomes approximately 2.5 dB

Yahya J. Harbi, Ph.D. Thesis, Department of Electronic Engineering, University of York 2017



CHAPTER 3. ITERATIVE INTERFERENCE CANCELLATION BASED MCM (IIC-MCM) 67

and 1.2 dB after four IIC iterations with the ZF and MMSE equaliser respectively. By con-

trast, in the LDPC-FBMC/OQAM, the gap becomes 0.7 dB and 1.2 dB with ZF equaliser

and 0.5 dB and 0.75 dB with MMSE equaliser after the fourth IIC iteration by using 4-

QAM with 5Hz Doppler, 16-QAM with 70 Hz Doppler respectively over EVA channel,

measured at 10−6 BER.
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(a) ZF equaliser
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Figure 3.16: BER performance of the LDPC-OFDM system Case I using demapping hard
decision output with QPSK at 5Hz Doppler frequency over EVA LTE (a) ZF equaliser (b)
MMSE equaliser.
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(a) ZF equaliser
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Figure 3.17: BER performance of the LDPC-FBMC/OQAM system Case I using demap-
ping hard decision output with 4-QAM/16-QAM at 5Hz/70Hz Doppler frequency over
EVA LTE (a) ZF equaliser (b) MMSE equaliser.
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Figures 3.18, 3.19, and 3.20 show the simulation results of the LDPC-OFDM, LDPC-

FBMC/OQAM, and LDPC-DWT/MCM systems (Case I) with different parameters. In

the LDPC-DWT/MCM system, the Daubechies (db4) wavelet is used with decomposition

and reconstruction levels L = 6. The results and parameters are illustrated in Table 3.4.
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Figure 3.18: BER curves for LDPC-OFDM (Case I) system with different modulation
orders and Doppler frequencies over EVA/ETU channel. (a) ZF-Equaliser (b) MMSE-
Equaliser.
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(a) ZF-Equaliser
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Figure 3.19: BER curves for LDPC-FBMC/OQAM (Case I) system with different mod-
ulation orders and Doppler frequencies over EVA/ETU channel. (a) ZF-Equaliser (b)
MMSE-Equaliser.
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Figure 3.20: BER curves for LDPC-DWT/MCM (Case I) system with different modu-
lation orders and Doppler frequencies over EVA/ETU channel using Daubechies (db4)
wavelet with L=6. (a) ZF-Equaliser (b) MMSE-Equaliser.

Table 3.4: Simulation results for LDPC-MCM systems (Case I) based IIC

System NFig Eq. IIC-Itrs Rk Eb/N0 Channel Doppler M-QAM

dB Hz

ZF 4 35 35 EVA 70 16-QAM

OFDM 3.18 ZF 4 6 35 ETU 70 16-QAM

MMSE 4 75 35 EVA 70 16-QAM

MMSE 4 72 35 ETU 70 16-QAM

FBMC/ 3.19 ZF 4 90 35 ETU 70 16-QAM

OQAM MMSE 4 356 35 ETU 70 16-QAM

ZF 4 3 35 EVA 5 4-QAM

ZF 4 2 35 EVA 70 16-QAM

DWT/ 3.20 ZF 4 3 35 ETU 70 16-QAM

MCM MMSE 4 56 35 EVA 5 4-QAM

MMSE 4 20 35 EVA 70 16-QAM

MMSE 4 6 35 ETU 70 16-QAM

Yahya J. Harbi, Ph.D. Thesis, Department of Electronic Engineering, University of York 2017



CHAPTER 3. ITERATIVE INTERFERENCE CANCELLATION BASED MCM (IIC-MCM) 70

As a conclusion of the first scenario of coded OFDM, DWT/MCM, and FBMC/OQAM

systems, according to the above figures, the error floors are reduced by using iterative

interference cancellation. With the MMSE equaliser, a significantly better performance

is obtained for all systems compared with the ZF equaliser. This is because the main

feature with the MMSE equaliser is a considerable increase in diversity order. This occurs

because of the combination of coding and MMSE.

In the second scenario of the coded OFDM, DWT/MCM, and FBMC/OQAM sys-

tems, the soft output decoded symbols are used to calculate the ICI/ISI interference com-

ponents in each IIC iteration. Figures 3.21 and 3.22 show the simulation results of the

LDPC-OFDM and LDPC-FBMC/OQAM systems (Case II). In Figure 3.21, 4-QAM and

16-QAM are used respectively with 5 Hz and 70 Hz Doppler frequency over the EVA

channel with the ZF and MMSE equaliser. In Figure 3.22, 4-QAM and 16-QAM are used

respectively with 5 Hz and 70 Hz Doppler frequency over the EVA channel and 16-QAM

with 70 Hz Doppler shift over ETU channel with use the ZF and MMSE equaliser. As

shown in these figures, the error floors are completely removed after four IIC iterations.

The simulation results of these figures are discussed in Table 3.5. Where the Gap in Ta-

ble 3.5 refers to the gap from the PCSI simulation results measured in dB at specific BER

value.
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Figure 3.21: BER curves for LDPC-OFDM (Case II) system with different modulation or-
ders and Doppler frequencies over EVA channel. (a) ZF-Equaliser (b) MMSE-Equaliser.
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Figure 3.22: BER curves for LDPC-FBMC/OQAM (Case II) system with different mod-
ulation orders and Doppler frequencies over EVA/ETU channel. (a) ZF-Equaliser (b)
MMSE-Equaliser.

Table 3.5: Simulation results for LDPC OFDM and FBMC/OQAM systems (Case II)

System NFig Eq. IIC-Itrs Gap BER Channel Doppler M-QAM

dB Hz

ZF 4 0.75 10−6 EVA 5 4-QAM

OFDM 3.21 ZF 4 1.2 10−6 EVA 70 16-QAM

MMSE 4 0.6 10−6 EVA 5 4-QAM

MMSE 4 0.7 10−6 EVA 70 16-QAM

ZF 4 0.5 10−6 EVA 5 4-QAM

ZF 4 0.6 10−6 EVA 70 16-QAM

FBMC/ 3.22 ZF 4 0.8 10−6 ETU 70 16-QAM

OQAM MMSE 4 0.4 10−6 EVA 5 4-QAM

MMSE 4 0.5 10−6 EVA 70 16-QAM

MMSE 4 0.8 10−6 ETU 70 16-QAM

Figures 3.23 and 3.24 show the simulation results of the LDPC-OFDM and LDPC-

DWT/MCM (Case II). In Figure 3.23, the more severe LTE channel is used with 16-QAM

and 70 Hz Doppler shift and using the ZF and MMSE equaliser. The simulation results
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and parameters of these figures are shown in Table 3.6.
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(a) ZF equaliser
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Figure 3.23: BER performance of the LDPC-OFDM system using soft decoding output
with 16QAM at 70Hz Doppler frequency over ETU LTE (a) ZF equaliser (b) MMSE
equaliser.
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Figure 3.24: BER curves for LDPC-DWT/MCM (Case II) system with different mod-
ulation orders and Doppler frequencies over EVA/ETU channel using Daubechies (db4)
wavelet with L=6. (a) ZF-Equaliser (b) MMSE-Equaliser.
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Table 3.6: Simulation results for LDPC OFDM and DWT/MCM systems (Case II)

System NFig Eq. IIC-Itrs Rk Eb/N0 Channel Doppler M-QAM

dB Hz

OFDM 3.23 ZF 4 106 35 ETU 70 16-QAM

MMSE 4 243 35 ETU 70 16-QAM

ZF 4 8 35 EVA 5 4-QAM

ZF 4 5 35 EVA 70 16-QAM

DWT/ 3.24 ZF 4 8 35 ETU 70 16-QAM

MCM MMSE 4 334 35 EVA 5 4-QAM

MMSE 4 47 35 EVA 70 16-QAM

MMSE 4 20 35 ETU 70 16-QAM

As a conclusion of the second scenario of coded-MCM systems, and based on the

above figures and tables, the simulation results were significantly improved through using

the iterative interference cancellation. The error floors were completely removed over the

EVA channel in the LDPC-OFDM system. However, with the use of the ETU channel

the error floors were reduced but not completely removed. In the LDPC-DWT/MCM,

the error floors were reduced but not completely removed. In contrast, in the LDPC-

FBMC/OQAM systems, the error floors were completely removed over the EVA and

ETU channels. The error floors have been removed more easily (with fewer iterations) in

FBMC compared with that of OFDM. This is probably because in OFDM, the spectrum

of each modulated subcarrier is much wider. Thus the ICI extends over many subcarriers.

In FBMC, however, the filtering greatly reduces the bandwidth of the subcarriers. This

means that the ICI only extends over the adjacent subcarrier. This seems to make it easier

for the iterative process to correct symbol errors by exploiting a priori information from

the adjacent subcarriers.
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3.6 Summary

This chapter can be summarised as follows:

• The effect of the multipath propagation on the transmitted signal was explained for

SISO-OFDM system with sufficient and insufficient CP.

• An iterative interference cancellation (IIC) scheme has been presented for SISO

OFDM, FBMC/OQAM, and DWT/MCM systems. The undesirable components

in the received signal were calculated in different scenarios to reduce the ICI/ISI

interference. IIC can reduce or remove the error floor with insufficient CP for all

the three systems. In FBMC/OQAM systems, more significant improvement can

be achieved than that for the other systems due to the use of a much longer and

smoother filter response in the time domain which greatly reduces the side lobes

and therefore reduces the potential for ICI. In general, we may conclude that a

significant improvement can be achieved by using IIC.

• In uncoded SISO OFDM, FBMC/OQAM, and DWT/MCM systems, the ICI/ISI in-

terference components have been calculated directly from the hard output of the de-

mapper. In contrast, in coded systems, the simulation results have been discussed

in two scenarios. First, the ICI/ISI interference components have been calculated

from the hard decision output of the de-mapper and on the last IIC iteration the soft

decision de-mapper output is interleaved and used as an input to the LDPC decoder.
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Wiener Filter Channel Estimation

based IIC-MCM
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4.1 Introduction

In wireless communication systems, the retrieving of the information with great accuracy

is very challenging and is highly dependent on the precision of the estimated value of the

CSI. In the previous chapter, it is assumed that CSI is known at the receiver. However, in

practice, it is very important to obtain the accurate value of the CSI by means of channel

estimation. IIC based iterative decoding is used to achieve better channel estimation [119–
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124]. SISO and MIMO-OFDM system performance is significantly improved by using

a parametric model (PM) channel estimation based LDPC iterative receiver [134]. In

Bluetooth time division duplex (TDD) frame (short frame), one dimensional (1-D) Wiener

filter channel estimation is used for OFDM based cognitive radio (CR) transmission [135].

However, in long frames, the 1-D Wiener filter channel estimation lost its robustness

against the time-variant channel. In single and multi-channel, the Wiener filter is used to

estimate the coefficients of the complex short-time Fourier transform (STFT) to achieve

noise reduction in the STFT domain [136]. 2-D Wiener filter channel estimation is used to

improve the estimated coefficients of the channel when the spaced-frequency and spaced-

time correlation function is known [137–140].

In OFDM systems, blind and data/pilot-aided channel estimation techniques have been

proposed [141–143]. In the FBMC/OQAM scheme, the channel estimation issue is dif-

ferent due to the intrinsic imaginary interference where the orthogonality conditions only

depend on the real components [48]. Preamble-based channel estimation [62, 144, 145]

and scattered pilot-based channel estimation [69, 146, 147] have been presented for

FBMC/OQAM system. There are different structures of preamble based channel estima-

tion; Pairs of Pilots (POP), Real Interference Approximation Method (IAM-R), Complex

IAM (IAM-C), and Extended IAM-C (E-IAM-C) techniques. In each scheme, different

structures for used and unused pilots (zero subcarriers) are inserted at known positions at

the receiver as shown in Figure 4.1.

In this chapter, pilot-aided Wiener filter channel estimation will be used for both SISO

OFDM and FBMC/OQAM systems. Scattered pilots are used to calculate the coefficients

of the Wiener filter to estimate the channel for both OFDM and FBMC/OQAM systems.

Furthermore, the IAM preamble is used to estimate the coefficients of the channel of the

FBMC/OQAM system.

The rest of this chapter is organised as follows: In Section 4.2 a system model of IIC

based channel estimation is introduced. In Section 4.3 Wiener filter channel estimation

is introduced. Scattered and preamble pilots based Wiener filter channel estimation is

described in Section 4.4. Simulation results are given in Section 4.6. Finally, a summary

of this chapter is presented in Section 4.7.

Yahya J. Harbi, Ph.D. Thesis, Department of Electronic Engineering, University of York 2017



CHAPTER 4. WIENER FILTER CHANNEL ESTIMATION BASED IIC-MCM 77

1
-1
1
-1
1
-1
1
-1
1
-1
1
-1

0
0
0
0
0
0
0
0
0
0
0
0

POP

0
0
0
0
0
0
0
0
0
0
0
0

1
-1
-1
1
1
-1
-1
1
1
-1
-1
1

0
0
0
0
0
0
0
0
0
0
0
0

IAM-R

0
0
0
0
0
0
0
0
0
0
0
0

1
-j
-1
j
1
-j
-1
j
1
-j
-1
j

0
0
0
0
0
0
0
0
0
0
0
0

IAM-C

j
-1
-j
1
j

-1
-j
1
j

-1
-j
1

1
-1
-1
1
1
-1
-1
1
1
-1
-1
1

-j
1
j

-1
-j
1
j

-1
-j
1
j

-1

E-IAM-C

Pilot Subcarrier

Zero Subcarrier

Figure 4.1: POP, IAM-R, IAM-C, and E-IAM-C preamble structures.

4.2 System Model

The IIC scheme is presented in Section 3.2 of Chapter 3 where the CSI is assumed to

be known at the receiver. However, in practice the CSI is unknown at the receiver, the

channel estimation is crucial at the receiver of the broadband communication systems. As

in Chapter 3, the received signal can be represented as in (3.3). The estimated values of

the undesirable components ĤICI x̂k and ĤISI x̂k−1 can be calculated from the estimated

decoded signal and estimated value of the coefficients of the channel. In this chapter, the

channel estimation is repeated after each IIC iteration as shown in Figure 4.2. Figure 4.2

shows the receiver side of the iterative channel estimation of the LDPC-FBMC/OQAM

system using Wiener filter channel estimation. AFB, SFB, and WF represent respectively

the analysis filter bank, synthesis filter bank, and Wiener filter channel estimation. After

some iterations, the estimated received signal can be expressed as:

ŷk = ĤCIRC x̂k + η̃k (4.1)

The received signal in the frequency domain can be represented as:

Ŷk = F ĤCIRCF
HX̂k + F η̃k (4.2)
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Figure 4.2: Receiver side of the iterative channel estimation of the LDPC-FBMC/OQAM
system using Wiener filter channel estimation.

According to the eigenvalue decomposition (EVD) of the circulant matrix [132] i.e.

ĤCIRC = FHĤF , the estimated received signal in the frequency domain can be expressed

as:

Ŷk = ĤX̂k + ηk (4.3)

where Ĥ ∈ CN×N constitutes a diagonal matrix that comprises the estimated values of

the CFR along its diagonal components.

Channel matrices ĤICI , ĤISI can be expressed as:

ĤISI =

 0E×(N−E) Ĥ1

0(N−E)×(N−E) 0(N−E)×E

 (4.4)

ĤICI =

 0E×(N−E−Ncp) Ĥ1 0E×Ncp

0(N−E)×(N−E−Ncp) 0(N−E)×E 0(N−E)×Ncp

 (4.5)

where E represents the excess channel length over the CP, E = Lc −Ncp − 1 and Lc and

Ncp respectively represent the length of the channel and the number of the CP samples.

The interference originating with matrix Ĥ1 ∈ CE×E depends mainly on the estimated

channel value ĥ and can be represented as:

Ĥ1 =


ĥLc−1 · · · · · · ĥNcp−1

0
. . . ...

... . . . . . . ...

0 · · · 0 ĥLc−1

 (4.6)
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in the case of Ncp = 0, ĤICI = ĤISI . Also, ĤICI = ĤISI = 0 with sufficient CP.

4.3 Wiener Filter Channel Estimation

The Wiener filter is a filter or channel interpolation method which is used to estimate a

desired signal from an unknown signal. Due to the strong correlation of the channel in

both time and frequency not all sub-carriers need be exploited for channel estimation:

hence pilot QAM symbols are spaced at intervals in time and frequency. Exploiting both

time and frequency correlation provides a smoothing and prediction filter [148, 149].

⊗

⊗

⊗

⊗

⊕

w1

w2

w3

wNp

ĥ

ĥp1

ĥp2

ĥp3

ĥpNp

data sub-carrier

pilot sub-carrier

Figure 4.3: Wiener filtering.

In general, the number of taps of the Wiener filter depends on the number of pilot

symbols Np as shown in Figure 4.3. The estimated channel vector ĥ can be obtained as

follows:

ĥ = Wĥp (4.7)

where W and ĥp represent respectively the Nd × Np Wiener filter interpolation matrix,

and the Np × 1 LS vector of the Np channel estimates at the pilot positions, where Nd is
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the number of data positions in the frame. ĥp and W are given by

ĥp =

[
Y1
X1

Y2
X2

...
YNp
XNp

]
(4.8)

W = RdpR−1p̂p̂ (4.9)

where Y and X represent the received and transmitted pilots respectively; Rdp is a Nd ×
Np matrix containing cross correlations between data symbol positions and pilot symbol

positions; Rp̂p̂ is a Np × Np matrix containing auto-correlations between pilot symbol

positions. According to [137], Rp̂p̂ can be written as:

Rp̂p̂ = Rpp +
β

SNRp

INp (4.10)

where Rpp is a Np × Np matrix containing auto-correlations between pilot symbol po-

sitions; INp is a Np × Np identity matrix and β is a constant depending on the signal

constellation (β equals 1 and 17/9 for 4-QAM and 16-QAM respectively); SNRp denotes

the pilot symbol power Es versus the noise power σ2
n.

From (4.9) and (4.10), W and ĥ can be expressed as:

W = Rdp

(
Rpp +

β

SNRp

INp

)−1
(4.11)

ĥ = Rdp

(
Rpp +

β

SNRp

INp

)−1
ĥp (4.12)

In 2D estimation, the cross and auto-correlation matrices are calculated using the prod-

uct of the channel time and frequency correlations Rt
hh and Rf

hh

Rt
hh = E{h(t1)h

∗(t2)} (4.13)

Rf
hh = E{h(f1)h

∗(f2)} (4.14)

The autocorrelation matrices in frequency and time are defined by the power delay

profile of the LTE channel [150] and Jakes’ model [97] respectively.
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4.4 FBMC/OQAM Channel Estimation

In SISO-OFDM, scattered pilot based channel estimation is used to estimate the coeffi-

cients of the channel. Figure 4.4 represents the scattered pilots according to LTE standard

and shows the pilots and data symbol positions for each subframe. According to these

positions, the Wiener filter interpolation matrix W will be calculated as in Eq. 4.11. In

OFDM systems, pilots are inserted after the M-QAM modulation. At the receiver, the

received pilots are extracted from the received signal in the frequency domain. The

estimated value of the LS vector ĥp can be calculated using the received pilots as in

Eq. 4.8. The Wiener filter interpolation matrix W and LS vector ĥp are used to calculated

the coefficients of the channel before the M-QAM demodulator as in Eq. 4.12.

slot slot

12
su

b-
ca

rr
ie

rs

Sub-frame (1 ms)

0 6 0 6

Pilot Subcarrier Data Subcarrier

Figure 4.4: Pilot and data symbols positions for each subframe in SISO-OFDM-FFT
system.

In the case of data-aided channel estimation, the Wiener filter interpolation matrix W
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and the estimated value of the coefficients of the channel ĥ can be calculated as:

W = R(Np+Nd)×(Np+Nd)

(
R(Np+Nd)×(Np+Nd) +

β

SNRp+d

INp+Nd

)−1
(4.15)

ĥ = Wĥp+d (4.16)

where R(Np+Nd)×(Np+Nd) represents the autocorrelation matrix between all pilot and data

positions and ĥp+d are the channel LS estimator at all pilots and data positions.

In this case, a large number of taps in the Wiener filter in the iterative process lead to

high receiver complexity. For that reason, pilot-aided channel estimation will be used in

this chapter.

In SISO-FBMC/OQAM systems, scattered and preamble pilots are used to estimate

the channel coefficients. Figure 4.5 represents the scattered pilots and shows the pilots

and data symbol positions for each subframe in the SISO-FBMC/OQAM system.

slot slot

12
su

b-
ca

rr
ie

rs

Sub-frame (1 ms)

0 130 13

Pilot Subcarrier Data Subcarrier

Figure 4.5: Pilot and data symbols positions for each subframe in FBMC/OQAM system.
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In the case of scattered pilots, pilots are inserted after M-QAM modulation as in the

OFDM system. Each pilot is separated into its in-phase and quadrature components due

to OQAM pre-processing as shown in Figure 4.5. To reduce the effect of the intrinsic

interference, the locations of in-phase and quadrature components of each pilot are used

to calculate the Wiener filter interpolation matrix W and LS vector ĥ. W and ĥ are used

to calculate the estimated value of the coefficients of the channel before the OQAM post-

processing. Therefore, the OQAM symbols can be detected by taking the real value after

the channel estimation and equalisation.

In the case of preamble pilots, known preamble based channel estimation has been

studied [62], and different preamble structures have been demonstrated for both single-

antenna and multiple antenna FBMC/OQAM systems. In [144], two preamble-based

methods for channel estimation have been introduced for the FBMC/OQAM system, and

the performance of the system has been analysed in the absence of Doppler spread and

synchronization errors.

The IAM preamble is used in the SISO-FBMC/OQAM system as shown in Figure 4.6.

Pilot preambles are inserted directly after the OQAM pre-processing and the channel

coefficients are calculated before OQAM post-processing and then take the real values of

the estimated signal to detect the QAM symbols. In this case, the channel estimation with

IAM preambles will be discussed in different scenarios with different values of the MDS.

• Case I: One IAM preamble pilot is inserted in each slot of the FBMC sub-frame

as shown in Figure 4.6. In this case, the symbol duration is (0.5/17 msec) with the

duration between the pilot symbols (0.5×16/17 msec - 14-FBMC data symbols and

2-unused symbols).

• Case II: Two IAM preambles are inserted in each slot of the FBMC sub-frame. In

this case, the symbol duration is (0.5/20 msec) and the duration between the pilot

symbols is (0.5×9/20 msec - 7-FBMC data symbols and 2-unused symbols).

• Case III: Three IAM preambles are inserted in each slot of the FBMC sub-frame.

In this case, the symbol duration is (0.5/23 msec) and the duration between the pilot

symbols is (0.5×6/23 msec - 4-FBMC data symbols and 2-unused symbols).
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Figure 4.6: Pilot and data symbols positions for each subframe in SISO-FBMC/OQAM
system using 1-IAM preamble per slot.

In the channel estimation, the average error within the transmitted block is called a

mean square error (MSE). The MSE of the above channel estimation is calculated by

MSE = E{|h− ĥ|2} (4.17)

where h and ĥ contains the actual and estimated channel coefficients respectively.

4.5 Computational Complexity

To calculate the computational complexity of the Wiener filter channel estimation with

scattered pilots, it is necessary to calculate the number of real multiplications and addi-

tions. However the additions operation is cheaper to implement than multiplications, and

hence the complexity analysis will be based on the number of multiplication operations

in this chapter. The Wiener filter interpolation matrix W needs to be calculated only

once per block. This means that the complexity of W does not change with the IIC
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scheme. In (4.11), the dimensions of Rdp, Rpp, and β
SNRp INp are Nd × Np, Np × Np,

and Np ×Np respectively. Consider one multiplication operation between β
SNRp and INp,

one inverse operation (Rpp + β
SNRp INp)−1, and one multiplication operation between Rdp

and (Rpp + β
SNRp INp)−1. Then, the complexity of the multiplication between β

SNRp and

INp is O(NP ) operations, the inverse operation is O(N3
P ), and the matrix multiplication

between Rdp and (Rpp + β
SNRp INp)−1 is O(NPN

2
dp). Therefore, the complexity of the

Wiener filter interpolation matrix of the OFDM system can be written as:

OW−OFDM = N3
p +Np(N

2
dp + 1) (4.18)

In FBMC/OQAM system, each data and pilot symbol is separated into its in-phase and

quadrature components. Then, the complexity of the Wiener filter interpolation matrix

compared with OFDM system can be expressed as:

OW−FBMC/OQAM = 8N3
p + 2Np(2N

2
dp + 1) (4.19)

With tentative Wiener filter channel estimation, the coefficients of the channel need to be

calculated in each IIC iteration. This means that the complexity will be increased with

uses of the IIC scheme. In (4.12), the dimensions of W and ĥp are Nd × Np and Np × 1

respectively. There is one multiplication operation between W and ĥp whose complexity

is O(NdNP ). Therefore, after NIIC−Itrs IIC iterations, the complexity of the Wiener

filter channel estimation for both systems can be written as:

OOFDM = OW−OFDM +NIIC−Itrs(NdNp) (4.20)

OFBMC/OQAM = OW−FBMC/OQAM +NIIC−Itrs(4NdNp) (4.21)

4.6 Simulation Results

The simulation performance of the Wiener filter channel estimation based scat-

tered/preamble pilots of the LDPC-OFDM and LDPC-FBMC/OQAM systems is eval-

uated using the simulation parameters which are defined and illustrated in Table 4.1. The

PDPs for the EPA, EVA, and ETU types of the LTE channel are presented in Table 2.1.

Yahya J. Harbi, Ph.D. Thesis, Department of Electronic Engineering, University of York 2017



CHAPTER 4. WIENER FILTER CHANNEL ESTIMATION BASED IIC-MCM 86

Table 4.1: Simulation Parameters Definition

Parameters Definitions Specifications
N Total number of sub-carriers 128

(used & unused)
NRB Number of resource blocks 6

NSc−RB Number of sub-carriers 12
per resource block

NSc Number of used sub-carriers NSc−RB ×NRB

Nslot Number of slots per resource block 2
7 (OFDM)

Number of symbols 14 (FBMC/OQAM)
Nsym per slot 17 (IAM case I)

20 (IAM case II)
23 (IAM case II)

Ns Total number of symbols Nsym ×Nslot

per resource block
Ncp Length of cyclic prefix (in samples) 0

M-QAM Modulation type 4-QAM
16-QAM

Ss Sub-carrier spacing (KHz) 15 KHz
Fs Sampling frequency Ss ×N

LTE Type of LTE channel EVA
[960, 1920] (4-QAM)

HLDPC Parity check matrix [1920, 3840] (16-QAM)
of LDPC code [1008, 2016] (4-QAM-IAM)

[2016, 4032] (4-QAM-IAM)

Figures 4.7 and 4.8 show BER simulation results for the LDPC-OFDM and LDPC-

FBMC/OQAM systems using scattered pilot based Wiener filter channel estimation. In

these figures, different modulation orders, Doppler frequencies are used for both systems

over EVA/ETU LTE channel using ZF equaliser.
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Figure 4.7: BER curves for LDPC-OFDM system with different modulation orders and
Doppler frequencies over EVA/ETU channel using scattered pilot based Wiener filter
channel estimation with ZF equaliser.
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Figure 4.8: BER curves for LDPC-FBMC/OQAM system with different modulation or-
ders and Doppler frequencies over EVA/ETU channel using scattered pilot based Wiener
filter channel estimation with ZF equaliser.
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Figures 4.9 and 4.10 show simulation results for the LDPC-OFDM and LDPC-

FBMC/OQAM systems using an MMSE equaliser with scattered pilot based Wiener filter

channel estimation with the same parameters which are used with the ZF equaliser.
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Figure 4.9: BER curves for LDPC-OFDM system with different modulation orders and
Doppler frequencies over EVA/ETU channel using scattered pilot based Wiener filter
channel estimation with MMSE equaliser.

As shown in these figures, the performance of both systems is significantly improved

after 7-IIC iterations using Wiener filter channel estimation. However, the error floors

are eliminated in LDPC-OFDM system with 4-QAM and the EVA channel, while the

use of high modulation order and severe channels lead to an irreducible error floor in

the simulated BER. In LDPC-FBMC/OQAM systems, the error floors are removed with

EVA channel, while it still exist with the use of ETU channel. Furthermore, the simulation

results are compared with the case of using 4-IIC iteration with perfectly known channel at

the receiver. With perfectly known channel at the receiver, we have done less IIC iteration

than that with the channel estimation. In the perfect knowledge case, It is converge by 4

IIC iterations and any more iterations do not make any difference. In contrast, up tp 7-IIC

iterations are required with the case of channel estimation. In OFDM system, these is

a significant difference between the simulations results of the case of perfect knowledge

and channel estimation. In case of perfect knowledge, with 4-IIC iterations, the error
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floors are reduced by a factor larger than that of using 7-IIC iteration channel estimation.

With use 4-QAM over the EVA channel, the error floors are completely removed in both

cases with significant significant improvement with perfect channel knowledge. In LDPC-

FBMC/OQAM system, the simulation results approximately same in both cases over the

EVA channel and there is a significant difference over ETU channel. With use the EVA

channel, the error floors are completely removed with the same factor in both cases. In

general, the error floor of OFDM system is larger than that of the FBMC/OQAM system.

The comparison between these figures is illustrated in Table 4.2.
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Figure 4.10: BER curves for LDPC-FBMC/OQAM system with different modulation or-
ders and Doppler frequencies over EVA/ETU channel using scattered pilot based Wiener
filter channel estimation with MMSE equaliser.

In Table 4.2, 4-QAM and 16-QAM with 5 Hz and 70 Hz Doppler frequency respec-

tively are used in the simulation results for both systems. In the OFDM system, the error

floors are reduced by a factor Rk 37 and 60 over EVA channel and 7 and 9 over the ETU

channel with the ZF and MMSE equaliser respectively. With the use of 4-QAM, the error

floors are completely removed and the gap from the perfect knowledge with 4-IIC itera-

tions simulation results is approximately of 3.2 dB and 2.5 dB with the ZF and MMSE

equaliser respectively, measured at 10−5 BER .In contrast, in FBMC/OQAM system, over

the ETU channel, the error floors are reduced by a factor of 9 with ZF equaliser, measured
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at 35 dB Eb/N0 and completely removed with MMSE equaliser. Over the EVA channel,

the error floors are removed with the gap from the perfect knowledge with 4-IIC itera-

tions simulation results is approximately of 1.7 dB and 1.6 dB with the ZF and MMSE

equaliser respectively, measured at 10−5.

Table 4.2: Simulation results for LDPC OFDM and FBMC/OQAM systems using scat-
tered pilots channel estimation with 7 IIC-Itrs

System NFig Gap BER Rk Eb/N0 Channel Doppler M-QAM

(dB) dB Hz

4.7 - - 37 35 EVA 70 16-QAM

4.7 - - 7 35 ETU 70 16-QAM

OFDM 4.7 3.2 10−5 - - EVA 5 4-QAM

4.9 - - 60 35 EVA 70 16-QAM

4.9 - - 9 35 ETU 70 16-QAM

4.9 2.5 10−5 - - EVA 5 4-QAM

4.8 - - 9 35 ETU 70 16-QAM

4.8 1.7 10−5 - - EVA 70 16-QAM

FBMC/ 4.8 1.7 10−5 - - EVA 5 4-QAM

OQAM 4.10 2 10−5 - - ETU 70 16-QAM

4.10 1.6 10−5 - - EVA 70 16-QAM

4.10 1.6 10−5 - - EVA 5 4-QAM

Figure 4.11 and 4.12 show the MSE simulation results for the OFDM and

FBMC/OQAM systems using 4-QAM and 16-QAM with the MMSE equaliser over

the EVA channel. We note that the Wiener filter-based channel estimation for the

FBMC/OQAM system provides a smaller MSE than that of OFDM. In this chapter, IIC is

used to improve the channel estimation. At each IIC iteration, estimated decoded signal

is used to calculate the ICI/ISI components. After remove these components, the chan-

nel LS estimator is repeated to improve the estimated values of the channel coefficients

as shown in Figure 4.2. After 7 IIC iterations the error floors in the MMSE simulation

are reduced by a factor of 12 and 10.5 for the OFDM system and by 2.6 and 2.5 for the
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FBMC/OQAM using 4-QAM and 16-QAM respectively, measured at 40 dB Eb/N0.
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Figure 4.11: MSE curves for LDPC OFDM and FBMC/OQAM systems using 4-QAM
and 5 Hz Doppler frequencies over EVA channel with MMSE equaliser.
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Figure 4.12: MSE curves for LDPC OFDM and FBMC/OQAM systems using 16-QAM
and 70 Hz Doppler frequencies over EVA channel with MMSE equaliser.
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In the case of IAM preamble based Wiener filter channel estimation, the EVA channel

is used in the simulation of the LDPC-FBMC/OQAM system. 4-QAM and 16-QAM

modulation orders are used with 5 Hz and 70 Hz Doppler frequencies respectively with ZF

equaliser. In this case, the error floors are eliminated. Figures 4.13, 4.14, and 4.15 show

the simulation results of the LDPC-FBMC/OQAM system using IAM preamble with 1-

IAM, 2-IAM, and 3-IAM preambles per each slot of the FBMC sub-frame respectively.
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Figure 4.13: BER curves for LDPC-FBMC/OQAM system with different modulation
orders and Doppler frequencies over EVA channel using 1-IAM preamble per slot Wiener
filter channel estimation with ZF equaliser.
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Figure 4.14: BER curves for LDPC-FBMC/OQAM system with different modulation
orders and Doppler frequencies over EVA channel using 2-IAM preamble per slot Wiener
filter channel estimation with ZF equaliser.
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Figure 4.15: BER curves for LDPC-FBMC/OQAM system with different modulation
orders and Doppler frequencies over EVA channel using 3-IAM preamble per slot Wiener
filter channel estimation with ZF equaliser.
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It is clear from these figures that with 1-IAM preamble in each slot, the gap from the

PCSI simulation result is approximately 0.6 dB and 3.5 dB using 4-QAM and 16-QAM

respectively. With 2-IAM preambles per each slot, the gaps become 0.6 dB and 1.6 dB

with 4-QAM and 16-QAM respectively. With 3-IAM preambles, the gap is reduced to

1.5 dB with 16-QAM compared with the use of 2-IAM preambles. As in scattered pilot

channel estimation, in the IAM preamble, the 2-D Wiener filter channel estimation is used.

This means that the time and frequency correlations are exploited. The time correlations

depend on the time interval between the IAM preambles in each sub-frame. With use

IAM preambles, the time interval is reduced and strong time correlations is achieved.

This reduces the gap from the PCSI simulation results as shown in the above figures.

To compare the proposed IIC scheme with Wiener filter channel estimation with re-

lated work, the simulation parameters in [120] will be used. An un-coded FBMC/QAM

system is used with 4-QAM, single tap equaliser and LS estimator with linear interpo-

lation over the COST 207 Typical Urban Reception (TU6) channel [151]. Figure 4.16
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Figure 4.16: BER curves for Un-coded FBMC/QAM system with 4-QAM over
COST207-TU6 channel using LS estimator with linear and Wiener filter interpolations.

shows the BER simulation results of the proposed system using LS and Wiener filter es-

timators with and without IIC. In [120], with IIC, the reduction factor of the error floors

was approximately 3. In contrast, with the proposed IIC scheme, the error floors are re-
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duced by a factor of approximately 5 and 7 with LS estimator with linear and Wiener filter

interpolations respectively, measured at 50 dB Eb/N0 as shown in Figure 4.16.

4.7 Summary

This chapter can be summarised as follows:

• An iterative interference cancellation (IIC) based Wiener filter channel estima-

tion using scattered pilots has been presented for LDPC-OFDM and LDPC-

FBMC/OQAM systems with insufficient CP. In both systems, the error floors are

significantly reduced after some IIC iteration. In general, the error floors of the

LDPC-FBMC/OQAM system are lower than those of the OFDM system.

• Wiener filter channel estimation was introduced. One and two dimension channel

estimation based on scattered pilots were explained using channel time and fre-

quency correlations.

• Different modulation orders with different Doppler frequencies are used in both

systems over the EVA and ETU channels. After 7-IIC iterations, the error floors are

removed in the OFDM system using 4-QAM over the EVA channel, but it still exists

with 16-QAM over the EVA channel. In LDPC-FBMC/OQAM system, the error

floors are completely removed with 4-QAM and 16-QAM over the EVA channel.

• Iterative channel estimation based IIC is used in this chapter with scattered pilot and

Wiener filter channel estimation. A significant improvement in MSE simulation

results is achieved for both OFDM and FBMC/OQAM systems. FBMC/OQAM

system provides less MSE than that of OFDM.

• IAM-preamble pilot based Wiener filter channel estimation of the LDPC-

FBMC/OQAM system has been presented in three scenarios, using 1-IAM, 2-IAM,

and 3-IAM preambles in each slot of the FBMC sub-frame. The error floors are

substantially eliminated after 5-IIC iterations for all three cases.

• 4-QAM and 16-QAM are used with IAM preamble based Wiener filter channel

estimation over EVA channel. As the number of IAM preambles per slot increases,
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a significant improvement is noticeable in the simulation result using high order

modulation.
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MIMO systems based on IIC-MCM
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5.1 Introduction

OFDM system has become a very popular multicarrier modulation scheme, used in many

wireless systems due to its attractive features. OFDM systems are employed in different

standards over different channel conditions. On the other hand, Multiple-Input Multiple-

Output (MIMO) [152] is used to enhance link capacity and spectral efficiency: hence

the combination MIMO-OFDM can improve the overall system performance and achieve

higher throughput. However, there are significant challenges for efficient receiver design

for a time-variant multipath channel. Such a channel adds undesirable components to the

received signal from the signal transmitted from the other antennas.
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To improve the performance of MIMO systems, it is necessary to reduce the interfer-

ence resulting from the effect of the channel as well the interference due to the signal

transmitted from other antennas. This means that the channel equalisation and detection

should be improved. In [153], two hybrid stages are proposed for the uplink MIMO-

OFDM systems for interference cancellation and equalisation framework. In these stages,

time and frequency domain equalization are used to reduce the ICI and channel distortion

respectively. Wind-Flex and Ubiquitous Antenna are used to increase the number of users,

data rate, and the capacity of MIMO-OFDM systems [154]. In [155], dynamic pilot al-

location (DPA) for DFT is used to improve the channel estimation for MIMO-OFDM

systems. In this approach, MIMO iterative pilot search (MIPS) algorithm is used with

successive interference cancellation (SIC) and ML to reduce the DPA complexity.

As in the SISO OFDM and FBMC/OQAM systems, an IIC based iterative receiver

is used to reduce the interference and improve the channel estimation in MIMO sys-

tems [156–162]. To reduce the interference and minimize the sum MSE of the MIMO-

FBMC/OQAM systems, two techniques have been presented in [163]. A suboptimal

solution and an alternating optimization method with iterative processing are used in the

first and second technique respectively. A coordinated transmit beamforming iterative

technique is presented to reduce the intrinsic and multi-user interference for the MIMO-

FBMC/OQAM system [164].

On the other hand, there are several new technical problems of the FBMC/OQAM sys-

tem. Equalisation complexity is one of the more important of these. The FBMC/OQAM

system performance is not satisfactory when a one tap Minimum-Mean Square Error

(MMSE) equaliser is used [165]. An equalisation technique based on frequency sam-

pling (FS) is introduced in [166] and extended in [167]. In this approach, the equaliser is

designed for each subchannel in the frequency domain. To reduce the effect of the intrin-

sic interference in MIMO-FBMC systems, a widely linear MMSE equaliser is proposed

with a two-step receiver in [168].

Our emphasis in this contribution is to propose iterative interference cancellation (IIC)

and MIMO-IIC schemes to eliminate ISI/ICI interference without increasing the equaliser

complexity. IIC and MIMO-IIC are used with linear detection to reduce the effect of chan-

nels on the transmitted signal from the current and other streams respectively. Further-
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more, SIC detection is used to reduce the cross interference due to the transmitted signal

from the other antennas. The combination SIC-IIC is proposed to improve the overall

system performance and achieve high throughput in the wireless communication system.

SIC-IIC is used in different scenarios. Two receiver schemes (SIC-IIC and MIMO-SIC-

IIC) are used and developed for both MIMO-FBMC/OQAM and MIMO-OFDM systems

with an insufficient cyclic prefix (CP). An LDPC iterative decoder is used with M-QAM

modulation in different environments for the time-variant multipath LTE channel.

The remainder of this chapter is outlined as follows: An introduction to fundamental

techniques of spatial multiplexing in the 2×2 MIMO system will be given in Section 5.2.

In Section 5.2.2 a SIC scheme is introduced for the 2 × 2 MIMO system. The proposed

IIC and MIMO-IIC schemes for both MIMO-OFDM and MIMO-FBMC/OQAM systems

are discussed in Section 5.3. Two scenarios applying SIC based IIC to MIMO-OFDM

and MIMO-FBMC/OQAM systems are introduced in Section 5.3.2. Simulation results

are given in Section 5.5. Finally, this chapter is summarised in Section 5.6.

5.2 MIMO Detection

5.2.1 Linear MIMO Detection

Spatial multiplexing is a transmission technique which has been used in MIMO systems in

order to provide high data rates by providing additional data bandwidth in wireless com-

munication systems [169]. Different portions of independent information (data streams)

are transmitted across different propagation paths. In general, in MIMO spatial multi-

plexing, the number of the receive antennas (NR) must be greater than or equal to the

number of the transmit antennas (NT ). In this case, the spatial multiplexing gain (NS) (or

maximum spatial multiplexing order, or degrees of freedom) can be expressed as:

NS = min(NT , NR) (5.1)
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ZF MIMO detection

One of the popular MIMO detection technique is a ZF MIMO detection which presents

a low computational complexity. However, the system performance may be degraded

due to the introduced noise enhancement. In this detector, the received symbol vector is

multiplied by the pseudo inverse of the channel matrix. The ZF MIMO detection filtering

(equalisation) matrix GZF can be expressed as [170, 171]:

GZF =
(
HH
i Hi

)−1 HH
i (5.2)

where Hi ia an ith NR ×NT MIMO channel matrix given by

Hi =



h
(i)
1,1 · · · h

(i)
1,k · · · h

(i)
1,NT

... . . . ...
...

h
(i)
r,1 · · · h

(i)
r,k · · · h

(i)
r,NT

... . . . ...
...

h
(i)
NR,1

· · · h
(i)
NR,k

· · · h
(i)
NR,NT


(5.3)

where h(i)r,k represents the ith element of a channel vector hr,k that describe the CFR be-

tween the rth receive and kth transmit antennas.

MMSE MIMO detection

To alleviate the noise which is introduced by the ZF MIMO detector, MMSE MIMO

detector was introduced. In this detector, the MMSE MIMO filtering (equalisation) matrix

GMMSE can be expressed as [171]:

GMMSE =
(
HH
i Hi + σ2

nINT
)−1 HH

i (5.4)
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5.2.2 Successive Interference Cancellation (SIC) Detection

In MIMO systems, SIC is a sequential detection algorithm which is used to detect the

transmitted symbols [170]. At the first layer, the estimated symbol vector is detected by

using a ZF or MMSE MIMO detector. Then the estimated detected vector is subtracted

from the received signal vector. The resulting signal is used in the next layer to calculate

the estimated symbol vector. The algorithm is continued until all symbols are detected.

For that reason, this algorithm is known as a layered detector.

In MIMO-OFDM systems, due to the effect of the multipath propagation, especially

with insufficient CP, and the cross interference due to the transmitted signal from the

other antenna, there will be some erronrous decisions in the first layer estimated detected

symbols. This means that error propagation will occur in the next layers. To improve the

decision of the first layer detected symbols, the Vertical Bell labs LAyered Space Time

(V-BLAST) or ordered SIC (OSIC) detection algorithm is utilized [172, 173]. In this

approach, in every layer, each estimated detected symbol is calculated from the symbol

with highest signal to interference noise ratio (SINR).

Figure 5.1 represents the basic configuration diagram of the (2×2) MIMO channel sys-

tem. In this figure, x1 and x2 represent the transmitted data streams from the transmitting

antennas NT1 and NT2 respectively, h11, h12, h21, and h22 are the different propagation

paths, and y1 and y2 are the received data streams at the receiver antennas NR1 and NR2

respectively. Such that:

x1

NT1

x2

NT2

h11

h22

h12

h21

NR1

y1

NR2

y2

Figure 5.1: (2× 2) MIMO channel system.
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y1 = h11x1 + h12x2 + η̃1, (5.5)

y2 = h21x1 + h22x2 + η̃2 (5.6)

where η̃1 and η̃2 are the Gaussian noise on the received antennas NR1 and NR2, respec-

tively.

Equations (5.5) and (5.6) can be expressed in matrix notation as:y1

y2

 =

h11 h12

h21 h22

x1

x2

+

η̃1
η̃2

 (5.7)

Then,

y = Hx + η̃ (5.8)

In the case of SIC based ZF detection, the ZF filter GZF which is given in (5.2) is

used. Then, the estimated symbols x̂1 and x̂2 must be first calculated to apply them in the

first layer of the SIC algorithm: x̂1

x̂2

 = GZF

y1

y2

 (5.9)

In the case of the SIC based MMSE detection, the MMSE filtering matrix GMMSE

given in (5.4) is used. Again the estimated symbols x̂1 and x̂2 must be first calculated to

use them in the first layer of the SIC algorithm.x̂1

x̂2

 = GMMSE

y1

y2

 (5.10)

To avoid error propagation in the next layers, the estimated value of the symbol with

the highest SINR will be selected to calculate the resulting signal at each received antenna.

If symbol x2 has a high enough SINR, the estimated value x̂2 is assumed to be equal to

x2. Then, the effect of symbol x2 will be subtracted from the received signals y1 and y2,

i.e.
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r1
r2

 =

y1 − h12x̂2

y2 − h22x̂2

 =

h11x1 + η̃1

h21x1 + η̃2

 =

h11

h21

 x1 +

η̃1
η̃2

 (5.11)

Equation (5.11) can be expressed as:

r = h1x1 + η̃ (5.12)

where h1 =

h11

h21

 and η̃ =

η̃1
η̃2

.

If the symbol x1 has the highest SINR, the effect of symbol x̂1 will be subtracted from

the received signals y1 and y2, i.e.

r1
r2

 =

y1 − h11x̂1

y2 − h21x̂1

 =

h12x2 + η̃1

h22x2 + η̃2

 =

h12

h22

 x2 +

η̃1
η̃2

 (5.13)

Equation (5.13) can be expressed as:

r = h2x2 + η̃ (5.14)

where h2 =

h12

h22

 and η̃ =

η̃1
η̃2

.

At the next layer of the SIC algorithm, the estimated symbols x̂1 and x̂2 can be cal-

culated from (5.12) and (5.14) respectively. In this case, (5.11) represents a new channel

model with one transmitting antenna and two received antennas. This means that the es-

timated symbol value x̂1 can be optimally detected by using Maximal Ratio Combining

(MRC) algorithm as:

x̂1 =
(h1)

H r
(h1)

Hh1

(5.15)

Similarly,
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x̂2 =
(h2)

H r
(h2)

Hh2

(5.16)

5.3 System Model

5.3.1 Using Linear MIMO Detection

The MIMO 2×2 system is the simplest and most widely used of the spatial multiplexing

systems. The received signal at each receive antenna contains residual and previous

data symbol components which lead to ICI and ISI respectively. Furthermore, these two

pairs of undesirable components result from the effect of the multipath channels on the

signals transmitted from the corresponding and other antennas respectively as shown in

Figure 5.2.
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Ŝ1

IIC
H11,ICI x̂1,k −H11,ISI x̂1,k−1+

MIMO-IIC
H12,ICI x̂2,k −H12,ISI x̂2,k−1

+

+
y2

+

+

A
FB

ŷ2
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Figure 5.2: Basic configuration diagram of proposed IIC and MIMO-IIC of LDPC-
MIMO-FBMC/OQAM system.

In general, the received data symbols y1,k and y2,k at the receive antennas NR1 and
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NR2, respectively, at time instant k can be expressed as:

y1,k = x1,kh11 + x2,kh12 + η̃k

= H11,CIRCx1,k + H12,CIRCx2,k

−H11,ICIx1,k + H11,ISIx1,k−1

−H12,ICIx2,k + H12,ISIx2,k−1 + η̃k

(5.17)

y2,k = x1,kh21 + x2,kh22 + η̃k

= H22,CIRCx2,k + H21,CIRCx1,k

−H22,ICIx2,k + H22,ISIx2,k−1

−H21,ICIx1,k + H21,ISIx1,k−1 + η̃k

(5.18)

where channel matrices H11,CIRC, H11,ICI, H11,ISI, H12,ICI, and H12,ISI correspond respec-

tively to the circulant matrix with all coefficients and the residual matrices that lead to ICI

and ISI due to the effect of the channel on transmitted signals x1 and x2, and η̃k represents

Gaussian noise at the kth time instant, with HCIRC,HICI,HISI ∈ CN×N [128–131] and N

is the number of subcarriers.

To reduce the ICI and ISI from the received signals y1,k and y2,k, the undesirable terms

containing H11,ICI, H11,ISI, H12,ICI, and H12,ISI must be removed from the received data

symbols y1,k and H22,ICI, H22,ISI, H21,ICI, and H21,ISI must be removed from the received

data symbols y2,k. In this chapter, we propose a two-step receiver using IIC and MIMO-

IIC to remove these undesirable components, as follows:

• First step: In IIC, the channel matrices H11,ICI, H11,ISI, H22,ICI, and H22,ISI are calcu-

lated. Next, the estimated decoded signal is used to calculate the current and previ-

ous values of the estimated transmitted data symbols (x̂1,k and x̂2,k) and (x̂1,k−1 and

x̂2,k−1) respectively. Then, multiply them by the channel matrices to get (H11,ICIx̂1,k

and H11,ISIx̂1,k−1) and (H22,ICIx̂2,k and H22,ISIx̂2,k−1) to remove them from the re-

ceived signals y1,k and y2,k respectively.

• Second step: In MIMO-IIC, the channel matrices H12,ICI, H12,ISI, H21,ICI, and H21,ISI

are calculated. Next, the estimated decoded signal is used to calculate the current

and previous values of the estimated transmitted data symbol (x̂1,k and x̂2,k) and

(x̂1,k−1 and x̂2,k−1) respectively. Then, multiply them by the channel matrices to get
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H21,ICIx̂1,k, H12,ICIx̂2,k, H21,ISIx̂1,k−1, and H12,ISIx̂2,k−1.

• Finally, the components which are calculated in the first and second steps are re-

moved from the multicarrier symbols which overlap at the receiver input.

After some iterations, the ICI and ISI terms are cancelled, and the estimated received

signal at the received antenna NR1 can be expressed as:

ŷ1,k = H11,CIRCx̂1,k + H12,CIRCx̂2,k + η̃k (5.19)

The received signal in the frequency domain can be represented as:

Ŷ1,k = FH11,CIRCF
HX̂1,k + FH12,CIRCF

HX̂2,k + F η̃k (5.20)

According to the eigenvalue decomposition (EVD) of the circulant matrix [132] i.e.

H11,CIRC = FHH11F , the estimated received signal in the frequency domain can be ex-

pressed as:

Ŷ1,k = H11X̂1,k + H12X̂2,k + ηk (5.21)

where H11 and H12 ∈ CN×N are diagonal matrices that contain the Channel Frequency

Responses (CFR), hF11 and hF12 respectively, along their diagonals.

Let Ncp, Lc, and E respectively represent the number of cyclic prefix samples, the

length of the LTE channel, and the excess channel length over the cyclic prefix. Then

E = Lc−Ncp− 1. Channel matrices H11,ICI, H11,ISI, H12,ICI, and H12,ISI can be expressed

as:

H11,ISI =

 0E×(N−E) H1

0(N−E)×(N−E) 0(N−E)×E

 (5.22)

H11,ICI =

 0E×(N−E−Ncp) H1 0E×Ncp

0(N−E)×(N−E−Ncp) 0(N−E)×E 0(N−E)×Ncp

 (5.23)

H12,ISI =

 0E×(N−E) H2

0(N−E)×(N−E) 0(N−E)×E

 (5.24)

H12,ICI =

 0E×(N−E−Ncp) H2 0E×Ncp

0(N−E)×(N−E−Ncp) 0(N−E)×E 0(N−E)×Ncp

 (5.25)
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where the interference originating with matrix H1 and H2 ∈ CE×E depends mainly on

the channel values h11 and h12 respectively and can be represented as:

H1 =


h11,Lc−1 · · · · · · h11,Ncp−1

0
. . . ...

... . . . . . . ...

0 · · · 0 h11,Lc−1

 (5.26)

H2 =


h12,Lc−1 · · · · · · h12,Ncp−1

0
. . . ...

... . . . . . . ...

0 · · · 0 h12,Lc−1

 (5.27)

in the case of Ncp = 0, HICI = HISI.

Similarly, we use the two-step receiver with IIC and MIMO-IIC to reduce the ICI/ISI

interference from the received signal y2,k in the second stream,

y2,k = x1,kh12 + x2,kh22

= H21,CIRCx1,k + H22,CIRCx2,k

−H22,ICIx2,k + H22,ISIx2,k−1

−H21,ICIx1,k + H21,ISIx1,k−1 + η̃k

(5.28)

Channel matrices H22,ICI, H22,ISI, H21,ICI, and H21,ISI can be expressed as:

H22,ISI =

 0E×(N−E) H3

0(N−E)×(N−E) 0(N−E)×E

 (5.29)

H22,ICI =

 0E×(N−E−Ncp) H3 0E×Ncp

0(N−E)×(N−E−Ncp) 0(N−E)×E 0(N−E)×Ncp

 (5.30)
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H21,ISI =

 0E×(N−E) H4

0(N−E)×(N−E) 0(N−E)×E

 (5.31)

H21,ICI =

 0E×(N−E−Ncp) H4 0E×Ncp

0(N−E)×(N−E−Ncp) 0(N−E)×E 0(N−E)×Ncp

 (5.32)

H3 =


h22,Lc−1 · · · · · · h22,Ncp−1

0
. . . ...

... . . . . . . ...

0 · · · 0 h22,Lc−1

 (5.33)

H4 =


h21,Lc−1 · · · · · · h21,Ncp−1

0
. . . ...

... . . . . . . ...

0 · · · 0 h21,Lc−1

 (5.34)

After some iterations, the estimated value of the received signal y2,k becomes:

ŷ2,k = H21,CIRCx̂1,k + H22,CIRCx̂2,k + η̃k (5.35)

In the frequency domain and according to the eigenvalue decomposition (EVD), ŷ2,k

can be represented as:

Ŷ2,k = FH21,CIRCF
HX̂1,k + FH22,CIRCF

HX̂2,k + F η̃k (5.36)

Ŷ2,k = H21X̂1,k + H22X̂2,k + ηk (5.37)

The MIMO detector with ZF or MMSE equaliser is used to equalise the signals Ŷ1,k

and Ŷ2,k. The equalised signals obtained will be processed by the other parts of the system

to get the estimated decoded signals Ŝ1 and Ŝ2 as shown in Figure 5.2. For both MIMO-

OFDM and MIMO-FBMC/OQAM systems, one full iteration of the LDPC decoder, using

the sum-product algorithm [114], is performed per outer IIC iteration.
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5.3.2 Using SIC Detection

SIC is used to reduce the cross interference from the signal at the receive antennas due to

the propagation paths from different transmitting antennas. In this chapter, the IIC with

SIC will be discussed in different scenarios:

• Case I: In this case, SIC is applied after all the desired IIC iterations as shown

in Figure 5.3. First, IIC and MIMO-IIC are applied as explained in Section 5.3.

The soft estimated decoded signal is used to calculate the ICI and ISI components.

M-QAM soft mapping is used to modulate the interleaved signal. Then an OFDM

or FBMC/OQAM modulator is used to calculate the estimated symbols x̂1 and x̂2

which are used in turn to calculate the undesirable components in the received sig-

nal. Then, we remove these components from the received signals y1 and y2 at

each received antenna NR1 and NR2 respectively. After the desired number of IIC

iterations, the estimated received signal ŷ1 and ŷ2 will be obtained as shown in

Figure 5.2. After that, the estimated symbols x̂1 and x̂2 are used in the SIC algo-

rithm to improve the system performance by reducing the cross interference from

the received signals as explained in Section 5.2.2. Hence estimated symbols free

of ICI, ISI, and cross interference can be obtained. The OFDM or FBMC/OQAM

demodulator is applied with an MRC detector. Finally, the estimated data symbols

are calculated by applying the soft M-QAM demapper, de-interleaver, and LDPC

decoder on the detected signal.

• Case II: In this case, at the first IIC iteration, the estimated symbols x̂1 and x̂2 after

LDPC decoder are directly used in the SIC algorithm. x̂1 and x̂2 are calculated as

explained in Case I. After that, the SIC is used to improve the estimated symbols

x̂1 and x̂2 as explained in Section 5.2.2. The improved estimated signals are used to

calculate the ICI and ISI component. These components will be removed from the

received signals y1 and y2 to obtain the estimated received signal ŷ1 and ŷ2. This

process will be repeated until the desired number of the IIC iterations is satisfied as

shown in Figure 5.4.
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Received signals
y1 & y2

ICI & ISI Cancellation
to obtain ŷ1 & ŷ2

is IIC-Itrs
finished?

Apply OSIC

FBMC/OQAM or OFDM
De-modulator

with MRC detector

FBMC/OQAM or OFDM
De-modulator with ZF

or MMSE MIMO detector

Soft M-QAM De-mapping,
De-Interleaver, & LDPC Decoder

Soft M-QAM De-mapping,
De-Interleaver, & LDPC Decoder

On last IIC iteration
calculate BER & FER

Calculate BER & FER
after SIC

NoYes Calculate ICI &
ISI components

Calculate estimated
symbols x̂1&x̂2

Figure 5.3: SIC based IIC flowchart (case-I).
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Received signals
y1 & y2
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FBMC/OQAM or OFDM
De-modulator

with MRC detector

FBMC/OQAM or OFDM
De-modulator with ZF

or MMSE MIMO detector

Soft M-QAM De-mapping,
De-Interleaver, & LDPC Decoder

is IIC-Itrs
finished?

Calculate BER & FER
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ISI components

Calculate estimated
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No

Figure 5.4: SIC based IIC flowchart (case-II).
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5.4 Computational Complexity

The computational complexity of the MIMO-MCM systems can be evaluated by calcu-

lating the complexity of the linear and SIC detectors. In this chapter, the MIMO-MCM

systems are operating in a quasi-static environment. This means that the channel transfer

matrix H is constant during each transmitted frame. Therefore, the linear MIMO detec-

tion filtering matrices GZF and GMMSE and SIC MIMO detection need to be calculated

once per transmitted frame.

5.4.1 Complexity of ZF MIMO Detection

To calculate the complexity of the linear ZF-MIMO detection, start from (5.2) the expres-

sion of the ZF-MIMO detection equalisation matrix GZF . The matrix-vector multiplica-

tion to calculate the estimated vector sest from the transmitted vector x is given by

sest = GZFx (5.38)

According to [174], the complexity of this complex matrix product is equal to

NT (NR − 1) complex additions and NTNR complex multiplications. The complexity

of slicing NTM − ary constellation points equals NT log2(M) real additions. Then, the

complexity in terms of real additions and real multiplications [174] is equal 2NTNR +

2NT (NR − 1) +NT log2(M) real additions and 4NTNR real multiplications.

In this chapter, each transmitted frame consists of 14 OFDM transmitted symbols or 28

FBMC/OQAM transmitted symbols withN subcarriers length. Therefore, the complexity

of the ZF detection of each OFDM transmitted frame is equal 14×N(2NTNR+2NT (NR−
1) + NT log2(M)) real additions and 14 × N × 4NTNR real multiplications and the

complexity of the ZF detection of each FBMC/OQAM transmitted frame is equal 28 ×
N(2NTNR + 2NT (NR − 1) + NT log2(M)) real additions and 28 × N × 4NTNR real

multiplications
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5.4.2 Complexity of ZF with SIC MIMO Detection

As mentioned in 5.2.2, the SIC algorithm is iterative. After each SIC iteration, the dimen-

sion of the matrices used is reduced. This means that the complexity per SIC iteration

is therefore reduced. The minimum squared of row of the ZF-MIMO detection filtering

matrix represents the weight vector. These weighting vectors are used in the first SIC

iteration to find the first estimate element of the transmitted data symbols. After that,

the values of the transmitted constellation symbols are calculated which are used to cal-

culate the next estimated element. Then, the effect of estimated symbol is subtracted

from the received signal as explained in (5.11). The SIC iterative process continues

NT times. The complexity of the weight vector iterative process equals NR − 1 com-

plex additions, log2(M) real additions, and NR complex multiplications. Scale-vector

product are a vector subtraction can be noticed in (5.11). Then, the complexity of the

scale-vector product equals NR complex multiplications and the complexity of the vec-

tor subtraction is NR complex additions. The complexity of the ZF with SIC detection

of each OFDM transmitted symbol in terms of real additions and real multiplications

equals 14 × N(2NT (4NR − 1) + NT log2(M)) real additions and 14 × N(8NTNR)

real multiplications and the complexity of each FBMC/OQAM transmitted symbol is

28 × N(2NT (4NR − 1) + NT log2(M)) real additions and 28 × N(8NTNR) real multi-

plications. More information about the efficient low-complexity of the SIC algorithm can

be found in [175–177].

5.4.3 Complexity of MMSE Linear Detection and MMSE with SIC

MIMO Detection

In MMSE-MIMO linear detection, the MMSE filtering matrix GMMSE has the same di-

mension as the ZF filtering matrix GZF . This means that the complexity of MMSE de-

tection and MMSE with SIC detection equals the complexity of the ZF detection and ZF

with SIC detection which is calculated in 5.4.1 and 5.4.2.
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5.4.4 Complexity of Linear and SIC Detections based IIC

As noted in 5.4.3, the complexity of the linear MMSE and ZF MIMO detections are

equal, so the complexity of IIC will be discussed in the general situation. To discuss

the complexity of the linear and SIC detection MIMO systems with IIC, it is necessary to

calculate the complexity of the cases of using linear and SIC detectors which are explained

in 5.3.2. The flow charts of the algorithm of these cases are shown in Figures 5.3 and 5.4.

It is clear from these figures the IIC process of the case-I is only applied with linear

MIMO detection. After the desired number of IIC iterations (NIIC−Itrs), the SIC-MIMO

detection is used. In case-II, NIIC−Itrs iterations of the IIC process are used with both

linear and SIC MIMO detections. Therefore the complexity of the linear and SIC MIMO

detections of these cases can be summarised:

Ocase−I = NIIC−Itrs ×OLinear−detection +OSIC−detection (5.39)

Ocase−II = NIIC−Itrs × (OLinear−detection +OSIC−detection) (5.40)

According to (5.39) and (5.40), the complexity of the case-II of the MIMO system

with linear and SIC detection is higher than that of the case-I.

5.5 Simulation Results

The simulated performance of the LDPC-MIMO-OFDM and LDPC-MIMO-

FBMC/OQAM systems is evaluated using the simulation parameters which are

given in Table 5.1. The PDPs for the EVA type of the LTE channel are presented in Table

2.1.
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Table 5.1: Simulation Parameters Definition for the MIMO-MCM

Parameters Definitions Specifications

NT Number of transmitting antennas 2

NR Number of receive antennas 2 and 4

N Total number of sub-carriers (used & unused) 128

NRB Number of resource blocks 6

NSc−RB Number of sub-carriers per resource block 12

NSc Number of used sub-carriers NSc−RB ×NRB

Nslot Number of slots per resource block 2

Nsym Number of symbols per slot 7 (OFDM )

14 (FBMC/OQAM)

Ns Total number of symbols per resource block Nsym ×Nslot

Ncp Length of cyclic prefix (in samples) 0

M-QAM Modulation type 4-QAM

16-QAM

Ss Sub-carrier spacing (KHz) 15 KHz

Fs Sampling frequency Ss ×N

LTE Type of LTE channel EVA

HLDPC Parity check matrix of LDPC code [1008, 2016] (4-QAM)

[2016, 4032] (16-QAM)

Figure 5.5 shows the BER simulation results of the coded 2 × 2 MIMO-OFDM and

MIMO-FBMC/OQAM systems using linear MMSE detection with 4-QAM and 16-QAM

with 5 Hz and 70 Hz Doppler frequency over the EVA channel. After 5 IIC iterations,

it is clear from this figure that the error floors are completely removed in both systems.

The gaps from the PCIC simulation results are approximately of 0.9 dB and 1.6 dB for

FBMC/OQAM system and 1.2 dB and 3.5 dB for OFDM system using 4-QAM with 5 Hz

Doppler and 16-QAM with 70 Hz Doppler shift respectively, measured at 10−6 BER.

Yahya J. Harbi, Ph.D. Thesis, Department of Electronic Engineering, University of York 2017



CHAPTER 5. MIMO SYSTEMS BASED ON IIC-MCM 116

0 5 10 15 20 25 30 35

Bit energy-to-Noise Ratio (Eb/N0), dB

10-7

10-6

10-5

10-4

10-3

10-2

10-1

100

B
it 

E
rr

or
 R

at
e 

(B
E

R
)

0-IIC Itrs, OFDM
0-IIC Itrs, FBMC/OQAM
5-IIC Itrs, OFDM
PCIC, OFDM
5-IIC Itrs, FBMC/OQAM
PCIC, FBMC/OQAM

(a) 4-QAM and 5 Hz Doppler frequency

0 5 10 15 20 25 30 35

Bit energy-to-Noise Ratio (Eb/N0), dB

10-7

10-6

10-5

10-4

10-3

10-2

10-1

100

B
it 

E
rr

or
 R

at
e 

(B
E

R
)

0-IIC Itrs, OFDM
0-IIC Itrs, FBMC/OQAM
5-IIC Itrs, OFDM
PCIC, OFDM
5-IIC Itrs, FBMC/OQAM
PCIC, FBMC/OQAM

(b) 16-QAM and 70 Hz Doppler frequency

Figure 5.5: BER performance of a 2 × 2 LDPC-MIMO-OFDM and LDPC-MIMO-
FBMC/OQAM systems using linear MMSE detection over the EVA channel (a) 4-QAM
and 5 Hz Doppler frequency (b) 16-QAM and 70 Hz Doppler frequency.

Figure 5.6 shows the BER simulation results of both coded 2 × 2 MIMO-OFDM and

MIMO-FBMC/OQAM systems using linear MMSE detection with case-I and case-IISIC

detection with 4-QAM and 5Hz Doppler frequency over the EVA channel. In MIMO-
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(b) SIC case-II

Figure 5.6: BER performance of a 2 × 2 LDPC-MIMO-OFDM and LDPC-MIMO-
FBMC/OQAM systems using linear MMSE and SIC detections with 4-QAM and 5 Hz
Doppler frequency over the EVA channel (a) SIC case-I (b) SIC case-II.

OFDM systems, after 5 IIC iterations, the gap from the PCIC simulation result is approx-

imately of 1 dB and 0.35 dB with using SIC case-I and case-II respectively, measured
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at 10−6 BER. Using the SIC algorithm, the Eb/N0 gain between the PCIC simulation

results becomes approximately 8.25 dB, measured at 10−6 BER. In contrast, in MIMO-

FBMC/OQAM systems, the gap becomes 0.7 dB and 0.15 dB with SIC case-I and case-II

respectively. 6.6 dB Eb/N0 gain is achieved with using SIC algorithm. In both cases, the

transmitted signals are used directly to calculate the ICI/ISI components. After remov-

ing these components, the PCIC simulation results are obtained. There is a significant

improvement in the PCIC simulation results with SIC detection compared to that with-

out SIC. That because of the diversity which is achieved with SIC as explained in Sec-

tion 5.3.2.

Figure 5.7 shows the simulation results of the LDPC-MIMO-OFDM and LDPC-

MIMO-FBMC/OQAM systems using MMSE linear and SIC detection case I and case

II with 16-QAM and 70 Hz Doppler frequency over the EVA channel. It is clear from this

figure that the error floors are completely removed after 5 IIC iterations in both systems

with both cases of the SIC detections. After 5 iterations, the gap from the PCIC simula-

tion results is approximately of 1.6 dB and 0.7 dB for the OFDM system and 0.7 dB and

0.45 dB for FBMC/OQAM using case I and case II SIC detection respectively, measured

at 10−6 BER.
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Figure 5.7: BER performance of a 2 × 2 LDPC-MIMO-OFDM and LDPC-MIMO-
FBMC/OQAM systems using linear MMSE and SIC detections with 4-QAM and 5 Hz
Doppler frequency over the EVA channel (a) SIC case-I (b) SIC case-II.

For more scalability, 2× 4 MIMO scheme is used for both OFDM and FBMC/OQAM

systems. Figures 5.8 and 5.9 show respectively that the BER and FER simulation results
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for both LDPC-OFDM and FBMC/OQAM systems using 2×4 MIMO scheme and linear

MMSE with SIC detection and 16QAM over EVA channel. The comparison between both

LDPC-OFDM and LDPC-FBMC/OQAM systems with 2 × 2 MIMO and 2 × 4 MIMO

schemes is summarised in Table 5.2.
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Figure 5.8: BER performance of a 2 × 4 LDPC-MIMO-OFDM and LDPC-MIMO-
FBMC/OQAM systems using linear MMSE and with and without SIC detections with
16-QAM and 70 Hz Doppler frequency over the EVA channel (a) Without SIC (b) With
SIC case-I.
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Figure 5.9: FER performance of a 2 × 4 LDPC-MIMO-OFDM and LDPC-MIMO-
FBMC/OQAM systems using linear MMSE and with and without SIC detections with
16-QAM and 70 Hz Doppler frequency over the EVA channel (a) Without SIC (b) With
SIC case-I.
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Table 5.2: Simulation results for 2 × 2 and 2 × 4 MIMO-OFDM and MIMO-
FBMC/OQAM systems using linear and SIC detections with 4-QAM and 16-QAM over
EVA channel.

System Figure Use SIC IIC-Itrs Gap from Gain after BER/ M-QAM

PCIC (dB) SIC (dB) FER

5.5(a) - 5 1.2 - 10−6 4-QAM

5.5(b) - 5 3.5 - 10−6 16-QAM

OFDM 5.6(a) case-I 5 1 8.25 10−6 4-QAM

5.6(b) case-II 5 0.35 8.25 10−6 4-QAM

5.7 (a) case-I 5 1.6 8.25 10−6 16-QAM

5.7 (b) case-II 5 0.7 8.25 10−6 16-QAM

5.8(a) - 5 0.15 - 10−6 16-QAM

5.8(b) case-I 5 0.12 2.3 10−6 16-QAM

5.9(a) - 5 0.1 - 10−3 16-QAM

5.9(b) case-I 5 0.1 2.1 10−3 16-QAM

5.5(a) - 5 0.9 - 10−6 4-QAM

5.5(b) - 5 1.6 - 10−6 16-QAM

FBMC/ 5.6(a) case-I 5 0.7 6.6 10−6 4-QAM

OQAM 5.6(b) case-II 5 0.15 6.6 10−6 4-QAM

5.7 (a) case-I 5 0.7 6.6 10−6 16-QAM

5.7 (b) case-II 5 0.45 6.6 10−6 16-QAM

5.8(a) - 5 0.08 - 10−6 16-QAM

5.8(b) case-I 5 0.06 1.7 10−6 16-QAM

5.9(a) - 5 0.06 - 10−3 16-QAM

5.9(b) case-I 5 0.06 1.8 10−3 16-QAM

It is clear from the above figures that the error floors are completely removed after 5 IIC

iterations with both linear and SIC detections. With IIC only and with case I of SIC, after

five IIC iterations, the gap from the PCIC simulation results is smaller in FBMC/OQAM

simulation than that of OFDM with both 4-QAM and 16-QAM as shown in Table 5.2.
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However, the Eb/N0 gain after applying case I of the SIC in the OFDM system is better

than that of FBMC/OQAM. With the case II of the SIC detection, the performance of the

FBMC/OQAM systems is better than that of OFDM after five IIC iteration as shown in

Table 5.2. In general, with used SIC detection, the second order diversity is approximately

achieved.

5.6 Summary

This chapter can be summarised as follows:

• IIC and MIMO-IIC schemes have been applied to MIMO-OFDM and MIMO-

FBMC/OQAM systems with linear detection to reduce ICI/ISI interference without

increasing the equaliser complexity. IIC and MIMO-IIC have been used to reduce

the ICI/ISI interference of the transmitted signal from the target and the other an-

tenna respectively. After some iterations, the error floors have been completely

removed in both systems. A more significant improvement has been achieved for

the MIMO-FBMC/OQAM system than for the MIMO-OFDM.

• SIC detection has been applied using two approaches. In the first, after the de-

sired number of IIC and MIMO-IIC iterations, the SIC algorithm has been used to

improve the system performance by reducing the cross interference between data

streams. In the second, at the first iteration, IIC and MIMO-IIC have been used to

calculate the ICI/ISI components from the estimated decoded signals and remove

them from the received signals. After that SIC detection has been applied for the

desired number of iterations. With both approaches, a significant improvement has

been achieved for both MIMO-OFDM and MIMO-FBMC/OQAM systems. In both

cases, a second order diversity has been approximately achieved.
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Convergence Analysis
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6.1 Introduction

In iterative decoding systems, the important parameters to analyse the system conver-

gence are: the required number of iterations, the start of the waterfall region (convergence

threshold), and the trajectory of the iterative process. These parameters can be determined

by describing the exchange of the mutual information by using the so-called the EXtrinsic

Information Transfer (EXIT) chart [178].

To reduce the complexity of the iterative receiver, Bit Interleaved Coded Modula-

tion (BICM) was introduced in [179], using a bit interleaver between an encoder and

Yahya J. Harbi, Ph.D. Thesis, Department of Electronic Engineering, University of York

121

2017



CHAPTER 6. CONVERGENCE ANALYSIS 122

a mapper. To improve the performance, Gray mapping is used with the BICM sys-

tem [180]. To achieve a better performance for iterative decoding, BICM based itera-

tive decoding (BICM-ID) or iterative demapping and decoding (IDEM) were introduced

in [181, 182]. Different constellation mappings are used instead of Gray mapping be-

cause it does not perform well with these systems [183]. In broadband communication

systems, BICM was studied for SISO-OFDM systems in [184] and for MIMO-OFDM

in [184, 185]. Furthermore, Fast-Than-Nyquist OFDM/OQAM (FTN-OFDM/OQAM)

system has been proposed to switch between FTN and Nyquist modes without increasing

the system complexity [186].

In this chapter, an iterative interference cancellation based BICM (BICM-IIC) scheme

is proposed for the OFDM, DWT/MCM and FBMC/OQAM systems to study the perfor-

mance of these systems and calculate the required number of iterations to eliminate ISI

and ICI and remove them from the received signal. Compensation schemes are developed

for these three systems with an insufficient CP. ISI and ICI are eliminated for LDPC-

OFDM, LDPC-DWT/MCM and LDPC-FBMC/OQAM systems in all but the most severe

multipath channels. An LDPC iterative decoder is used with different mapping M-QAM

modulation in different environments for different channel conditions. The convergence

of the iterative interference cancellation (IIC) for these systems is analysed with the help

of EXIT charts when the channel is assumed to be known at the receiver. This proposal

provides a means to define performance for a given outage probability on quasi-static

fading channels.

The rest of this chapter is organized as follows: In Section 6.2 a system model of the

BICM-IIC scheme for SISO-MCM systems is introduced. Simulation results for SISO-

MCM are given in Section 6.4. In Section 6.5, a system model of the BICM-IIC for

LDPC-MIMO-OFDM and LDPC-MIMO-FBMC/OQAM systems with the simulation re-

sults are presented. Finally, a summary of this chapter is presented in Section 6.6.
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6.2 Convergence Analysis of SISO Systems

To study the performance of the LDPC-FBMC/OQAM and LDPC-OFDM systems

with BICM-IIC, there are two iterative processes convergence analyses are performed.

First, the iterative process of the LDPC decoding (Dec2) between the variable node

decoding (VND) and check node decoding (CND), which is denoted by inner itera-

tion (Iin) [187–189]. Second, the iterative process of the iterative interference cancel-

lation between the interference cancellation part with demapping (Dec1) and the LDPC

decoding (Dec2) which is denoted by outer iteration (Iout) as shown in the proposed model

of BICM-IIC in Figure 6.1. Furthermore, the effect of the iterative process Iin on the con-

vergence analysis of the iterative process Iout will be studied. In Figure 6.1, IA1 and IA2

represent the a priori mutual information input of the interference cancellation part (Dec1)

and the LDPC decoder (Dec2) respectively, and IE1 and IE2 represent their corresponding

extrinsic mutual information output.

+
yk FBMC/OQAM

DeModulator

ŷk = HCIRC x̂k + η̃k M-QAM

DeMapping Π−1
LDPC

VND

LDPC

CND

Ŝ

IinIout

Π
Soft

Mapping
FBMC/OQAM

Modulator
HICI

D

HISI+

+

HICI x̂k

+

HISI x̂k−1

−

LLR

IE1

IA1

IA2

IE2

Dec1

Dec2

Figure 6.1: Receiver side of the proposed BICM-IIC scheme of the LDPC-FBMC/OQAM
system.

Instead of using the probability density function of the transmitted bit x ∈
{−1,+1} [178], a simple approximation is used to calculate the mutual informa-

tion I (a priori or extrinsic) [190].

I ≈ 1− 1

Nt

Nt∑
n=1

log2
(
1 + e−xnLn

)
(6.1)

where Nt is the length of transmitted signal and Ln is the LLR associated with the trans-
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mitted bit x.

According to [178], to calculate the a priori mutual information IA, first, the

prior A(xn) of the known transmitted information x can be calculated by applying an

independent random variable ux with zero mean and variance σ2
x as:

A(xn) =
σ2
x

2
xn + ux (6.2)

According to [191], for the random variable x, the variance σ2
x for each given mutual

information value Ix ∈ {0, 1} can be approximately calculated as:

σx ≈
(
− 1

G1

log2

(
1− (Ia)

1/G3

))1/2G2

(6.3)

where G1 = 0.3070, G2 = 0.8935, and G3 = 1.1064.

The EXIT curves for Dec1 and Dec2 can be obtained by drawing the mutual informa-

tion (IA1, IE2) against (IE1, IA2) where they are placed on the abscissa and the ordinate

of the graph respectively as shown in Figure 6.2. The tunnel between these two curves

describes the convergence analysis of the iterative system. If the EXIT tunnel is open, a

minimum BER will be achieved. By contrast, the system performance is become closer

to the channel capacity at the narrower EXIT tunnel.

To draw the EXIT curves for Dec1 and Dec2, the a priori mutual information IA1 and

IA2 are calculated directly from the known interleaved and encoded signals respectively

by using equations (6.1) to (6.3). Then, extrinsic mutual information IE1 and IE2 are

calculated by applying (6.1) to the extrinsic outputs of Dec1 and Dec2 respectively as

shown in Figure 6.1. The tunnel between these two curves must be open. In other words,

these two curves must be intersect across the EXIT chart. The IIC and decoding iterations

(Iout and Iin) can be represented by exchanging of extrinsic information from one curve

to the other as a zig-zag trajectory in EXIT chart. The convergence point is achieved when

the extrinsic output of the decoder, IE2, reaches one, that is, when the trajectory reaches

the right hand side of the diagram.
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Figure 6.2: (a) EXIT chart and the decoding trajectory of two concatenated decoders (b)
EIXT curves of Dec1 and Dec2 with different Eb/N0 and Iin values.

6.3 Convergence Analysis of MIMO Systems

Figure 6.3 shows the block diagram of the receiver side of the proposed BICM-IIC model

of the 2 × 2 MIMO-MCM system. In this section, the convergence analysis will be

discussed in two scenarios. First, the number of MIMO-IIC iterations will be predicted

by drawing the EXIT chart with linear detection and without SIC detection. Second, at

the first iteration MIMO-IIC will be applied with linear detection. Then SIC detection

will be used to improve the system performance. In this case, the number of MIMO-

IIC iterations will be predicted with SIC detection. In this figure, the outer iteration

Iout represents the iterative process between the MIMO-IIC detector with detection and

demapping (Dec1) and the LDPC decoder (Dec2). The first part Dec1 represents the

2 × 2 MCM demodulator with linear and SIC detection and M-QAM demapper. First,

after ICI/ISI cancellation, the received signals are equalised using linear or SIC detection

as explained in Section 5.3. Then the equalised signals for each stream are demodulated

using M-QAM demapping. The second part Dec2 represent the iterative process between

the VND and CND of the LDPC decoder. The convergence analysis of the outer iteration

Iout can be obtained by drawing the extrinsic mutual information (IE11 or IE12) against

the a priori mutual information (IA11 or IA12) respectively.
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Figure 6.3: Receiver side of the proposed BICM-IIC scheme of the 2 × 2 MIMO-MCM
systems.

6.4 Simulation results of SISO systems

In SISO LDPC-OFDM, LDPC-DWT/MCM, and LDPC-FBMC/OQAM systems based

BICM-IIC scheme, the simulation parameters which are defined in Table 3.2 will be used

in this section with different mapping for 16-QAM.

Figure 6.2-(a) shows the EXIT chart with the decoding trajectory of interference can-

cellation with demapper (Dec1) and LDPC decoder (Dec2). The decoding trajectory

shows the required number of the IIC iterations to reduce ISI and ICI from the received

signal. The EXIT curves of the Dec1 and Dec2 depend mainly on the Eb/N0 and the

Iin respectively as shown in Figure 6.2-(b). At low Eb/N0, the transfer characteristics

of the Dec1 are shifted downward. This means that transfer characteristics of the Dec1

and Dec2 are intersected at low mutual information. Therefore, the ICI and ISI cannot be

reduced resulting in an error floor in BER curve. As Iin and Eb/N0 increase, the tun-

nel between the Dec1 and Dec2 transfer characteristics open as shown in Figure 6.2-(a).

Then, the performance of the system will be improved and the error floor will be reduced

with fewer IIC iterations.
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Table 6.1: EVA/ETU-LTE downlink channel impulse response ht

Channel impulse response ht
EVA ETU

-0.4276 + 0.3073i -0.2257 + 0.2603i
-0.2341 - 0.1383i 0.3498 + 0.7665i
0.0983 + 0.4364i 0
0.0424 - 0.0076i -0.0891 - 0.3977i

0 0.1920 - 0.1698i
0.0668 + 0.0655i 0

0
0
0
0

-0.0692 - 0.2294i

As mentioned in the literature, different mappings are used in the BICM-ID system

where with gray mapping the demapper curve (IE1 vs. IA1) is almost flat. This means that

there is no significant gain with increasing a priori mutual information and the iterations

of the iterative process. The a priori information which is calculated directly from the

encoded signal (to draw the demapper curve) or obtained from the estimated decoded

signal (to draw the trajectory) is fed directly to the demapper to improve the detection of

the current bits. In this section, the a priori information (IA1) is only used to improve

the received signal by reducing the interference which occurs due to the effect of the

multipath channel.

In addition to the Eb/N0 value, the transfer characteristic of the Dec1 also depends

on the CIR. For each transmitted frame, a specific CIR is randomly generated. This

means that a specific transfer characteristic is obtained for each transmitted frame. From

the sampling frequency (the subcarrier spacing multiply by the number of subcarriers),

the sample period is calculated. Then, the powers of taps within one sample period are

aggregated. A new sampled power delay profile is thereby created and then following

that power delay profile, new randomly chosen tap weights are generated. After that, this

new power delay profile and tap weights are used with the Jakes’ model to generate the

CIR. Now, to study the transfer characteristics of Dec1 and Dec2 of the LDPC-OFDM,

LDPC-DWT/MCM, and LDPC-FBMC/OQAM based IIC, a specific CIR (ht) of the EVA

and ETU LTE downlink is generated as shown in Table 6.1.
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Figure 6.4 shows the EXIT chart transfer characteristics of the LDPC-OFDM system

based BICM-IIC using 64-QAM over the EVA/ETU-LTE channels. It is clear from this

figure that with low Eb/N0 (14 or 15 dB), the transfer characteristics of the two decoders

intersect at low mutual information. With increased Eb/N0 (17dB or more) and more

LDPC decoder iterations, the tunnel is opened and low BER can be achieved with fewer

Iout iterations as shown in Figure 6.5.

In the case of the EVA channel, with 1 decoder iteration, the two curves intersect

at mutual information between 0.3 and 0.9 at Eb/N0 between 15 dB and 20 dB. This

means that the tunnel is blocked and the system performance cannot be improved through

IIC iterations as shown in Figure 6.5. With more decoder iterations (Iin ≥ 3) and with

high Eb/N0 (≥ 19), the tunnel between these two curves is open. These Eb/N0 values

correspond to the waterfall region (turbo cliff position) as verified in Figure 6.5.
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Figure 6.4: EXIT chart and the decoding trajectory of the LDPC-OFDM system based
BICM-IIC using 64QAM and MMSE equaliser (a) EVA channel (b) ETU channel.

Figure 6.5 shows the BER curves of the LDPC-OFDM based BICM-IIC scheme using

64-QAM over the EVA/ETU-LTE channel impulse response given in Table 6.1. The sold

blue curves show the BER performance at 1 LDPC decoder iteration and without IIC

iteration. As shown in the EXIT chart, in this case, the two curves intersect at various

values of mutual information (≥ 0.9), depending on the Eb/N0 values. This means that

the tunnel is blocked and the system performance cannot be improved even with more Iout
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iterations as shown in the dashed blue curve. When the Eb/N0 increases, the EXIT curve

of Dec1 is moved up. With more decoder iterations Iin = 3, according to the EXIT chart,

the tunnel is open and more than 3 outer iterations are required to reach the intersection

point between the two curves at mutual information equal to 1 whenEb/N0 ≥ 19 dB with

the EVA channel. This means that the turbo cliff (or waterfall region) will be observed in

BER simulations. The red curves show the BER simulation result for this case. When the

Eb/N0 ≤ 16 dB, the two EXIT curves are intersected at mutual information (≤ 0.7) and

the tunnel is blocked. The result of that so-called low Eb/N0 region as shown in the red

curve in Figure 6.4. Similarly when the number of LDPC decoder iteration increases, the

EXIT curve becomes flatter. The result of that is that with more LDPC decoder iterations,

the tunnel opens more quickly. This means that a steeper BER curve is obtained.
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Figure 6.5: BER performance of the LDPC-OFDM system based BICM-IIC scheme us-
ing 64QAM and MMSE equaliser (a) EVA channel (b) ETU channel.

In this section, in addition to the use of Gray mapped 16-QAM, the optimized mapping

M16r and maximum squared Euclidian weight (MSEW) mapping are used [192, 193].

Binary switching is used to design the M16r mapping [192].

Figures 6.6 and 6.7 show the BER simulation results and EXIT curves with decoding

trajectory of the LDPC-OFDM based BICM-IIC using M16r and MSEW mappings re-

spectively with a ZF equaliser over the EVA channel. The CIR of the EVA-LTE channel

which is given in Table 6.1 is used. We notice in these figures that with Eb/N0 ≤ 13 dB

and Iin = 1, the two curves intersect at low mutual information (≤ 0.25) and the tunnel
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is blocked. Again, the IIC iterations cannot improve the system performance, resulting

in a high BER. The result of that simulation as shown in solid and dashed blue curves in

Figures 6.6-b and 6.7-b. With increase Eb/N0 ≥ 14 dB, the tunnel is open. This means
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Figure 6.7: BER and EXIT chart with the decoding trajectory of the LDPC-OFDM sys-
tem based BICM-IIC scheme using MSEW mapping with a ZF equaliser over the EVA
channel (a) EXIT chart (b) BER.

that with an increasing number of IIC iterations, the system performance is improved and
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the waterfall region is obtained at the corresponding Eb/N0 value as shown in the sold

green curves in the BER simulation results. As the number of decoder iterations increases

(Iin = 2), the tunnel becomes wider and the turbo cliff position is achieved at lower

Eb/N0 values as shown in the solid red curve in the BER simulations. Furthermore,

these mappings change the slope of the EXIT curve to better match the decoder EXIT

curve, for smaller numbers of inner iterations.

Figure 6.8 shows the BER performance and EXIT chart characteristics of the LDPC-

DWT/MCM based BICM-IIC system using an MMSE equaliser and Gray mapped 64-

QAM over the ETU-LTE channel given in Table 6.1. In this figure, for one decoder

iteration Iin and Eb/N0 ≤ 20 dB, the two curves intersect at a mutual information≤ 0.8.

This means that more IIC iterations cannot improve the system performance and high

BER simulation will be obtained as shown in the sold blue BER curve. With increase the

decoder iteration, the tunnel becomes wider and the turbo cliff position is achieved at low

Eb/N0 values.
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Figure 6.8: BER performance and EXIT chart characteristics of the LDPC-DWT/MCM
system based BICM-IIC scheme using MMSE equaliser over ETU channel (a) EXIT chart
(b) BER.

Figure 6.9 shows the BER performance and EXIT chart characteristics of the LDPC-

DWT/MCM based BICM-IIC system using an MMSE equaliser and MSEW mapped 16-

QAM over the EVA-LTE channel given in Table 6.1. Using MSEW mapped 16-QAM,
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an open tunnel is obtained when the EbN0 ≥ 16 dB regardless of the number of decoder

iterations. A the number of decoder iterations increases, fewer IIC iterations are required

to achieve low BER simulation results as shown in Figure 6.9-b.
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Figure 6.9: BER performance and EXIT chart characteristics of the LDPC-DWT/MCM
system based BICM-IIC scheme using MMSE equaliser with MSEW mapped 16-QAM
over EVA channel (a) EXIT chart (b) BER.

Figures 6.10 and 6.11 show the EXIT chart transfer characteristic and the correspond-

ing BER simulation results respectively of the LDPC-FBMC/OQAM system using Gray

mapped 64-QAM with MMSE equaliser over the EVA/ETU-LTE channels. As in previ-

ous figures, with Gray mapping, with one decoder iteration (Iin = 1), the tunnel is closed

when Eb/N0 ≤ 20 dB. This means that more IIC iterations cannot improve the sys-

tem performance, resulting in high BER. As the number of decoder iterations increases

Iin ≥ 3, low BER is achieved and the Eb/N0 values corresponding to the turbo cliff area

have to be reduced as shown in Figures 6.12 and 6.13.
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Figure 6.10: EXIT chart transfer characteristics of the LDPC-FBMC/OQAM system
based BICM-IIC scheme using MMSE equaliser with Gray mapping 64-QAM (a) EVA
channel (b) ETU channel.
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Figure 6.11: BER curves of the LDPC-FBMC/OQAM system based BICM-IIC scheme
using MMSE equaliser with Gray mapping 64-QAM (a) EVA channel (b) ETU channel.

Figures 6.12 and 6.13 show the EXIT chart transfer characteristic and its corresponding

BER simulation results for the LDPC-FBMC/OQAM system using M16r and MSEW

mapped 16-QAM respectively with ZF equaliser over EVA channel. We notice in these

figures that usingM16r and MSEW mapped 16-QAM, the tunnel remains open even with

1 decoder iteration if Eb/N0 ≥ 13 dB. This means that low BER can be achieved after
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some IIC iterations as shown in the BER simulation curves. With more decoder iterations,

the tunnel becomes wider and the turbo cliff position can be noticed corresponding to this

Eb/N0 value, and a steeper BER simulation curve is obtained.
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Figure 6.12: EXIT chart characteristic and BER simulation of the LDPC-FBMC/OQAM
system based BICM-IIC scheme M16r mapped 16-QAM with ZF equaliser over EVA
channel (a) EXIT chart (b) BER.
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Figure 6.13: BER performance of the LDPC-FBMC/OQAM system based BICM-IIC
scheme using MSEW mapped 16-QAM with ZF equaliser over EVA channel (a) EXIT
chart (b) BER.

The problem with the above set of EXIT charts is that they are for one specific channel
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out of a random set, and therefore do not describe the statistics of the performance of the

decoder on random channels. The EXIT chart as originally defined can be used on fading

channels only in the limit of ergodic fading with very long codes [178], but as they stand

they cannot be used with quasi-static fading. This proposal provides a means to define

performance for a given outage probability on quasi-static fading channels. The idea here

is to consider 90% of the cases, so the EXIT curve is the mutual information achieved

in 90% of the cases. We assume 100 randomly chosen channels. For each channel, a

different EXIT curve is obtained. This means that 100 detector lines are obtained and we

could find a position on the graph such that 90% lie above and 10% below this position.

That means that this amount of mutual information is achieved in 90% of those random

channels. This means that at each a priori mutual information IA1, we take the 90th line

down from the top. The line which is drawn across these points indicates that in 90% of

the channels, the mutual information would at least be satisfied. If this line does not inter-

sect with the decoder transfer characteristic curve, that means in 90% of the channels the

iterations will proceed. Figure 6.14 shows the EXIT curves between the mutual informa-

tion IE1 and IA1 of the interference cancellation part Dec1 using 50 randomly generated

instances of the ETU channel with 16-QAM at 15 dB Eb/N0. The red line represents

the selected EXIT curve and there are 45 (90% of 50) of the corresponding EXIT curves

which lie above it. The same approach can be used with different availability figures

depending on the requirements of the application.
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Figure 6.14: Convergence analysis for the Dec1 part of the OFDM system using 50 ran-
dom ETU channel with 16-QAM at 15 dB Eb/N0.
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In the remainder of this section, 1000 cases are used. This means that 900 of the

corresponding EXIT curves should lie above the selected line. In this case, Figures 6.15

and 6.16 show the EXIT chart curves and BER performance of the LDPC-OFDM and

LDPC-FBMC/OQAM systems with the BICM-IIC scheme using Gray mapped 16-QAM

with ZF equaliser over the ETU channel. We notice in these figures that in the EXIT
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Figure 6.15: EXIT chart curves and BER performance of the LDPC-OFDM system based
BICM-IIC scheme using 90% of all cases with Gray mapped 16-QAM and ZF equaliser
over ETU channel (a) EXIT chart (b) BER.
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Figure 6.16: EXIT chart curves and BER performance of the LDPC-FBMC/OQAM sys-
tem based BICM-IIC scheme using 90% of all cases with Gray mapped 16-QAM and ZF
equaliser over ETU channel (a) EXIT chart (b) BER.
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chart for both systems the tunnel is blocked with one decoder iteration. This means that

the system performance cannot be improved with IIC iterations and high BER is obtained

as shown by the BER simulation curves. As the number of decoder iterations increases to

Iin = 2, the tunnel will open at high Eb/N0 (≥ 18 dB) and the system performance will

be improved resulting in low BER as shown in the green curves in the BER simulation

results. With more decoder iterations, the tunnel becomes wider and the BER simulation

result becomes steeper as shown in the red BER simulation curves.

6.5 Simulation results of MIMO systems

As in SISO systems, the EXIT characteristic curves will first be drawn with specific CIR.

Random CIRs are generated for the specified sampling frequency, using the approach

described in Section 6.4. The CIRs used are listed in Table 6.2.

Table 6.2: EVA-LTE downlink channel impulse response (ht) for MIMO systems

Channel impulse response using the EVA-LTE channel

h11 h21 h12 h22

0.1936 - 0.5404i 0.2699 + 0.3722i 0.9454 + 0.0294i -0.7712 + 0.6355i

-0.4388 - 0.2040i -0.3912 - 0.3374i -0.6683 - 0.1928i -0.8779 + 0.0331i

0.1087 - 0.0203i -0.2805 - 0.2007i -0.0457 + 0.0876i -0.1649 - 0.0589i

-0.0230 + 0.0275i 0.1061 + 0.0138i 0.1244 + 0.0402i 0.1696 - 0.00157i

0 0 0 0

-0.0190 + 0.0375i -0.1482 - 0.0682i -0.0572 - 0.0645i -0.0368 + 0.0935i

Figures 6.17 and 6.18 show the EXIT chart transfer characteristic with the correspond-

ing BER simulation results of the LDPC-MIMO-OFDM systems using linear and SIC

detection respectively with Gray mapped 16-QAM over the EVA channel.
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Figure 6.17: EXIT chart curves and BER performance of the LDPC-MIMO-OFDM sys-
tem based BICM-IIC scheme using linear detection with Gray mapped 16-QAM and
MMSE equaliser over EVA channel (a) EXIT chart (b) BER.
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Figure 6.18: EXIT chart curves and BER performance of the LDPC-MIMO-OFDM sys-
tem based BICM-IIC scheme using SIC detection with Gray mapped 16-QAM over EVA
channel (a) EXIT chart (b) BER.

It is clear from these figures that as the number of decoder iterations (Iin) increases,

the tunnel opens and the performance of the system will improve. This results in the BER

simulation results shown in the green and red curves, giving low BER. In the case of
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SIC detection, the decoding trajectory in the first iteration does not meet the upper EXIT

curve, because of the linear detection in the first iteration.

Figure 6.19 shows the EXIT chart and BER simulation results of the LDPC-MIMO-

FBMC/OQAM system using linear detection with Gray mapped 16-QAM and MMSE

equaliser over the EVA channel. We notice in this figure that the tunnel opens with more

decoder iterations. With the number of decoder iterations increases, low BER simulation

results are obtained as shown in the green and red curves.
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Figure 6.19: EXIT chart curves and BER performance of the LDPC-MIMO-
FBMC/OQAM system based BICM-IIC scheme using linear detection with Gray mapped
16-QAM and MMSE equaliser over EVA channel (a) EXIT chart (b) BER.

As in the SISO systems, an EXIT chart for 90% of channels has been drawn and

compared with the corresponding BER simulation results of the MIMO systems. In this

case, Figures 6.20 and 6.21 show the EXIT chart and the BER simulation results of the

MIMO-OFDM and MIMO-FBMC/OQAM systems using linear detection with MMSE

equaliser and Gray mapped 16-QAM over the EVA channel.
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Figure 6.20: EXIT chart curves and BER performance of the LDPC-MIMO-OFDM sys-
tem based BICM-IIC scheme using linear detection with Gray mapped 16-QAM and
MMSE equaliser over EVA channel (a) EXIT chart (b) BER.
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Figure 6.21: EXIT chart curves and BER performance of the LDPC-MIMO-
FBMC/OQAM system based BICM-IIC scheme using linear detection with Gray mapped
16-QAM and MMSE equaliser over EVA channel (a) EXIT chart (b) BER.
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6.6 Summary

This chapter can be summarised as follows:

• IIC based BICM has been proposed for SISO-MCM systems with different modula-

tion orders, and mappings for 16-QAM, over the EVA/ETU channels. The required

number of IIC iterations has been calculated by considering the exchange of the mu-

tual information using the EXIT chart. The convergence threshold has been noted

with its corresponding Eb/N0 values in the BER simulation results.

• IIC and MIMO-IIC based BICM have been used with linear and SIC detection for

both MIMO-OFDM and MIMO-FBMC/OQAM systems. The required number of

the MIMO-IIC iterations and the turbo cliff area have been calculated with the help

of the EXIT chart in different scenarios. First, linear detection only is used: In this

case, the required number of the IIC and MIMO-IIC iterations have been calculated.

Second, SIC detection has been used: In this case, the linear detection has been used

in the first iteration and the SIC detection for the rest.

• The performance of the decoder has been described on random channels by using

an EXIT chart defined for 90% of the cases which is used through the simulation. In

this case, the performance of the systems on quasi-static channels has been defined

for a given outage probability.
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Conclusions and Future Work
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7.1 Summary of the Work

The conclusions of this thesis can be summarised as follows:

• Chapter 1 was devoted to an introduction to the research topic; Aims of this work;

Contributions; Outline of thesis and list of publications.

• Chapter 2 provided the literature review of previous work that we used through-

out this thesis, and which includes: the general concept of multicarrier modulation

(MCM) including OFDM, DWT-MCM, and FBMC/OQAM systems; The decom-

position and reconstruction implementation algorithms for the DWT-MCM system;

The fundamental theory of the FBMC/OQAM system with its polyphase and pro-

totype filter implementation; Downlink LTE frame structure, channel profiles, and

its simulation parameters; The Clark’s and Jakes’ channel modelling; Sum-product
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algorithm for LDPC decoding.

• In Chapter 3, the performance of iterative interference cancellation (IIC) with iter-

ative decoding of OFDM, DWT-MCM, and FBMC/OQAM was investigated in a

time-frequency selective channel. Different modulation orders, different Doppler

frequencies, and different environments were used to study the systems’ perfor-

mance. Different approaches were applied to calculate the ICI/ISI interference to

delete them from the received signal. We may conclude that the significantly better

performance is obtained for all systems by using iterative interference cancellation.

However, after some IIC iterations, the simulation results of the FBMC/OQAM

systems were closest to the PCSI simulation results than the other systems.

• In Chapter 4, a tentative channel estimation-based IIC and Wiener filter was pro-

posed for the LDPC-OFDM and LDPC-FBMC/OQAM systems. Scattered pilots

and IAM preamble were used in this chapter. Pilot-aided Wiener filter was applied

to estimate the channel coefficients for both systems. Different distributions of the

IAM preambles Wiener filter channel estimation were used with FBMC/OQAM

system. The IIC scheme was used to improve the received signal by calculating

the ICI/ISI interference and removing it from the received signal. A significant im-

provement was obtained in the simulation result for both systems. Better results

were achieved with FBMC/OQAM system than of OFDM compared with the PCSI

simulation results.

• In Chapter 5, a MIMO-IIC scheme using successive interference cancellation (SIC)

was proposed for MIMO-OFDM and MIMO-FBMC/OQAM systems. IIC and

MIMO-IIC are used to reduce the effect of channels of the transmitted signal from

the current and other streams respectively. SIC is used to reduce the cross inter-

ference. The simulation results were obtained with different modulation orders,

different Doppler frequencies, and different channel statistics. The performance of

both systems with the combination of IIC and SIC was found to be close to that of

PCSI simulation result.

• In Chapter 6, the important parameters to analyse the iterative system convergence

were determined by describing the exchange of the mutual information by using

the EXIT chart. These parameters are: the required number of IIC iteration, the

start of the turbo cliff area, and the trajectory of the iterative process. Different
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mappings of the 16-QAM and different LTE channels were used in the simulations;

The simulation results were discussed for both SISO and MIMO systems; With

Gray mappings, more decoder iterations were required to achieve low BER while

with M16r and MSEW mapped 16-QAM, an open tunnel was obtained with one

decoder iteration; A new EXIT chart technique was proposed in this chapter which

can be used to define performance for a given outage probability on quasi-static

fading channels.

7.2 General conclusion

The context of the work is the predominance of orthogonal frequency-division multiplex-

ing (OFDM) in the physical layer of wireless standards, including fourth generation mo-

bile. The benefit of OFDM has been that it allows high rate broadband data transmission

on highly frequency-selective wireless channels, without requiring complex equalisation.

However it has a number of deficiencies as explained in the literature. The research has

considered some alternative proposals which may address certain of these defects, with

a view to contributing to next generation air-interface technology. Potential approaches

that were considered for this purpose include: DWT-MCM; FBMC/OQAM; IIC for SISO

systems; MIMO-IIC with linear and SIC detection for MIMO systems.

In general, with sufficient cyclic prefix (CP), the simulation results obtained for DWT-

MCM are significantly better than those of the other systems especially with an MMSE

equaliser. This is because the signal spectrum for all wavelet bearers is distributed across

the whole bandwidth, which provides a large diversity on a frequency selective channel.

IIC is a useful technique for the OFDM system with insufficient CP, DWT-MCM, and

FBMC/OQAM. IIC can remove some of the problems of equalization in FBMC/OQAM

systems. The simulation results were significantly improved in the FBMC/OQAM system

compared with the other systems. With the MMSE equaliser and IIC, a significantly better

performance was obtained in all systems compared with the ZF equaliser. That is because

of the combination of coding and MMSE which increases the diversity order. With the

EVA channel, after the desired number of IIC iterations, the error floors are completely

removed in the OFDM system with insufficient CP, resulting in simulation results close
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to the results of the PCSI. This means that with IIC, the ICI and ISI can be avoided

without using the CP. The ICI and ISI components are accurately calculated using the

forward error correction. The soft decoded symbols of the LDPC decoder are used to

calculate these components and then remove them from the received signal during the IIC

scheme. Iterative channel estimation was proposed with IIC and 2-D Wiener filter for both

OFDM with insufficient CP and FBMC/OQAM systems. After some IIC iterations, the

error floor were drastically reduced in both systems. Linear and SIC detection methods

were used with IIC in both 2 × 2 MIMO OFDM and FBMC/OQAM systems. The error

floors were completely removed by using IIC in both systems. A significant improvement

was achieved by using SIC detection with IIC in different cases. A new strategy for the

convergence analysis was proposed to provide an approach that can be used on quasi-static

fading channels.

7.3 Future Work

Based on the proposed strategies, algorithms details, analysis, and results obtained in this

thesis, the further work of relevant research are suggested and summarised as below:

• In Chapter 4, iterative channel estimation based IIC with 2-D Wiener filter was pro-

posed for both OFDM and FBMC/OQAM systems. Hence further work is proposed

to develop iterative channel estimation based IIC with 1-D Wiener filter and pream-

ble pilot to calculate the estimated coefficients of the channel for DWT-MCM. In

the wavelet domain, there are time-scale variations. This means that the coefficients

of the Wiener filter will be calculated using the interpolation in time domain only.

• In Chapter 5, the linear and SIC MIMO detection schemes with IIC and

MIMO-IIC that were proposed for both LDPC-MIMO-OFDM and LDPC-MIMO-

FBMC/OQAM systems could be extended to MIMO-DWT/MCM.

• In Chapter 5, 2 × 2 and 2 × 4 MIMO schemes were used for both OFDM and

FBMC/OQAM systems. This could be extended to larger numbers of antennas.

• In Chapter 5, SIC detection based IIC was proposed for both LDPC OFDM and

FBMC/OQAM systems:different detection algorithms, such as PIC, SQRD, list
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sphere decoding, and K-Best detection could be investigated, for use with the IIC

scheme for MIMO-MCM systems.

• In Chapter 6, 2 × 2 MIMO was used to discuss the convergence analysis for both

OFDM and FBMC/OQAM system. The convergence analysis could also be ex-

tended to larger numbers of antennas.

• In Chapter 6, the convergence analysis for 2 × 2 MIMO was discussed with linear

and SIC detection. We propose further work to use different detection algorithms,

such as ML, PIC, SQRD, list sphere decoding, and K-Best detection to obtain the

EXIT chart characteristic for MIMO systems.
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Glossary

3GPP 3rd Generation Partnership Project

AFB Snalysis Filter Bank

APP A Posteriori Probability

AWGN Additive White Gaussian Noise

BPSK Binary Phase Shift Keying

BER Bit Error Rate

BICM Bit Iinterleaved Coded Modulation

CCDF Complementary Cumulative Distribution Function

CDMA Code Division Multiple Access

CFO Carrier Frequency Offset

CFR Channel Frequency Response

CIR Channel Impulse Response

CND Check Node Decoder

CP Cyclic Prefix

CSI Channel State Information

DAB Digital Audio Broadcasting

DFE Decision Feedback Equalizer

DFT Discrete Fourier Transformt

DL DownLink

DPA Dynamic Pilot Allocation

DVB-T Terrestrial Digital Video Broadcasting

DWMT Discrete Wavelet MultiTone

DWT Discrete Wavelet Transformt

EPA Extended Pedestrian A model
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ETU Extended Typical Urban model

E-UTRA Evolved Universal Terrestrial Radio Access

EVA Extended Vehicular A model

EVD EigenValue Decomposition

EXIT EXtrinsic InformationTransfer

FBMC Filter Bank MultiCarrier

FEC Forward Error Correction

FER Frame Error Rate

FFT Fast Fourier Transform

FMT Filtered MultiTone

FTN Fast-Than Nyquist

HPF High-Pass Filter

IAM Interference Approximation Method

ICI Inter Carrier Interference

IDWT Inverse Discrete Wavelet Transform

IFFT Inverse Fast Fourier Transform

IIC Iterative Interference Cancellation

ISI Inter Symbol Interference

LDPC Low-Density Parity-Check

LLR Log Likelihood Ratio

LMMSE Linear Minimum Mean Square Error

LMS Least-Mean Square

LPF Low-Pass Filter

LS Least Squares

LTE Long Termd Evolution

MAI Multiple Access Interference

MAP Maximum A Posteriori

MCM MultiCarrier Modulation

MDS Maximum Doppler Shift

MIMO Multi Iiput Multi Output

MIPS Multi-input-multiple-output Iterative Pilot Search

ML Maximum Likelihood

MMSE Minimum Mean Square Error
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MSE Mean Square Error

NLOS Non Line of Sight

NPR Near Perfect Reconstruction

OFDM Orthogonal Frequency Division Multiplexing

OFDMA Orthogonal Frequency Division Multiple Access

OQAM Offset Quadrature Amplitude Modulation

PAM Pulse Amplitude Modulation

PAPR Peak-to-Average Power Ratio

PCI Perfect Channel Iiformation

PCIC Perfect Channel Interference Cancellation

PCSI Perfect Channel State Iiformation

PDF Probability Density Function

PDP Power Delay Profile

PR Perfect Reconstruction

PSD Power Spectral Density

QAM Quadrature Amplitude Modulation

QPSK Quadrature Phase Shift Keying

QoS Quality of Service

RBs Resource Blocks

RE Resource Element

RF Radio Frequency

SC-FDE Single Carrier Frequency Domain Equalizer

SFB Synthesis Filter Bank

SIC Successive Interference Cancellation

SINR Signal-to-Interference Noise Ratio

SISO Single Input Single Outpute

SNR Signal-to-Noise Ratio

SPA Sum-Product Algorithm

TS-MMSE Two Stage MMSE

UE User Equipment

UL UpLink

UMTS Universal Mobile Telecommunications System

USB Universal Serial Bus
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VDSL Very-high-bit-rate Digital Subscriber Line

VND Variable Node Decoder

VSB Vstigial Side-Band

Wi-Fi Wireless-Fidelity

Wi-Max Worldwide Interoperability for Microwave Access

WLAN Wireless Local Area Network

WSS Wide Sense Stationary

WSSUS Wide Sense Stationary Uncorrelated Scattering

ZF Zero Forcing
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Appendix A

A.1 Uncoded systems:

In the appendix, Frame Error Rate (FER) performance of the uncoded and coded OFDM,

DWT/MCM, and FBMC/OQAM systems are provided.

In case of uncoded OFDM systems, Figures A.1 and A.2 illustrate the performance

analysis of the all systems using MMSE equalizer with 4-QAM and 16-QAM respec-

tively and over EVA-LTE channel. By contrast, these figures show that the FER perfor-

mance of the DWT based MCM is significantly improved compared with OFDM and

FBMC/OQAM systems. That means, the probability of successful frame error rate (FER)

of the DWT-MCM can be significantly detected compared with other systems.
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Figure A.1: Frame error probability curves for SISO-OFDM, SISO-FBMC/OQAM, and
SISO-DWT-MCM systems using MMSE equalizer with 4-QAM modulation over (EVA)
LTE channel.
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Figure A.2: Frame error probability curves for SISO-OFDM, SISO-FBMC/OQAM, and
SISO-DWT-MCM systems using MMSE equalizer with 16-QAM modulation over (EVA)
LTE channel.

Figure A.3 shows the simulation results of the bit error probability and frame error

rate respectively using 16-QAM and 4-QAM modulation over EVA channel with wavelet
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domain equalizer.
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Figure A.3: Frame error probability curves for SISO-DWT-MCM system using wavelet
domain equalizer with 16-QAM and 4-QAM modulation over (EVA) LTE channel.

Figure A.4 shows the FER simulation results for the SISO-OFDM system using QPSK

modulation and 5 Hz Doppler frequency over the EVA-LTE channel with ZF and MMSE

equalizers. Figure A.5 shows the FER performance for the SISO-OFDM system using

16-QAM modulation and 70 Hz Doppler frequency over the medium spread EVA-LTE

channel with ZF and MMSE equalizers. Figure A.6 shows the FER performance analysis

of the SISO-OFDM system using 16-QAM modulation and 70 Hz Doppler frequency

over the ETU-LTE channel with ZF and MMSE equalizers. The FER simulation results

are compared with the result of the perfect channel state information (PCSI). However,

due to the Doppler shift, the resulting time-variant channel is not perfectly known at the

receiver. That means an error floor will appears at high Eb/N0 when Doppler frequency

is 70 Hz.
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Figure A.4: Frame error probability curves for SISO-OFDM system using QPSK mod-
ulation and 5Hz Doppler shift over (EVA) LTE channel (a) ZF-Equalizer (b) MMSE-
Equalizer.

Its clear from these figures that the FER performance have improved after some IIC

iterations. The error floor is reduced but not completely removed. The improvements

of the FER simulation results of the OFDM system are reduced with the increasing of

the modulation order, Doppler shift, and the spread of the channel. In the case of EVA

channel with 5Hz Doppler and QPSK modulation, the error floor of the FER simulation

is reduced by a factor Rk of approximately 2, 5, 7 and 8 and by a factor 3, 8, 10, and 12

after one, two, three, and four IIC iterations with ZF and MMSE equalisation respectively,

measured at 40 dB Eb/N0 as shown in Figure A.4.
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Figure A.5: Frame error probability curves for SISO-OFDM system using 16-QAM mod-
ulation and 70Hz Doppler shift over (EVA) LTE channel (a) ZF-Equalizer (b) MMSE-
Equalizer.
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Figure A.6: Frame error probability curves for SISO-OFDM system using 16-QAM mod-
ulation and 70Hz Doppler shift over (ETU) LTE channel (a) ZF-Equalizer (b) MMSE-
Equalizer.
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Figure A.7: Frame error probability curves for SISO-FBMC/OQAM system using QPSK
modulation and 5Hz Doppler shift over (EVA) LTE channel (a) ZF-Equalizer (b) MMSE-
Equalizer.
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Figure A.8: Frame error probability curves for SISO-FBMC/OQAM system using 16-
QAM modulation and 70Hz Doppler shift over (EVA) LTE channel (a) ZF-Equalizer (b)
MMSE-Equalizer.
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Figure A.9: Frame error probability curves for SISO-FBMC/OQAM system using 16-
QAM modulation and 70Hz Doppler shift over (ETU) LTE channel (a) ZF-Equalizer (b)
MMSE-Equalizer.
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Figure A.10: Frame error probability curves for SISO-DWT-MCM system using
Daubechies (db4) wavelet with L=1, QPSK modulation and 5Hz Doppler shift over (EVA)
LTE channel (a) ZF-Equalizer (b) MMSE-Equalizer.
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Figure A.11: Frame error probability curves for SISO-DWT-MCM system using
Daubechies (db4) wavelet with L=1, 16-QAM modulation and 70Hz Doppler shift over
(EVA) LTE channel (a) ZF-Equalizer (b) MMSE-Equalizer.
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Figure A.12: Frame error probability curves for SISO-DWT-MCM system using
Daubechies (db4) wavelet with L=1, 16-QAM modulation and 70Hz Doppler shift over
(ETU) LTE channel (a) ZF-Equalizer (b) MMSE-Equalizer.

The simulation results of the FER for different cases is summarized in Table A.1.
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Table A.1: FER simulation results for MCM systems

System NFig Eq. IIC-Itrs Rk Eb/N0 Channel Doppler M-QAM

dB Hz

OFDM A.5 ZF 4 3 45 EVA 70 16-QAM

MMSE 4 3 45 EVA 70 16-QAM

OFDM A.6 ZF 4 2.3 45 ETU 70 16-QAM

MMSE 4 2.3 45 ETU 70 16-QAM

FBMC/ A.7 ZF 4 8 45 EVA 5 4-QAM

OQAM MMSE 4 8 45 EVA 5 4-QAM

FBMC/ A.8 ZF 4 3.3 45 EVA 70 16-QAM

OQAM MMSE 4 3.3 45 EVA 70 16-QAM

FBMC/ A.9 ZF 4 2.7 45 ETU 70 16-QAM

OQAM MMSE 4 2.7 45 ETU 70 16-QAM

DWT/ A.10 ZF 4 4.6 45 EVA 5 4-QAM

MCM MMSE 4 9.6 45 EVA 5 4-QAM

DWT/ A.11 ZF 4 6.6 45 EVA 70 16-QAM

MCM MMSE 4 2.1 45 EVA 70 16-QAM

DWT/ A.12 ZF 4 2.8 45 ETU 70 16-QAM

MCM MMSE 4 2.3 45 ETU 70 16-QAM
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