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Abstract

High anthropogenic emissions are a global problem with clear links existing between poor

air quality and premature mortality, which is of great alarm to organisations such as the

World Health Organisation (WHO). In Europe, high emissions of nitrogen oxides (NOx)

are a concern with concentrations plateauing over the last 15 years. Emission assessment

is a key part of the UK’s air quality strategy; this is done so by using tools such as the

National Atmospheric Emissions Inventory (NAEI), to report annual emissions to the EU

to meet strict air quality regulations. Due to the high importance placed on inventories

such as the NAEI, their accuracy is vital.

This thesis details the development and implementation of an airborne eddy−covariance

(AEC) strategy to measure anthropogenic fluxes over highly polluted areas, and compare

these findings to UK emission inventories. The Ozone Precursor Fluxes in an Urban En-

vironment (OPFUE) campaign was run over two consecutive years, aiming at evaluating

emissions from London and Southern England. NOx emissions were evaluated over London

showing high emissions coming from central areas. Comparison to the NAEI found NOx

emissions were being underestimation by up to a factor of 2. Refinement using the NAEI

+ road transport estimates scaled via road side measurements showed good improvement,

suggesting the need to refine road transport estimates used in the NAEI.

A variety of VOC emissions were also measured over London and Southern England.

Measured VOCs over London showed good agreement to the NAEI, and highlighted the

successful reduction of VOC emissions through air quality strategies. Measured biogenic

emissions of isoprene were found to be higher than air quality model estimates, which

could have implications towards regional air quality due to ground level ozone formation.

Overall, the described methodology allows for real-time assessment of emission inventories

which is key if the UK is to see improvements in its air quality.
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Chapter 1: Introduction

1.1 Motivation

Figure 1.1: News articles focusing on air pollution in the UK and Beijing from various media sources [1, 2, 3, 4].

Air pollution is a global problem, with the World Health Organisation (WHO) considering

it one of the top risks to global health. It is now estimated that 1.7 million children per year

die as a direct consequence of environmental pollution, of which approximately 600,000

can be attributed to poor air quality and other sources such as second-hand smoke [5].

Greater public awareness of air pollution has been driven by frequent news publications, by

sources such as the BBC and major British newspapers. Figure 1.1 shows a few examples

of media publications on air quality, focussing mainly on the UK and Beijing [1, 2, 3, 4].
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1.2 The Atmosphere

Reducing the pollution emitted into the atmosphere is vital if global mortalities rates are

to continue falling in the future. The task of doing so is highly complex with individual

regions having different pollution problems and potential solutions.

1.2 The Atmosphere

Humans inhabit the troposphere which is the lowest layer in the atmosphere. The tropo-

sphere contains around 80% of the atmosphere’s mass and is where most of the earth’s

weather systems takes place. Figure 1.2, shows a diagrammatic representation of the

atmospheres layers in relation to altitude, temperature and pressure.

Figure 1.2: Structure of the atmosphere in relation to pressure, temperature and altitude. Taken from Seinfeld &

Pandis. (2006) [6].

Humans are having a direct impact on the earth’s atmosphere. High anthropogenic

emissions into the troposphere from the Industrial Revolution onwards, are changing the

earth’s atmosphere at a rate not previously observed for millions of years. One such change

is the rapidly increasing CO2 concentrations from anthropogenic sources. This increase

is driving global rises in surface temperatures which is a major concern in relation to the

earth’s climate. The earth’s atmosphere consists of mainly nitrogen (78%), oxygen (20%)

and Argon (1%) [6]. The remaining composition is made up of traces gases such as CO2,

NO, NO2, VOCs and other molecules. Trace gases have both natural and anthropogenic
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sources; however, man-made sources are influencing air quality at a far faster rate. This

effect is both changing the dynamics of the atmosphere and also the quality of the air

within the troposphere.
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1.3 Health Effects of Poor Air Quality

1.3 Health Effects of Poor Air Quality

The effect of poor air quality on human health has always been an important issue and one

which is at the forefront of medical research today. Not all regions worldwide have seen

improvements in air quality. China has observed major decreases in its air quality over the

last 20 to 30 years, due mainly by population growth and changes in energy production

and industrial modernisation. From the late 1970s into the 21st Century, oil usage and

road vehicle numbers in Beijing has increased exponentially. Tang et al. correlating the

usage of such fuels and increasing vehicle use with heightened levels of cardiovascular

disease [7]. Liu et al. estimates that on a national scale for China the mortality rates

from PM2.5 has increased from 800,000 in 2004 to over 1.2 million in 2012. Such statistics

further strengthen the need for areas such as these to dramatically change their approach

to air pollution and thus improve their populations life expectation.

A report by the Royal College of Physicians (RCP) and Royal College of Paediatrics

and Child Health (RCPCH) in 2016, examined the impact air pollution has on human

health over a life time [8]. The report estimated current death rates attributed to poor

outdoor air quality is approximately 40,000 a year for the UK. This figure only accounts for

outdoor exposure deaths in relation to fine particles such as PM2.5 and Nitrogen Dioxide

(NO2). Higher mortality rates can be expected when other pollutant types such as Ozone

(O3) and indoor environments are also accounted for.

The detrimental effect air pollution has on a major city such as London is a long-

standing problem. The London smog event of 1952 claimed an estimated 12,000 lives and

helped usher in the Clean Air Act (CAA) aimed at reducing London air pollution for the

next three decades [9]. The UK’s air quality has changed a lot over the last 100 years

alone, with stricter legislation bringing with it improvements. The CAA of 1956 helped

reduce the smog problems of the 1950s with stricter legislation focused towards cleaner

burning fuels, such as ‘smokeless fuels’ and heating using electricity and gas. The act

also setup smoke control areas and removal of power generation within London to further

reduce emissions of soot and Sulphur Dioxide (SO2) [10].

From the 1960s to 1980s air quality improvements were starting to become apparent

but other challenges were being discovered. Lead was a key additive in petrol fuel in

the UK and around the world. Added as tetraethyl lead, it helped to increase the octane

rating of the fuel. The main problem with its use in petrol was the high levels of lead metal

being emitted from vehicle exhausts after combustion, resulting in elevated exposure levels
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around main roads and filling stations. Lead once inside the body has toxic effects and can

build up within bone density and pass into the brain. Extensive research was conducted

around the dangers of lead as a petrol additive, with findings showing dangerous amounts

of lead being up taken into the human body resulting in its complete removal from petrol

by the late 1990s [11, 12, 13]. Lead has now been replaced by other fuel additives such as

methyl tert−butyl ether (MTBE) and ethanol.

Into the 2000s particulates and NO2 emissions have increased greatly due mainly to

increased use of diesel fuel over petrol. Diesel fuel releases lower CO2 emissions than petrol

due to higher temperature fuel combustion in a diesel engine. The downside of which is

Oxides of Nitrogen (NOx) and fine particles (PM2.5) are released at much higher rates

than from petrol engines. Figure 1.3 depicts key dates of legislation aimed at reducing

pollution and the main pollution types as a timeline [8].

Figure 1.3: Infographic of key pollutants, main transportation types and key governmental legislation as a function

of time. Adapted from RCP. (2016) [8].
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1.3 Health Effects of Poor Air Quality

1.3.1 Health Effects of NO2, O3 and PM2.5

NO2 as a pollutant has become a growing problem for the 21st Century. Use of diesel fuel

has become more common place due to it’s high efficiency and lower CO2 emissions than

petrol. The high temperatures in diesel combustion engines produce NO2 from oxygen and

nitrogen in the air. NO2 can actively promote the formation of other pollutants which is

discussed in Section 1.6.

The effect NO2 has on human health has gained attention from scientists and medical

professionals over the last 20 years. NO2 has been observed to effect two areas of the

human body in particular. NO2 enters the body through inhalation into the lungs and

has been found to directly affect normal lung function. Studies have shown that NO2

can lead to several repertory issues ranging from inflammation, bronchial reactivity and

significant reduction in lung capacity [14, 15, 16].

Gauderman et al. investigated the effect NO2 pollution has on lung development

between the ages of 10 to 18. They found significant reduction in Forced Expiratory

Volume in the first second (FEV1) for both girls and boys [17]. A further in−depth review

conducted by Götschi et al. analysed a range of previous studies, concluding clear links

exist between NO2 and a range of lung related problems. They again stressed importance

that elevated NO2 pollution has a direct effect on children repertory system development

[18]. In addition to causing lung problems, exposure to NO2 has been clearly linked to

promoting cardiovascular disease. Studies such as by Chang et al. found strong evidence

between increased NO2 levels and hospital admissions in Taiwan due to cardiovascular

diseases [19]. Work by Wong et al. in Hong Kong found strong correlation between

ischaemic heart disease and long−term exposure to high NO2 levels [20].

The full effects of NO2 on the heart is still to be fully understood. One such path-

way, as discussed by O’Toole et al., involves inhaled NO2 passing through the epithelium

(interior surface of blood vessels) which can promote an inflammatory responses by the

cardiovascular system and also generate reactive radicals within the system causing further

damage [21, 22]. NO2 has also been shown to affect over 65s to a higher degree in relation

to cardiovascular promotion, as discussed by Wong et al. [23]. Significant correlation

was found between increased age, daily concentrations of NO2 and adverse health effects

recorded from hospital admissions in Hong Kong.

In addition to NO2 and O3, PM also plays a key role in affecting human health. Al-

though there are many different sizes of PM, only PM2.5 will be discussed here. Sources of

33



Chapter 1: Introduction

PM2.5 are both natural and manmade. Figure 1.4 shows the relative scale of PM2.5 against

a grain of sand and a human hair. Dust storms which effect the equatorial latitudes great-

est are a major source of PM2.5 and can present health problems. For regions such as

Beijing where concentrations of PM2.5 regularly exceed safe limits, understanding where

regional or transportation sources are to blame is of high importance. Yu et al. concluded

that a range of sources were responsible for Beijing’s PM2.5, ranging from biomass burn-

ing, soil dust, transport and other major industrial processes [24]. Seasonality was also

observed to effect sources of PM2.5, with spring conditions highlighting dust as a major

source compared to winter conditions where biomass burning was the main source.

Figure 1.4: Infographic of PM scales against fine beach sand and human hair. Taken from EPA. (2017) [25].

Extensive medical studies have strongly linked PM2.5 exposure to similar medical con-

ditions to those already discussed for NO2. Due to its small size, PM2.5 can easily make

its way down into the lower lung region of the respiratory system and cause lung function

degradation. Further health problems have also been observed if particles pass into the

blood stream and make their way to the cardiovascular system. Clear evidence was pre-

sented by the Committee on Medical Effects of Air Pollution in 2009, linking increased

mortality rates in the UK with long−term exposure to elevated levels of PM2.5 [26]. The
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main mortality pathways linked to PM2.5 by the committee, were mortality by either car-

diopulmonary or lung cancer. There is little doubt that increased exposure to PM is a

major health concern, with the EU setting strict air quality standards (EU Directive on

Ambient Air Quality and Cleaner Air for European (2008/50/EC)) which now form UK

law as of 2010 (Air Quantity Standard Regulations 2010). The directive clearly states that

for a healthy exposure limit the UK should have an annual mean PM2.5 concentration of

≤25 µg m−3 to be met by 2020 [27, 28]. Although extensive research has been conducted

into the health effects of the total class of PM2.5, current understanding of individual

PM2.5 chemical composition towards health is still limited.

35



Chapter 1: Introduction

1.4 UK Air Quality Strategy

As previously discussed, NOx levels in the UK pose a serious air quality problem. Air

quality management for the UK is overseen by the Department of Environmental, Food

and Rural Affairs (DEFRA). DEFRA’s air quality mandate is to measure and assess air

quality trends throughout the UK with the aim of identifying ways of improving the

UK air quality. The UK has a range of systems in place to analysis UK air quality

with specific strategy published by DEFRA as outlined in ‘The Air Quality Strategy for

England, Scotland, Wales and Northern Ireland and the 2010 to 2015 government policy

on environmental quality’ [29, 30].

At a high level, DEFRA provides a daily pollution forecast for the entire UK region

in collaboration with the Met Office. The forecast gives an air quality measure for the

UK region for the next 5 days, ranging from low, moderate, high and in extreme cases

very high ranking of overall pollution levels. It also issues health advice directly aimed

as those who maybe more susceptible to high pollution events such as asthmatics. The

forecasts are generated by the Meteorological Office (Met Office) using the Air Quality

configuration of the Unified Model (AQUM). The model accounts for emission rates of

pollutants, transportation rate due to meteorology and chemical reactivity within the

atmosphere. One of DEFRA’s more important mandates includes having to ensure the

UK meets strict international obligations for air quality as legislated by the European

Commission.

1.4.1 National Atmospheric Emissions Inventory

Annual assessment of UK emissions by DEFRA is achieved through the National Atmo-

spheric Emissions Inventory (NAEI), which is produced for important greenhouse gases

and key pollutants. The NAEI is developed and maintained by Ricardo Energy & En-

vironment on an annual basis, feeding directly into DEFRA’s analysis strategy on UK

emissions. Figure 1.5 shows for the entire UK annual NOx emission estimates at 1 km2

resolution. The UK’s major road network and large cities can be clearly seen. The NAEI

is a highly valuable tool which allows the UK to assess its emissions. It is used on both a

UK and a Devolved Administration (DA) scale, which allows individual councils to assess

their air quality. The NAEI also feed into DEFRA’s air quality models, which can assess

current and future air quality trends for the UK [31]. The NAEI is a vital tool used by

the UK government in reporting its emission to the EU. The UK has a commitment to
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report its emissions to meet strict legislation regarding the Convention on Long−Range

Transboundary Air Pollution (CLRTAP). All reported data from the CLRTAP is fed into

air quality models such as EMEP, which forms the basis of air quality predictions for the

UK and Europe [31].

Figure 1.5: Annual emission estimates for NOx at 1 km2 resolution for the entire of the UK region. Taken from

NAEI UK emissions interactive map [31].
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The NAEI considers three main emission types: UK’s road network, area specific

emissions and large point sources. Examples of point sources include major industry, oil

refineries and power stations. Figure 1.6 shows each of the three sources being combined to

give gridded emissions for the entire UK [32]. Data is also drawn from sources such as the

AURN network to make the inventory as realistic as possible. For road transport emission

estimates, highway dynamics and fleet composition is considered to help improve the

realism of estimates fed into the inventory. Overall, the inventory breaks down annual total

emissions into 12 United Nations Economic Commission for Europe (UNECE) selected

nomenclature for reporting of air pollutants (SNAP) sectors. These 11 SNAP sectors

account for a range of different sources from road transport, solvent use to production

processes all at 1 km2 resolution [33].

Figure 1.6: NAEI emission source types being summed up to generate total annual emission grids for the UK.

Taken from DEFRA. (2016) [32].
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1.5 Sources of Nitrogen Oxides

Oxides of nitrogen (NO + NO2 = NOx) play an important role in global air quality. NOx

can arise from a range of natural and made−made sources. A major nature source is

lightning. Being one of the most energetic processes to occur in the atmosphere, it can

split N2 and O2 into molecular N and O, which then goes on to form 2 molecules of NO.

Globally lightning is estimated to contribute approximately 3.6 Tg N yr−1 of NOx [34, 35].

For remote areas, such as oceanic and the tropics, lightning will be the main source of NO

in the absence human activity.

Snow is also a key NO emitter, especially in regions such as Antarctic where there are no

anthropogenic influences. Studies within the continent have observed high mixing ratios of

NO > 500 pptv which can have possible implications on atmospheric photochemistry above

the region. Microbial activity has also been shown to emit NOx from the soil surface during

the nitrification processes [36]. On a global scale, it has been estimated that emissions

from this source alone can contribute to between 4 to 15 Tg N yr−1. This estimate has

been further refined, such as the work by Vinken et al., using the GEOS−Chem model

which has estimated soil emissions of NOx globally contribute around 13 Tg N yr−1 to the

total NOx emission budget [37].

Although all the listed natural sources of NOx are lower when compared to predicted

global emission of anthropogenic NOx, they collectively play an important role influencing

tropospheric and stratospheric chemistry with a total collective emission range of 12 − 35

Tg N yr−1 [37]. Globally, anthropogenic sources of NOx are the single largest contributor

to the global NOx budget, overtaking lightning as the largest source. Predicted global

emission of NOx from anthropogenic processes is thought to be in the range of 21 −

28 Tg N yr−1 [38]. Key anthropogenic sources include: energy production and extract,

industrial processes, road transport and other transport types such as aviation and rail.

Measured NO2 columns from the European Environment Satellite using the SCIAMACHY

instrument clearly highlight 4 main regions where anthropogenic levels are well above the

norm. As shown in Figure 1.7, the Western coast of America, Europe, South Africa and

China all show high NO2 concentrations as an average over 10 years (2002 to 2012) [39].

China shows the strongest levels of NO2, which is due to fast modernisation of industry

and vehicle use.
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Figure 1.7: Global NO2 column from SCIAMACHY instrument on−board the European Environment Satellite,

as an average from 2002 to 2012. Take from Schneider et al. (2015) [39].

Over the last 20 years NOx levels throughout Europe have decreased, as shown in

Figure 1.8, by an average of 50% for EU28 countries and 40% for EEA33 countries. The

overall reduction in NOx emission has been driven by improvements in energy production,

energy use in industry and road transport technology [40]. Although improvements have

been observed for many regions of Europe, the UK has seen NOx concentrations deviate

from predicted reductions. As discussed by Carslaw et al., concentrations followed a

strong decreasing trend from the 1990s until about 2004 after which point concentrations

plateaued, which may be due to changes in the UK’s vehicle fleet, such as increased use

of diesel [41].

Anthropogenic NOx in Europe has many sources, with percentage contributions being

highly area dependent. As an average for all European countries, road transport makes

up nearly 50% of all anthropogenic NOx emissions with other sources such as energy

production, industrial and commercial process also contributing (Figure 1.9). As early

as 2005, increasing emission rates of NOx were being attributed to increasing usage of

diesel, with particulate filter technology playing an important role in controlling particulate

matter removal whilst increasing NOx emissions [42].
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Figure 1.8: European average NOx trends from 1990. Left axis shows emissions decreasing from 100% starting

from 1990. The right axis shows NOx emissions in kilotones per year. Taken from EEA. (2010) [40].

Figure 1.9: European percentage averages for NOx emissions from 8 key contributing sources. Taken from EEA.

(2010) [40].
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1.5.1 NOx Trends in London

Concentrations of NOx in London readily exceed safe limits set by the EU. Current leg-

islation states that concentration of NO2 according to Directive 2008/50/EC, should not

exceed an annual value of 40 µg m−3 and an hourly value of 200 µg m−3. Up until 2000,

emission reduction strategies were helping to bring London’s NOx levels to a safer level

which can be seen in the step downward trend in Figure 1.10 (left). From 2000 onwards;

however, NOx levels plateaued [43]. This plateauing effect is a direct effect of increased

emissions of primary NO2. Measured concentrations from 1995 to 2015 have not dropped

below the 50 µg m−3, and have only decreased by around 10 µg m−3.

Figure 1.10: NOx (left) and NO2 (right) trends in London from road side measurements. Taken from Carslaw et

al. (2016) [43].

Concentrations of NO2 in London show a complex structure, with outer areas meeting

annual EU regulations. Central London; however, greatly exceeded the 40 µg m−3 annual

limit. Its major road network is clearly visible on the London Atmospheric Emission In-

ventories concentration map, which gives 20 m2 annual concentration data for the entire of

London. Concentrations along these main roads well exceed the safe limit, and highlights

one of London’s main emission problems. Road vehicles in London are a major anthro-

pogenic source of NOx. Over the last 20 years diesel vehicle use has rapidly increased

due to better fuel efficiency and lower CO2 emissions. The downside has been increased

emission rates of primary NO2.
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Figure 1.11: Annual 2013 surface NO2 concentrations for greater London at 20 m2 resolution. Taken from ERG.

(2016) [44].

1.5.2 Vehicle Emissions of NOx

NOx emitted as NO can go on to form NO2 through reaction with O3, (see Section 1.6).

Under these conditions O3 is the limiting factor towards increasing concentrations of NO2.

The emission of NOx from diesel vehicles; however, has been measured to emit increased

proportions of NOx as NO2 which can perturb the reaction cycle, leading to elevated

concentrations of NO2 from direct emission [45]. Figure 1.12a shows predicted reductions

in NOx emissions from vehicles as an average for all European countries. However, as

highlighted in Figure 1.12c, the proportion of NOx emitted as NO2 has increased by

nearly 30%. This increase in NO2 emissions has important health implications, even with

the overall reduction in NOx emissions.
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Figure 1.12: a) average European NOx emissions from vehicles, b) emissions of NO2 from 10 European countries,

c) percentage proportion of NOx emitted as NO2. Taken from Carslaw et al. (2011) [45].
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1.5.3 Vehicle Types and Emission Control Strategies

NO is formed in the combustion engine from N2 and O2 present in the injected air. The

high temperature and pressure found inside pistons cause N2 and O2 to atomise and can

then react to form NO. The two main engine types, gasoline and diesel, operate under

different conditions and so can affect the amount of NOx produced. Gasoline engines

run close to the stoichiometric ratio, with a fuel to air ratio of 1 allowing for complete

combustion of all fuel. Changes in the ratio used can have implications towards gener-

ated concentrations of NO and other combustion products such as CO and hydrocarbons

(HCs). At higher fuel to air ratios ‘rich’, NO concentrations drop; however, CO and HCs

concentration can increase greatly [46]. Figure 1.13 shows the formation of these three

main combustion products in relation to the fuel to air ratio.

Gasoline engines operating at a fuel to air ratio of 1 can lead to a significant amount

of NO and HCs being generated, Figure 1.13. Due to this gasoline vehicles have operated

for the last 30 years with specific catalytic methodologies to reduce these pollutants. A

three-way catalytic converter system is used to remove excess NOx, CO and unburnt HCs

from the vehicle exhort. The system involves a reduction process to convert any NOx to

O2 and N2, an oxidation process to convert CO to CO2 and a final oxidation process to

convert any remaining HCs to CO2 and H2O [47]. The efficiency of such a catalyst is

shown in Figure 1.14, with a gasoline engine operating in the Air-Fuel ratio shown. NOx

removal is predicted to be 80 − 90% within the operation window.
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Figure 1.13: Generated concentrations of NO, CO and HCs for a range of fuel to air ratios. Taken from Chigier.

(2013) [46].

Figure 1.14: Three−way catalytic conversion efficiency in terms of NOx, CO and HCs. Taken from Farrauto &

Heck. (1999) [47].
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Diesel vehicles, on the other hand, operate in a different manner. The engine design

is more efficient than a gasoline vehicle, normally operating within the ‘lean’ zone which

allows for complete combustion of all fuel with air in excess, Figure 1.13. The downside of

having air in excess is that higher levels of NO can form. Higher levels of NO emission were

not a problem for earlier Diesel vehicle types (Pre-Euro1, Euro1 and Euro 2) due to less

strict PM controls. The development of diesel vehicle after-treatment technology has led to

the increased emissions of NO2. Since Euro 3, diesel vehicles have had oxidation catalysts

(DOC) installed. They act to oxidise excess NO to NO2, which can further oxidise any

PM emission in the exhaust. The main downside of this process being increased formation

of NO2 [43]. The addition of the diesel particulate filter (DPF) in Euro 4 onwards helped

to further reduce PM emission; however, NO2 emissions have continued to increase with

the dual system (DOC + DPF) [48]. Figure 1.15 shows diesel vehicle types and their NO2

emissions, with specific emission control technologies listed above.

Figure 1.15: Euro class diesel vehicle emissions of NO2, and the introduction of specific emission control systems.

Taken from Carslaw et al. (2016) [43].
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The reduction in NO2 emissions as seen for Euro 6 vehicles is down to the introduction

of emission control strategies aims at controlling NOx emissions. Such technologies include

Lean NOx Trap (LNT) and Selective Catalytic Reduction (SCR) systems. SCR has been

implemented in heavy-duty vehicles for a while now, with light-vehicles such as passenger

cars only recently using such a device. The SCR approach is to add Urea into the tailpipe

with a catalyst, which converts any NOx into N2 and H2O [49, 50]. The LNT system is

slightly more complex involving a multi-step strategy. Firstly, NO is oxidised to NO2 and

deposits onto the catalytic surface as nitrate/ nitrate. The nitrite/ nitrate is then released

as NOx which is reduced to form N2 [51]. Both approaches give efficient NOx removal.

The addition of such to Euro 6 and above diesel vehicles will be key if any drop in NO2

emissions from vehicles is to occur.

48



1.5 Sources of Nitrogen Oxides

1.5.4 Vehicle Emission Rigging

Diesel vehicle numbers have increased in the UK throughout the 2000s which is mainly

due to fuel efficiency and reduced CO2 emissions. A key turning point came on the 18th of

September 2015, with a report published by the United States Environmental Protection

Agency (EPA) reporting that Volkswagen (VW) Group Inc. manufactured cars were in

violation of the US Clear Air Act. The EPA in this notification showed specific evidence

that many of VW and Audi diesel cars were implementing software capable to forging

emission test cycles [52].

A settlement was reached, removing affected cars from the roads and resolving the

emission performance of those vehicles. The settlement involved the payment of a large

fine for purposely breaking the CCA and required VW to commit to the investment of low

emission strategies, a grand total of which is reported to run into billions of US dollars

[53]. In the UK and Europe, VW vehicles were also found to breach emission limits with

vehicles also recalled for emission performance corrections, Figure 1.16.

Figure 1.16: News articles on the VW diesel vehicle emissions scandal. Taken from The Guardian and BBC News

[54, 55].
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A major positive to come from the scandal in the UK is the advanced introduction of

real world test cycles for vehicles. These test cycles ensure vehicles perform correctly under

driving conditions in the real world, as discussed by the House of Commons Transport

Committee into VW Inc.’s conduct around the emission scandal in the UK and Europe

[56]. Due to the excessive emission coming from such vehicles, the potential for NOx

emissions to have plateaued is credible if such vehicles do not perform as they should.

Although this hypothesis may not completely account for the UK’s persistently high NOx

levels, it may go some way to explaining why emission strategies have failed to bring down

emissions.
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1.6 NOx Chemistry

Anthropogenic NOx emissions as previously discussed, are highly important when consid-

ering air quality. NOx emitted into the atmosphere can undergo chemical reactions which

can lead to further reductions in air quality. NO and NO2 coexist in the atmosphere in

an equilibrium state with O3, under the reaction conditions defined in Equations 1.1−1.3

[57]. During the day, ultra violet (UV) light at wavelengths below 400 nm causes emitted

NO2 to undergo photodegradation, forming NO and molecular oxygen in the ground state

O(3P). Due to O(3P) being highly reactive, it can react with O2 and form a molecule

of O3. As a pollutant, O3 has no direct emission sources, and is formed only through

chemical reactions in the atmosphere. High concentrations of tropospheric O3 can form in

areas of enhanced NOx emissions, which is of concern as O3 is a known respiratory irritant

(Section 1.3). Formed O3 can also be lost during the day. As O3 is highly reactive it can

react with emitted NO to reform NO2 and the O2 molecule originally lost. Figure 1.17

left, shows the NOx cycle with O3.

NO2
hv→ NO +O

(
3P
)

(1.1)

O
(

3P
)

+O2 +M → O3 +M (1.2)

NO +O3 → NO2 +O2 (1.3)
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Figure 1.17: Simplistic NOx reaction schemes, left) oxidative reaction between NO, NO2 and O3 in the presence

of sunlight. Right) reaction scheme between NO and NO2 and other oxidative species. Taken from Atkinson. (2000)

[58].

In addition to NOx, VOCs also play an important role in forming tropospheric O3.

VOC chemistry in the troposphere is intrinsically linked to NOx and O3. A simplistic

reaction scheme is shown in Figure 1.18. Emitted VOCs can react with OH to form

the RO2 radical. This radical will then further react with NO, forming of O3 and RO.

Equations 1.4−1.5 describe the formation of NO2 from OH oxidation of the primary VOC.

Further reactions as shown in Equations 1.6−1.7, involve the generation of a secondary

VOC carbonyl and HO2 from RO. HO2 radical leads to the regeneration of the OH radical

and NO2 formation via reaction with NO. Collectively, the reaction cycle can generate

two O3 molecules from one VOC, although this scheme is highly simplified without other

molecules interacting. The outlined mechanism is highly important in the troposphere,

both in the removal of emitted VOCs and in the production of tropospheric NOx and O3.
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Figure 1.18: Basic VOC reaction scheme with OH, resulting in the formation of O3 as a by−product. Taken from

MCMv3.3.1 website [59].

V OC +OH
O2→ RO.2 +H2O (1.4)

RO.2 +NO
O2→ NO2 +RO. (1.5)

RO. +O2 → carbonyl +HO2 (1.6)

HO2 +NO → OH +NO2 (1.7)

NO2 + hv
O2→ NO +O3 (1.8)
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The chemistry occurring during the night-time has a different dynamic than that ob-

served during the day with the main difference being the removal of photolysis reactions.

Without UV light, high order compounds containing more than one nitrogen atom can last

orders of magnitude longer. During the daytime, NO and NO2 are the dominant forms of

nitrogen oxides and drive chemistry through their reactions with O3 and other oxidising

compounds such as the OH radical. At night, nitrogen trioxide (NO3) and dinitrogen

pentoxide (N2O5) can form without being quickly photolysed. Figure 1.19 depicts the

reaction cycle of high order nitrogen oxides with other radical species during nocturnal

hours [60].

Figure 1.19: Nocturnal radical reaction chemistry of NOx. Taken from Brown & Stutz. (2012) [60].
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During the night, emitted NO can react with O3 to form NO2. This reaction can lead

to highly reduced NO concentrations as photolysis cannot drive back the formation of NO.

NO2 either formed or directly emitted can go on to further react with O3 to form NO3

and O2. NO3 formation is possible during the daytime; however, it is readily photolysed

back to NO2 and molecular oxygen which can then go on to form O3. Equations 1.9−1.11

show night-time formation of NO3 and its loss during daytime conditions through UV

photolysis and also reaction with NO [60]. Most photolysed NO3 will form NO2 (90 %) in

comparison to NO (10 %) [58].

NO2 +O3 → NO3 +O2 (1.9)

NO3 + hv → NO +O2 (1.10)

NO3 + hv → NO2 +O
(

3P
)

(1.11)

NO3 +NO → 2NO2 (1.12)

NO2 +NO3 +M → N2O5 +M (1.13)

N2O5 +M → NO2 +NO3 +M (1.14)

NO3 can go onto react with a range of other atmospheric components as depicted in

Figure 1.19. One reaction involves the formation of N2O5, as shown in Equation 1.13.

The formation of N2O5 is in equilibrium, with Equation 1.14 showing the reformation

of NO3 from N2O5. The equilibrium partitioning of NO3 to N2O5 has previously been

investigates by Benton et al. from the BT Tower in London using broadband cavity

enhances absorption spectroscopy (BBCEAS) [61]. They found a strong anti-correlation

between measured NO3/ N2O5 and NO/ NO2, indicative of Equations 1.9 and 1.11. Ratio

of formed NO3/N2O5 was found to be 0.01 which strongly highlights a shift of the reaction

equilibrium towards formation of N2O5.
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NOx emitted into the atmosphere can be lost through the chemical reactions already

discussed or through sink processes. The main loss route for NOx in the troposphere

is the reaction of NO2 with the OH radical to form nitric acid (HNO3), as shown in

Equation 1.15. Nitric acid can then be lost through dry or wet deposition [62]. During

dry deposition HNO3 can be converted into aerosols and then deposited onto surfaces.

Wet deposition removes HNO3 through absorption into a water droplet, which can then

be rained out of the atmosphere. During the night, NOx can form NO3 and N2O5. These

oxides can undergo similar loss processes, such as the reaction of N2O5 with H2O forming

two molecules of nitric acid. N2O5 is hydrolysed by aerosols in the atmosphere and is a

key removal process during night-time conditions, when N2O5 product is at its maximum.

Loss of N2O5 due to hydrolysis has been previously studied with Equations 1.16−1.17

defining formation of HNO3 through homogeneous and heterogeneous reaction pathways

[63, 64, 65]. Through a heterogeneous pathway N2O5 gas can react with H2O water

vapour forming HNO3 gas. HNO3 can also form aerosol through uptake into water aerosol

or secondary aerosol formation [66, 67]. NO3 formed during night-time conditions can also

react with an organic molecules (RH) leading to the production of nitric acid.

NO2 +OH +M → HNO3 +M (1.15)

NO3 + V OC → HNO3 +R (1.16)

N2O5 +H2O → 2HNO3 (1.17)
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In addition to the discussed reaction processes, NOx can also form other products

which can act to remove it from the troposphere. The first is the formation of nitrous

acid (HONO). HONO can be formed from to the reaction of NO with OH, as shown in

Equation 1.18. This reaction is reversible in the daytime with ultraviolet light splitting

the molecule back to NO and OH (Equation 1.19). HONO can also go on to reaction

with another OH molecule forming H2O and NO2 [68]. Lee et al. suggested that HONO

may also form via heterogeneous conversion of NO2 on organic substrates which have

photosensitivity. The study conducted in London highlighted that during the daytime,

urban surface release of NO2 due to photolysis maybe a significant source of HONO [68].

NO +OH +M → HONO +M (1.18)

HONO + hv → OH +NO (1.19)

HONO +OH → H2O +NO2 (1.20)
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NO2 can also go on to form peroxyacyl nitrates (PANs). PANs are formed from the

reaction between peroxyacyl radicals and NO2. Non-methane VOCs are a key source of

peroxyacyl radicals, with isoprene and α−pinene being two VOCs known to form PAN

[69]. Figure 1.20 shows a few reaction pathways involving VOC oxidation and reaction

with NO2 to form PANs. The atmospheric lifetime of PANs can be very long and they

act as a reservoir for NOx in the atmosphere. PANS can eventually be removed from the

atmosphere through dry deposition [70].

Figure 1.20: Formation of PAN from oxidation of non-methane VOCs. Taken from Phillips et al. (2013) [69].
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1.7 Summary

Anthropogenic NOx pollution in the UK is a major problem, with major cities such as

London having some of the highest emissions in Europe. Levels of NOx in London has

been found to readily exceed the EU’s annual exposure limit of 4 µg m−3 on a daily basis,

which brings into question the effect such exposure will have on public health. Medical

evidence over the last 20 years has shown a correlation between long term NO2 exposure

and increased numbers of respiratory and cardiovascular type diseases, strengthening the

need for NOx emission reductions.

The main sources of NOx in the UK are thought to be: energy production, industrial

applications and road transport, with diesel fuel usage being a particularly high emitter

of NOx. The UK assesses NOx emissions on an annual basis via the NAEI. Emission

estimates from the inventory are used towards meeting strict EU air quality legislation.

Emission estimates are very difficult to get right and require measurements to authenticate

them. To date, tower and point source measurements have been used to help refine such

inventories; however, they cannot assess an entire city such as London. On the other hand,

aircraft measurements have allowed for assessment of large areas, with advancements in

instrumentation allowing for sub second sampling of atmospheric pollutants such as NOx.

The research discussed in this thesis assesses the applicability for using a low flying

aircraft over the UK to assess city wide emissions and the validity of emission estimates.
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1.8 Thesis Outline

The work outlined in this thesis discusses measurements made during the Ozone Pre-

cursor Fluxes in an Urban Environment (OPFUE) field campaign and the development

of an eddy-covariance methodology allowing for direct comparison between airborne flux

measurements and key UK emission inventories for NOx and VOCs.

Chapter 2 outlines the scientific methodology, instrument specification and calibra-

tion strategy of NOx chemiluminescence on-board a research aircraft. The instrument was

operated during the OPFUE campaign over London enabling the calculation of real-time

NOx fluxes.

Chapter 3 discusses airborne eddy-covariance theory and the specifications required

for calculating high spatiality fluxes over a large city such as London. The described

technique couples airborne eddy-covariance with a footprint model allowing for top-down

comparison of emission inventories, with specific parameterisations for NOx and VOCs.

Chapter 4 discusses calculated NOx fluxes during the 2013 and 2014 OPFUE cam-

paigns with comparison to the National and London Atmospheric Emissions Inventories

(NAEI and LAEI).

Chapter 5 discusses calculated VOC fluxes during the 2013 and 2014 OPFUE cam-

paigns over Southern England and London, with comparison to the NAEI and EMEP4UK

inventories.

Chapter 6 discusses the main conclusions found during the development and im-

plementation of airborne eddy-covariance from a low flying aircraft over England. It also

discusses in detail the uncertainties and future work needed to further develop this research

going forward.
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Chapter 2

Methodology for Airborne

Measurement of Nitrogen Oxides

This chapter discusses the measurement technique of NOx chemiluminescence and how

it was used to quantify nitrogen oxides over Greater London during the Ozone Precursor

Fluxes in the Urban Environment (OPFUE) campaign 2013 and 2014.
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2.1 Introduction

High emissions of nitrogen oxides (NO + NO2 = NOx) are a major air quality problem

affecting many European cities such as London. NOx concentrations regularly exceed safe

limits, which makes measuring their abundance and emission rates key. Three measure-

ment approaches have been used to assess NOx concentrations on both local and global

scales. Figure 2.1 shows the different measurement strategies previously used to measure

NOx [71].

Figure 2.1: Diagram of NOx measurement techniques using; passive, active or remote-sensing approaches. Taken

from the World Meteorological Organization Global Atmospheric Watch’s (WMO/GAW) report on making long-

term NOx measurements [71].

Passive sampling involves extracting NOx from ambient air and integrating it onto a

storage medium such as filter substrate. Diffusion tubes employ this kind of approach and

allow for off-line extract and analysis of NOx over a period of time. Work by Krochmal

et al. investigated the use of triethanolamine as a trapping agent for nitrogen dioxide

(NO2) from an ambient sample and subsequent off-line quantification through either a

spectrophotometrical approach with Saltzman solution or ion chromatography [72, 73].

Plaisance et al. also assessed the feasibility of using passive sampling for determination

of ambient NO2 concentrations [74]. A diffusion tube-sampler was used to trap NO2 on a

triethanolamine layer, with ion chromatography analysis of the NO2 concentration bound

as nitrite. For a two-week sampling period a detection limit of 2 µg m−3 was achievable

using this method. Although passive sampling is a feasible method for assessing NO2

levels, it lacks the capability to give high time resolution sampling and is limited by

spatial confinement.
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2.1 Introduction

Remote sensing allows high resolution measurements on a global scale. The Global

Ozone Monitoring Experiment (GOME) on-board the ESA ERS-2 satellite has previously

been used to investigate NO2 column densities, enabling direct assessment of global models

[75]. Richter et al. investigated global NO2 emissions through analysis of measurements

made from both GOME and Scanning Imaging Absorption Spectrometer for Atmospheric

Chartography (SCIAMACHY) instrument, evaluating column densities on a global scale

[76]. The study showed decreasing NO2 trends for parts of the USA and Europe, with

increasing trends shown for areas such as China. Remote sensing is also possible through

ground measurements. Systems such as multi-axis differential optical absorption spec-

troscopy (MAX-DOAS) can quantify vertical distributions of atmospheric tracers such

as NO2 [77]. It has previously been used to evaluate NO2 from slant column densities

[78, 79]. MAX-DOAS has also been used to assess vertical distributions of NO2 on-board

an aircraft. Dix et al. were able retrieve NO2 column densities over 15 km in altitude

with an uncertainty of 30% [80].

In-situ techniques offer high time resolution (<1 min) NOx measurements. As shown

in Figure 2.1, a number of different in-situ methods have previously been used. Spectro-

scopic techniques, such as cavity ring-down spectrometry (CRDS), have previously been

used to assess concentrations of nitrogen and oxygen containing molecules (NO, NO2,

NO3, N2O5) [81]. Osthoff et al. discussed the deployment of a CRDS instrument on-

board an aircraft, being able to quantify NO2 down to 40 ppt [81]. Other spectroscopic

techniques such as differential optical absorption spectroscopy (DOAS), tuneable diode

laser absorption spectroscopy (TDLAS) and Laser induced fluorescence (LIF) have also

been used to quantify NO2 concentrations at high time-resolution [82, 83, 84]. Fuchs et

al. gives a detailed inter-comparison of a range of in-situ NO2 techniques and highlights

the pros and cons of each [85]. More recently, in-situ NOx measurements have been made

using ozone chemiluminescence, which will be discussed in this Chapter.
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2.2 NOx Chemiluminescence

Quantification of atmospheric NOx, as discussed in Chapter 4, was achieved using a chemi-

luminescence approach. As discussed by Ridley et al., NO can be quantified through ozone

chemiluminescence detection (O3-CLD) [86]. Equations 2.1 and 2.2 describe the reaction

of NO with O3. NO reacts with O3 to form NO2, with a proportion being in an excited

electronic state. As the excited state NO2 is highly unstable, photonic emission can occur

which returns the molecule to the ground energy state (Equations 2.3−2.4). The emission

of a photon from the NO2 molecule can be detected and used to directly calculate the NO

concentration in the ambient sample.

NO +O3
k1→ NO2 +O2 (2.1)

NO +O3
k2→ NO2

∗ +O2 (2.2)

NO2
∗ k3→ NO2 + hv (2.3)

NO2
∗ +M

k4→ NO2 +M (2.4)

Emission of a photon from excited NO2 does not always occur. This is due to the

presence of other atmospheric molecules, which are denoted as M in Equation 2.4. These

other molecules can gain energy from the excited molecule and return it to the ground

state without a photon being released. Equation 2.5 denotes the steady state formation

of excited NO2
∗ from Equations 2.1−2.4. Increasing the concentration of O3 will drive an

increased formation of excited NO2
∗ [71].

[NO2
∗] = k2 [NO] [O3] /k4 [M ] (2.5)
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2.2 NOx Chemiluminescence

Quantification of NO2 as discussed by Kley et al., can be achieved via photolytic ozone

chemiluminescence detection (PLC-O3-CLD) [87]. NO2 does not chemiluminescence in its

ground and so needs to be converted to NO first. Classically NO2 has been converted using

molybdenum converters (Equation 2.6), which operates at high temperatures (300−350

oC) [88]. The downside of using such a converter is interferences, with molybdenum

converters being known to respond positively to NOy species, such as nitric acid [89].

Photolytic conversion is now more mainstream with such converters utilising mercury

lamps, Xenon arc lamps and UV−LEDs [87, 90, 91]. As described in Equation 2.7, using

wavelength below 400 nm, NO2 is photolytically converted to NO. Quantification then

follows the same route as for NO with NO converted to excited NO2
∗ and release of a

photon through relaxation to ground energy state (Equations 2.8−2.9).

Mo+ 3NO2 →MoO3 + 3NO (2.6)

NO2 + hv → NO +O (3p) (2.7)

NO +O3 → NO2
∗ +O2 (2.8)

NO2
∗ → NO2 + hv (2.9)
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2.3 Fast−AQD−NOx system

The fast NOx chemiluminescence instrument (Fast−AQD−NOx) was built in 2012 by Air

Quality Design Inc. (AQD), and is a dual channel instrument which can measure NO

and NO2 concurrently up to a rate of 10 Hz (Figure 2.2). Ambient NO is measured using

O3−CLD and NO2 by PLC-O3−CLD. The system has the capacity to operate using either

dry-ice or Peltier cooling, which is used to reduce the dark counts on the photomultipliers

which is discussed in more detail in Section 2.4.3. The instrument is specifically designed

to operate on board the NERC Dornier 228 aircraft, and is housed in a specially designed

flight rack. The system is split into three units (Control, Detector and Ozoniser) which

house the instruments core parts. The modular design allows for easier replacement of

parts should any fail during a field campaign.

Figure 2.2: a) front view of Fast−AQD−NOx system mounted in a flight rack for operation on NERC Dornier−228

aircraft, b) rear view of system showing sample lines and ozone humidification.
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2.3 Fast−AQD−NOx system

2.3.1 Flow Diagram

Figure 2.3: Flow diagram of the Fast−AQD−NOx instrument containing: gas cylinders, flow−controllers

(FC), mass−flow controllers (MFC), blue−light photolytic converter (blue−light PLC), pressure−controller (PC),

zero−volume (ZV), reaction−vessel (RV), corona discharge units (CD), by−pass and scroll pumps.
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2.3.2 Control Unit

The control unit (Figure 2.4) houses the main LabJack system which acts as interfaces

between the control laptop and the instrument components. The unit houses pressure

and mass−flow controllers which act to keep the entire system downstream at a constant

pressure and flow rate for both channels. The system is pressure controlled via a MKS

Type 640 pressure controller. At a constant pressure of 300 Torr the system remains

independent of changes in altitude up to 23,000 ft. The control unit also houses mass−flow

controllers which are used to keep the sample flow into each channel at 1,500 sccm. A

high sample flow into each channel is essential for calculating fluxes from an aircraft. This

is due to the need for the turbulent concentration structure of NO/ NO2 needing to be

retained if the eddy−covariance calculation is to work. The unit is also used to calibrate

the instrument by controlling the addition of a calibration standard to each channel. For

calibration of the NO2 channel, a set amount of NO2 is generated using a titration cell

which makes O3 to react with the NO calibration gas. This produced NO2 can be used to

assess the conversion efficiency of blue−light PLC which is also housed in the unit.

Figure 2.4: Control unit containing: a pressure control, mass−flow controllers, blue−light PLC, calibration system,

control systems and LabJack unit.
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2.3 Fast−AQD−NOx system

2.3.3 Photolytic Converter

For detection of NO2 a photolytic converter (PLC) is used to break apart NO2 in the am-

bient sample to NO which can then be detected through O3−CLD. Using a PLC brings

enhancements over conventional methods such as molybdenum converters. Previous stud-

ies such as by Sadanaga et al. and Pollack et al. discussed the use of a PLC system in

converting NO2 to NO [91, 92]. Pollack et al. compared three LED converters which two

centred at 365 nm and the other at 395 nm [92]. Figure 2.5 highlights the findings of

the study in relation to NO2 quantum yield and unwanted compounds, as a function of

light wavelength. The lower wavelength LEDs encounter higher interferences from other

NO containing molecules (HONO, BrONO2 or ClNO2) which could be photolysed. This

could represent a major problem if such a system is being operated in a very low NO2

environment, for example remote and tropical regions.

Figure 2.5: Quantum yield of photolysis products in relation to three PLC systems at different wavelengths. Taken

from Pollack et al. (2010) [92].

In addition to photolysis compound inferences, thermal decomposition also plays a

role in affecting the quality of NO2 measurements using a PLC. The wavelengths used for

most converters are < 400 nm. At these wavelengths, the LEDs release a large amount

of heat which has the potential to thermally decompose certain compounds with in the
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PLC. Laboratory studies have assessed the impact thermal decomposition have on NO2

measurements. Reed et al. discussed the effect thermal decomposition of peroxyacetyl

nitrate (PAN) has on measured NO2, finding that 5% of the measured NO2 was due to

PAN [93]. For regions such as the remote tropics, concentrations of NOx can be on the

order of < 100 pptv, which makes understanding any potential interferences (both thermal

and photolytic decomposition) highly important.

The PLC in this system is a blue−light photolytic converter housed in the control

unit. It is designed to convert NO2 to NO at an efficiency of > 85%. The converter has

a Teflon block with a milled cavity running down its centre, with 3 LEDs (395±20 nm)

positioned on each side of the block. The Teflon acts to scatter light inside the cavity,

ensuring maximum NO2 to NO conversion. The volume within the cavity is 10 ml, and

at a pressure of 300 Torr the resonance time is less than 0.2 s. The entire converter is

enclosed with two Peltier coolers to keep the system at a lower temperature. This is due

to the 6 LEDs expelling heat when operational. Figure 2.6 shows the Blue−light PLC

with its enclosed Teflon block surrounded by two coolers.

Figure 2.6: Photolytic converter cooled using Peltier coolers. Irradiation chamber shown as dotted purple area.

At a wavelength of 395 nm, the LEDs have low photolysis interferences. They are

centred on a high NO2 conversion peak and low peaks for; HONO, NO3 and ClNO2

(Figure 2.5). Under uncooled conditions the temperature inside the converter can rise to

> 70 oC and so two Peltier coolers are used to keep the converter at between 35 − 50 oC.

This ensures thermal decomposition interferences are kept to a minimum.
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2.3.4 Detector Unit

The detector unit (Figure 2.7) contains the most vital components of the Fast−AQD−NOx

system. The unit houses the reaction vessels were ambient sample for each channel reacts

with the O3 supply leading to chemiluminescence reaction. The reaction vessels are situ-

ated right in front of the PMTs ensuring all chemiluminescence is measured. Each vessel

is shielded from outside light interference which could potentially affect photons counted

by the PMTs. Photons emitted from excited NO2
∗ molecules are in the red-light region

of the spectrum (> 600 nm) and travel to the surface of the PMT window. The photons

pass through a red window and collide with the cathode generating a photoelectric cur-

rent. This current is amplified as it passes along the PMT dynodes and is measured at

the anode [94]. Figure 2.8 shows a schematic representation of a front facing PMT with

current amplification occurring [95].

Figure 2.7: Detector Unit containing: dual photomultiplier tube (PMT) system with Peltier cooling, two high

voltage supplier for the PMTs, reaction vessels and zero-volumes.
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Figure 2.8: Front facing photomultiplier tube showing signal amplification as electrons move toward the anode

from each dynode. Adapter from Borlinghaus. (2015) [95].

Photon counting is quantified using cooled PMTs at < -50 oC. By cooling the PMTs

down to sub−zero temperatures photoelectric events that are not the result of NO2
∗

chemiluminescence will be reduced. The main cause for this error is thermal noise, which

is generated by electrons with enough thermal energy to escape from the cathode surface

[96]. Also housed in the detector unit are two zero−volumes. Their purpose is to contain

the reaction of the ambient sample with O3 when the system is in zero mode, in order to

assess the background count rate for each channel. Ambient sample reacts with the O3

stream inside the zero−volume, meaning all the chemiluminescence will occur inside the

zero−volume and not in front of the PMTs. Any measured counts within the reaction

vessel now can be thought of as a base zero signal and incorporates the dark count on the

PMTs.
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2.3.5 Ozoniser Unit

The Ozoniser unit (Figure 2.9) supplies a constant feed of O3 via coronal discharge reaction

from a pure stream of O2. Equations 2.10 and 2.11 define the generation of O3 from O2. A

high voltage is passed over a dielectric surface, forming a coronal discharge within a glass

tube. O2 is flowed through the glass tube at a constant pressure. The O2 molecules in the

stream are broken apart by the coronal discharge giving 2 negatively charged oxygen atoms.

These atoms react quickly with O2 molecules forming O3. Due to the Fast−AQD−NOx

system quantifying NO and NO2 separately, two coronal discharge units are housed with

the box giving a O3 flow for each channel. O3 flow pressure is kept constant, to allow for

uniform chemiluminescence reaction.

Figure 2.9: Ozoniser unit containing: two coronal discharge units, high voltage power supply, pressure gauges for

each O3 supply, two way valves and electronic switches.

O2 + e− → 2O− (2.10)

O2 +O− → O3 (2.11)
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2.3.6 Pump Unit

Situated behind the main instrument rack on the aircraft is the pump tray. The tray

houses two instrument pumps, both of which are shock mounted. The main instrument

scroll pump, an Edward’s nXDS 20, was specifically chosen due to its high efficiency and

ability to handle humid ozone exhaust. The second pump, a by−pass pump, allows the

system to stay at low pressure up to high altitude (approximately 23,000 ft). Due to the

high levels of unreacted ozone in the waste sample, the instrument exhaust could not be

vented to the atmosphere. A dry gas scrubber (Ozone Solutions) was attached to the

scroll pump exhaust, with an ozone removal efficiency of 99.9%.

The plate also houses a 5 L pure O2 cylinder required for ozone generation and a 5

L NO/N2 calibration standard. Figure 2.10 shows the aircraft plate containing pumps,

cylinders and circuit breakers.

Figure 2.10: Aircraft pump tray containing high performance scroll pump with ozone scrubber, by−pass pump

and gas cylinder mounts.
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2.4 Research Flight Operation

A standard operating procedure (SOP) was followed when operating the Fast−AQD−NOx.

The SOP ensured the instrument was working at maximum efficiency and all data captured

by the instrument has been correctly calibrated. Each flight would last a total of 9 hours;

with 4 hours of instrument pre-flighting, 4 hours of science measurements and 1 hour of

post-flight. The instrument is turned on 4 hours before take-off. Dry-ice is added to the

metal reservoir above the PMTs cooling them down to < -50 oC, taking around 2 hours.

The 2 hours of cooling allowed the dark counts on each PMT to drop to below 5000 counts

per second, giving a stable baseline. Figure 2.11 shows the first hour of cooling with the

count rates of both PMTs dropping fast as the temperature decreases to below -50 oC.

The effect of water vapour is also considered in relation to the photon counting effi-

ciency of each PMT. Water vapour acts as an excellent quencher of NO2
∗ chemilumines-

cence. As discussed by Boylan et al., water vapour is up to 10 times more effective than

hydrogen and up to 3 time more effective than carbon dioxide at quenching chemilumi-

nescence [97]. To account for quenching, a constant addition of deionised water vapour

(d.H2O) is added to each O3 supply to negate the effect of changes in atmospheric water

vapour. A full discuss of adding water vapour to O3 can be found in Section 2.6.
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Figure 2.11: Background count rates of both channels decreasing as the PMT temperature drops due to dry ice

cooling.
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Whilst the instrument is on the ground, a zero-trap with particulate filter is attached

to the sample inlet to give NOx free air. The zero-trap has two components. The first; ac-

tivated potassium permanganate reduced NO2 to NO. The second component; activated

charcoal, removes NO. The two components together remove all present NOx from the

ambient sample before it reaches the instrument and so giving a steady baseline. The

zero−trap system also prevents the buildup of dust and other contaminate matter in-

side the instrument, which could affect the operation of the mass−flow controllers and

instrument sensitivity through dust buildup on the red-windows of the PMTs.

After the instrument has reached a steady count rate on both channels (< 5000 counts

per second), 4 pre−flight calibrations are done to ensure the instruments sensitivity is

characterised before take−off. A full description of the calibration procedure is given

in Section 2.5. Before calibrating for the first time, the calibration standards regulator

is purged several times. This ensures any residual NO left inside the regulator overnight

which may have reacted to form NO2, is removed. Failure to do so may affect the accuracy

of the calibration. The calibration line from the regulator to the instrument also requires

conditioning before the first calibration can be conducted. The line may contain leftover

calibration standard and so needed to be purged through for around 20 minutes, ensuring

no loss of calibrant onto the line walls. Figure 2.12 shows the stabilisation of calibration

gas signal over a 30 minute period. Higher signal is observed at the beginning due to

possible residual NO2 in the regulator.

Figure 2.12: Stabilisation of the NO calibration signal, flowing through both channels for 30 minutes. 5 sccm of

NO/N2 added to a ‘zero air’ flow of 1500 sccm.
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PLC−O3−ClD is not an absolute technique with only a fraction of NO2 being converted

to NO by the blue−light PLC, requiring frequent calibrations to assess any changes in CE

or sensitivity. Each calibration evaluates the sensitivities of each channel in counts per

ppt and the CE of the blue light converter as a percentage. Section 2.5 gives an in−depth

description of the calibration procedure. Typical channel sensitivity values were: 12 counts

per ppt for Channel 1 and 9 counts per ppt for Channel 2. The CE was typically 85%.

After the system has been correctly calibrated, it is kept on the zero-trap until the

plane has taken-off and cleared the influence of the airport, after which the main sample

inlet can be connected. Further in−flight calibrations are conducted once an altitude of

> 5,000 m is reached. Calibrations need to be done as many time as possible during

a flight in order to assess any changes in sensitivity. The data can then be used post-

flight to correctly calculate NO and NO2 mixing ratios. Figure 2.13 shows a schematic

of a typical flight highlighting pre and post−flight calibrations, transit periods and low

altitude measurements.

Figure 2.13: Schematic of a Fast−AQD−NOx research flight. Red areas represent pre and post−flight when the

instrument was calibrated. Blue areas show high altitude transits. Green areas show low altitude measurement

periods.
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2.5 Calibration Strategy

The calibration strategy for the Fast−AQD−NOx is shown in Figure 2.14. Completion

of the calibration takes 10 minutes. Controlled addition of the calibration gas is achieved

using a mass−flow controller which is calibrated using a high accuracy gilibrator. Calibra-

tion of the mass-flow controller is conducted before and after a field campaign to ensure

efficiency and flow volume has not changed during the campaign. Any deviations can be

corrected for in post-campaign data analysis. Calibration gas (BOC supplied and cali-

brated) is added at a rate of 5 sccm to an ambient sample flow (zero−air) of 1500 sccm.

A known concentration of NO/N2 (5.0 ppm) is added to the ambient flow giving a NO

dilution to 3.30 ppbv.

Further to adding a known amount of calibration gas to the instrument, a titration

cell is also used to generate NO2 from the calibration gas + O2, in order to assess the

blue−light PLCs convert efficiency. The cell houses a mercury pen lamp which generates

UV light which generates O3 from added O2, which can react with the calibration gas to

form NO2. Generated NO2 can then be using to evaluate the conversion efficiency of the

blue−light PLC.
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Figure 2.14: Calibration structure for Channel 1 and 2 containing two stages. The first assesses the conversion

efficiency by blue−light PLC. The second calculates the nominal sensitivities of each PMT.

(a) Ambient sampling of ‘zero air’ containing low levels of NOx

(b) Channel 1: blue−light PLC turned on, titration lamp making NO2

(c) Channel 1: blue−light PLC turned off, titration lamp making NO2

(d) Channel 1: blue−light PLC turned on, titration lamp making NO2

(e) Channel 1: blue−light PLC turned on, titration lamp off

(f) Channel 1: blue−light PLC turned off, titration lamp off

(g) Channel 2: titration lamp is on

(h) Channel 2: titration lamp is off

(i) Channel 1 and 2 zero mode
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The CE of the converter can be assessed as described in Equation 2.12. Step (e) defines

the count rate of added NO standard without titration and the blue−light PLC turned

on. This step can also be used to asses any impurities in the calibration standard. Higher

counts will be measured during step (e) compared to (f) if NO containing impurities are

present. Step (f) defines the count rate of NO without titration and the blue−light PLC

turned off. Step (b) defines the count rate of NO + titrated NO2 with the blue−light PLC

turned on. Step (c) defines the count rate of NO + titrated NO2 with blue−light PLC

turned off.

CE = 1− e− b
f − c

(2.12)

In addition to CE, the sensitivities of both PMTs requires constant assessment. PMT

count rate is directly proportional to NO mixing ratio, following a linear relationship

during chemiluminescence analysis when O3 is in excess. Equation 2.13 defines the nominal

sensitivity of Channel 1, which measures NO + converted fraction of NO2. NO2calconc is

the concentration of the standard once added to the ambient sample flow (3.3 ppbv).

Equation 2.14 defines nominal sensitivity of Channel 2, which measured NO. NOcalconc is

the concentration of the standard added. Using the nominals and CE calculated during a

calibration, NO and NO2 mixing ratios can be evaluated as defined in Equations 2.15−2.16.

CH1nom =
e− i

NO2cal conc
(2.13)

CH2nom =
h− i

NOcal conc
(2.14)

NOppt =
CH2Hz − CH2background

CH2nom
(2.15)

NO2ppt =

(
CH1Hz−CH1background

CH1nom

)
−NOppt

CE
(2.16)
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2.6 O3 Water Vapour Addition

Water vapour is an excellent quencher of chemiluminescence and is known to affect the

sensitivity of chemiluminescence instruments, such as the one discussed. Mathews dis-

cussed the effect interference molecules (third body quenchers) have on measured NO/

NO2 chemiluminescence. These molecules include; CO2, CO, O2, H2 and H2O [98]. Equa-

tion’s 2.17−2.19 describes the reaction of NO with O3, resulting in either photonic emission

(Equation 2.18) or collisional energy transfer (Equation 2.19) by which chemiluminescence

does not occur. The intensity of the photoemission (I ) is described in Equation 2.20, with

M representing the interference molecule [98].

NO +O3
k1→ NO∗2 +O2 (2.17)

NO∗2
k2→ NO2 + hv (2.18)

NO∗2 +M
k3→ NO2 +M (2.19)

I =
k1k2[NO][O2]

k2 + ΣMk3M [M ]
(2.20)

Gerboles et al. found that increasing the absolute humidity up to 18 g m−3, the

measured NO concentration decreased by approximately 8% [99]. To account for changing

atmospheric water vapour content during flights, the O3 supplies to each channel are passed

through deionised water head space gaining saturation. Ridley et al., advised adding at

least 30 parts per thousand (ppth) of water vapour to chemiluminescence reaction vessels,

in order to remove any instrument dependent on humidity [100].

To assess the amount of water vapour added to the reaction vessels, a known amount

of water was added to each O3 humidification volume. The instrument was then run for 5

hours under flight conditions with O3 humidification turned on. After the 5 hour period

each vessel was weighted using a 4 decimal place analytical balance and the amount of

water removed from each vessel assessed. At a constant flow rate of 100 sccm per minute,

the water vapour content of the humidified O3 stream was found to be 35.5 ppth. After

the O3 enters the reaction vessel the water vapour content is diluted down into to an

overall flow of 1600 sccm per minute, giving a water vapour content in the reaction vessels
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of 32.3 ppth. During flights over London which are discussed in Chapters 4 and 5, the

average water vapour content (20 oC, 50% relative humidity) was calculated to be 7 ppth

which is considerably less than in the reaction vessels. The addition of 32.2 ppth of water

vapour into the reaction vessels makes the instruments sensitivity independent on changing

ambient water vapour.

2.7 Error Analysis

As with any scientific technique, understanding the error/ uncertainty associated with the

measurement is vital. Two types of measurement error (precision and accuracy) affect

the Fast−AQD−NOx. The precision of a measurement quantifies the random error. As

defined by Lee et al. (2009), the precision of a NOx chemiluminescence instrument can be

evaluated by analysing the zero−rate photon counting of each PMT [101].

Photon counting is a well−established technique, with statistics following a Poisson

distribution [102, 103]. The precision for each channel is proportional to 2 times the

standard deviation (2σ) of the zero−air count rate distribution, which is converted to ppt

using calculated channel sensitivities. A Gaussian distribution is used here over a Poisson

distribution due to the count rate (> 3000 counts s−1) being high enough to ensure both

distributions become essentially identical [101, 104].

To evaluate the precision of each PMT, the system is set to sample ‘zero air’, generating

signal to noise statistics for each channel. Zero air is defined as air containing zero NOx

or at a concentration well below the detection limit of the system. For high accuracy

detection of low NOx mixing ratios (< 50 pptv), such as in remote environments, high

purity zero air is essential. Figure 2.15 shows measured NO and NO2 mixing ratios from

‘zero air’ over a two-hour period. Average measured NO is 25.13 ppt and NO2 is -12.67 ppt,

which suggests that the NO2 in the ‘zero air’ is below the instruments limit of detection

and so generates negative values.

Figure 2.16 shows the normalised frequency distribution of the ‘zero air’ mixing ratio

data for both measurement rates. The reduction in the data scatter is equal to 2σ divided

by the square root of 9.2, so indicating the instrument is measuring at approximately 9

Hz. For 1 Hz data, the 2σ for NO was found to be 22.19 ppt and for NO2 41.53 ppt. For

9 Hz data, the 2σ for NO was found to be 67.32 ppt and for NO2 125.96 ppt.
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Figure 2.15: NO and NO2 ‘zero air’ data from a two hour period. Average NO of 25.13 ppt and NO2 of -12.67

ppt, suggesting the NO2 is below the instruments limit of detection.

Figure 2.16: Top) Frequency distributions for 1 Hz NO and NO2 [ppt] ‘zero air’ data over a two hour period.

Bottom) Frequency distributions for 9 Hz NO and NO2 [pptv] ‘zero air’ data over the same period.
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Along with precision, the accuracy of the NO/ NO2 measurement is also vital in

understanding the total error. The accuracy of a measurement describes the systematic

error associated with the instrument. To calculate the accuracy on the measurements,

three types of uncertainty were assessed [101]:

(i) The sample and calibration mass−flow controller accuracies.

(ii) The accuracy of the NO concentration in the calibration standard.

(iii) The accuracy in determining the artefact (‘fake NO’ signal [105]) on each channel.

The uncertainty on the mass-flow controllers for each channel and also addition of

the 5 sccm of NO/N2 calibration standard is ±1%. To ensure the accuracy of the mass-

flow controllers, they are calibrated before and after a field campaign using a gilibrator.

Another important uncertainty is the accuracy of the NO/N2 standard used during cali-

brations. As quoted by BOC who supplied the cylinder, the standard is accurate to ±1%.

BOC quote calibration gas stability for 5 years, after which time variability maybe seen in

the standard’s NO concentration. The overall accuracy is calculated to be 4% from the;

calibration standard, mass−flow controller accuracy and CE accuracy of the blue−light

converter. By taking the root sum of the squares of the accuracy and precision errors, the

overall uncertainty associated with each measurement can be calculated. Tables 2.1 to 2.4

gives example NO and NO2 mixing ratio values for both data acquisition rates, and the

overall uncertainty for each measurement.
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Table 2.1: Errors associated with 1 Hz measurements of NO.

NO / pptv Accuracy/ % Precision/ % Total error/ %

10,000 4.00 0.22 4.00

5,000 4.00 0.44 4.02

2,000 4.00 1.11 4.15

1,000 4.00 2.22 4.75

500 4.00 4.44 5.97

100 4.00 22.19 22.55

Table 2.2: Errors associated with 1 Hz measurements of NO2.

NO2 / pptv Accuracy/ % Precision/ % Total error/ %

10,000 4.00 0.42 4.02

5,000 4.00 0.83 4.09

2,000 4.00 2.10 4.15

1,000 4.00 4.15 5.77

500 4.00 8.31 9.22

100 4.00 41.52 41.72

Table 2.3: Errors associated with 9 Hz measurements of NO.

NO/ pptv Accuracy/ % Precision/ % Total error/ %

10,000 4.00 0.67 4.06

5,000 4.00 1.35 4.22

2,000 4.00 3.37 5.23

1,000 4.00 6.73 7.83

500 4.00 13.46 14.05

100 4.00 67.32 67.44

Table 2.4: Errors associated with 9 Hz measurements of NO2.

NO2/ pptv Accuracy/ % Precision/ % Total error/ %

10,000 4.00 1.25 4.19

5,000 4.00 2.52 4.73

2,000 4.00 6.30 7.46

1,000 4.00 12.59 13.22

500 4.00 25.19 25.51
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2.8 Conclusions

A chemiluminescence system has been specifically designed to operate on−board the

NERC Dornier 228 Aircraft. The system is a dual channel instrument and can quantify

NO and NO2 in parallel. Housed in a flight rack, the system can quantify mixing ratios

of NOx up to an altitude of 23,000 ft via pressure controlling the system at a constant

low pressure. NO is quantified through ozone chemiluminescence showing linear response

to measure photon count rates. NO2 is quantified through indirect ozone chemilumines-

cence reaction. NO2 is converted to NO using a blue−light photolytic light converter at

395 nm. At 395 nm NO2 is converted to NO at an efficiency of above 85%, with ozone

chemiluminescence then used to quantify the NO + converted NO2 fraction in the sample.

The system is calibrated using a 5 ppm NO/N2 standard before, during and at the end

each flight, ensuring channel sensitives and conversion efficiency of NO2 blue−light PLC

are fully captured throughout a flight. During field campaigns, the calibration standard

needs to be constantly assessed to ensure the concentration within the standard stays

constant by comparison to a higher accuracy standard before and after the campaign has

been completed. Overall the instrument is perfectly suited for emission analysis studies,

as discussed in Chapter 4. It is a fast time resolution instrument which can measure NO

and NO2 mixing ratios at 9 Hz. Having a fast responding instrument is vital for eddy

covariance calculations, as turbulent changes in concentration must be captured.
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Chapter 3

Methodology for Airborne Flux

Calculation and Surface Layer

Interaction

This chapter discusses airborne eddy−covariance theory and the specifications required

for calculating high spatiality fluxes over a large city such as London. The described

technique couples airborne eddy−covariance with a footprint model allowing for top−down

comparison of emission inventories, with specific parameterisation for NOx and VOCs.
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3.1 Introduction

The emission of trace gases into the atmosphere is an important process, driving air quality

on both regional and global scales. Emissions can stem from anthropogenic sources such

as vehicles and biological processes such as isoprene emissions from woodland [106, 107].

Both sources have the potential to affect air quality considerably within the local region.

Understanding global emission sources is vital for constraining emission models and helping

continued improvement in global air quality.

Assessment of emissions via scientific measurement classically has followed an eddy-

covariance approach, from tower sites. Eddy−covariance (EC) quantifies the correlation

between atmospheric eddy movement and changes of an atmospheric component, such

as trace gas concentration or temperature on an instantaneous time scale. Equation 3.1

defines the eddy−flux (F ). Pd is the density of air, w’ is the instantaneous change of

the vertical wind component and c’ is the instantaneous change in the concentration

component [108]. The overline represents the mean of each variable.

F = Pdw′c′ (3.1)

Atmospheric transport is a chaotic process, with non−linear flows generating turbu-

lent structure. This non−uniformity of the atmosphere leads to the formation of eddies

as highlighted in Figure 3.1. Atmospheric eddies found in the lower troposphere range in

size, shape and direction of rotation. It is this dynamic process that drives the emission/

deposition of atmosphere tracers in the troposphere. Figure 3.2 shows a schematic repre-

sentation of two eddies, with one rotating clockwise representing in the negative removal

of concentration to the surface (deposition) and the other in a clockwise fashion leading

to the positive removal of concentration from the surface (emission).
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Figure 3.1: Atmospheric transport eddies moving across a vegetated region, varying in size and direction of

rotation. Taken from Burba. (2013) [108].

Figure 3.2: Representation of emission and deposition via eddy−movement. Eddy 1 shows the movement of

concentration 1 (C1) downwards, and eddy 2 the movement of concentration 2 (C2) upwards. Taken from Burba.

(2013) [108].

The ground work for EC was first laid out by the work of Reynolds (1894) and Scrase

(1930) [109, 110]. However, due to limitations in technology at the time, the now standard

EC approach was first described by Swinbank (1951) for the evaluation of heat and water

vapour transport by eddies in the lower atmosphere [111]. Swinbank was able to measure

these fluxes using a fast responding hot−wire which generated fluctuating vertical wind

data. The rise of EC has been driven by the technological improvements over the last

60 years, allowing analysis of micro−scale meteorological changes in real time. EC has

become a standard tool for evaluating transport within the lower atmosphere. Original

studies focusing on ecosystem exchange. Baldocchi et al. (1988) discussed the applicability
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of EC in helping advance the measurement and understanding of biosphere/ atmosphere

exchange, and the improvement such an approach would bring over more classical chamber

techniques [112]. EC is now a key approach used in assessing carbon dioxide (CO2)

exchanges rate from ecosystem, allowing for real time evaluation over long time periods. As

discussed by Baldocchi et al. (2003) the technique has replaced traditional tools such as leaf

cuvettes and soil chamber experiments, all of which have known artefacts [113, 114, 115].

Previous work has shown the advantages of using EC at tower measurement site to-

wards evaluating surface emissions. Studies have investigated emissions stemming from

biological sources such as vegetation and forestry [116, 117], and urban emissions [106,

118, 119, 120]. The mentioned studies are just a fraction of the total published work on

tower site EC. However, they all share a common disadvantage. Tower sites are highly

localised, which means that any measurements made will be strongly influenced by the

meteorological conditions. In densely populated regions such as major cities, areas where

measurements sites can be set up maybe very restrictive and not always at the point of

most interest.

Due to the limited spatiality of a tower, moving platforms such as an aircraft would

be more beneficial when assessing emissions of an entire city. Measurements from air-

craft allow assessment of the atmosphere over large distances and at a range of altitudes.

Improvements in instrument design over last 20 years has allowed eddy-covariance to be

possible on−board aircraft. Previous studies have used AEC for assessing volatile organic

carbons (VOCs) emissions over major cities such as Mexico City [121] and biogenic sources

of isoprene in California [107]. Building upon previous work [107, 121], this Chapter dis-

cusses the methodologies for calculating and evaluating anthropogenic and biogenic fluxes

from an aircraft.
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3.2 Airborne Eddy-Covariance

Airborne eddy−covariance (AEC) is a developing field, with growing numbers of stud-

ies proving its applicability towards assessing surface layer emissions for a wide range of

atmospheric tracers [107, 121, 122, 123, 124, 125]. To date, the core technique used for cal-

culated fluxes via EC from aircraft has been continuous wavelet transform (CWT). CWT

uses a wavelet waveform to extract frequency and time information from a data signal.

For AEC, CWT is used to quantify frequency and time information from instantaneous

vertical wind speed and concentration signals, which can then be used to calculate flux in

accordance with Equation 3.1.

Wavelets being used for signal analysis started in seismology, where they are now com-

monly used to assess earthquake data [126]. Recently, wavelets have found new application

in the field of atmospheric science, analysing turbulence data signals. Due to the unique-

ness of wavelet waveforms, they are perfectly suited for analysing instantaneous turbulent

changes on micro−timescales.

3.2.1 Introduction to Wavelets

A wavelet, unlike a normal sine waves used in Fast Fourier Transform (FFT), is a localised

signal with a defined start and end point, averaging to 0. The shape of a wavelet’s

waveform can be tailored to suit the application, giving them a unique strength over

conventional methods. The tropospheric mixing layer is in a constant state of flux, highly

turbulent and chaotic in nature. This structure is highly non−uniform, with atmospheric

eddies of ranging sizes and directions of rotation. This non−uniformity makes wavelet

use perfectly aligned to generate useful information about micro−scale changes occurring

within the mixing layer. Figure 3.3 depicts 4 typical wavelet waveforms all showing unique

characteristics.
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Figure 3.3: Wavelet waveforms in the time domain. a) Morlet wavelet, b) Paul wavelet, c) DOG wavelet m=2, d)

DOG wavelet m=6. m represents the wavelet function parameter. The solid line shows the real part of the wavelet

and the dotted the imaginary. Adapted from Torrence & Compo. (1998) [127].

The Morlet wavelet has been used in previous studies for calculating AEC fluxes [107,

121, 124]. The Morlet waveform has a main Gaussian peak at time 0, with symmetrically

degrading signal oscillations in both time directions. The Morlet is a complex waveform,

with real and imaginary parts, as shown in Figure 3.3a. Mathematically, Equation 3.2

describes the Morlet waveform. ω0 represents the non-dimensional frequency and η the

non-dimensional time. Equation 3.3 denotes localisation of the original mother wavelet in

the frequency and time domains, known as the daughter wavelet. The mother wavelet is

denoted by ψ, parameters a & b act to scale and localise the wavelet in the frequency and

time domains.

ψ0 (η) = π−
1
4 expiω0η exp−η

2/2 (3.2)

ψa,b (t) =
1√
a
ψ

(
t− b
a

)
(3.3)
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3.2.2 Eddy-Covariance Continuous Wavelet Transform

CWT compares a discrete data signal to a wavelet waveform over defined frequency and

time intervals. The convolution of a signal through CWT can be defined as the following,

where signal x(n) of N data points is transformed by the daughter wavelet, which has

been scaled (a), spaced (b) and had a normalization factor (p) specific to that wavelet

applied to it, as defined in Equation 3.4 [122].

wx (a, b) =
N∑
n=0

x (n)ψ∗p,a,b (n) (3.4)

CWT generates coefficients dependent on the values chosen for the wavelet scaling

parameters (a & b). A 2−dimensional picture can be generated of the signal in terms of

frequency and time, by plotting the group of coefficients generated from the CWT as a

scalogram. The scalogram represents all possible coefficients from all variations of a & b,

as a matrix which is defined in Equation 3.5. The matrix is defined along the x axis in the

time domain and y axis in the frequency domain [123]. As for any flux calculation, two

variables of interest are being compared to each other, requiring 2−dimensional CWT.

The mathematics involved are identical, the only difference being the matrix produced is

of a complex nature due to the Morlet waveform being complex (Equation 3.6). This is

described in Equation 3.6 as the star (*).

Coefficientmatrix = |wx (a, b)|2 (3.5)

Coefficientmatrix = wx (a, b)wy (a, b)∗ (3.6)
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Taking the transformation further, the complete covariance between two signals (x &

y) can be deduced by looking at global covariance across all possible frequency scales as

shown in Equation 3.7. The average frequency resolved coefficients for a chosen segment

of time gives a real covariance for the two signals, which can then be used to calculate for

the chosen segment of time a true eddy−flux value [123].

During 2−dimensional CWT, the wavelet is scaled in both frequency and time domains

(Equations 3.8 & 3.9). Frequency domain scales (aj) are increased exponentially, j = 0 to

J, with J being the largest frequency scale. The extreme frequency scale used is equal to

the Nyquist frequency, and represents 2 times the sample period of the tracer instrument.

Time domain scales (bn) are increased linearly, from n = 0 to N -1, with N being length

of data series. δj sets the frequency increments, with previous studies using a δj value of

0.25 [107, 123]. δt is the sampling period of the data series. δt = 0.1 s for NO/NO2 and

0.5 s for VOCs. Overall this method allows for the calculation of local fluxes, including

all eddy transport scales.

COVa,b =
δjδt

CδN

J∑
j=0

N−1∑
n=0

wx (aj , bn)wy (aj , bn)∗

aj
(3.7)

aj = a02jδj (3.8)

bn = nδt (3.9)
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3.3 Eddy-Covariance Algorithm

Using the CWT principles outlined above, it has been possible to calculate localised fluxes

from an aircraft via disjunct eddy−covariance using an algorithm adapted from work by

Karl et al. (2013) and Misztal et al. (2014) [107, 124]. The algorithm is coded in the

MatlabTM coding language, and has been specifically adapted under the guidance of Dr.

Misztal for calculating fluxes over London and Southern England, as discussed in Chapter’s

4 and 5.

3.3.1 Data Section and Resampling

The algorithm conducts CWT analysis over several stages. The first stage involves resam-

pling fast meteorology data at 20 Hz to the time stamp of either NO/NO2 mixing ratios

at 9 Hz or VOC mixing ratios at 2 Hz through interpolation, giving an uniform dataset of

micrometeorology and concentration data. Mixing ratio data is converted from ppbv to

mg m−3 using known temperature, pressure and molecular weight. The user defines the

section of flight data for which to conduct AEC. The selected region appears highlighted

in red on the flight track (Figure 3.4 lower). Areas containing high bank angles, such as

the region next to the start of the selected region (Figure 3.4 Upper), are not used for

calculated eddy−fluxes. High bank angles from sharp aircraft turning affects AIMMS−20

measured wind vectors.
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Figure 3.4: Top) roll degree of the aircraft (green), ground altitude/100 (black) at 360 m and NO2 concentration

in mg m3. The selected region for AEC is shown in the box. Middle) vertical wind speed in m s−1. Bottom) flight

track with selected region highlighted in red.
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3.3.2 De−Trending and Lag−Time Correction

The next stage involves the de−trending of vertical wind speed and concentration data.

Reynolds decomposition is used to evaluate the degree of variation of a data series from

its mean. During Reynolds decomposition, the mean of the data series is subtracted from

each individually data point along the time series, giving instantaneous change from the

mean.

Measurements of meteorology and concentration were obtained at different positions

on−board the aircraft. Meteorology was obtained using a AIMMS−20 probe [128] mounted

under the left wing, and trace gases were sampled out of a forward−facing steel inlet. The

difference in sampling region and the time taken for samples to reach the instrument re-

sults in the two data series having a lag time, and so requires correction to align the data

sets.

To assess and correct for the lag time, the correlation coefficient between the vertical

wind speed and the concentration is calculated. Figure 3.5, shows the normalised cor-

relation coefficients for a C2 alkyl−benzenes flight leg over London, after the lag time

has been corrected. Calculated lag times ranges between 2−10 s. Only flight legs which

showed clear covariance peaks were used. This shifted the calculated fluxes to the positive

end; however, flight legs without a clear peak could not be accurately corrected. Clear

covariance peaks may not occur if bidirectional flux occurs. If a positive and negative flux

occur in a short time period, the overall emission will be zero.

Figure 3.5: Normalised correlation coefficient between vertical wind speed and instantaneous concentration, show-

ing no lag between the two variables and maximum correlation at time 0.
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3.3.3 CWT Parameterisation

CWT is parameterised to consider all possible eddy period contributions to the observed

flux. Conducting wavelet transformation in MatlabTM takes on the following form, with

the user defining the following parameters (Equation 3.10) [129]. The chosen mother

wavelet is the Morlet, and δt is set to either 0.1 s for NO/ NO2 or 0.5 s for VOCs. Pad

allows the user to pad the data series with enough zeros to allow the value of N to increase

to the next power of 2. This speeds up the transform process; however, does increase error

at the start and end of the time series, and so these regions are ignored. S0 defines the

smallest frequency scale which is set normally to 2 x the sample rate. The final parameter

J1 defines the number of frequency scale the wavelet transform is conducted over. A full

list of each parameter and value used is shown in Table 3.1.

[WAV E,Period, Scale, COI] = wavelet (data, δt, Pad, δj , S0, J1,MOTHER) (3.10)

Table 3.1: MatlabTM CWT analysis parameters

CWT Parameter Values

data c′ / w′

δt 0.1

Pad TRUE

δj 0.25

S0 0.05

J1 128

MOTHER Morlet

Using the CWT parameterisation above, the global scalogram is calculated for the

covariance between instantaneous variations in vertical wind speed and concentration.

Figure 3.6a), represents the de−trended data for both the vertical wind and the C2

alkyl−benzenes concentration, after the lag time has been corrected for. Figure 3.6b), de-

picts the wavelet power spectrum for the flight section. The distance travelled is displayed

on the x−axis (time domain) and the y−axis giving the eddy contributions integrated over

all periods (frequency domain). The cone of influence is also plotted as a dotted black line.

The cross−scalogram is colour scaled in terms of the calculated coefficient generated for

each wavelet transform, with the higher the colour value the more correlated the vertical

wind with an increase in measured analyte concentration. Figure 3.6c) shows the average

cross−variance for all the influencing eddy contributions along the flight leg, which is used

to calculate flux along the flight track.

98



3.3 Eddy-Covariance Algorithm

Figure 3.6: a) Variance of C2 alkyl−benzenes and vertical wind speed, b) time resolved wavelet power spectrum

with cone of influence shown as black dotted line, c) the average cross−variance between C2 alkyl−benzenes and

vertical wind.
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3.3.4 Frequency Analysis

As with all EC analysis, stringent data quality is essential. Analysis of CWT frequency

spectra is done to ensure the process has generated high quality fluxes. FFT is conducted

alongside CWT to obtain a reference spectrum. Both CWT and FFT generate signal

frequency information, showing similar frequency spectra; although, it should be noted

that whilst FFT is affect by non-stationary and non-homogeneity, it allows for a good

reference point.

Figure 3.7 depicts normalised power spectra for both temperature flux and VOC flux

using both EC methods plotted in terms of frequency contributions. The co−spectra

(Figure 3.7a)) shows the normalised flux frequency distribution of CWT and FFT. The

cumulative co-spectra (Figure 3.7b)) shows the cumulative sum of all influencing frequen-

cies up to a value of 1. Both CWT and FFT show similar low frequency structure. The

analysis is limited to frequencies below the disjunct sampling time 0.2 Hz for VOCs and

9 Hz for NO/NO2. The temperature and VOC flux power spectra show similar structure

across all frequencies for both methods, giving high confidence for CWT calculated fluxes.

Any major frequency deviation structure of either temperature or NO/ NO2/VOC flux

is considered bad data, resulting in that leg being discarded. The majority of spectral

contributions occur at low frequencies between 0 and 0.01 Hz, corresponding to spatial

scales of 0.05 to 7.00 km.

Figure 3.7: a) co−spectra of C2 alkyl-benzenes and temperature flux using CWT and FFT methods, b) cumulative

co−spectra for C2 alkyl−benzenes and temperature flux using CWT and FFT methods. Black line represents

Nyquist frequency and dotted lines being the contributing frequency boundaries.

High and low frequencies must be fully captured for a correct calculation of the flux.

The spectral structure observed for NO/NO2 and VOC CWT fluxes, as shown in Fig-

ure 3.7, shows no requirement for high frequency correction due to all flux contributions

occurring at low frequencies. Low frequency contributions occur at wavelet periods rang-

ing up to 128 s, which was chosen as the largest scale as highlighted in other published
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studies [107, 121]. Karl et al. (2009a) investigated the effect of bandwidth ranges on total

toluene flux contributions [121]. Bandwidths from 0.1−32 s accounted for the majority of

the toluene flux, whereas a smaller bandwidth range of 32−64 s accounted for a limited

proportion.

The calculated NO/ NO2 fluxes showed low frequency contributions for bandwidth

frequencies between 0.1−128 Hz, requiring no low frequency correction. Most of the flux

contributions occurred in a bandwidth period range of 4−64 s. Bandwidth frequencies for

VOCs were also 0.1−128 Hz showing that all low frequencies are being capture. Figure 3.8

shows C2 alkyl−benzenes flux contributions for 0−32, 0−64 and 0−128 s bandwidth fre-

quency ranges. Increasing frequency periods to include scales up to 128 s accounted for

7.76% more flux contribution due to low frequencies, with 5% being from scales between

64−128 s. Accounting for scales above approximately 128 s resulted in fluxes increasing

y < 1%. Scales about 128 s represent eddy transport scale greater than 12 km and are

larger than most transport scales found in lower mixing boundary layer.

Figure 3.8: Wavelet cross−spectrum for 0−32, 0−64 and 0−128 s frequency period bandwidths. Average flux

contributions along total flight track for each frequency period bandwidths.
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3.3.5 Cone of Influence

As discussed, the majority of flux contributions occur at low frequencies. A downside of

high low frequency contributions is that the start and end of the CWT wavelet power

spectrum is affected most by edge effects. As discussed by Torrence and Compo. (1998),

CWT edge effects are greatest at the beginning and end due to the data series being of

finite−length in time [127]. A technique commonly used in CWT is to pad the time series

with zeros at the start and end, ensuring the highest edge effects are concentrated on the

zero padded regions and less on the actual data series [123].

The Cone of Influence (COI) is the region of the wavelet power spectrum where the

influence of edge effects is greatest, resulting in calculated coefficients in this area being

prone to higher uncertainties. Mauder et al., highlighted the effect of considering flux

contributions from areas of the wavelet power spectrum above the cone of influence [122].

Calculated fluxes of CO2 showed lower values when frequency contributions above the COI

were considered. Flux contributions above the COI had opposite signs to those within the

COI, resulting in underestimation of the total flux.

Figure 3.6b shows the COI as a black dotted line on the wavelet cross spectrum, with

COI found at lower period frequencies at the start and end of the wavelet power spectrum.

To remove influence of flux data which falls outside of the COI, we only consider data inside

of the cone and pad the beginning and end with zeros to help remove the highest effect

from edge effects [107].
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3.3.6 Flux Errors

As with all flux measurements, high data quality is paramount and understanding the

uncertainty associated with such a measurement is vital. As discussed by Vickers et al.,

there are two main types of error associated with flux measurements. The first, systematic

error (se), is due to the incomplete capture of the largest transport scales, resulting in

the calculated flux being an underestimate. The second, random error (re), is caused by

incomplete capturing of the main transport eddies due to the flux time averaging being

too short [130]. Due to the reduced time scales at which airborne fluxes are measured at

compared to ground fluxes, their uncertainties can be significant. A detailed study into the

effect re and se have on airborne fluxes can be found in Mann & Lenschow. (1994) [131].

They found a direct link between the chosen flux averaging timescales (τF ), perturbation

timescale (τ) and both error types. The scale of both errors is dependant on τF > τ .

Error quantification for the instantaneous fluxes was conducted as previously described

by Karl et al. (2009a), with the total error being due to both random (re) and systematic

(se) errors as defined in Equation 3.11 and 3.12 [121]. l denotes the flight leg length, ZM

the flight altitude and Zi the height of the boundary layer. Boundary layer heights were

obtained at the beginning and end of each flight via atmospheric soundings (Li−DAR)

from Heathrow Airport, West London. Wolf et al. discussed the effect both types of error

have on measured atmospheric flux, with the flight altitude being proportional to the

error. The length of the flight transection or time period of the flux measured is inversely

proportional to both types of error [125].

re ≤ 1.75

(
Zm
Zi

)0.25(Zi
l

)0.50

(3.11)

se ≤
2.2Zi

(
Zm
Zi

)0.50

l
(3.12)
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Figure 3.9: a & b) Calculated random and systematic errors for two PBL heights as a function of flux averaging

scales, c) systematic error at two PBL heights as a function of flux averaging scales, d) random error at two PBL

heights as a function of flux averaging scales.

Figure 3.10: Random and systematic errors as a function of ZM/Zi for a range of flux averaging scales (1, 5, 12

and 50 km).
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For 1 km resolved fluxes (e.g. ZM = 360 m, Zi = 800 m, ZM/Zi = 0.45 and l =

1000 m) the re is approximately 130% and the se 120%. This a relatively high error

compared to instrument uncertainties; although, higher spatial information can be gained

from 1 km fluxes. As flux averaging scales increase, associated error decreases non linearly.

Figure 3.9 shows the effect of increasing flux spatial scales has on both re and se for two

PLB conditions. Figure 3.9 highlights that both error types decrease as flux averaging

increase from 1 to 50 km.

During flights over London the altitude was kept constant at 360 m. The PBL height

increasing from approximately 800 m in the morning up to 1800 m during the afternoon.

This gives a ZM/Zi ratio range of 0.20 to 0.45. As shown in Figure 3.10, increasing the ratio

of ZM/Zi leads to larger values of re and se. This is due to eddy transport structure in the

lowest part of the mixing layer not being captured, when the flight altitude approaches the

PBL. Keeping the altitude constant helps reduce major variances in both errors. Flights

with lower PBL heights (during the mornings) have lower errors as more of the eddy

transport scales are captured, compared to an elevated PBL (during the afternoons) when

larger transport scales have developed.

Overall the re and se associated with 1 km resolved fluxes is very large and requires

the flux averaging window to be increased. As discussed in Chapters 4 and 5, analysis of

London’s emissions in regards to UK emission inventories is done using a minimum flux

averaging window greater than 15 km, which will keep the overall uncertainty below 50%.

If an averaging scales of 50 km is used, which represents an entire run over London, the

uncertainty on the flux measurement will be approximately 20%. Figure 3.11 highlights

the overall flux uncertainty decreasing to 20% as the averaging scales increase to 50km.

Figure 3.11: Total flux error accounting for random and systematic errors as a function of averaging scales, at

two PLB heights and a fixed flight altitude (360 m).
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3.4 Footprint Model

Understanding the spatial origin of a measurement is vital if context is to be drawn

from the measurement. The term footprint model, first coined by Schuepp et al. and

Leclerc & Thurtell. [132, 133], describes the upwind source area responsible for a scientific

measurement. The influence area of a flux is two dimensional with contributions stemming

from both unwind and crosswind regions. Schmid. (1994) depicts the source area of a flux

function in x and y as a weighting function in the f plane, Figure 3.12 [134].

Figure 3.12: Footprint influence area in x and y directions from point of measurement, grey shaded area showing

region of highest source influence. Taken from Schmid. (1994) [134].

Footprint models have developed greatly over the last 30 years allowing for more accu-

rate prediction as to the exact influence area a measurement is stemming from. Footprint

models have classically taken several different approaches. Analytical models aim to solve

the advection-diffusion equation from which the vertical transportation of material from

the surface to the point of measurement can be resolved [135]. These models have pre-

viously been shown to be able to give footprint approximations depending on the model

used in either 1, 2 or 3−dimensions. Run time of these models is normally relatively fast

and non−computer intensive.
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One of the most well−known analytical model approaches is the Horst & Weil. model

which was developed to overcome some of the limitations these kinds of models had shown

[136, 137]. Previously, whilst analytical models exhibited ease of use, these were bound

to limited atmospheric conditions and neutral stability. The Horst & Weil. (1992, 1994)

approach added non−passive scalar transfer and parameterisation for non−stable atmo-

spheric conditions, normally found in the surface mixing layer [136, 137]. The model

can predict for known surface roughness and atmospheric stability, a normalised foot-

print which is integrated to include crosswind influences. Other notable footprint models

employing an analytical approach include: Schmid. (1997), Kaharabata et al. (1997),

Kormann & Meixner. (2001) and Neftel et al. (2008) [138, 139, 140, 141].

Lagrangian models use a stochastic Langevin equation to assess diffusion of a scalar

[142]. The models assess atmospheric turbulent diffusion to calculate footprint and source

area of a measurement. As depicted by Flesch. (1996), Lagrangian models work back-

wards assessing the movement of a large number particles measured at point P, and

calculate all possible particle trajectories, based on measured meteorology and fluid dy-

namics (Figure 3.13) [143]. Using all the predicted particle trajectories, a 2−dimensional

footprint can be constructed. Notable models which employ a Lagrangian approach are:

Leclerc & Thurtell. (1990), Sabelfeld & Kurbanmuradov. (1998) and Kljun et al. (2002)

[133, 144, 145].

Figure 3.13: Footprint based on a backwards Lagrangian simulation using particle release ideology. Taken from

Flesch. (1996) [143].
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Higher−order closure models differ from conversional analytical and Lagrangian mod-

els. They can assess scalar flux when parameters such as aerodynamic properties differ for

two adjoining fields [135]. An example of such a model, SCADIS, is described by Sogachev

et al. (2002, 2005) [146, 147]. The model assesses conditions both within a canopy and

planetary boundary layer, allowing for footprint assessment in both types of conditions.

In addition to the discussed model types, large−eddy simulation (LES) models also

show promise for complex footprint calculation. Models following this approach can deter-

mine a large array of parameters ranging from turbulent statistics, scalar fluxes and other

important meteorological conditions all without the need for external data input. Prabha

et al. combined a LES approach to run a Lagrangian footprint model [148]. The model em-

ployed LES to calculate flow statistics, ultimately driving the Lagrangian stochastic model.

A combination of approaches can be advantageous over classic methods, where calculated

turbulent statics driving the footprint model maybe be more representative of real world

conditions. The Cai & Leclerc. (2007) study employed a LES powered Lagrangian model

allowing for footprint calculation at four different levels within the convective boundary

layer [149].
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3.5 Aircraft Footprint Model

In this study, we follow the same approach as Metzger et al. (2012), in using a footprint

model cable of assessing influence from prevailing and perpendicular wind directions [150].

Metzger et al. uses the Kljun et al. (2004) model (KL04), which is a parametrised version

of the Kljun et al. (2002) backwards Lagrangian model [145, 151].

The model can investigate stable and strongly convective conditions for footprint es-

timates using Buckingham’s−Theorem [152]. The model is parameterised using measure-

ment height (Zm), friction velocity (u∗), standard deviation of vertical wind (σw), standard

deviation of horizontal wind (σv), boundary layer depth (Zi) and aerodynamic roughness

length (Z0). α1 and α2 are free parameters.

X∗ =

(
σw
u∗

)α1 x

Zm
(3.13)

F∗ =

(
σw
u∗

)α2
(

1− Zm
Zi

)−1

Zmfy (3.14)

F̂∗ = a

(
X̂∗ + d

c

)b
exp

{
b

(
1− X̂∗ + d

c

)}
(3.15)

Equations 3.13 & 3.14 define the crosswind−integrated footprint F∗ and alongwind

distance X∗ in a non−dimensional state. Under the one roughness length regime, Equa-

tion 3.15 was defined by Kljun et al. (2004), giving a scaled footprint estimate as a

functional relationship between F∗ and X∗. Parameters a, b, c and d act as fitting param-

eters during the footprint calculation through stepwise regression. The fitting parameters

allow the footprint model to be valid for a wide range of Z0 values.

a ≈
Af

(B − lnZ0)
(3.16)

b ≈ 1

(AfAc)
(3.17)

c ≈ Ac (B − lnZ0) (3.18)

d ≈ Ad (B − lnZ0) (3.19)
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Parameter a defines the maximum value of the flux distribution, and parameter d the

maximum upwind extend in a non−dimensional state. All parameters except b are propor-

tional to Z0, Equations 3.16-3.19. Kljun et al. deduced optimal values of: Ac = 4.28, Ad =

1.68, Af = 0.18, Ax = 2.59, B = 3.42 and b = 3.70 [151]. Figure 3.14 shows the dependency

of the fitting parameters in relation to surface aerodynamic roughness length for a range

of atmospheric conditions [151]. Under all conditions (highly−stable, stable, neutral, un-

stable and highly−unstable), the parameters follow similar trends against Ln(Z0). From

the chosen values, the non−dimensional and dimensional maximum alongwind footprint

extent can be calculated as described in Equations 3.20 and 3.21.

X̂∗,max ≈ Ax (b− lnZ0) (3.20)

Xmax ≈ X̂∗,maxZm
(
σw
u∗

)−α1

(3.21)
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3.5 Aircraft Footprint Model

Figure 3.14: Dependence of fitting parameters a, b, c, d on aerodynamic surface roughness length at different

atmospheric conditions. Z0 range from 0.007 to 2.72 m. Taken from Kljun et al. (2004) [151].
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3.6 Footprint Calculation

As previously employed in the Metzger et al. (2013) study, the same footprint model was

used to assess the spatial influence on flight tracks during 2013 and 2014 over Greater

London and Southern England [123]. The model was run in RStudio GUI, using R pro-

gramming language version 2.15.3, and was coded by Dr. Mezger at the National Ecolog-

ical Observatory Network (NEON). The footprint model resolution chosen was 1 km, to

mirror that of UK emission inventories, for high spatial assessment.

The model generates an individual weighting matrix every 1 km along the flight track

of identical grid size (1 km2) and extent to the inventory matrix being assessed. An

example of a calculated weighting matrix is shown in Figure 3.15. The sum of the weighting

matrix equates to 1. The matrix weights every inventory cell individually and by summing

all weighted cells an individual emission estimate at that point along the flight track is

calculated, as defined in Equation 3.22. Wxy defines the individual cells of the weighting

matrix and Inventoryxy the corresponding cells of the inventory.

Footprint =
∑
x

∑
y

wxyInventoryxy (3.22)

Figure 3.15: Footprint weighting matrix of 1 km2 cell size, equal to a unity value of 1. Position of flux measurement

at the centre of the grid (Northing 0, Easting 0).
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3.6.1 Model Parameterisation

The model procedure for calculating footprint estimates is broken down into four key

steps. Firstly, input variables are imported into the footprint function. Parameters u∗,

σw, Zm and σv are calculated for each km section along the flight track, from the measured

meteorology. Parameters Z0 and Zi are inputted by the user. For most flights, all the

variables were known; however, Zi and Z0 are not always known. Model variability towards

both is discussed later.

From the inputted variables and fitting parameters (a, b, c and d) as discussed earlier,

the size of the footprint matrix contribution can be calculated. Footprint matrix is esti-

mated accounting for influences from alongwind and crosswind. The position of maximum

footprint influence alongwind equates to fitting parameter a, at a spatial distance defined

in Equations 3.20 and 3.21. From the maximum influence point, the negative influence

up to the measurement point is calculated from the known matrix cell size and fitting

parameter d and scale. Positive influence alongwind is calculated up to 1% influence from

the point of maximum. For crosswind contributions, the extent to the left and right of

primary wind direction is calculated as a density distribution until the extent again falls

to below 1%, accounting for transport velocity and travel time of the air particles.

Using both alongwind and crosswind distributions, a 2−dimensional matrix is formed.

Cells are allocated at the defined size (e.g. 1,000 m) in both x and y directions, forming

a weighting matrix equal to a unity value of 1. The matrix; however, at this stage is not

of equal size to the inventory. To correct for this, zeros are padded around the matrix

to being the number of rows and columns equal to that of the inventory. The center cell

of the matrix is equal to the aircraft coordinates. The final stage rotates the calculated

matrix 180 degrees minus the prevailing wind direction angle. This is to aligning the

matrix clockwise into the mean wind direction.
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3.7 Footprint Parameter Analysis

The described footprint model depends on 6 key parameters for calculating the 2−dimensional

spatial area responsible for measured flux. Understanding the importance of each param-

eter is key if correct footprints are to be calculated. All parameters affect the extent and

localisation of the calculated footprint. The following sections will discuss the effect of

each parameter has on the alongwind footprint extent. Calculated footprint weighting

matrices from the following parameter evaluations can be found in Appendix A.

3.7.1 Aerodynamic Roughness Length

Z0 can vary greatly due to the non-homogeneity of the landscape over London and Southern

England. The structural properties of a surface directly influence the path and speed

which a gaseous medium flows. The Z0 of a surface denotes the relative effect it has

towards allowing the gaseous medium to flow over it without affecting its flow properties.

An increase in roughness length can be thought of as a direct effect from an increase in

surface altitude. The larger the surface roughness length, the longer the gas will take to

travel over the surface due to increased wind shear generated from the higher altitude.

Values of Z0 can be indirectly calculated from measured wind profile, as defined by

Graf et al. (2014) [153]. Equation 3.23 defines averaged wind speed over a period, Ψm

as the momentum function, k the von Karmon Constant, L the Obukhov length, u∗ the

friction velocity, Zm the height and Z0 as aerodynamic roughness length. By rearranging

Equation 3.23, aerodynamic roughness length can be extracted as a factor of the measured

surface wind profile Equation 3.24.

Footprints calculated for Southern England transects as discussed in Chapter 5, used

calculated Z0 values in accordance to Equation 3.24 from measured micrometeorology.

Values of Z0 for London were taken from the Drew et al. (2013) study which gives 1

km2 resolution estimates of Z0 for westerly and easterly wind directions [154]. Figure 3.16

shows aerodynamic roughness lengths for Greater London under the influence of a westerly

wind direction [154].

ū =
u∗
k

(
ln
Zm
Z0
−Ψm

(
Zm
L

))
(3.23)

Z0 =
Zm

exp
(
ūk
u∗

+ Ψm

(
Zm
L

)) (3.24)
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Figure 3.16: Aerodynamic roughness lengths for greater London, accounting for easterly and westerly wind

directions [154].

For flight transects over London, the only parameter defined by the user is the aero-

dynamic roughness length of the surface below. London is highly heterogeneous with

suburban areas having relatively low Z0 values compared to most central areas which have

been shown to have Z0 above 1.8 m due to the high density of skyscrapers within the city

of London and Canary Warf.

The dependency of Z0 towards the calculated footprint was investigated. Only Z0 was

varied, with other parameters set to the following u∗ = 0.2, σw = 0.2, σv = 0.2, Zi =

1000, Zm = 360 and wind angle = 90o. An altitude of 360 m is representative of flight legs

over both London and Southern England. Increments for Z0 were chosen to account for

smooth surfaces in the lower range of 0.1 m to extreme rough surfaces at 6.4 m for high

rise buildings.

Figure 3.17 shows calculated footprint influence to a cumulative sum of 100% as a

function of alongwind distance from measurement point 0, for 7 Z0 values. The lowest

value for Z0 shows a large footprint extent ranging up to 28 km alongwind from the point

of measurement. The main influence region of the calculated footprint was found within

the region of 1−10 km upwind. As Z0 values are increased, the upwind footprint extent
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decreases rapidly with influence from negative distances reducing to 0 at extreme Z0 values.

For Z0 values above 1.0, the majority of the footprint influence is highly compressed within

5 km of the measurement point. Z0 values in the region of 0.4 to 0.8 are representative

of suburban and Greater London regions where there is not a dense region of high−rise

buildings. Overall values of Z0 are the only parameter to be not calculated from measured

micrometeorology such as over London. Due to this Z0 is the defining parameter which

could affect calculated footprint accuracy. Table 3.2 gives detailed statistics for each Z0

parameterisation of the footprint model.

Figure 3.17: Effect of aerodynamic roughness length on alongwind footprint influence up to 100% influence.

Table 3.2: Aerodynamic roughness length statistics of maximum flux influence distance and percentage, 80 and

100% footprint influence distance.

Z0/ m Xmax/ m Fmax/ % f80/ m Xtot /m

0.1 5,335.74 8.48 14,000 28,000

0.2 4,689.45 9.66 12,000 24,000

0.4 4,043.16 11.21 11,000 21,000

0.8 3,396.87 13.18 9,000 18,000

1.6 2,750.58 16.35 8,000 14,000

3.2 2,104.29 21.37 7,000 13,000

6.4 1,458 28.39 5,000 11,000
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3.7.2 Friction Velocity

Friction velocity accounts for shear stress in the turbulent boundary layer, and can be

calculated from the instantaneous wind vectors u’, v’ and w’ [155, 156]. Equation 3.25

defines friction velocity. The effect of friction velocity towards the calculated footprint

was investigated. Only u∗ was varied, with other parameters set to the following: Z0 = 1,

σw = 0.2, σv = 0.2, Zi = 1000, Zm = 360 and wind angle = 90o.

u∗ =
[
(u′w′)

2
+ (v′w′)

2
]0.25

(3.25)

Metzger et al. (2012) previously limited values of friction velocity to stay above 0.2 m

s−1 in accordance with Kljun et al. (2004), and so we here will use the same assumption

[150, 151]. Lee et al. measuring fluxes from the BT tower in London also set their u∗

threshold to 0.2 m s−1, which is indicative other eddy−covariance studies as discussed by

Aubinet et al., (2012) [106, 157]. Velocities below 0.2 m s−1 highlight inadequate vertical

turbulence and can result in the horizontal flux term being more important which brakes

down the principles of eddy−covariance [157]. As depicted in Figure 3.18, increasing

the friction velocity expands the overall footprint extent up to a maximum of 69 km, as

calculated for u∗ = 1.2 m s−1. Alongwind footprint influence also become less concentrated

as u∗ is increased, as shown in Table 3.3. Influence decreased from a maximum of 14%

at 3.2 km, to ≈3% at 13.3 km up wind from the point of measurement. For a typical

flight transect over London values of u∗ ranged from 0.05 to 0.70 m s−1 giving a maximum

alongwind influence distance range of between 3−8 km. For flight transects over Southern

England, u∗ values observed ranges from 0.2 to 1.0 m s−1 putting maximum alongwind

influence distance at between ≈3 to 11.5 km under the set parameterisation.
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Figure 3.18: Effect of friction velocity on alongwind footprint influence up to 100% influence.

Table 3.3: Friction velocity statistics of maximum flux influence distance and percentage, 80 and 100% footprint

influence distance.

u∗/ m s−1 Xmax/ m Fmax/ % f80/ m Xtot /m

0.2 3,188.81 14.14 9,000 17,000

0.4 5,552.04 8.15 14,000 28,000

0.6 7,679.37 5.92 19,000 39,000

0.8 9,666.66 4.7 23,000 49,000

1.0 11,555.93 3.94 27,000 59,000

1.2 13,370.56 3.4 31,000 69,000
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3.7.3 Planetary Boundary Layer

The planetary boundary layer (PBL) is the lowest layer in the troposphere. It’s structure

is highly turbulent and is influenced by the surface layers’ shape. Above the PBL the

troposphere’s structure is more uniform and decoupled from surface influence. Coupling

emissions from the surface layer can be achieved through footprint models such as this

one, where the point at which measurement occurs is lower than the top of the PBL.

To investigate the footprint model’s dependence on PBL height, a range of different

heights were used. Whilst keeping all parameters constant, 4 PBL heights were inputted

into the model (500, 1,000, 1,500 and 2,000 m). Figure 3.19 shows for each of the 4

PBL’s, the footprint influence as a function of along wind distance. All 4 PBL heights

show identical results with the maximum influence within the first 7 km. The model

is unaffected by changes in the PBL height as long as it remains higher than the flight

altitude.
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Figure 3.19: Effect of PBL height (500, 1,000, 1,500 and 2,000 m) on alongwind footprint influence up to 100%

influence.
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3.7.4 Measurement Height

The altitude at which measurements are conducted is not always a parameter which can

be controlled freely due to strict air traffic control regulations, especially over Greater

London which is home to Heathrow, one of the busiest airports in the world. Keeping all

other parameters constant, altitude was varied from 100 to 450 m at 50 m intervals as

shown in Figure 3.20. Below altitudes of 250 m, all influence from the main wind direction

is positive into the alongwind plane.

At altitudes below 100 m at a footprint model cell size of 1 km, the footprint model

extent falls below 1 km, so setting a lower limit for the model at 100 m. Higher flight

altitudes increase alongwind footprint extent whilst decreasing localisation of influence

area. At the highest altitude (450 m), footprint extent was highly non localised, with

80% influence being 20 km away from the measurement point. The footprint extent will

continue to increase whilst the flight altitude is below the PBL height, after which point,

the footprint model breaks down due to disentanglement from the surface layer above

the PBL. Overall flight altitude is not a parameter which will affect calculated footprint

accuracy, due to it being measured inflight.

Figure 3.20: Effect of measurement height on alongwind distance footprint influence up to 100% influence.
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Table 3.4: Measurement height statistics of maximum flux influence distance and percentage, 80% and 100%

footprint influence distance.

Zm/ m Xmax/ m Fmax/ % f80/ m Xtot /m

100 885.78 47.85 4,000 4,000

150 1,328.67 31.36 5,000 7,000

200 1,771.56 25.1 6,000 9,000

250 2,214.45 20.22 7,000 12,000

300 2,657.35 16.85 8,000 13,000

350 3,100.23 14.57 9,000 16,000

400 3,543.12 12.67 10,000 18,000

450 3,986.01 11.38 11,000 20,000
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3.7.5 Standard Deviation of Horizontal and Vertical wind

The standard deviation of horizontal σv and vertical wind σw is calculated for each foot-

print using measured micrometeorology by the AIMMs−20 turbulence probe. Ranging

values of σv from 0.2−1.2 m s−1 showed no effect on the calculated alongwind footprint

extent and density distributions. This is due to horizontal wind deviations accounting

for non−perpendicular footprint influences only. As shown in Figure 3.21 the footprint is

stretched in the y−axis (Northing plane) by increasing the value of σv, which highlights

enhanced contribution from perpendicular wind directions.

Figure 3.21: Effect of σv on horizontal and perpendicular wind direction footprint influence. Increasing σv acts

to stretch the footprint along the y−axis (Northing plane).
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Standard deviations of vertical wind do play a significant part in localising alongwind

footprint extent, compared to the horizontal wind. Figure 3.22 shows the effect of in-

creasing σw up to a maximum value of 1.0. Increases in σw act to localise alongwind

footprint extent dramatically as found for a value of 1.0, where 100% footprint influence

decreased by a factor of 4 from 17 km to 4 km. Observed values of σw during OPFUE

flight ranges from 0.3−1.2 m s−1, so potentially localising footprint extent in a range 17

to 4 km. Due to σv and σw being calculated from measurement meteorology, they will

not affect calculated footprint accuracy.

Figure 3.22: Effect of σw on alongwind footprint influence up to 100% influence.
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3.8 Conclusions

Aircraft measurements allow for high spatial assessment of pollutants over large distances.

Eddy−covariance measurements, classically, have been performed from tower sites, al-

lowing for specific spatial assessment of the nearby region. Aircraft eddy-covariance is

becoming a more commonly used technique for assessing surface emissions and microme-

teorology. It overcomes the stationary problem of a tower site, whilst still being able to

generate high time resolution flux data.

Continuous wavelet transform (CWT) has been used to calculate eddy−covariance

fluxes from an aircraft due to their ability to extract frequency and time information from

analyte signals. This study has assessed the applicability of using CWT for calculating

fluxes from an aircraft, whilst employing a footprint model to identify the surface spatial

influence responsible for the measured flux. Using high time resolution data from flights

over London and Southern England, continuous wavelet transform was used to calculate

1 km resolved emissions for a range of anthropogenic and biogenic pollutants. For all

compounds, spectral assessment, highlighted all high and low frequency eddy-flux contri-

butions were captured in the frequency range of 0−128 s. High spatiality fluxes below

1,500 m resolution had high associated errors mainly due to random flux error, which

decreases when averaged across the entire of London.

A footprint model was used to couple calculated fluxes to the surface layer. Using

the model described by Kljun et al. (2004) and Metzger et al. (2012, 2013), footprint

estimates for every km along the flight path as a weighing function could be calculated

from measured meteorology. The model is parameterised by measurement height, friction

velocity, standard deviation of vertical and horizontal wind, boundary layer height and

aerodynamic roughness length. All parameters, except boundary layer height and stan-

dard deviations in horizontal wind affect the alongwind extent of the calculated footprint.

Aerodynamic roughness length is a particularly important parameter localising the maxi-

mum footprint influence under extreme lengths, such as in cities, close to the flight track.

Aerodynamic roughness length is the main source of footprint uncertainty, as all other

parameters are derived from either measured meteorology and Li-DAR observations.

The two techniques coupled together offer unique insight into emissions from areas

which under normal measurement strategies would be impossible. Chapters 4 and 5 give

in−depth details of the specific applications this technique has been employed for.
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Chapter 4

Airborne Eddy-Covariance

Measurements of NOx Fluxes over

London during 2013 and 2014

This Chapter discusses calculated NOx fluxes during the 2013 and 2014 OPFUE campaigns

with direct comparison to the National and London Atmospheric Emissions Inventories

(NAEI and LAEI).

A.R. Vaughan, J.D. Lee, P.K. Misztal, S. Metzger, M.D. Shaw, A.C. Lewis, R.M.

Purvis, D.C. Carslaw, A.H. Goldstein, and C.N. Hewitt. Spatially resolved flux mea-
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Chapter 4: Airborne Eddy-Covariance Measurements of NOx Fluxes over London during
2013 and 2014

4.1 Introduction

Due to its adverse effects on human health [158, 159, 160, 161], nitrogen dioxide (NO2)

concentrations are regulated by the EU Air Quality Directive which sets limit values for

hourly and annual mean ambient concentrations. The annual mean limit value of 40

µg m−3 is exceeded in many urban centres throughout the UK, including London. In

addition to its direct health effects, NOx (the sum of NO + NO2) contributes to the

formation of ozone and secondary particles through a series of photochemical reactions

[162] and hence reductions in NOx emissions are necessary to control the regional-scale

ground level concentrations of ozone, which is itself a regulated pollutant under the Air

Quality Directive.

Concentrations of carbon monoxide (CO) and hydrocarbons in urban centers in the

UK have decreased by around an order of magnitude over the past 20 years, providing

clear evidence of the effectiveness of both the legislative framework and the emission

control technologies employed for these pollutants. However, whilst trends in ambient

concentrations of NOx and NO2 in the UK generally showed a decrease in concentration

from 1996 to 2002, this has been followed by a period of more stable concentrations from

2004 to 2014. This is not in line with the expected decrease suggested by the UK emission

inventories [45], as shown in Figure 4.1.
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Figure 1: a) Trends in the mean concentration of NOx across 35 roadside sites in Greater 

London with at least 10 years of data capture, b) Projected change in urban road transport 

emissions split by main vehicle type from the NAEI using 2002 as a base year. 
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Figure 4.1: left) Trends in the mean concentration of NOx across 35 roadside sites in Greater London with at

least 10 years of data capture, right) projected change in urban road transport emissions split by main vehicle type

from the NAEI using 2002 as a base year.
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4.1 Introduction

It is known that ambient NO2 has not respond linearly to reductions in the concen-

tration of NOx, in part due to changes in diesel emission control technology leading to

increases in directly emitted NO2 [42], and partly due to the complexities of atmospheric

chemistry. This may partially explain why ambient concentrations of NOx have not de-

clined as rapidly as expected. Although it has been known for some time that on-road

emissions of NOx from diesel passenger cars are often higher than those measured during

test cycles [163], it has very recently emerged that this may be due to deliberate action

by some manufacturers. The issues surrounding NOx emission from diesel vehicles are

exacerbated in Europe by the high proportion of diesel engine vehicles in the passenger

car fleet [164]. Hence, not surprisingly, there remain considerable difficulties in reconciling

predictions of changes in NOx concentrations arrived at using emission inventories with

actual measurements of ambient concentrations.

Air pollutant emission inventories provide input data for air pollution models, which in

turn are used for predicting current and future air pollution and in developing strategies

for improving air quality. One approach uses the so called ‘bottom up’ approach involving

estimating emissions from different individual sources (e.g. emissions from a particular

type of vehicle per km driven) and activity factors (e.g. number of vehicle km driven

on a particular road) to produce annual emission estimate [165]. Therefore errors in the

emissions from a large source sector (such as passenger cars) can lead to significant in-

accuracies in the inventories, which then further propagate into forecasts of air pollutant

levels. Evaluation of emission inventories can be carried out by comparing air quality

model predictions (using inputs from the inventory) to observed concentrations. However

this method does not provide a direct comparison with the emission rate as it requires

knowledge of other parameters such as chemistry and meteorology, as well as the inherent

uncertainty in the models themselves. In contrast, the eddy-covariance technique pro-

vides a direct measurement of an atmospheric pollutant flux from a particular ‘footprint’,

providing a ‘top down’ approach for quantifying emissions [166].
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A recent study from a tall tower site in central London [106] directly compared the

measured NOx emission rate with estimates from UK emissions inventories [165, 167]. The

study found observed emissions of NOx were on average 80% higher than standard inven-

tory estimates for central London, suggesting the inventory was poor at estimating NOx

where traffic is the dominant source. Agreement was found to be better when an inventory

with more explicit treatment of traffic emissions was used, so showing the importance of

correctly accounting for the traffic source in London. While this tower-based study well

represents the vicinity of the measurement location, it cannot reveal spatial patterning

across Greater London.

Measurements of NOx fluxes were taken from a low flying aircraft over London. Full

details of the 2013 flight tracks, as well as measurement concentrations of NOx and volatile

organic carbons (VOCs) from the aircraft (including a comparison to various ground based

measurements in London) can be found in Shaw et al. 2015 [168]. This study will focus

exclusively on flux measurements. Spatially resolved data is compared to emissions inven-

tories, providing a measure of how well the inventories reproduce measured emissions over

a wide area of central and suburban London.
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4.2 Overview

Research flights during the Ozone Precursor Fluxes in an Urban Environment (OPFUE)

campaign 2013 and 2014, were conducted using the Natural Environment Research Coun-

cil’s (NERC) Dornier 228 aircraft based at the Airborne Research and Survey Facility

(ARSF) at Gloucester Airport. The Dornier 228 has a maximum flight range of 24,000

km, maximum science operation altitude of 4,500 m due to an unpressurised cabin. Every

flight conducted had a crew consisting of two pilots, one mission scientist, and up to three

instrument scientists. A schematic of the aircraft is shown in Figure 4.2.

Figure 4.2: left) NERC Dornier 228 aircraft in−flight, right) schematic of aircraft. Taken from NERC Airborne

Research and Survey Facility’s Website [169].

The on−board science payload during the 2013 campaign consisted of: a fast chemilu-

minescence instrument for NOx analysis (AQD-Fast-NOx) for which a detailed description

can be found in Chapter 2, a Proton-Transfer-Reaction Mass-Spectrometer (PTR-MS)

which is described in Chapter 5 [168] and a Aircraft Integrated Meteorological Measure-

ment System (AIMMS-20) [128].

The AIMMS−20 probe gives highly accurate measurements of atmospheric pressure;

temperature, humidity, aircraft altitude and three-dimensional wind vectors at 20 Hz.

Aircraft location was recorded using an Inertial−Position and Altitude System (IPAS 20),

which had an accuracy during all flights of 0.05−0.30 m. The 2014 campaign instrument

configuration was identical to 2013, with the added addition of a PICARRO gas analyser,

giving 1 second resolved Carbon Dioxide (CO2) and Methane (CH4) mixing ratio data.

The AIMMS−20 probe was mounted under the left wing, and calibrated via a calibration

flight before OPFUE flights began. All on−board instruments sampled off a main front

facing manifold pipe, located on the top of the aircraft.
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4.2.1 Research Flights

OPFUE campaign during 2013 consisted of 12 research flights from Gloucester Airport

to Greater London. Each flight would takeoff from Gloucester profiling up to high alti-

tude (≈5,000 ft), for calibrations in clean air above the boundary layer. After transiting

towards the London, a spiral descent around the Goodwood gave boundary layer height.

Descending to an altitude off approximately 1,000 ft, replicate transects were made around

the South Sussex area and then over Greater London starting at the southwest corner of

the M25 and ending at the northeast corner of London. Each research flight contained

5+ transects over London. Replicate transects were conducted to assess the temporal

variability of measured fluxes. Figure 4.3 left, shows all flight transects across Greater

London during July 2013.

Figure 4.3: OPFUE 2013 flight transects over the Greater London region, right) OPFUE 2014 flight transects

over the Greater London region.

The OPFUE campaign during 2014 consisted of 7 research flights again from Gloucester

Airport to London. Flight structure used was the same with high altitude calibrations

conducted on the transit from Gloucester to Southern England. A profile descent was again

done over Goodwood to evaluate boundary layer height. Profiles over London were slightly

changed from the originals. Straight leg transects were conducted from the southwest M25

to the northeast of London. The fight track then took a sharp right turn towards the more

industrial areas of London, and then towards the Dartford tunnel. The transect then ran

perpendicular to the original ending at the northwest corner of London completing a figure

of 8 shape. The additions legs allowed for greater evaluation of London’s emission profile.
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Figure 4.3 right shows all flight transects across Greater London during July 2014 with

the new figure of 8 flight path.
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4.3 Experimental

4.3.1 Eddy-Covariance Fluxes

This study builds upon the previous work described by Torrence & Compo. (1998)

and Thomas & Foken. (2007) [127, 170] and uses continuous wavelet transform (CWT)

methodology for quantifying eddy−covariance fluxes from an aircraft. A full in-depth

description of CWT flux methodology can be found in Chapter 3, only specific parame-

terisation is listed here. CWT is conducted via Equation 4.1, defining the transform of

the discrete data sequence x(n) via complex conjugate of the Morlet wavelet ψ∗p,a,b, for N

data points [171].

wx (a, b) =
N∑
n=0

x (n)ψ∗p,a,b (n) (4.1)

ψ denotes the mother wavelet, with a and b acting as parameters to scale and localise

the wavelet in frequency and time respectively, and p as the normalised factor. The base

equation for a wavelet is coined by the mother wavelet after localisation has occurred.

This is defined in Equation 4.2 [123].

ψa,b (t) =
1√
a
ψ

(
t− b
a

)
(4.2)

Wavelets are localised both in the frequency domain as for Fast Fourier Transform

(FFT) but also in the time domain [172]. This allows for a signal’s properties to be

explored in both domains. Another added strength of the method is the ability to tailor

the wavelet’s properties to suit the application. As described in-depth in Chapter 3, the

complex Morlet wavelet is used in this study as expressed in Equation 4.3, [127].

ψ0 (η) = π−
1
4 eiω0ηe−

η2

2 (4.3)

ω0 represents the frequency and η the time parameter in non−dimensional state. A

more in-depth description for wavelet principles and the Morlet wavelet can be found in

Torrence & Compo. (1998) [127]. The Morlet wavelet has been implemented in a number of

previous studies specifically for analysing airborne measurements [107, 121, 123, 124, 171].
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4.3.2 Flux Calculation

Flux is the measure of the rate of change of a quantity moving through an area per unit

time, in this case, the amount of a chemical species (NO and/or NO2) being uplifted at

a point in space per unit time. In order to quantify this, the flux calculation algorithm

as discussed in Chapter 3 is used. Using CWT, the covariance between vertical wind and

species of interest is evaluated.

Lag time difference was calculated between vertical wind speed (w’) and analyte con-

centration (c’), where w’ represents the difference of the instantaneous vertical wind mea-

surement to the mean vertical wind and c’ is the difference of the instantaneous concentra-

tion to the mean concentration value. This allows the two data sets to be aligned, giving

normalised covariance. Only flight legs showing a clear covariance peak were analysed.

This was due to the lag−time not being constant between legs and so it could not be

ensured that legs without a clear peak were being corrected properly.

The lag time between the two data sets was found to be in the range of 4−7 s. Due

to the observed non−stationarity of the lag difference, each flight leg was analysed sep-

arately ensuring no additional bias. Before CWT fluxes were calculated, de−spiking of

the data was conducted. The CWT calculates the global cross-spectrum between analyte

concentration and vertical wind speed.

Figure 4.4b, depicts an example of the global cross−spectrum for a flight leg of NO2

concentration data, with the y−axis giving the eddy contributions integrated over all

frequency periods in seconds and the x−axis being the distance travelled along the flight

leg. For each individual flight leg, co and cumulative co-spectra were compared across all

frequencies for both the CWT and a standard Fast Fourier Transform (FFT). For all the

flight legs, the majority of the flux contributions were found to be below 0.1 Hz. A more

in-depth discussion of flux frequency contributions is discussed in Chapter 3.
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Figure 4.4: (a) Variation of NO2 concentration from the mean and variance of vertical wind speed from the mean,

(b) time resolved wavelet cross-spectrum, (c) the average cross−covariance between NO2 concentration and vertical

wind, for a typical NE to SW run across London.
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4.3.3 Footprint model

In order to carry out interpretation of the data and compare to emissions inventories,

it is necessary to calculate a flux footprint for each measurement. For this a footprint

model was used which quantifies the spatial area from which the emission originates from

[173, 174, 175]. An in−depth review into footprint models and their continued development

can be found in Lenclerc et al. (2014).[135] Chapter 3 discusses in−depth the footprint

model used in this study, and so only specific model parameterisation is discussed.

The footprint model described by Metzger et al. (2012) was used due to its similar

application [150]. The model builds upon a cross−wind integrated model, which quantifies

the flux contribution relative to the distance away from the measurement position, into the

prevailing wind direction. This approach alone still leaves uncertainty due to the analysis

being only in 1−dimensional space. For this purpose Metzger et al. (2012) coupled

the model with a cross−wind function, allowing for non−perpendicular wind direction

influences to be accounted for [150].

The model was parameterised using friction velocity (u∗), measurement height (ZM ),

standard deviation of the vertical and horizontal wind (σw & σv) and roughness length

(Z0). Turbulence statistics for the footprint model are calculated at 1 km intervals from the

wavelet cross−scalogram, with movement in both the x and y direction being 1 km for each

new footprint. The Drew et al. (2013) study data was used to estimate expected roughness

lengths for the London area [154]. For suburban area roughness lengths, values generally

range from 0.4−0.6 m but up to 2.0 m for central London. The model evaluates the

maximum influence distances in all directions, with the measurement point at its centre.

From this it is possible to create a weighing matrix at the same temporal resolution

as the inventories being quantified. The matrix when summed up gives a value of 1.

This weighting matrix predicts, for every overflown 1,000 m cell, the ground influence

contributing to the observed emission flux. The matrix is set to the same coordinate

system as the inventory. A separate weighting matrix is calculated for every measurement

point along the flight track.
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For each point along the flight track, the emission inventory value for every cell within

the footprint matrix is weighted accordingly and summed up to give a single emission

estimate. All estimates from all source sectors are summed to give a total emission estimate

every 1 km. Figure 4.5 depicts an example of the area which is predicted to be spatially

representative for the flux measurements. The footprint area ranges in distance from the

flight track anywhere from 5 to 12 km into the prevailing westerly wind direction. Part

of the footprint area includes part of the London Low Emissions Zone (LEZ) which was

introduced in 2008 to help improve air quality in central London.

Figure 4.5: The contributing footprint area to a typical flight track, dependent on the prevailing wind direction

and altitude of flight. The footprint is overlaid onto the NAEI at 1 km2 grid resolution, coloured to annual NOx

tonnage emission estimates.
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4.4 Results and Discussion

4.4.1 Spatially Resolved Flux Observations

Due to problems with the AIMMS−20 probe, NOx fluxes were only calculated from data

collected on three 2013 flights (research flights 5, 7 and 12), from 3rd to 9th July. Flight

5 was conducted during the morning rush hour from 08:00 until 10:00 am. Flights 7 and

12 were performed during the afternoon (12:00 to 16:00), thus providing some diurnal

information of the emissions. Flights 5 and 7 had wind directions from the West giv-

ing information about the emissions coming from Central London. Flight 12 had wind

directions prevailing from the NE giving emission information from more easterly areas

of London. All the flights were performed during clear sunny days with the highest air

temperatures observed (>23 oC) during flight 12.

Calculated fluxes during 2013 flights showed significant variability along the flight

track. Figure 4.6 shows instantaneous flux across London as an average of flights 5, 7 and

12 (total of 17 legs) using inverse distance weighting (IDW) in ArcGIS. Highest observed

fluxes consistently coincided within the same spatial area of Central London. This area

is known to contain high traffic density, high−rise buildings and London Bridge Railway

Station, from which a high number of diesel trains operate. Measured NO flux during 2013

flights displayed high localisation. NO2 fluxes showed more consistent elevation throughout

the whole of Central London, compared to the sharp NO emission peak (Figure 4.6a & b).

Measured NOx flux over central areas ranged from 30−90 mg m−2 h−1, with the high

observed during flight 5. This corresponded to the morning rush hour period from 08:00

to 10:00 with high traffic densities in Central London [176]. Fluxes measured on the other

flights over Central London during the afternoon showed consistently lower NOx flux

compared to the morning, in the range of 30−40 mg m−2 h−1, with no clearly definable

evening rush hour period obvious. For all flights, measured NOx flux outside of Central

London (both in the SW and NE directions) was significantly lower, typically in the range

5−10 mg m−2 h−1, corresponding to lower traffic densities in these parts of the city. Some

spikes in NOx fluxes, up to 20 mg m−2 h−1, were observed on some legs, which seem to

correspond with major roads (e.g. the M25 ring road).
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Figure 4.6: 500 m fluxes calculated from all 2013 flight transects using inverse distance weighting (IDW) in ArcGIS.

a) average instantaneous NO flux at 500 m resolution, b) average instantaneous NO2 flux at 500 m resolution, c)

average instantaneous NOx flux at 500 m resolution.

From 5 RF’s during the OPFUE 2014 campaign, 25 flight transects over London gave

good flux data from a possible total of 28. Using the enhanced flight path discussed in

Section 4.2.1, the temporal−variability of NOx emissions over London were again investi-

gated for a second successive year. Figure 4.7 shows the spatial variability of NO/ NO2/

NOx emissions over a large area of London, at 500 m using IDW from all 2014 flight

transects. NO flux showed again a strong emission point for Central London >27 mg m−2

h−1, with Greater−London areas also showing enhancement up to 15 mg m−2 h−1. Outer

regions showed lower NO enhancement, with no apparent influence observed from the M25

motorway, where road transport will be the dominant source of NO emission.
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Quantified NO2 emissions during 2014 displayed more varied structure, with central

areas showing highest emissions up to 27 mg m−2 h−1. Greater London showed stronger

NO2 emission characteristics than for NO, which could be attributed to the major road

network along the flight path. Overall, maximum measured NOx emission from all 2014

flights was found to be >30 mg m−2 h−1. The enhancement is lower than observed

previously during 2013, where NOx elevation at times reached >60 mg m−2 h−1. This

may be due to meteorological conditions being different, and also the revised flight path

giving a lower number of flight transects over the original area, thus meaning the full

emission profile over that area was not fully captured during 2014.

Figure 4.7: 500 m fluxes calculated from all 2014 flight transects using inverse distance weighting (IDW) in ArcGIS.

a) average instantaneous NO flux at 500 m resolution, b) average instantaneous NO2 flux at 500 m resolution, c)

average instantaneous NOx flux at 500 m resolution.
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4.4.2 Comparison to the National Atmospheric Emissions Inventory

The UK’s National Atmospheric Emissions Inventory (NAEI) is the standard tool for both

reporting and understanding the emissions for a range of pollutants in the UK. For each

pollutant the inventory is broken down into a series of source types which, when grouped

and summed together, give an annual emission estimate at 1 km2 resolution across the

entire country. Emission source types include road transport, rail and aviation, domestic

and industrial combustion, energy generation and other sources such as waste production

[177]. In common with many other emission inventories in Europe, the traffic source in

the NAEI is mainly based on the (Calculation of Emissions from Road Transport) COP-

ERT 4 emission factor model for road vehicle emissions. The COPERT 4 methodology is

part of the European Monitoring and Evaluation Programme/European Economic Area

(EMEP/EEA) air pollutant emission inventory guidebook for the calculation of air pollu-

tant emissions [178].

To allow for real time comparison between airborne flux measurements and the inven-

tory, the footprint methodology outlined in Section 4.3.4 was used. Each inventory source

sector is assessed individually, giving an emission contribution. The emission inventories

used here only provide annual emission estimates for each grid square from the wide range

of source sectors, they do not directly provide temporally−resolved hour of the day or day

of the year estimates. Therefore, each source sector is scaled separately, using scaling fac-

tors [177] that take into account the temporal variation in emissions for any given month,

day and hour. By scaling each source sector individually, more realistic emission estimates

were generated for the specific time of day and day of the year of the flux measurements.

Scaled estimates for each source sector are then summed up at each point along the flight

track, to give 1 km resolution estimates for NOx emission. Nevertheless, such temporal

profiles represent the typical average profiles expected for different emission sources. Un-

certainty will be introduced when comparing estimates obtained over short periods of time

with the mean profiles used in atmospheric emission inventories.
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Figure 4.8: Average for Flights 5, 7 and 12 (2013), measured NOx flux plotted in blue with standard error shown

as the shaded blue area. Calculated NAEI estimates using the described footprint methodology for NOx are plotted

in red, with standard error shown as the shaded red area. NAEI estimates have been scaled to account for month,

day and hour temporality.

Figure 4.8 depicts spatially resolved NOx flux observations averaged for three 2013

flights in blue and the 2013 NAEI emission estimates plotted in red, all against the flight

track latitude. All flights showed relatively good agreement between the NAEI estimates

and the measurements in suburban London; however, there appears to be a significant

underestimation in the inventory compared with the measurements, by a factor of 2−4,

in Central London (latitude 51.43−51.52). The data interpretation is complicated by the

significant uncertainty (60−250%) of 1 km spatially−resolved flux measurements. There-

fore, in order to further reduce these uncertainties, each flight track is divided into four

parts, each approximately 15 km in length. The first two segments represent outer regions

of SW London (zones 1 and 2) and the second set (zones 3 and 4) for Central and Greater

NE London. The flux data is then averaged for each segment to give a single NOx emission

value. The uncertainty associated for these fluxes is greatly reduced compared to the more

spatially resolved flux data, as shown in Figure 4.8, now being in the range 30−45%.

Clearly, the NAEI is unable to accurately represent emissions of NOx from Central

London. One possible explanation for this is in the way in which the inventory accounts for

road transport emissions. Figure 4.9 shows that across the whole of the area surveyed road

transport is the dominant source of NOx. Traffic contributes up to 90% of NOx emissions

in outer London (zones 1 and 2), strongly suggesting that significant error in the road

traffic source in the inventory is responsible for the underestimation of NOx emissions

by the inventory relative to the flux observations. In Central and Greater NE London

(zones 3 and 4), where the underestimation of the inventory is highest, road transport,

while still the largest source, is responsible for 65−70% of the total NOx emissions in

the inventory, with most of the remainder due to domestic and commercial combustion
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of gas for space and water heating. The relatively low use of gas for heating during July

is taken into account via the emission scaling factors applied to the NAEI, but the large

underestimation in the inventory in the Central London area suggests that as well as

underestimation of traffic−derived NOx, there is also some error in the NAEI treatment

of domestic and commercial combustion, or there is a major missing source of NOx in the

inventory.

Figure 4.9: Calculated emission source contributions from the NAEI plotted on the first y axis, with sources being

broken down into road transport; other transport (such as rail), domestic and commercial combustion, industrial

combustion and other sources. Also plotted on the second y axis as white squares is the ratio of measured to NAEI

estimated NOx flux, with the error bars denoting the standard error of all points included. The flight is broken into

4 zones, with 1 and 2 being SW outer London, 3 central London and 4 NE outer London.
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Calculated 2014 NOx fluxes show similar emission structure to those observed during

2013. Highest emissions of NOx are again found within most central latitudes of London.

Comparing measured flux to the 2014 NAEI for NOx as shown in Figure 4.10, again

highlights underestimation by the inventory. Suburban and Greater London regions show

relative agreement as previously discussed during the 2013 comparison. For the Central

London; however, underestimation is more prevalent. Although not as large as observed

during 2013, the NAEI is shown to underestimate by up to a factor of 2. On average for

Central London, the NAEI underestimates NOx emission by 70% which is an improvement

when compared the 2013 underestimation for the same region, showing >100%. The

improvement by the inventory maybe due to the reduced number of flight transects over

the region, causing the full emission structure of Central London to be only partially

captured.

Table 4.1, gives detailed statistics for each of the four zones as discussed earlier in

terms of: average measured flux, time−of−day NAEI emission estimates and the ratio

between measurement and inventory. Across the four zones, improvement is observed by

the NAEI in relation to measured NOx flux duing 2014. More comparable measurements

are needed to better understand the improvement. Overall, the results described are

potentially important as the NAEI is used to provide emissions for air quality forecasting

models, which inform potential future air quality abatement strategies. The following

sections will discuss potential reasons for the discrepancy, including measurement errors,

and investigate the advantages of using a more London−specific emissions inventory with

a more explicit treatment of the road traffic source.
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Figure 4.10: Average measured NOx flux (blue) and time−of−day scaled NAEI estimates (red) for 2013 and 2014

flights against latitude with standard error shown as shaded area.

Table 4.1: Upper) Average measured NOx flux and time−of−day NAEI estimate during 2013 and 2014 flights

with subsequent breakdown into four regions of London. Lower) Average ratio of measured flux to NAEI estimate

with breakdown of four regions of London

Average Flux/

mg m −2 h−1

Suburban London/

mg m −2 h−1

Northwest

Greater London/

mg m −2 h−1

Central London/

mg m −2 h−1

Northeast

Greater London/

mg m −2 h−1

NOx (2013) 10.51 3.79 5.51 16.04 12.09

NOx NAEI (2013) 5.09 2.28 3.22 8.08 5.62

NOx (2014) 8.26 2.69 3.47 13.42 9.40

NOx NAEI (2014) 5.36 1.88 2.83 6.97 6.95

Average Flux to NAEI/

ratio

Suburban London/

ratio

Northwest

Greater London/

ratio

Central London/

ratio

Northeast

Greater London/

ratio

NOx (2013)
2.06 1.66 1.71 1.99 2.15

NOx NAEI (2013)

NOx (2014)
1.54 1.43 1.23 1.93 1.35

NOx NAEI (2014)
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4.4.3 Measurement Uncertaines

The uncertainty of the calculated flux is dependent on both the random and systematic

errors. A detailed description of both error types can be found in Chapter 3 (Section

3.3.6). Karl et al., defines the random (re) and systematic (se) error for the airborne

flux as shown in Equations 4.4 and 4.5 [121]. l denotes the flight leg length, ZM the

flight altitude and Zi the height of the boundary layer. Boundary layer heights were

obtained at the beginning and end of each flight via atmospheric soundings (Li-DAR)

from Heathrow Airport, West London. A more detailed study into the relative effects of

errors for calculated flux measures can be found in Mann & Lenschow. (1994) [131].

re ≤ 1.75

(
ZM
Zi

)0.25(Zi
l

)0.50

(4.4)

se ≤
2.2zi

(
ZM
Zi

)0.50

l
(4.5)

For 1 km resolved fluxes, the overall error is significant and can be over 200%, which

is discussed in greater detail in Section 3.3.6. To reduce this high uncertainty, flux scales

scan be increased. As discussed in Table 4.1, the four London regions which are compared

to the NAEI are about 15 km long. By averaging over this larger spatial scale, the flux

uncertainty improves to approximately 40%. Also by averaging across the entire flight

path, the uncertainty will greatly improve to approximately 20%.

In addition to the flux uncertainties, the flux limit of detection (LoD) was calculated

from the covariance function, above which measured flux can be distinguished from the

combined effects of instrument noise [124, 179]. The flux LoD was calculated for each flight

leg and was found to vary from flight to flight. Over all the flux LoD was found to be in

the range 0.075−0.180 mg m−2 h−1. Some NOx emitted at the ground surface may be lost

before it is detected at the flight altitude, causing an error in the flux estimates. Using

measured meteorological parameters and the wavelet transform, Deardorff velocities (w∗)

for each flight were calculated. w∗ gives a turn−over time for all the influencing eddies

which account for the measured flux. w∗ was found to be in the range of 0.5−3.0 m s−1,

which gives a vertical ascent time of 2−8 minutes from the surface to the measurement

altitude of 300 m.

Loss of emitted substances can occur via three mechanisms: chemical reaction, weak-

ening vertical transport and storage. To account for chemical losses in the atmosphere,
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the vertical flux profiles obtained in the Karl et al. (2009b) study was used [180]. They

calculated the loss of isoprene emission during transport through the boundary layer. To

use this method, NOx chemistry was fed into the model in place of isoprene, taking into

account the lifetime of NOx in the troposphere with respect to chemical reaction of NOx

with the hydroxyl radical (OH). Middle−of−the−day OH abundances measured in Lon-

don during summer 2012 were used, as reported in the Lee et al. (2015) study [106], of 2.0

x 106 molecule per cm3. This gives a lifetime of NOx above London of ≈11 hours. Using

this calculated NOx lifetime, it is estimated that the loss of NOx flux between the ground

surface and the flight altitude is only between 1 and 2%.

Not all chemical NOx loss processes have been considered (e.g. PAN formation) as these

will be small compared to the reaction of NO2 with OH. Loss due to weakening vertical

transport accounts for vertical momentum decreasing as altitude increases and is estimated

to be 25−30%. The final loss process involves storage of some of the emission within the

urban structure, such as street canyons [181, 182]. However, this is not considered to

be an important loss process. Significant storage of NOx within the street canyon in

London would result in a steady buildup of concentrations, something that is not typically

observed. Thus, if deposition is ignored, the transfer of NOx out of the street canyon is

essentially equal to the emissions, with the only result being a potential time lag from

emission to measurement. Future work in this area could gain from using the Lenschow

et al. (2016) study to account for all three loss terms in unison [183]. All these loss

processes have the potential to increase measured fluxes, which would further increase the

discrepancy between measured and inventory−estimated emissions.

As discussed above, the study shows that, even in outer London where traffic sources

are estimated to contribute 90% of the emitted NOx, there is observed inventory underes-

timation by a factor of around 150%, adding further evidence that it is the traffic source

sector that contains the major error. There are several sources of disagreement between

the flux emission estimates and those from the emission inventories. The emission inven-

tories focus on longer term (annual) emission totals rather than providing estimates by

hour of the year. For this, reason the emissions for a particular hour of the year need to

be estimated through the scaling factors described in the previous section. It is; however,

difficult to quantify the additional uncertainties introduced when scaling factors are used

in emission inventories in this way.
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4.4.4 The London Atmospheric Emissions Inventory

The London Atmospheric Emissions Inventory (LAEI) provides emission estimates for

eight key air pollutants (including NOx) at 1 km2 resolution across all London boroughs,

to the outer M25 motorway boundary that encompasses Greater London. The inventory

reflects the geography of the roads in London, enabling an accurate assessment of pop-

ulation exposure and health impacts. The inventory is broken down into source sectors,

contributing to the total annual estimates. Sources within the LAEI include: road trans-

port (exhaust and non−exhaust), large regulated industrial processes, small regulated in-

dustrial processes, large boiler plants, gas heating (domestic and industrial-commercial),

oil combustion sources (domestic and commercial), coal combustion sources (domestic

and commercial), agricultural and natural sources, rail, ships, airports and others such as

sewage plants. The LAEI also contains a non−road mobile machinery source (e.g. cranes,

small electricity generators and other construction machinery), which has been shown

previously to be a significant source of NOx in central London [167].

The LAEI uses a ‘bottom up’ road traffic inventory taking vehicle flow and speed

on each road and combining these with national and London−specific vehicle stock data

(including buses and taxis) to calculate emissions for each of the 11 vehicle types and

combining these to create emissions at 1 km2 resolution. The data used here benefits from

roadside emissions measurements, obtained using the University of Denver Fuel Efficiency

Automobile Test (FEAT) system (IR/UV absorption spectroscopy), deployed for a 6 week

campaign and taking measurements from 70,000 vehicles, including cars, buses and taxis,

at four locations across London [184]. Vehicle number plates were recorded for each

vehicle and these were cross−referenced against vehicle databases to obtain relevant vehicle

details including their Euro emissions classification. The roadside emissions measurements

quantified exhaust emissions of both total NOx and NO2 as a ratio to carbon dioxide

(CO2), with the results then combined with CO2 estimates from the LAEI to create NOx

and NO2 emissions in g km−1. The emissions from vehicle types that were not measured

during the campaign, most notably articulated heavy goods vehicles, were taken from the

published LAEI results [167].

In order to try to produce an improved agreement between the inventory and measured

emissions an ‘enhanced’ version of the NAEI was produced. All NAEI sources except road

transport were used to form the base of the inventory. To account for road transport

emissions, the LAEI’s road emission estimates were scaled using the described roadside
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measurements, increasing the road traffic source by an average of ≈50% across London.

Currently the NAEI does not include specific emissions from non−road mobile machinery

(NRMM), so the LAEI’s NRMM source was also added to the inventory. Collectively the

‘enhanced’ NAEI is formed of a base NAEI model with scaled road transport emissions

and NMRR estimates from the LAEI.

Comparing the ‘enhanced’ NAEI with the measured fluxes has allowed for a better

assessment of using a more explicit treatment of traffic emissions in the national inven-

tory. The same methodologies, as used for NAEI comparison, were used in analysis of

the enhanced NAEI. Each enhanced NAEI source sectors was analysed to give emission

estimates along the flight track at 1 km resolution. Each sector was scaled individually to

allow for time of day comparison using the scaling factors described earlier, then added

together to give overall NOx emission estimates.

Figure 4.11: Average for Flights 5, 7 and 12 (2013), measured NOx flux plotted in blue with standard error shown

as the shaded blue area. Calculated and scaled ‘enhanced’ NAEI estimates of NOx emission are plotted in red, with

standard error shown as the shaded red area.

Figure 4.11 shows how ‘enhanced’ NAEI emission estimates in red (standard error as

light red shading) compare with the measured NOx fluxes (2013 flights) in blue (standard

error as light blue shading) for each flight average. It is apparent that the agreement

between the measurement and the inventory is better than for the standard NAEI. Outer

regions of London seem to compare very well, with all flight legs showing only a small

degree of discrepancy. However, despite the agreement being improved and almost always

falling within the error of the 1 km spatially resolved flux measurement, there is still a

significant discrepancy observed in central London. As with the standard NAEI data, the

flight track was also divided into four parts, each approximately 15 km in length, with the

flux data then averaged for each segment to give a single NOx emission flux with reduced

error (again in the range 30−45%).
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Figure 4.12 depicts the average ratio of the measured to ‘enhanced’ emission inventory

flux from all the flight legs, with the error bars denoting the standard error of the 17 legs

included, along with the source sector contribution as before. The contribution from the

different source sectors is similar for the enhanced NAEI as for the standard inventory. The

main difference is the addition of the NRMM source, which now contributes up to 9% of

total NOx emissions in central London. The ratio of measurement to enhanced emissions

inventory for all zones shows considerable improvement compared to the standard NAEI.

For the SW outer London zones, the ratio is close to one (average of 1.1), which is within

the standard error of the measurements. However, in central and NE London, there is still

some significant underestimation (average measurement to inventory ratio of 1.48), which

is outside the (30−45%) flux measurement uncertainty. The observed improvements in the

enhanced emission inventory estimation of NOx can be directly related to the improved

road transport source increasing the magnitude of the road transport emissions and the

addition of the NRMM as a key source not currently accounted for in the standard NAEI.
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Figure 4.12: Calculated emission source contributions from the ‘enhanced’ NAEI (see text for details) plotted

on the first y axis, with sources being broken down into road transport; other transport (such as rail), domestic

combustion, industrial combustion, other sources and non−road mobile machinery (NRMM). Also plotted on the

second y axis as white squares is the ratio of measured to enhanced NAEI estimated NOx flux, with the error bars

denoting the standard error of all points included. The flight is broken into 4 zones, with 1 and 2 being SW outer

London, 3 central London and 4 NE outer London.
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Comparison of measured 2014 fluxes to the enhanced NAEI showed good agreement

across the entire flight track. Figure 4.13 shows latitude average of measured flux and the

enhanced NAEI for both years flights. Suburban and Greater London regions compared

well, with Central London showing good improvement compared to the standard NAEI.

The addition of the LAEI’s road transport and NRMM source sectors greatly improved

the reliability of the inventory. Splitting the flight track into the previously discussed 4

zones, the agreement between measurement and inventory can be further classified, with

overall error on each flux measurement greatly reduced.

Table 4.2 gives detailed statistics of measured flux and footprint calculated time−of−day

‘enhanced’ NAEI emission estimates for each of the four London zones. Overall, the agree-

ment between measurement and ‘enhanced’ NAEI is good. For 2013 the ratio between

measurement and inventory was found to be 1.4, which subsequently improves to a value

of ≈1.2 for 2014. The agreement for Suburban and Greater London was within standard

error for both years. Slight overestimation by the enhanced NAEI was found for certain

regions of Greater London during 2014; however, due to the low levels of NOx emitted at

these latitudes the overall impact is negligible. Central London still showed a slight un-

derestimation, up to 45% during 2013 and 30% during 2014. On average, the ‘enhanced’

NAEI is better able to predict time−of−day NOx emissions than the standard NAEI.

The vast improvement shown here further strengthens the need for refined road transport

emission estimates in the NAEI.
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Figure 4.13: Average measured NOx flux (blue) and time−of−day scaled enhanced NAEI estimates (red) against

latitude with shaded area as standard error, for 2013 and 2014 flights.

Table 4.2: Upper) Average measured NOx flux and time−of−day enhanced NAEI estimate during 2013 and 2014

flights with subsequent breakdown into four regions of London. Lower) Average ratio of measured flux to enhanced

NAEI estimate with breakdown of four regions of London

Average Flux/

mg m −2 h−1

Suburban London/

mg m −2 h−1

Northwest

Greater London/

mg m −2 h−1

Central London/

mg m −2 h−1

Northeast

Greater London/

mg m −2 h−1

NOx (2013) 10.51 3.79 5.51 16.04 12.09

NOx en−NAEI (2013) 7.50 3.28 4.70 11.06 8.10

NOx (2014) 8.26 2.69 3.47 13.42 9.40

NOx en−NAEI (2014) 7.08 3.11 3.96 10.25 8.28

Average Flux to NAEI/

ratio

Suburban London/

ratio

Northwest

Greater London/

ratio

Central London/

ratio

Northeast

Greater London/

ratio

NOx (2013)
1.40 1.16 1.17 1.45 1.62

NOx en−NAEI (2013)

NOx (2014)
1.16 0.86 0.88 1.31 1.14

NOx en−NAEI (2014)
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4.4.5 Breakdown of London’s Road Transport Emissions

As previously discussed the main source of London’s NOx is from road transport. Any

error in this emission source sector could have major implications towards the NAEI being

able to accurately predict London’s emissions. The ‘enhanced’ NAEI has been success-

fully shown to reduce observed underestimation by using a refined road traffic source.

As discussed, remote sensing detection (RSD) measurements are used to constrain Lon-

don’s road transport emissions through analysis of individual vehicles [45]. Collectively,

this analysis gives a far more detailed breakdown into individual vehicle types and their

emission characteristics.

Figure 4.14: RSD percentage contribution of each vehicle type to road transport emissions at 1 km2 resolution

for the whole of greater London.

The ‘enhanced’ NAEI’s road transport source sector can be broken down into 7 vehicle

types: car, bus, LGV, taxi, rigid, artic and motorbike. LGV accounts for large goods

vehicles weighing no more than 3.5 Tons. Rigid vehicles, also known as HGVs, are heavier

goods vehicles that are not articulated in design. Articulated vehicles are the largest class

of goods vehicle and can carry loads of up to 40 Tons. Figure 4.14 shows the emission

contribution for each vehicle type at 1 km2 resolution for London’s total road transport

emissions. Cars are the dominant source for Suburban London making up more than 50%

of road transport NOx emissions. LGV are a steady contributor across London, ranging

from 15−20%. For Greater and Central London, the contribution of buses increases from

5% to 30%. This increase can be attributed to the higher usage of public transport.

In Central London, buses and cars show nearly equal emission characteristics. Due to

this, both vehicle types need to be at the centre of any emission control strategies if
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improvements in NOx emissions is to be achieved. Currently, London’s low emission zone

targets private cars and other high emitting diesel vehicles. This strategy is not specifically

aimed at buses being one of the main emission sources, and so may benefit from future

refinement. Figure 4.15 shows the latitude average percentage contribution of each vehicle

type for the whole of Greater London, further clarifing the large emission contribution

buses have in Central London.

The remaining vehicle types are: taxis, rigid, motorbikes and articulated lorries. The

contribution of motorbikes is very small, <1%. Articulated lorries show significant con-

tribution around London’s major road network and the M25. Other lorry types that fall

under the rigid classification give a steady emission contribution of ≈10%. Both lorry

types (artic and rigid) are considered in the low emission zone strategy for NOx reduction.

The final vehicle type is taxis, which shows increased contribution for Central London up

to ≈10%.

Using footprint method previously described, the emission contribution for each of

the 7 vehicle types was assessed with respect to London’s overall NOx emissions. An

‘enhanced’ NAEI model was run containing road transport emissions broken down into

the individual vehicle types. As shown in Figure 4.16 car emissions are the dominant source

for Suburban London, forming a steady 50%. LGVs are also an important contributor at

≈20% in Suburban London. In more central regions car contribution drops to below 40%,

with buses and LGVs becoming higher emitters at ≈30%. The enhanced contribution of

both vehicle types clearly shows the need to include them into any future emission strategy

along with cars.
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Figure 4.15: ‘enhanced’ NAEI road transport emission contribution for each vehicle type across London.

157



Chapter 4: Airborne Eddy-Covariance Measurements of NOx Fluxes over London during
2013 and 2014

Figure 4.16: Percentage contribution of each ‘enhanced’ NAEI emission source sector, with specific breakdown of

road transport into individual vehicle types.
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4.5 Conclusions

In this study, NOx fluxes have been measured from an aircraft flying low over London using

continuous wavelet transform, allowing for spatial analysis of NOx emissions. NOx fluxes

were observed to be largest in Central London, with maximum emissions of 80 mg m−2 h−1

observed during 2013 flights at the morning rush hour. After calculating flux footprints

along the flight tracks, measurements were compared to scaled NAEI estimates providing

a top−down analysis of the inventory. A significant discrepancy was identified between

NAEI emission estimates and actual flux measurements, with the highest underestimation

being a factor of two in Central London. In outer London, where the source of NOx is

almost exclusively from road transport ( 90%), there is an underestimation in the inventory

of around a factor of 1.5, indicative of the poor treatment of the road traffic source in the

NAEI. Due to the potential loss of some NOx emitted at ground level during its transport

to the measurement altitude, the calculated inventory underestimation can be considered

as conservative.

Measurements were compared to an enhanced version of the NAEI, containing both

non−road mobile machinery emission sources from the LAEI and real world traffic emis-

sions from the enhanced LAEI, which provides a much better treatment of NOx coming

from these sources. The comparison yielded better agreement between the two, especially

in outer London, where the measured to inventory ratio was found to be around 1.1. In

Central London; however, there is still an average underestimation of around a factor of

1.5 compared to the measurements.

The current work has provided important information on the spatial variation in NOx

emissions over a large and complex urban environment. There are several areas where

further research would be beneficial. First, the inhomogeneous terrain in London presents

a challenge for flux measurements, both in terms of the inhomogeneous nature of the

roughness and distributions of emissions (horizontally and vertically). Further measure-

ments over different city areas would help better understand these effects. For example,

measurements over a city such as Paris that has fewer high−rise buildings than London

would provide a useful contrast. Second, the measurement of the fluxes of other species

such as CO and CO2 would help provide more comprehensive analysis of the NOx flux

emission estimates. More work is also required on understanding and quantifying the

short−term accuracy of emission inventories. Emission inventories tend to focus on pro-

viding longer term (annual) emission estimates and are less able to provide information
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on the temporal nature of emissions. Improved information on the temporal character-

istics of emissions would improve the reliability of short−term flux measurements when

compared with emission inventories. In particular, the measurements highlighted the crit-

ical importance of obtaining independent measurements of pollutant emission rates from

vehicles during on−road driving conditions and using such data in emission inventories,

rather than relying on emissions data obtained during artificial test driving conditions or

provided by vehicle manufacturers.
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Measurements of VOC Fluxes over
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This Chapter discusses calculated VOC fluxes during the 2013 and 2014 OPFUE cam-

paigns over Southern England and London, with footprint model comparison to the NAEI

and EMEP4UK inventory.
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5.1 Introduction

Non-methane volatile organic compounds (VOCs) are a class of organic molecules that are

sufficiently volatile to enter the atmosphere. Some, including benzene, are directly toxic to

humans, while others are reactive in the atmosphere producing secondary pollutants such

as ozone and particles, and hence impact air quality [185]. Globally, most VOCs originate

from the terrestrial biosphere, but in cities and other areas of high anthropogenic emissions,

pollution sources usually dominate.

Emissions of VOCs in cities such as London have been well studied, with vehicles

recognised as a significant source [120, 186, 187], either via emission in the exhaust gas

or by the evaporation of unburnt or partially burnt fuel [188, 189, 190]. Na et al. found

that 58% of aromatic VOC emissions in Seoul, Korea, originated from vehicle exhausts

[189]. Measurements made during summer 2001 in Sacramento by Rubin et al. found fuel

evaporative emissions could contribute up to 29% of total vehicular VOC emissions [190].

Quantifying the emission rates of individual VOCs is a prerequisite to their cost−effective

and successful control and this is routinely attempted by the construction of bottom−up

emission inventories such as the UK’s National Atmospheric Emissions Inventory (NAEI)

[165]. In the case of VOCs of biogenic origin, the most widely used models of emissions

are derived from that of Guenther et al. (1995) [191].

The validation of emission inventory estimates is difficult as they are built up from

many emission factors and activity rates. Measurements of atmospheric volume mixing

ratios do not allow their direct validation but require a model of atmospheric chemistry

and transport to infer emission rates. Micrometeorologically based surface to atmosphere

flux measurements can allow direct validation, but normally only at one point on the

surface, which is not representative of an entire city. For example, Langford assessed VOC

emission fluxes from central London by making flux measurements at the BT Tower [120].

They found good agreement for benzene, toluene and C2 alkyl−benzenes fluxes with NAEI

emission estimates generated using a spatial footprint model but the study was limited by

confined spatiality [120].

Measurements from aircraft allow for a larger spatial assessment compared with tower

measurements. Due to the high speed at which aircraft move, coupling aircraft measure-

ments to surface fluxes has different challenges to those from tower site. Small aircraft that

can fly low and slow have previously been used to study atmospheric turbulent structure

through airborne eddy-covariance [122, 192]. One such approach employs disjunct eddy-
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covariance (DEC), as first described by Karl et al. (2002) [116]. DEC allows for sample

processing time to be slower than the air sampling rate (<1 s) causing data to become

discontinuous, while still being able to fully capture the turbulent statistics required for

eddy-covariance [116, 119, 121]. DEC was implimented on−board an aircraft, to assess

city−wide emissions of toluene and benzene from Mexico City, and found that sampling

rates above 2 Hz captured the majority of the eddy flux [121]. Misztal also investigated

VOC emissions from an aircraft via DEC [107]. Isoprene fluxes were quantified over a

large region of California, at high spatial resolution. The study gave direct assessment of

a statewide emission inventory used in predicting ozone concentrations, which previously,

had not been possible on such a large spatial scale [107].

Shaw et al. 2015 assessed the temporo−spatial distributions of benzene, toluene and

NOx mixing ratios over London using an aircraft in 2013. The strong correlation between

aircraft and ground site measurements highlighted the applicability of using aircraft to

assess ground level pollution sources. Vehicles were predicted to be a major source of

VOCs over central London [168]. During the same flights, Vaughan et al. measured fluxes

of nitrogen oxides (NOx) over London and found that the NAEI greatly underestimated

NOx fluxes, mainly because road vehicle sources were under predicted by the NAEI [193].

This was the first attempt to validate the NAEI at the city scale. This Chapter continues

the study by directly assessing the NAEI, and an inventory of biogenic VOC emissions, to

provide a direct validation of the current ability of emissions inventories to predict VOC

emissions in SE England. The work has important policy implications as it highlights

current weaknesses in the ability to estimate VOC emission rates to the atmosphere.
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5.2 Methodology

The Ozone Precursor Fluxes in an Urban Environment (OPFUE) campaigns ran during

July 2013 and July 2014. The strategy for both campaigns was to determine the highly

spatially resolved emissions of a range of ozone precursor species from both anthropogenic

and biogenic sources, over Greater London and SE England [168].

5.2.1 Flight Strategy

The OPFUE campaign (24th June − 9th July 2013) consisted of 12 research flights

aboard the Natural Environment Research Council’s Airborne Research and Survey Facil-

ity (ARSF) Dornier−228 aircraft, based at Gloucestershire Airport. Each flight involved

replicated legs across Greater London and the rural area to its south (described as South

Sussex below). Figure 5.1a, shows all flight transects across greater London (∼50 km

length). Figure 5.1c, shows all flight transects across the rural South Sussex region (∼50

km length). At the end of every flight a profile ascent was conducted to high−altitude

(2,400 m) allowing an assessment of the boundary layer height and for instrument cali-

brations to be conducted.

In July 2014 (9th − 16th July), similar fight paths were used over London, with extra

legs added to form an incomplete figure of 8 (Figure 5.1b) with each transect ∼120 km long.

The expanded flight path allowed for greater spatially coverage, passing over important

emission areas, including the industrialised area around the Dartford crossing over the

River Thames. Flights over the South Sussex region followed the same flight path as used

in July 2013, shown in Figure 5.1d.

In summary, a total of ∼2,150 km of data was collected over Greater London during

2013 and ∼1,500 km during 2014. Over rural South Sussex ∼500 km of data was collected

during 2013 and ∼700 km during 2014. Table 5.1 outlines the meteorology during each

flight over London and Southern England.
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Figure 5.1: a) Research flight (RF) transects over London during July 2013, and b) July 2014. c) RF biogenic

transects over South Sussex region during July 2013, d) July 2014.
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5.2.2 Flight Meteorology

Table 5.1: Top) Meteorological conditions during all biogenic RF’s over Southern Sussex (July 2013 & 2014).

Bottom) Meteorological conditions during anthropogenic RF’s over greater London (July 2013 & 2014).

South Sussex Date/ ToD Temp/ oC Humidity/ % Wind Speed/ m s−1 Wind direction/ deg

8 (2013) 07/07/2013 (PM) 25.40 +/- 0.70 53.35 +/- 6.11 4.95 +/- 1.62 76.02 +/- 54.87

9 (2013) 08/07/2013 (AM) 21.22 +/- 0.25 50.76 +/- 9.75 7.99 +/- 1.37 48.49 +/- 12.92

10 (2013) 08/07/2013 (PM) 24.20 +/- 0.47 47.37 +/- 5.63 7.28 +/- 1.70 58.13 +/- 42.01

3 (2014) 12/07/2014 (PM) 18.71 +/- 6.13 68.81 +/- 8.88 4.58 +/- 2.50 224.77 +/- 60.09

4 (2014) 14/07/2014 (PM) 14.78 +/- 3.79 66.59 +/- 11.22 7.95 +/- 1.92 250.74 +/- 26.55

5 (2014) 15/07/2014 (AM) 14.95 +/- 4.29 53.85 +/- 21.93 5.73 +/- 3.20 279.02 +/- 24.81

7 (2014) 16/07/2014 (PM) 18.57 +/- 3.73 63.73 +/- 11.97 4.95 +/- 0.96 249.95 +/- 23.77

London Time−of−Day Temp/ oC Humidity/ % Wind speed/ m s−1 Wind Direction/ deg

5 (2013) 03/07/2013 (AM) 15.41 +/- 0.71 84.89 +/- 20.34 6.31 +/- 1.29 281.09 +/- 11.22

7 (2013) 04/07/2013 (PM) 20.00 +/- 0.54 74.92 +/- 9.79 7.53 +/- 1.41 241.29 +/- 11.37

8 (2013) 07/07/2013 (PM) 24.15 +/- 0.78 55.08 +/- 3.03 5.48 +/- 1.49 80.44 +/- 33.23

9 (2013) 08/07/2013 (AM) 21.70 +/- 0.54 49.78 +/- 13.23 7.23 +/- 1.30 57.79 +/- 13.42

10 (2013) 08/07/2013 (PM) 23.49 +/- 0.48 55.87 +/- 3.52 7.26 +/- 1.36 56.99 +/- 15.62

11 (2013) 09/07/2013 (AM) 15.92 +/- 1.77 41.78 +/- 25.83 6.87 +/- 4.75 50.83 +/- 42.85

12 (2013) 09/07/2013 (PM) 22.87 +/- 0.49 33.21 +/- 3.42 5.54 +/- 1.28 53.64 +/- 40.08

3 (2014) 12/07/2014 (PM) 17.88 +/- 8.52 59.76 +/- 6.64 2.54 +/- 1.52 197.60 +/- 83.61

4 (2014) 14/07/2014 (PM) 19.05 +/- 3.44 47.66 +/- 7.93 7.55 +/- 1.81 245.05 +/- 17.29

5 (2014) 15/07/2014 (AM) 17.09 +/- 3.66 57.39 +/- 14.56 5.06 +/- 2.79 283.48 +/- 30.97

6 (2014) 16/07/2014 (AM) 16.17 +/- 3.27 66.62 +/- 3.77 2.84 +/- 2.16 239.16 +/- 81.64

7 (2014) 16/07/2014 (PM) 21.81 +/- 0.83 47.84 +/- 3.75 4.21 +/- 1.49 233.78 +/- 27.69
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5.2.3 Scientific Payload

5.2.3.1 Scientific Payload

Meteorological measurements were made using an Aircraft-Integrated Meteorological Mea-

surement System (AIMMS−20) turbulence probe, mounted under the aircraft’s left wing.

The AIMMS−20 measures 3−dimensional wind vectors, atmospheric temperature, pres-

sure and humidity at 20 Hz [128]. Accurate aircraft position data were obtained using

an Inertial−Position and Altitude System (IPAS 20), which generates aircraft coordinates

and altitude data at the same rate as the AIMMS−20.

5.2.3.2 Volatile Organic Compound Measurements

Measurements of VOC mixing ratios were made using a high sensitivity proton transfer

reaction - mass spectrometer (PTR−MS, Ionicon, Innsbruck, Austria). Dr. M. Shaw

operated the PTR−MS during all OPFUE flights. Measurement and calibration strategies

are described below [168]. The measured VOCs were then used in this study to calculate

instantaneous fluxes for a range of VOCs.

In−depth theory and design of PTR−MS have been well documented in previous stud-

ies [107, 121, 194, 195, 196]. The instrument used in the OPFUE study has been described

in detail by Shaw et al. (2015) [168], therefore only instrument set up, operation and flight

modifications are outlined here. A pressure controller (Bronkhorst) was added to the in-

strument to regulate the inlet flow (50−500 STP sccm), such that pressure upstream of

the controller was maintained at a constant value. Thus, the PTR−MS drift tube pres-

sure was independent of fluctuations in ambient pressure caused by varying flight altitude.

Ambient air was only exposed to heated (70oC) Teflon and stainless steel tubing before

entry into the instrument, minimising memory effects, inlet losses and the build−up of

impurities in the inlet system. Considerable efforts were made to prevent VOC contam-

ination of the PTR−MS inlet during operation on the ground and during take−off. On

the ground, the PTR−MS inlet remained closed (and all sample tubing capped).

VOC measurements were obtained at a sampling rate of 2 Hz. The target protonated

masses and likely contributing compounds were m/z 57 (methyl tert−butyl ether, MTBE),

m/z 69 (isoprene), m/z 71 (methyl vinyl ketone/methacrolein, MVK/MACR), m/z 79

(benzene), m/z 93 (toluene), m/z 107 (C2 alkyl−benzenes ethylbenzene/benzaldehyde/xylene

isomers) and m/z 121 (C3 alkyl−benzene isomers). Additionally, both the primary ion
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m/z 21 (H3O18
+), its first water cluster (H3O18 H2O16

+) at m/z 39 and O2
+ at m/z

32 were determined. PTR−MS drift tube pressure, temperature and voltage were held

constant at 2.0 mbar, 40oC and 480 V respectively, maintaining an E/N ratio of approxi-

mately 110 Townsend’s (Td). For flights at ∼360 m a.g.l, the m/z 21 primary ion count

ranged between (4−7) x 107 ion counts per second (cps) with a mean of 6 x 107 cps. Ion

counts of m/z 32 ranged between (0.8−3) x 106 cps, with an average of 2 x 106 cps, which

represented 3% of the primary ion signal. Ion counts of m/z 39 ranged between (1−5) x

106 cps with an average of 3 x 106 cps, which represented 6% of the primary ion signal.

Due to O2
+ and NO+ impurities in PTR−MS (≈1−5%), elevated concentrations of bu-

tane and higher alkanes are going to be detected at the most abundant ion fragments such

as at m/z 57 and 71, which will contribute to the ion signals of MTBE and MVK/MACR

[197].

Several major vehicle exhaust emission components are expected to contribute to the

ion signal at m/z 57, including MTBE and C4H8 (butene) isomers. The butenes react

to form protonated molecular ions at this mass. Greater than 95% of the MTBE proton

transfer reaction products fragment to the mass 57 ion [198]. It is now recognised that the

concentrations derived from ion intensity measurements at m/z 57 are due to petroleum

vehicular emissions predominately reflect the sum of the butene isomers and MTBE. How-

ever, Rogers et al. (2006) concluded that m/z 57 ion receives significant intensity from

a wide variety of neutral components including the isomeric butenes, acrolein, higher or-

der alkenes and alkanes particularly those abundant in vehicular diesel exhaust [198, 199].

The ion signal at m/z 57 (MTBE*) was therefore assumed to represent the vehicular emis-

sion source across Greater London with mixing ratios calculated assuming a rate constant

kcMTBE* of 2 x 10−9 cm3 s−1. MTBE* represents MTBE with contribution from butene

isomers, C4 and higher alkenes and alkanes.
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5.2.3.3 PTR−MS Calibration

Toluene and benzene calibrations were carried out approximately 2 hours prior to each

flight using an in−house built dynamic dilution calibration system. This involved the

dynamic dilution of a 500 ppbv certified gas standard (Apel−Riemer) with humidity con-

trolled zero grade air (BOC Gases) to mixing ratios near those typically observed in

urban air. Typical instrument sensitivities observed during the campaign ranged between

250−350 icps ppbv−1, 4−5 normalised counts per second (ncps), 220−300 icps ppbv−1

(3−4 ncps), 380−480 icps ppbv−1 (6−8 ncps), 400− 550 icps ppbv−1 (6−9 ncps), 370−520

icps ppbv−1 (5−6 ncps), 170−240 icps ppbv−1, (≈3 ncps), 1000−1200 icps ppbv−1 (16−18

ncps) for C2 alkyl-benzenes, C3 alkyl−benzenes, benzene, toluene, isoprene, total monoter-

penes and MVK/MACR respectively. Instrument uncertainties were 19 ± 5 %, 17± 5 %,

16 ± 5%, 21 ± 9 %, 6 ± 8 %, 16 ± 4 % and 7 ± 9 % for C2 alkyl-benzenes, C3 alkyl

benzenes, benzene, toluene, isoprene, MVK/MACR and total monoterpenes respectively,

calculated using the standard deviation of linear regression (Sm) of pre- flight calibrations.

Instrument limits of detection (LoDs) were determined by the method outlined by Taipale

et al. and were 23±7 pptv, 20±9 pptv, 13±8 pptv, 18±11 pptv, 18±5 pptv, 19±7 pptv

and 39±6 pptv for C2 alkyl-benzenes, C3 alkyl benzenes, benzene and toluene, isoprene,

MVK/MACR and total monoterpenes respectively [200].

During flights, ambient air was sampled from the forward facing isokinetic inlet along a

heated (70 oC) 5 m 1/4” Teflon (PFA) tube pumped by a stainless−steel diaphragm pump

(Millipore) at a flow−rate of 22 L min−1. A portion of this ambient air (∼300 sccm) was

diverted into the pressure controlled inlet of the PTR−MS instrument such that the overall

delay time was <3 s. To determine blank VOC mixing ratios, the remaining ambient air

was purged into a custom built zero air generator, which consisted of a 3/8” stainless steel

tube packed with 1 g of platinum coated quartz wool (Elemental Microanalysis) which

efficiently removes VOCs [201]. The zero−air generator was operated at 350 oC and 30

psi for the duration of the flights to maintain optimal operating conditions. The catalytic

converter does not remove water vapour from the sample stream, which is of importance

as background impurities may depend upon sample air humidity. Zero air was periodically

back−flushed through the inlet system to determine the instrument background signal.
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5.2.4 Disjunct Eddy-Covariance

Eddy covariance is a well−defined technique for quantifying trace gases emissions from the

surface to the atmosphere. Here we use a moving aircraft to gain greater spatial coverage

than possible from a tower, hence continuous wavelet transform (CWT) was chosen to

generate fluxes with high time (and hence spatial) resolution. Chapter 3 gives in-depth

methodology for CWT eddy-covariance, and so only specific parameterisation will be listed

in this chapter. CWT gives both frequency and time−resolved flux information, compared

to frequency only from the more conventional Fast Fourier Transform (FFT) approach.

CWT gives advantages over conventional FFT, with stationarity not needing to be con-

served and time resolved spectral contributions quantified. All calculated mixing ratios

from the PTR−MS are dry mixing ratios, with fluxes calculated using this methodology

not requiring water vapour content correction.

Using identical methodology as proven successful in previous studies [107, 121, 124,

193], CWT was conducted via Equation 5.1, which defines the transformation of the

discrete sequence of data x(n) (being either the instantaneous change of concentration or

vertical wind speed data from its mean), using the daughter scaled Morlet wavelet [171]:

wx (a, b) =
N∑
n=0

x (n)ψ∗p,a,b (n) (5.1)

ψ denotes the mother wavelet, with a and b acting as parameters to scale and localise

the wavelet in frequency and time respectively, and p as the normalised factor. Due to

differences in sample location and time taken for sample to react the PTR−MS, lag−time

correction was conducted. Through cross−correlation analysis, correlation coefficient be-

tween instantaneous vertical wind and concentration was quantified as a function of lag

time. After correction, maximum correlation between the two would be at time 0. Each

VOC species showed different lag−times, requiring individual RF transects to be corrected

independently. CWT calculates eddy contributions over all frequency periods with respect

to the distance along the flight path, which is shown as a global cross−spectrum. Spatial

scales used were long enough to capture all flux frequencies (0−128 s), with no loss of low

frequency flux contributions. Average flux is then calculated across all frequency peri-

ods. Figure 5.2b shows the global cross−spectrum for a C2 alkyl−benzenes flight leg over

Greater London, with the ‘hotter’ coloured regions showing positive fluxes and ‘cooler’

colours showing deposition (negative fluxes). Example global cross-spectrums for each
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VOC are given in Appendix B.

Figure 5.2: a) instantaneous changes of vertical wind and C2 alkyl-benzenes concentration from their respective

means, b) global cross−spectrum of eddy contributions integrated over all frequency periods along flight track, c)

average cross variance along flight track.

For flux data quality control, conventional FFT flux analysis was run at the same time

as the CWT analysis [107]. A comparison was then made between the two. By analysing

both the co−spectra and cumulative co−spectra, an assessment was made as to whether

any frequency correction was needed. Figure 5.3 shows the CWT and FFT flux spectra

across all frequencies for heat and C2 alkyl−benzenes flux for one run over London. For all

analysed runs, the spectra followed the general trend shown in Figure 5.3, with all major

flux contributions below 0.1 Hz, inferring that high frequency correction for flux loss was

not needed. Any major deviations found between FFT and CWT spectras would result in

data being discarded. Good fluxes were deemed to displayed similar spectra to that of the

standard FFT, showing no high frequency loss, and a ratio of FFT:CWT flux of 0.7−1.3.

The calculated FFT flux data would still be affected by non-stationary and inhomogeneity

[107]. However, this comparison still points to whether the CWT flux analysis had been

successful. Example co and cumulative co-spectra for each VOC are shown in Appendix

C.
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Figure 5.3: Top left) co-spectra of temperature and C2 alkyl-benzenes flux across all frequencies using CWT and

FFT methods. Top right) measured CWT flux in blue and FFT flux in red against day of year time (DOY). Bottom

left) cumulative co-spectra of temperature and C2 alkyl-benzenes flux across all frequencies using CWT and FFT

methods. Bottom right) flight path over London coloured by measured C2 alkyl-benzenes flux.

A final data quality process involved the removal of any flux contributions which sat

outside of the cone of influence (COI). The COI is the area of the wavelet cross-spectrum

which is free from edge effects, with the area outside it being of lower flux quality [127].

Figure 5.2b shows the COI as a white dotted line on the global cross-spectrum. Edge

effects were found to be greatest at the beginning and end of each flight run. To help

reduce this, the beginning and end of each run was padded with instrument zeros before

conducting CWT analysis; however, fluxes calculated at the beginning and end of each

run will still be prone to greater uncertainties than fluxes from more central parts of each

run.
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5.2.5 Isoprene Loss Correction

Emissions of isoprene were measured during both campaigns over SE England (Section

5.3.3). Isoprene reacts about ten times faster with hydroxyl (OH) radicals than benzene

does, hence reactive losses of isoprene during the time taken to reach the flight level from

the surface require correction. Karl et al. quantified the vertical flux loss of isoprene

through oxidation with the hydroxyl radical [180]. For the 2013 flight data, the same

methodology was used as Karl et al. with an estimated OH concentrations (2.0 x 106

molecules per cm3) [180] and boundary layer height during each flight used to estimate

flux loss correction factor estimates. Vertical flux divergence was calculated to be 7.15 x

10−5 mg m−2 h−1 per vertical meter. Overall, measured isoprene flux during 2013 flights

were to increase by 33% at an altitude of 360 m.

For the 2014 flights, loss of isoprene due to oxidation was corrected using the measured

methyl vinyl ketone / methacrolein (MVK/MACR) flux. MVK and MACR are direct ox-

idation products of isoprene, and hence this flux ratio gives a direct estimate of isoprene

flux loss. Under high NO conditions (>100 ppt) MACR formation accounts for ≈23%

of isoprene oxidation products, with ≈34% contribution from MVK [202]. At lower NO

conditions (<100 ppt) molar yield of both products increases, with MVK contribution

increasing up to ≈49% and ≈27% for MACR. Figure 5.4 shows oxidation paths ways for

isoprene and the formation of MACR and MKV from the intermediates. At measured NO

concentrations of <1 ppbv, MVK/MACR formation from isoprene oxidation was calcu-

lated to be ∼48%, using the Master Chemical Mechanism v 3.3.1 which was then used to

correct the isoprene fluxes [202]. Figure 5.5 shows uncorrected and corrected isoprene flux

along the flight track at 500 m averages.
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Figure 5.4: Left) isoprene oxidation pathways showing intermediates and the formation of MACR and MVK.

Right) Molar yield of isoprene oxidation products as a function of NO mixing ratio. Adapted from Jenkin et al.

(2015) [202].

Figure 5.5: Correction of isoprene flux due to chemical loss via OH oxidation.
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5.2.6 Footprint Calculation

A lagrangian footprint model was used to calculate the origin of the emissions as measured

by the aircraft: The scalars of interest are mixed and transported downwind between the

time of emission from the surface and their measurement at the aircraft position. Chapter

3 gives an in-depth description of the footprint model used, with only specific parameter-

isation listed here. The footprint model permits calculating an ensemble trajectory for

each aircraft observation, and thus to spatially attribute the measured emissions to surface

sources in a probabilistic framework. Metzger et al. provide an in−depth description of

the model along with comparisons to alternative footprint models [150].

The parameterisation depends upon friction velocity u∗, measurement height Zm, stan-

dard deviation of the vertical wind velocity σw, standard deviation of the crosswind wind

velocity σv, aerodynamic roughness length Z0, and the boundary layer depth Zi, and is

valid in the range -200 ≤ Zm/L ≤ 1, u∗ ≥ 0.2 m s−1, and 1 m ≤ Zm ≤ Zi. As previously

used in Vaughan et al. (2016), Z0 values for London were taken from the Drew et al. (2013)

study at 1 km2 resolution [154, 193]. Zi estimates for London were obtained via Li−DAR

sounding from Heathrow. For flight transects over the South Sussex region of England,

Zi estimates were obtained from vertical profiles at the beginning and end of each RF. Z0

values for the South Sussex region were calculated according to Monin−Obukhov theory

[154, 203, 204]. Remaining variable are directly used from the aircraft measurements.

For each 1 km flux observation, the model calculates a surface weighting matrix at

1 km resolution, i.e. identical to the emission inventory grid resolution. The surface

weights for each observation sum to unity, which permits cell−wise multiplication of the

surface weights with the emission inventory, and subsequent aggregation over the entire

grid extent. This results in the estimate of the emission strength that should be detected

by the aircraft, based on the emission inventory [150]. Additional methodological detail is

provided in Metzger et al. (2013) [123]. Figure 5.6 shows an example calculated footprint

over London, overlaid onto 1 km2 NAEI total NMHC emission estimates.
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Figure 5.6: Example footprint for 2014 RF transect over London showing the 30, 60, 90% footprint influence areas

from flight track (white), overlaid onto 1 km2 NAEI total NMHC emission estimates.
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5.2.7 NAEI Comparison

Measured anthropogenic fluxes (benzene, toluene and C2 alkyl-benzenes) were compared

to emission estimates of benzene and total non-methane hydrocarbons (NMHCs) from 11

source sectors made by the UK’s National Atmospheric Emissions Inventory at 1 km2 spa-

tial resolution [177]. The source sectors include solvent use, road transport, agriculture

and industrial processes. NAEI road transport estimates follow the COPERT 4 emis-

sion factor model, which can be found in the European Monitoring and Evaluation Pro-

gramme/European Economic Area (EMEP/EEA) air pollutant emission inventory guide-

book [178]. A full description of NAEI model methodology can be found in Bush et al.

(2008) [165]. Comparison to measured fluxes using the NAEI was done using year-specific

inventory data for either 2013 or 2014.

Emission estimates at 1 km2 resolution from each source sector were quantified using

the footprint model described above. As NAEI emission estimates are annual averages,

month−of−the−year, day−of−the−week and time−of−day scaling is required to produce

hourly average emission estimates for the specific days of the year on which flux mea-

surements were made. Each source sector was scaled separately, with each scaling factor

accounting for temporal variation in emissions for each month, day and hour [177]. Scaled

estimates for each source sector were then summed up for every 1 km along the flight

track, giving time−of−day emission estimates along the flight track.

Measured fluxes of toluene and C2 alkyl−benzenes were compared to NMHCs esti-

mates from the NAEI. As before, annual estimates were scaled to time−of−day using the

described scaling factors, giving temporally-resolved hour of the day estimates. To extract

specific VOC emission estimates from the inventory, the Passant et al. (2002) study was

used [205]. The study gives detailed characterisation for each NAEI source sector, with

percentage contribution of each VOC quantified. Each source sector was scaled using the

relevant percentage contribution, with all sectors summed up every 1 km along the flight

track, giving time−of−day emission estimates for toluene and C2 alkyl−benzenes.
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5.2.8 EMEP Comparison

Emission measurements of biogenically−derived isoprene were compared with emission es-

timates made using the European Monitoring and Evaluation Programme model (EMEP

MSc−W) for the United Kingdom (EMEP4UK). The model gives 5 km2 emission esti-

mates of isoprene for the whole of the UK at hourly resolution using near−surface air

temperature and photosynthetically active radiation (PAR) flux [206, 207, 208, 209]. A

detailed description of EMEP4UK biogenic isoprene emissions can be found in Simpson

et al. (2012) [210]. Figure 5.7 shows EMEP4UK isoprene emission estimates for the

entire UK and Southern England. Using the described footprint model, time−of−day

estimates of isoprene emission rates were quantified using interpolated 1 km2 EMEP4UK

estimates. Comparison using the EMEP4UK model to measured isoprene fluxes was done

using year-specific inventory data either 2013 or 2014.

Figure 5.7: Left) EMEP4UK isoprene emission estimates at 5 km2 resolution for entire of the UK. Right) South

Sussex region EMEP4UK Isoprene emission estimates showing a maximum of 2.1 mg m−2 h−1.
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5.3 Results and Discussion

5.3.1 Anthropogenic VOC fluxes over London

Measurements conducted during the 2013 flights over London focused on two anthro-

pogenic VOCs, benzene and toluene. Both compounds are highly volatile with a wide

range of previously identified emission sources in London [120, 168]. Meteorological con-

ditions during the flights are summarised in Table 5.1, with prevailing wind directions

predominately from the SW and temperatures above 20 oC. Inverse distance weighing

(obtained using ArcGIS) at 500 m, was used to interpolate all measured fluxes from all

RF transects, generating spatially averaged benzene and toluene fluxes, as shown in Fig-

ure 5.8. Approximately 4 hours of benzene fluxes were obtained from 5 RFs, covering a

total area of ∼400 km2 over London. These fluxes highlight the spatial heterogeneity of

VOC emission over central London, with maximum emission rates of 0.20 mg m−2 h−1.

Higher benzene fluxes were also observed around the M25 region and industrial areas of

London, as shown in Figure 5.8a. The mean benzene flux from all RFs was 0.051±1 mg

m−2 h−1.

Toluene fluxes were quantified during 33 transects over 6 RFs, giving ∼5.5 hours of

flux data with total coverage over London ∼400 km2. The observed structure of London’s

toluene emissions was comparable to that of benzene, with highest averaged emissions of

0.30±1 mg m−2 h−1 found over central London. Toluene emissions across London were

always higher than those of benzene, with a mean toluene flux from all RFs of 0.18±1 mg

m−2 h−1. Emission rates exceeding 1.0 mg m−2 h−1 of toluene were observed in central

London (Figure 5.8b). In 2014, toluene fluxes where obtained from 5 RFs, with >75% of

transects generating fluxes. A total of ∼3 hours of toluene fluxes with coverage of ∼700

km2 over London were obtained. The emissions profile was comparable to the previous

year’s data, with the highest measure toluene flux of 0.30 mg m−2 h−1. Figure 5.8d shows

interpolated toluene fluxes from all transects across London. No benzene flux data were

available from the 2014 flights due to reduced instrument performance.

As discussed by Langford et al. benzene/toluene ratios can help evaluate the emission

source of measured fluxes [120]. Flux ratios in the range of 0.41−0.83 indicate vehicle

exhaust emissions as the dominant source [119, 211]. To investigate the spatial emis-

sion distribution over London, the flight path was split into 4 zones: Suburban London

latitudes of 51.30−51.35o; Southwest Greater London with latitudes of 51.35−51.42o con-

179



Chapter 5: Airborne Eddy-Covariance Measurements of VOC Fluxes over London and
Southern England during 2013 and 2014

taining mainly residential areas; Central London latitudes of 51.42−51.56o containing the

most densely populated areas of London; and Northeast Greater London, at latitudes of

51.56−51.60o, containing a mix of residential and industrial areas.

Suburban London showed an average benzene/toluene ratio of 0.43 indicating vehicular

exhaust emissions as the main VOC source. Within the suburban region of London is the

M25 motorway ring road, which encompasses the entire Greater London area. The highest

benzene/toluene ratio observed, 0.82, was measured over the area indicating direct VOC

emissions coming from the motorway. As discussed by Rogers, higher benzene/toluene

ratios can also be attributed to correct operation of vehicle emission control systems, i.e.

the catalytic converter. Ratios will however depend on the performance of the converter

and the fuel used [198].

For Southwest Greater London, the average benzene/toluene ratio was lower at 0.28.

Ratios below 0.41 are indicative of other sources being dominant [121, 198]. The average

benzene/toluene ratio for central London was also 0.28, suggesting similar sources are

responsible for these two regions VOC emissions. Northeast Greater London showed the

lowest average benzene/toluene ratio of 0.20, which as discussed by Karl et al. (2009a)

[121], is indicative of more industrial processes and evaporation. Karl et al. observed

a ratio of 0.13 over Mexico City, with a multitude of emission sources predicted to be

responsible [121]. Langford et al. observed similar benzene/toluene flux ratios from the

BT tower in central London of 0.21 [120]. The similarities between their findings and

aircraft calculated ratios indicate the measured flux in this study can capture ground level

emission sources successfully.

Measurements made during 2014 flights over the London focused on a wider range of

VOCs. Meteorological conditions during all 2014 flights (RFs 3−7) are shown in Table

5.1. Flux measurements were not possible during RFs 1 and 2 due to adverse weather

conditions and instrument problems. Prevailing wind directions during many of the RFs

over London were from the SW, with high summer air temperatures. The higher order

benzenoid compounds, C2 alkyl-benzenes and C3 alkyl-benzenes, were measured during

the 2014 flights. Fluxes of C2 alkyl-benzenes were measured during 5 RFs, giving 1.5

hours of flux data and a total spatial coverage of ∼450 km2. High emissions were observed

over central London and industrial areas of Greater London region (Figure 5.8c), with

a maximum flux of 1.00 mg m−2 h−1. Measurements of C3 alkyl-benzenes fluxes were

obtained during 2 RFs, giving ∼30 mins of data, over a total area of 150 km2. C3 alkyl-
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benzenes such as 1,2,4-trimethylbenzenes are a product of petroleum refining and have

industrial applications, including as a blending additive in petroleum fuels [212, 213].

Maximum observed emissions of C3 alkyl-benzenes were found to be 1.00 mg m−2 h−1,

observed over central London. Figure 5.8e shows interpolated instantaneous C3 alkyl-

benzenes fluxes from all RFs transects.
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Figure 5.8: Measured instantaneous anthropogenic fluxes of a) benzene (2013), b) toluene (2013), c) C2 alkyl-

benzenes (2014), d) toluene (2014) and e) C3 alkyl-benzenes (2014), interpolated at 500 m using inverse distance

weighting from all RF transects..
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MTBE* fluxes were measured during two (2014) RFs, giving total spatial coverage of

≈100 km2. Methyl tert−butyl ether (MTBE) is a key additive in petrol fuel, acting as

an anti-knocking agent [213]. The highest measured emissions of MTBE* were observed

over areas with similarly high toluene emissions, with up to 1.00 mg m−2 h−1 of MTBE*

observed. Figure 5.9, shows a latitude averages of all flight transects (1 km resolved)

of MTBE and toluene emission, with both in good agreement. The average MTBE*

flux for Central London was calculated to be 0.21 mg m−2 h−1, compared to 0.20 mg

m−2 h−1 for toluene, suggesting an approximate 1:1 ratio. In 2008 in the UK, the average

MTBE concentration in petroleum was 3.4% (v/v) [214]. As MTBE* is a good indicator of

vehicular emissions, the observed toluene emissions from central London can be attributed

mainly due to vehicle emissions.

Figure 5.9: Latitude averaged (1 km) MTBE* (grey) and toluene flux (blue) with standard deviation (shaded

area).

5.3.2 NAEI Comparison

Benzene fluxes quantified for all RFs during 2013 were compared to 1 km2 footprint esti-

mates of benzene from the NAEI, scaled to time−of−day as described above. The lateral

displacement of the footprint from the flight track due to the horizontal boundary layer

wind extended 4−12 km upwind (Figure 5.6). Figure 5.10a, shows 1 km latitude averages

of measured benzene fluxes and NAEI benzene emission estimates with the standard devi-

ation shaded. Good agreement between measurements and NAEI emission estimates was

found for across most of London. Due to the significant uncertainty of benzene flux at 1

km2 resolution (100−300%), benzene flux and NAEI estimates were averaged across the

entire flight path, reducing uncertainty. The average measured benzene flux (0.051 mg

m−2 h−1) and the average NAEI estimate (0.037 mg m−2 h−1) agree within the bounds of

measurement uncertainty, with a ratio of 1.40. To investigate the spatial emission distri-
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bution over London, the flight path was split into 4 zones as previously discussed, reducing

the overall error associated with 1 km flux averages. The suburban London region was

found to have the largest difference between averaged benzene flux and NAEI. The average

flux was found to be 3 times higher than predicted NAEI estimates. Greater and Central

London areas showed better agreement, with ratios of average flux/NAEI below 1.70.

Toluene fluxes measured in 2013 were also compared to NAEI emission estimates.

Figure 5.10c shows 1 km2 latitude averages of toluene flux and NAEI estimates with

standard deviation shaded. In suburban areas of London, measured fluxes are a factor of

1.4 higher than NAEI estimates. In the other zones, measured fluxes are 30 to 50% lower

than estimates. When averaged across the whole of London, the NAEI emission estimates

for toluene were a factor of two higher than the average measured flux (0.39 mg m−2 h−1

from the NAEI compared with 0.18 mg m−2 h−1).

Comparison of 1 km2 latitude average toluene flux (2014) and NAEI estimates are

shown in Figure 5.10d, with good agreement for outer London. Again, higher NAEI

emission estimates are observed for most of London. Average NAEI toluene estimates

are a factor of 2 higher compared to measured fluxes, with average NAEI estimate of

0.28 mg m−2 h−1, compared to the average measure value of 0.14 mg m−2 h−1). With

stricter legislation now restricting emissions from sources such as road transport, solvent

emissions are now predicted to be the main source for NMHCs in London [215]. As

observed in 2013, Greater and Central areas show measured fluxes to be 50% less than

predicted by the NAEI, further implying the need for refinement of emission sources for

toluene within the NAEI.

Comparison between C2 alkyl−benzenes fluxes to 1 km2 NAEI estimates (Figure 5.10b)

show good agreement across London. Average NAEI estimates for C2 alkyl−benzenes are

higher than the average measured C2 alkyl−benzenes flux. This overestimation is likely

due to errors in the source sector factors for C2 alkyl−benzenes emissions. Average sub-

urban measured C2 alkyl−benzenes flux agreed well with the NAEI estimates, compared

to the average South−westerly Greater London average flux which was 70% lower than

NAEI estimates. Table 5.2 and 5.3 gives an in−depth review into measured fluxes and

NAEI footprint estimates for both years’ flights, giving averages and ratios for each of the

4 defined London zones.
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Figure 5.10: Latitude averages (1 km) for: a) benzene flux (2013), b) C2 alkyl−benzenes flux (2014), c) toluene

flux (2013) and d) toluene flux (2014) shown in blue, with footprint NAEI estimates in red. Shaded areas being

calculated standard deviation of all RF transects.

Table 5.2: Averaged flux and footprint estimates during 2013 and 2014 for each London zone. Suburban

London latitudes (51.30−51.35o), Southwest Greater London latitudes (51.35−51.42o), Central London latitudes

(51.42−51.56o), Northeast Greater London latitudes (51.56−51.60o).

Average Flux/

mg m−2 h−1

Suburban

London/

mg m−2 h−1

Northwest

Greater London/

mg m−2 h−1

Central London/

mg m−2 h−1

Northeast

Greater London/

mg m−2 h−1

benzene (2013) 0.052 0.035 0.044 0.065 0.039

benzene NAEI (2013) 0.037 0.009 0.026 0.052 0.034

toluene (2013) 0.18 0.098 0.18 0.24 0.19

toluene NAEI (2013) 0.39 0.069 0.26 0.56 0.38

toluene (2014) 0.14 0.104 0.076 0.17 0.16

toluene NAEI (2014) 0.28 0.058 0.14 0.38 0.37

C2 alkyl−benzene (2014) 0.32 0.107 0.064 0.32 0.38

C2 alkyl−benzene NAEI (2014) 0.49 0.11 0.22 0.54 0.51

Table 5.3: Average flux/NAEI ratio for each London zone. Suburban London latitudes (51.30−51.35o), Southwest

Greater London latitudes (51.35−51.42o), Central London latitudes (51.42−51.56o), Northeast Greater London

latitudes (51.56−51.60o).

Flux to NAEI/

ratio

Suburban

London/

ratio

Northwest

Greater London/

ratio

Central

London/

ratio

Northeast

Greater London/

ratio

benzene (2013)
1.4 3.7 1.7 1.3 1.1

benzene NAEI (2013)

toluene (2013)
0.46 1.4 0.7 0.4 0.5

toluene NAEI (2013)

toluene (2014)
0.5 1.8 0.5 0.5 0.4

toluene NAEI (2014)

C2 alkyl−benzenes (2014)
0.64 0.9 0.3 0.6 0.7

C2 alkyl−benzenes NAEI (2014)
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5.3.2.1 Eddy-Covariance Flux Errors

A specific error which affects measured fluxes by PTR-MS is disjunct sampling. This error

occurs when the quadrupole detector analyzes sequentially at 10 Hz but is separated by

longer sample gaps of 0.5 s. To reduce this error the flight tracks where kept relatively long

(∼50 km) and the frequency of VOC sampling greater than 2 Hz. Due to flight restrictions

over London, stacked altitude flight legs were not possible, hence it was not possible to

quantify chemical losses occurring between the surface and the point of measurement by

directly observing the flux gradient. The vertical divergence of NOx fluxes over London

due to reaction of NO2 with the hydroxyl radical has previously been assessed and found

to be in the region of 1−2% (Chapter 4) [193]. Some of the reported VOC fluxes in this

study are more reactive than NOx, therefore the underestimation is by at least the same

amount [124].

The calculated error associated for each flux transect considers the random, systematic

and disjunct errors as an average across the transect, using the methods of Lenschow et

al. and Karl et al. [124, 216]. It should be noted that the error associated with 1 km

resolved fluxes was much greater than the average error across each flight track, with

calculated errors increasing to 200 %, suggesting the need to average the fluxes to larger

scales. As discussed in Table 5.3, the four London regions which are compared to the NAEI

are approximately 15 km in length, and each regions flux estimate as an uncertainty of

approximately 40%. Chapter 3 (Section 3.3.6) gives an in-depth discussion of the flux

error types and how averaging decreases the overall uncertainty. A summary of calculated

flux errors as an average over each flight transect is shown in Table 5.4.

Table 5.4: Calculated flux errors for each VOC compound for systematic, random and disjunct error as an average

for each flight transect (50 km resolved fluxes).

Compound Systematic Error/ % Random Error/ % Disjunct Error/ %

C2 alkyl-benzenes 7.1 25.1 0.8

toluene 19.1 35.0 1.0

benzene 25.3 47.0 1.1

C3 alkyl-benzenes 5.0 12.0 0.7

MTBE 2.4 18.0 1.3

isoprene 9.5 30.1 2.2

MVK/MACR 2.1 16.6 1.6

monoterpenes 2.3 17.7 1.9

186



5.3 Results and Discussion

5.3.3 Biogenic VOC Fluxes

Measurements of several VOCs of predominantly biogenic origin were made over the South

Sussex region of Southern England. Figure 5.1c and d show all flight transects conducted

during the two campaign periods. Figure 5.11 shows the calculated footprint extent from

the flight track overlaid onto the UK’s National Land Classification map at 25 m2 resolu-

tion. This demonstrates that for a typical flight over the region, areas of mixed broadleaved

woodland containing Quercus and other tree species known to emit isoprene occur within

the measurement footprint [217, 218, 219].

Figure 5.11: RF flight track during 2013 flight over South Sussex region. Left) Calculated footprint extent 30, 60,

90% from flight track, overlaid onto EMEP4UK isoprene emission grid. Right) footprint extent 30, 60, 90% from

flight track, overlaid onto UK National Land Class Inventory 2012 at 25 m2 resolution.

Measured isoprene fluxes varied from 0.20 to 2.00 mg m−2 h−1 (Figure 5.12 a−b).

In general, temperature and the flux of photosynthetically active radiation (PAR) were

higher during the 2013 flights than during the 2014 flights. Figure 5.13 shows mean iso-

prene emissions from identical flight transects conducted on three consecutive days (7−9th

July 2013), each flight consisting of 1.5 hours and ∼40 km repeated flight legs. Mean mea-

sured isoprene emission rates in areas of broadleaved woodland displayed a dependence on

both PAR and ground temperature. Maximum isoprene emissions measured during both

campaigns were found to be 2.0 mg m−2 h−1 and 1.0 mg m−2 h−1 for July 2013 and July

2014 respectively.
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MVK/MACR fluxes were quantified during two RFs in 2014. Overall, one hour of

flux data was obtained, giving spatial coverage of ∼180 km2. Maximum fluxes of ∼0.20

mg m−2 h−1 were observed between latitude of 51.10−51.20o, with high isoprene fluxes

observed over the same area. Measured NO mixing ratios during all flights were found to

be <1 ppbv. Under these conditions the MCM 3.1.1 predicts that 70% of the measured

flux will be MVK and 30 % MACR.

Emissions of monoterpenes were also quantified during both campaigns. PTR−MS

intensities at m/z 137 where assumed to give a measure of the total monoterpene flux,

since no separation of individual species was possible. In 2013, 1 hour of data monoterpene

flux data was obtained from 2 RFs and ∼160 km2 of spatial coverage. Monoterpenes

measured during 2014 generated 1.25 hours of flux data, with overall spatial cover of

180 km2. Both campaigns showed similar emission characteristics, with highest emissions

found at latitudes 51.00−50.90o. Maximum emissions were found to be 1.00 mg m−2

h−1 during 2013 and 0.80 mg m−2 h−1 during 2014. Figure 5.12 c−d show interpolated

monoterpene fluxes during both years. Table 5.5 gives a full statistical breakdown of all

measured biogenic VOCs during 2013 and 2014.

188



5.3 Results and Discussion

Figure 5.12: Measured biogenic instantaneous fluxes of a) isoprene (2013), b) isoprene (2014), c) monoterpenes

(2013) and d) monoterpenes (2014), interpolated at 500 m using inverse distance weighting from all RF transects.
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Figure 5.13: Mean isoprene emissions from 3 OPFUE (July 2013) identical flight transects conducted on 3

consecutive days (7/7/13−9/7/13), each flight consisting of 1.5 hours of data and ∼40 km repeated flight legs.

Mean isoprene emission in the dense broadleaved woodland area displayed a dependence on photo−synthetically

active radiation (PAR) (black) and ground temperature (grey). Ground PAR and temperature data is from the

Goodwood AURN site.

Table 5.5: Measured biogenic flux statistics during both campaigns for isoprene, total monoterpenes and

MVK/MACR.

Flux mean/

mg m−2 h−1

Flux median/

mg m−2 h−1
Standard Deviation Standard Error 95th Percentile

isoprene (2013) 0.74 0.72 0.45 0.021 1.60

isoprene (2014) 0.48 0.47 0.32 0.025 0.96

Total monoterpenes (2013) 0.16 0.11 0.21 0.01 0.54

Total monoterpenes (2014) 0.12 0.1 0.19 0.01 0.45

MVK/MARC (2014) 0.056 0.054 0.047 0.003 0.13
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5.3.4 EMEP model comparison

The measured isoprene fluxes from 2013 and 2014 were compared to hourly−average

EMEP4UK isoprene estimates at 5 km2 resolution. Due to EMEP4UK estimates only

account for biogenic sources of isoprene, the NMHCs NAEI was used to account for any

anthropogenic contribution. Isoprene contribution for each of the 11 source sectors within

the NAEI was accounted for in remaining unspeciated contributions, with no seperation

[205]. Total anthropogenic contributions of isoprene for the region was found to be less

than 1% of EMEP4UK estimates, highlighting biogenic sources as dominant.

The flux footprint represented an area 5−10 km upwind from the flight tracks (Fig-

ure 5.11 left). Latitude averages of isoprene flux and EMEP4UK time−of−day estimates

for 2013 (Figure 5.14 left) show good agreement from latitudes of 51.15−51.30o. The

EMEP4UK model however fails to capture the high isoprene fluxes observed at latitudes

between 51.05−51.15o. The model predicts isoprene emissions of <0.20 mg m−2 h−1, with

measured isoprene fluxes ranging from 1.00−2.00 mg m−2 h−1. This discrepancy maybe

be due to the relatively coarse (5 km2) land classification used by the emission model

(Figure 5.11 left) or too low normalised (‘base’) emission rates.

Figure 5.14 right shows latitude−averaged isoprene fluxes compared to the EMEP4UK

estimates for 2014. The degree of agreement between the measurement and the inventory

is poor, with measured flux consistently higher than EMEP4UK estimate. Measured

isoprene fluxes range from 0.10−1.00 mg m−2 h−1, compared to the EMEP4UK estimates

of ≤0.40 mg m−2 h−1. Again, the discrepancy may be due to land classification resolution

or unrealistic normalised emission rates.

The highly spatially resolved (1 km2) flux measurements have significant uncertainty

(100−300 %), so to overcome this, overall average fluxes obtained from all the measure-

ment data were compared with the corresponding EMEP4UK emissions estimate. A full

statistical description is given in Table 5.6, for average comparison between measured iso-

prene flux and EMEP4UK estimates. In 2013, average measured isoprene flux was 60%

higher than the EMEP4UK estimate. In 2014, the average measured isoprene flux was

140% higher than the EMEP4UK estimate.
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Figure 5.14: Latitude averaged (1 km) of measured isoprene flux (blue) and EMEP4UK isoprene emission (red)

with shaded standard deviation for 2013 and 2014.

Table 5.6: Statistics for measured flux and footprint model generated EMEP4UK emission estimates of isoprene

during both field campaigns.

Flux to EMEP/

ratio

Flux mean/

mg m−2 h−1

Flux median/

mg m−2 h−1
Standard Deviation Standard Error 95th Percentile

isoprene (2013)
1.6

0.902 0.82 0.32 0.032 1.50

EMEP4UK (2013) 0.57 0.65 0.301 0.03 0.95

isoprene (2014)
2.4

0.48 0.47 0.31 0.025 0.96

EMEP4UK (2014) 0.201 0.17 0.10 0.008 0.402
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5.4 Conclusions

This study has allowed the first direct measurements of VOC emission rates over Greater

London and SE England. A total of 11 flights during July 2013 and 2014 gave 16 hours

of high spatial resolution flux measurements over London for a range of anthropogenic

NMHCs, corresponding to emission measurements from ≈4,500 grid cells of 1 km2 each.

Measured benzene fluxes over London displayed high spatial heterogeneity and compared

relatively well to NAEI estimates. Measured toluene and C2 alkyl−benzenes fluxes showed

high emissions emanating from central and industrial regions of London, although these

were overestimated by the NAEI. It is clear that further refinement of the NAEI, both in

terms of the speciation of its NMHC inventory and in terms of individual VOC emission

rates, is required.

Isoprene and monoterpene fluxes, presumably predominantly from biogenic sources,

were measured over SE England. A total of 5 flights over SE England gave 6.5 hours

of highly spatially resolved fluxes covering ∼800 km2. Measured isoprene fluxes showed

relatively higher emissions over areas containing Quercus and other broadleaf tree species

known to emit isoprene. The EMEP4UK inventory significantly underestimated the mea-

sured isoprene fluxes. This may be due in part to the failure of the model to capture

regions of elevated isoprene flux due to its use of land classification at 5 km2 resolution

when much of the woodland in SE England is smaller than this. Improvements in the

spatial resolution of land use classification could help improve model performance with

respect to isoprene and monoterpene emissions. This is important as it is possible that

biogenic VOCs (especially isoprene) could become of increasing importance to secondary

pollutant formation in the UK and Northern Europe in a future warming climate, with

increased prevalence of high temperature events, and as anthropogenic VOC emissions

continue to decline with improved regulation and control technologies.

Overall this work demonstrates the suitability of using a low-flying aircraft to determine

anthropogenic and biogenic VOC fluxes by eddy covariance and the possibility of validating

emission inventories with these measurements. Further evaluation and improvements to

the emission inventories of anthropogenic and biogenic VOCs used for regulatory, policy

and research purposes is clearly an urgent requirement.
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6.1 Conclusions

Poor air quality is a major global problem and has been linked to respiratory and cardio-

vascular disease, which can ultimately increase the risk of premature mortality. In the UK,

high emissions of nitrogen oxides (NO + NO2 = NOx) is a major concern and is a result

of increased diesel vehicle usage. Diesel vehicles emit higher proportions of NOx as NO2,

which can perturb the NOx photochemical cycle with O3. Higher NO2 emissions have led

to NOx concentrations plateauing over the last 15 years, which has not been in line with

predicted emission reductions. The governmental department charged with overseeing the

UK’s air quality is the Department of Environment, Food and Rural Affairs (DEFRA).

DEFRA assesses UK emissions and reports them to EU, in order to meet strict air quality

legislation. NOx emissions from cities such as London, regularly exceed safe EU limits,

posing a direct threat to human health.

A key tool used by DEFRA towards meeting air quality legislation is the National

Atmospheric Emissions Inventory (NAEI). This inventory gives detailed annual emission

estimates for pollutants such as NOx and VOCs, for the entire UK at 1 km2 resolution.

The accuracy of these emission estimates will directly impact whether the UK is able

to meet EU air quality regulations. Previous work assessing the reliability of the NAEI

has been conducted from tower sites, including the BT tower in London. By making

eddy−covariance measurements over a period of months, emission rates can be compared

to annual NAEI estimates. The main disadvantage of this approach is that it is particu-

larly area specific therefore it cannot be extrapolated over an entire city. More recently,

eddy-covariance from an aircraft has been used to measure emissions from entire cities,

such as Mexico City. In terms of the UK, this strategy allows for cities such as Lon-

don to be assessed on a resolution note previously possible using classical eddy-covariance

approaches.

Airborne eddy-covariance was used to calculate emission rates for NOx and a number of

different VOCs over London and Southern England at low altitude (360 m). The technique

uses wavelets to calculate an eddy-flux, whilst ensuring all frequency contributions are

accounted for. Wavelets also allow each flux measurement to be conducted at spatial

scales below 1 km giving highly detailed emission structure for the area being flown over.

As each flight leg took approximately 20 minutes to complete, multiple passes were done to

reduce the temporal variability of the eddy−fluxes. Flights were conducted in the summer

of 2013 and 2014, running for two two week periods. This gave a total of 32 hours’ worth
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of flight data from which fluxes could be calculated from. Measured NOx fluxes from both

years flights highlighted very high emissions emanating from central London. The emission

signature was very similar for both years, with high emissions observed concurrently over

the same areas. Calculated VOC fluxes showed interesting structure depending on the

species. Toluene’s emission structure over London followed that of NOx with highest

emission over central London. Benzene fluxes showed higher temporal−variability and no

clear emission maximum over London. Flux ratios of benzene to toluene for central areas

were indicative of multiple emission sources, rather than from road vehicles alone.

To give context to the measured eddy-fluxes, comparison to the NAEI was conducted

using a footprint model. The footprint model assesses the contributing 2−dimensional

area responsible for the measured flux in the form of a weighting matrix. The calculated

matrix is the same size as the emissions inventory and weights each 1 km emission cell

individually up to a cumulative sum of 1. Each matrix is calculated using measured

meteorology during each flight. In order to scale footprint NAEI emission estimates to the

time−of−day at which the eddy−flux measurements were made, scaling factors were used.

Each factor is unique depending on the pollutant (NOx, VOCs) and accounts for changes

in emission rate for each month, day and hour. Cumulatively this approach allows for

direct time-of-day comparison between aircraft measurements and scaled NAEI estimates.

A significant discrepancy was identified between NAEI emission estimates and actual

NOx flux measurements, with the highest underestimation being a factor of two in Cen-

tral London. In outer London, where the source of NOx is almost exclusively from road

transport (90%), there is an underestimation in the inventory of around a factor of 1.5, in-

dicative of the poor treatment of the road traffic source in the NAEI. Due to the potential

loss of some NOx emitted at ground level during its transport to the measurement altitude,

the calculated inventory underestimation can be considered as conservative. When mea-

surements were compared to an enhanced version of the NAEI, containing both non-road

mobile machinery emission sources from the LAEI and real-world traffic emissions from

the enhanced LAEI, a better agreement was found. This highlights the need for better

traffic emission estimates in NAEI.

In addition to NOx, VOCs were compared to the NAEI. Measured benzene fluxes over

London displayed high spatial heterogeneity and compared relatively well to NAEI esti-

mates. Measured toluene and C2 alkyl−benzenes fluxes showed high emissions emanating

from central and industrial regions of London, although these were overestimated by the
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NAEI. It is clear that further refinement of the NAEI, both in terms of the speciation of

its NMHC inventory and in terms of individual VOC emission rates, is required.

More work is needed to better understand and quantify the short−term accuracy of

emission inventories. Emission inventories tend to focus on providing longer term (annual)

emission estimates and are ill equipped to provide information on the temporal nature of

emissions. Improved information on the temporal characteristics of emissions would im-

prove the reliability of short−term flux measurements when compared with emission in-

ventories. In particular, NOx measurements highlight the critical importance of obtaining

independent pollutant emission rates from vehicles during on−road driving conditions and

using such data in emission inventories, rather than relying on emissions data obtained

during artificial test driving conditions or provided by vehicle manufacturers.

In conclusion, the combination of real−time emission measurements and spatial com-

parison to emission inventories using the discussed methodology is a powerful tool. It

has allowed for spatial assessment on a scale not previously possible in the UK. Due to

the importance such inventories like the NAEI play, direct assessment of their accuracy is

highly important with this technique giving a reliable way of doing just that.
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6.2 Uncertainties in Airborne Flux Measurements

A key area which underpins the work presented in this thesis, is the relative uncertainties

of the airborne flux measurements made. These measurements have multiple sources

of uncertainty which together can be significant if not properly understood. Firstly, NOx

measurements made by the Fast−AQD−NOx instrument have uncertainties related to the

precision and accuracy of the instrument. The overall uncertainty of the measurements at

9 Hz was low, with mixing ratios of NOx typically above 1 ppb giving an error of < 15%.

The second uncertainty which affects the flux measurements is the eddy−covariance

calculation. Classical eddy-covariance gives a single flux estimate over a 30−minute period,

compared to wavelets which generate fluxes at far greater time resolution. The finer time

scales at which these fluxes are made increases the uncertainty. This increase in uncertainty

is due to both systematic and random errors, which stem from the meteorological probe not

being able to capture all the contributing eddies to the flux and also the largest transport

eddies due to the reduced time scales. In relation to how these uncertainties affect the

measured fluxes, 1 km resolved fluxes can have an uncertainty above 250% which is highly

significant.

Classical eddy-covariance gets around the high uncertainty problem by averaging the

data over longer time periods (30 minute intervals) which allows the sensor capture more

of the contributing eddies. For aircraft measurements, averaging over longer distances

helps reduces the overall uncertainty. Averaging airborne fluxes to 15 km scales reduces

the overall uncertainty for this study < 50%, and < 25% for 50 km scale fluxes which

represent an average flight leg over London.

Another important uncertainty is in the emission inventory and footprint model com-

parison. The footprint model is dependent most on the surface roughness length used. For

homogenous terrain finding the correct roughness is simple; however, London is highly het-

erogeneous, represents a real challenge when trying to account for large degrees of change.

Going forward this is an area which needs better understanding as to what uncertainty

highly heterogeneous terrain has on the model and in turn emission estimates generated

by it.

Overall the main source of uncertainty is down to the eddy-covariance methodology.

When accounting for only the eddy−covariance calculation and NOx measurement uncer-

tainties (square root of the summed squared individual errors), 15 km scale fluxes have an

overall uncertainty of 52%. 50 km scale fluxes an overall uncertainty of 32%. At both these
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flux scales, the uncertainty is less significant than for 1 km scales and does not impact on

the conclusions drawn in Chapter 4 and 5 towards the emission inventory assessment. In

future, it is an area of the technique which requires greater attention as there are only a

limited number of studies which investigate these flux uncertainties.

6.3 Future work

Classical ground based eddy-covariance gives a single flux estimate over a 30−minute to

1 hour period, compared to wavelets which are able to generate fluxes at far greater time

resolution. Future studies may want to assess whether ground based eddy−covariance

could follow a wavelet approach to generate higher time resolution fluxes, whilst still

meeting the same robustness as the current classical methodology.

Another aspect of the presented work which will need continued development is the

footprint model. Footprint models have classically been applied to homogeneous terrains

with small changes in surface roughness. The work discussed here applies the model to

a highly heterogeneous surface with high variability of surface roughness. Understanding

the effect large buildings have on surface roughness is complex, requiring highly resolution

measurements of both surface structure and wind profiles. The surface roughness estimates

used here were not able to fully capture the effect a single skyscraper would have on the

footprint model, and so requires future studies to better elaborate on this. Overall, by

better understanding the two highlighted areas, the robustness and applicability of the

wavelet based flux methodology would be greatly increased.
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Footprint Weighting Matrices

Shown here are calculated footprint weighting matrices from the footprint parameterisa-

tion as discussed in Chapter 3.
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The following Figures show calculated footprint weighting matrices for varying PBL

heights (Zi). Other footprint parameters were set at constant values: σv = 0.2, σw = 0.2,

u∗ = 0.2, ZM = 360, Z0 = 1.0.

Figure A.1: Footprint weighting matrix for set Zi of 500 and 750 m. All other footprint parameters set constant.

Figure A.2: Footprint weighting matrix for set Zi of 1,000 and 1,250 m. All other footprint parameters set

constant.
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Figure A.3: Footprint weighting matrix for set Zi of 1,500 and 1,750 m. All other footprint parameters set

constant.

Figure A.4: Footprint weighting matrix for set Zi of 2,000 m. All other footprint parameters set constant.
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The following Figures show calculated footprint weighting matrices for varying stan-

dard deviation of horizontal wind (σv). Other footprint parameters were set at constant

values: σw = 0.2, u∗ = 0.2, ZM = 360, Z0 = 1.0, Zi = 1,000.

Figure A.5: Footprint weighting matrix for set σv of 0.2 and 0.4 m s−1. All other footprint parameters set

constant.

Figure A.6: Footprint weighting matrix for set σv of 0.6 and 0.8 m s−1. All other footprint parameters set

constant.
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Figure A.7: Footprint weighting matrix for set σv of 1.0 and 1.2 m s−1. All other footprint parameters set

constant.
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The following Figures show calculated footprint weighting matrices for varying stan-

dard deviation of vertical wind (σw). Other footprint parameters were set at constant

values: σv = 0.2, u∗ = 0.2, ZM = 360, Z0 = 1.0, Zi = 1,000.

Figure A.8: Footprint weighting matrix for set σw of 0.2 and 0.4 m s−1. All other footprint parameters set

constant.

Figure A.9: Footprint weighting matrix for set σw of 0.6 and 0.8 m s−1. All other footprint parameters set

constant.
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Figure A.10: Footprint weighting matrix for set σw of 1.0 m s−1. All other footprint parameters set constant.
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Appendix A: Footprint Weighting Matrices

The following Figures show calculated footprint weighting matrices for varying friction

velocity (u∗). Other footprint parameters were set at constant values: σw = 0.2, σv = 0.2,

ZM = 360, Z0 = 1.0, Zi = 1,000.

Figure A.11: Footprint weighting matrix at set u∗ of 0.2 and 0.4 m s−1. All other footprint parameters set

constant.

Figure A.12: Footprint weighting matrix at set u∗ of 0.6 and 0.8 m s−1. All other footprint parameters set

constant.

208



Figure A.13: Footprint weighting matrix at set u∗ of 1.0 and 1.2 m s−1. All other footprint parameters set

constant.
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Appendix A: Footprint Weighting Matrices

The following Figures show calculated footprint weighting matrices for varying aero-

dynamic roughness length (Z0). Other footprint parameters were set at constant value:

σw = 0.2, σv = 0.2, u∗ = 0.2, ZM = 360, Zi = 1,000.

Figure A.14: Footprint weighting matrix at set Z0 of 0.1 and 0.2 m. All other footprint parameters set constant.

Figure A.15: Footprint weighting matrix at set Z0 of 0.4 and 0.8 m. All other footprint parameters set constant.
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Figure A.16: Footprint weighting matrix at set Z0 of 1.6 and 3.2 m. All other footprint parameters set constant.

Figure A.17: Footprint weighting matrix at set Z0 of 6.4 m. All other footprint parameters set constant.
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Appendix A: Footprint Weighting Matrices

The following Figures show calculated footprint weighting matrices for varying mea-

surement height (ZM ). Other footprint parameters were set at constant values: σw = 0.2,

σv = 0.2, u∗ = 0.2, Z0 = 1.0, Zi = 1,000.

Figure A.18: Footprint weighting matrix at set ZM of 100 and 150 m. All other footprint parameters set constant.

Figure A.19: Footprint weighting matrix at set ZM of 200 and 250 m. All other footprint parameters set constant.
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Figure A.20: Footprint weighting matrix at set ZM of 300 and 350 m. All other footprint parameters set constant.

Figure A.21: Footprint weighting matrix at set ZM of 400 and 450 m. All other footprint parameters set constant.
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Appendix B

Continuous Wavelet Transform

Cross−Spectrums

Shown here an examples of calculated CWT Cross−Spectrums for NOx and VOC fluxes,

as described in Chapters 4 and 5.
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Appendix B: Continuous Wavelet Transform Cross−Spectrums

Figure B.1: (a) Variation of NO2 concentration from the mean and variance of vertical wind speed from the mean,

(b) time resolved wavelet cross spectrum, (c) the average cross−covariance between NO2 concentration and vertical

wind, for a typical NE to SW run across London.
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Figure B.2: (a) Variation of benzene concentration from the mean and variance of vertical wind speed from the

mean, (b) time resolved wavelet cross spectrum, (c) the average cross−covariance between benzene concentration

and vertical wind, for a typical NE to SW run across London.
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Appendix B: Continuous Wavelet Transform Cross−Spectrums

Figure B.3: (a) Variation of toluene concentration from the mean and variance of vertical wind speed from the

mean, (b) time resolved wavelet cross spectrum, (c) the average cross−covariance between toluene concentration

mixing ratio and vertical wind, for a typical NE to SW run across London.
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Figure B.4: (a) Variation of C2 alkyl−benzenes concentration from the mean and variance of vertical wind

speed from the mean, (b) time resolved wavelet cross spectrum, (c) the average cross−covariance between C2

alkyl−benzenes concentration and vertical wind, for a typical NE to SW run across London.
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Appendix B: Continuous Wavelet Transform Cross−Spectrums

Figure B.5: (a) Variation of C3 alkyl−benzenes concentration from the mean and variance of vertical wind

speed from the mean, (b) time resolved wavelet cross spectrum, (c) the average cross−covariance between C3

alkyl−benzenes concentration and vertical wind, for a typical NE to SW run across London.
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Figure B.6: (a) Variation of isoprene concentration from the mean and variance of vertical wind speed from the

mean, (b) time resolved wavelet cross spectrum, (c) the average cross−covariance between isoprene concentration

and vertical wind, for a typical run across Southern England.
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Appendix B: Continuous Wavelet Transform Cross−Spectrums

Figure B.7: (a) Variation of MVK/MACR concentration from the mean and variance of vertical wind speed

from the mean, (b) time resolved wavelet cross spectrum, (c) the average cross−covariance between MVK/MACR

concentration and vertical wind, for a typical run across Southern England.
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Figure B.8: (a) Variation of monoterpenes concentration from the mean and variance of vertical wind speed

from the mean, (b) time resolved wavelet cross spectrum, (c) the average cross−covariance between monoterpenes

concentration and vertical wind, for a typical run across Southern England.
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Appendix C

Continuous Wavelet Transform Co

and Cumulative Co-Spectra

Shown here an examples of calculated CWT Co and cumulative Co−Spectra for NOx and

VOC fluxes, as described in Chapters 4 and 5.
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Appendix C: Continuous Wavelet Transform Co and Cumulative Co-Spectra

Figure C.1: left) co−spectra of NO2 and temperature flux using CWT and FFT methods. Right) cumulative

co−spectra for NO2 and temperature flux using CWT and FFT methods.

Figure C.2: left) co−spectra of benzene and temperature flux using CWT and FFT methods. Right) cumulative

co−spectra for benzene and temperature flux using CWT and FFT methods.

Figure C.3: left) co−spectra of toluene and temperature flux using CWT and FFT methods. Right) cumulative

co−spectra for toluene and temperature flux using CWT and FFT methods.
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Figure C.4: left) co−spectra of C2 alkyl-benzenes and temperature flux using CWT and FFT methods. Right)

cumulative co−spectra for C2 alkyl-benzenes and temperature flux using CWT and FFT methods.

Figure C.5: left) co−spectra of C3 alkyl-benzenes and temperature flux using CWT and FFT methods. Right)

cumulative co−spectra for C3 alkyl-benzenes and temperature flux using CWT and FFT methods.

Figure C.6: left) co−spectra of isoprene and temperature flux using CWT and FFT methods. Right) cumulative

co−spectra for isoprene and temperature flux using CWT and FFT methods.
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Appendix C: Continuous Wavelet Transform Co and Cumulative Co-Spectra

Figure C.7: left) co−spectra of MVK/MACR and temperature flux using CWT and FFT methods. Right)

cumulative co−spectra for MVK/MACR and temperature flux using CWT and FFT methods.

Figure C.8: left) co−spectra of monoterpenes and temperature flux using CWT and FFT methods. Right)

cumulative co−spectra for monoterpenes and temperature flux using CWT and FFT methods.

228



Abbreviations

aj Continuous Wavelet Transform frequency domain scales

AIMMS−20 Aircraft−Integrated Meteorological Measurement System

AQD Air Quality Design Inc.

bn Continuous Wavelet Transform time domain scales

blue−light PLC Blue−Light Photolytic Converter

BOC British Oxygen Company

BrONO2 bromine nitrate

c’ Instantaneous deviations of concentration from its mean

CD Corona Discharge

CE Conversion Efficiency of blue−light PLC

CH1nom Channel 1 nominal sensitivity

CH2nom Channel 2 nominal sensitivity

CL Chemiluminescence

CO carbon monoxide

CO2 carbon dioxide

COI Cone of Influence

CWT Continuous Wavelet Transform
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de Disjunct Error

DEFRA Department of Environmental, Food and Rural Affairs

EC Eddy−Covariance

EEA European Economic Area

EMEP European Monitoring and Evaluation Programme

EMEP4UK European Monitoring and Evaluation Programme model (EMEP

MScW) for the United Kingdom

Fast−AQD−NOx Fast NOx Chemiluminescence Instrument

FC Flow−Controllers

FFT Fast Fourier Transform

HONO nitrous acid

IDW Inverse Distance Weighting

k von Karmon Constant

L Obukhov length

LAEI London Atmospheric Emissions Inventory

LEDs Light Emitting Diodes

LEZ Low Emission Zone

LoD Limit of Detection

MACR methacrolein

MFC Mass−Flow Controllers

MTBE methyl tert−butyl ether

MVK methyl vinyl ketone

NAEI National Atmospheric Emissions Inventory

NERC Natural Environment Research Council
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NMHCs non-methane hydrocarbons

N2 nitrogen

NO nitrogen monoxide

NO2 nitrogen dioxide

NPL UK National Physical Laboratory

NRMM Non-Road Mobile Machinery

O3 ozone

O3−CLD Ozone Chemiluminescence Detection

OPFUE Ozone Precursor Fluxes in Urban Environments

p Continuous Wavelet Transform normalisation factor

PC Pressure−Controller

Pd Density of Air

PLC Photolytic Converter

PLC−O3−CLD Photolytic Ozone Chemiluminescence Detection

PM Particulate Matter

PM2.5 Particulate Matter sized ≤2.5 micrometers

PM10 Particulate Matter sized ≤10 micrometers

PMT Photomultiplier Tube

PTR−MS Proton−Transfer−Reaction Mass−Spectrometry

re Random Error

RF Research Flight

RSD Remote Sensing Detector

RV Reaction−Vessel

se Systematic Error
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u* Friction Velocity

UK United Kingdom

UV Ultra−Violet light

VOC Volatile Organic Carbon

w’ Instantaneous deviations of vertical wind from its mean

Z0 Aerodynamic Roughness Length

Zi Planetary Boundary Layer

Zm Measurement Height

ZV Zero−Volume
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between airborne measurements of methanol, acetonitrile and acetone using two dif-

ferently configured PTR-MS instruments. International Journal of Mass Spectrom-

etry, 239(2):129–137, 2004. ISSN 1387-3806.

[202] M.E. Jenkin, J.C. Young, and A.R. Rickard. The MCM v3. 3.1 degradation scheme

for isoprene. Atmos. Chem. Phys, 15(20):11433–11459, 2015.

[203] J.A. Businger, J.C. Wyngaard, Y. Izumi, and E.F. Bradley. Flux-profile relationships

in the atmospheric surface layer. Journal of the atmospheric Sciences, 28(2):181–189,

1971. ISSN 1520-0469.

254



REFERENCES

[204] T. Foken. 50 years of the MoninObukhov similarity theory. Boundary-Layer Mete-

orology, 119(3):431–447, 2006. ISSN 0006-8314.

[205] N.R. Passant. Speciation of UK emissions of non-methane volatile organic com-

pounds. AEA Technology Report ENV-0545, Culham, Abingdon, United Kingdom,

2002.

[206] M. Vieno, A.J. Dore, D.S. Stevenson, R. Doherty, M.R. Heal, S. Reis, S. Hallsworth,

L. Tarrason, P. Wind, D. Fowler, D. Simpson, and M.A. Sutton. Mod-

elling surface ozone during the 2003 heat-wave in the UK. Atmos. Chem.

Phys., 10(16):7963–7978, aug 2010. ISSN 1680-7324. doi: 10.5194/acp-10-

7963-2010. URL http://www.atmos-chem-phys.net/10/7963/2010/http://www.

atmos-chem-phys.net/10/7963/2010/acp-10-7963-2010.pdf.

[207] M. Vieno, M.R. Heal, S. Hallsworth, D. Famulari, R.M. Doherty, A.J. Dore,

Y.S. Tang, C.F. Braban, D. Leaver, M.A. Sutton, and S. Reis. The role

of long-range transport and domestic emissions in determining atmospheric

secondary inorganic particle concentrations across the UK. Atmos. Chem.

Phys., 14(16):8435–8447, aug 2014. ISSN 1680-7324. doi: 10.5194/acp-14-

8435-2014. URL http://www.atmos-chem-phys.net/14/8435/2014/http://www.

atmos-chem-phys.net/14/8435/2014/acp-14-8435-2014.pdf.

[208] M. Vieno, M.R. Heal, M.L. Williams, E.J. Carnell, E. Nemitz, J.R. Stedman, and

S. Reis. The sensitivities of emissions reductions for the mitigation of UK PM2.5.

Atmos. Chem. Phys., 16(1):265–276, jan 2016. ISSN 1680-7324. doi: 10.5194/

acp-16-265-2016. URL http://www.atmos-chem-phys.net/16/265/2016/http://

www.atmos-chem-phys.net/16/265/2016/acp-16-265-2016.pdf.

[209] M. Vieno, M.R. Heal, M.M. Twigg, I.A. MacKenzie, C.F. Braban, J.J.N. Lingard,
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