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Abstract

Supersymmetry is one of the most theoretically studied subjects in modern particle physics;
so far no direct experimental proof of its existence has been observed. The Large Hadron
Collider (LHC) is a machine designed to create high energy particle collisions, which are
analysed by multiple experiments, probing the substructure and fundamental properties
of matter. The experiment ATLAS is used in this thesis in searches for the signatures
supersymmetric particles as they decay. A detailed overview of two signature searches for
third generation supersymmetry in events with b-tagged jets is the main focus of this thesis.
A data-driven technique for estimating the Multi-jet background in zero lepton final state
signatures is additionally presented.

The first search used a dataset with an integrated luminosity of 3.2 fb−1 collected in
2015 during Run-II of the LHC at a centre-of-mass energy of

√
s = 13 TeV. The analysis

was optimised for a simplified signal model in which only the supersymmetric partners of
the bottom quark are pair-produced in LHC collisions. No significant excess above the
Standard Model background was observed, setting 95% CL limits on the masses of the
scalar bottom quark and lightest neutralino. Many sophisticated techniques for estimating the
Standard Model backgrounds were employed using Monte-Carlo simulation and data-driven
techniques, which are applicable to many hadron collider analyses. The prospects of future
discovery of scalar bottom quarks were studied, resolving a 5σ discovery potential above 1
TeV at the High Luminosity LHC for low mass neutralinos.

The second search was performed at the end of Run-I of the LHC using a dataset corre-
sponding to an integrated luminosity of 20.3 fb−1 at

√
s = 8 TeV. The analysis focused on a

unique search for the pair-production of scalar top and bottom quarks decaying asymmet-
rically to neutralinos and charginos in a more complex and arguably more realistic model
scenario. The models targeted were inspired by a natural pMSSM scenario with low mass su-
persymmetry partner of the third generation quarks. Again, no significant deviation from the
Standard Model background was observed setting 95% CL limits on the masses of the third
generation supersymmetric quarks. The results of the analysis were interpreted in the context
of a full pMSSM scan together with many other ATLAS analyses to provide the theoretical



community with a more meaningful summary of the exclusion limit on supersymmetric
particles set by ATLAS.
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Chapter 1

Introduction

What happens if we keep cutting up an apple into smaller and smaller pieces? At what point
can we no longer cut it? Ancient Greek philosophers were the first documented to consider
the smallest discrete pieces of matter, coining the term atomos, from the Greek word for
“indivisible”. Through thousands of years of science, probing matter, we now know our
world is built from ninety two naturally occurring chemical elements. Their atomic nuclei
consist of varying numbers of protons and neutrons. We have found that these subatomic
particles are made up of point-like particles - up and down quarks bound together by the
strong nuclear force. We also know that the nuclei of atoms are surrounded by clouds of
point-like particles - electrons, attracted to the nuclei by the electro-magnetic force. The
field of Chemistry incorporates the physics behind how matter changes state. An isotope of
Nitrogen-13 can decay to a Carbon-13 isotope emitting β radiation1, which we know occurs
due to the existence of the weak nuclear force.

Quantum Field Theory (QFT) tells us that other point-like particles arise from quantum
excitations of the forces of nature. These particles are force carriers with significantly
different properties to matter particles. These particles differ by their intrinsic quantum spin -
the minimum possible value of their angular momentum. Matter particles are fermions, they
have spin-1

2 and obey Fermi-statistics, which is to say that no two particles with the same
spin can occupy the same quantum state, without this, atoms can not form. Force carriers, in
contrast, are bosons of spin-1 and obey Bose-Einstein-statistics; they can occupy the same
state. The photon is the quantum of light, it is said to carry the electromagnetic force. The
less well known fundamental particles are: the gluons, which carry the strong nuclear force,
and the vector bosons which carry the weak nuclear force2.

1β radiation is the high-energy emission of an electron or position (the anti-particle of the electron with
opposite charge)

2There are two W bosons, a positively charged (W+), negatively charged (W−) and a neutral (Z) boson
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We have excellent direct and indirect experimental evidence that all these particles exist
from almost a century of particle physics experiments. In addition to the particles described,
further fundamental particles, which decay quickly to these stable particles, have been
discovered. Three generations of matter particles exist3: up and down quarks, electron and
an electron-neutrino; strange and charm quarks, muon and a muon-neutrino; and top and
bottom quarks, tau and a tau-neutrino. The second and third generations appear identical to
the first except they are heavier. But how do we know all these particles are fundamental and
point-like? How do we know these particles have no substructure?

Our belief is motivated by the Standard Model of particle physics, a QFT that classifies
all particles and forces as point-like quanta and describes their interactions. Firstly, this
model has been probed thousands of times experimentally and has yet to yield any evidence
of substructure. Secondly, this model explains all known composite particles states that have
been observed so far. Thirdly, the theory is valid up to the Planck scale, upon which the
notion of point-like particles breaks down due to the effects of General Relativity. To have
a theory which can explain so many experimental observations and can be extrapolated to
the smallest scale possible without any inconsistencies is theoretically very appealing. The
Standard Model also explains how the fundamental particles acquire mass via interactions
with the Higgs boson, a unique scalar particle4.

When the measured interaction strength of the forces is extrapolated to smaller distances
(higher energies beyond our current scientific reach), an interesting feature occurs: if particles
are point-like then the forces appear to converge toward a point in which they are unified.
But if the observed particles are not point-like, and have substructure, this does not occur.
Convergence of the coupling constants suggests that at some energy level all physics is
unified as one Theory Of Everything (TOE).

Despite having said this, in reality,the three fields do not actually converge at the same
point, they in fact meet at three separate points at an energy of O(1012 −1016) GeV. This
can be resolved to a single unifying point of O(1016) GeV by supersymmetry. Providing
unification of the forces is a bi-product of supersymmetric models. Such models were first
proposed to solve the fine-tuning of the Higgs mass and were also found to provide an
explanation of the missing mass content of the universe - Dark Matter, unification was a
theoretically appealing bi-product.

Supersymmetry (SUSY) is a symmetry between particles of matter and force particles.
Supersymmetric models say that for every fermion there exists a boson with spin that differs
by 1

2 , and vice-versa for all bosons. These particles are supersymmetric partners of the

3For each matter particle, an anti-particle of opposite charge exists too.
4Scalar particles are bosons with spin-0.
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Standard Model particles. They must be of very high mass, otherwise we would have
observed them. Therefore the symmetry is said to be broken.

This thesis initially describes the Standard Model of particle physics in more detail
and the mathematical motivations behind its construction. Failings of the Standard Model
which lead to the hypothesis of supersymmetric models are discussed as well as a detailed
description of supersymmetry. In order to discover new particles beyond the Standard Model
we need larger and more powerful machines to analyse subatomic particles. Particle colliders
are the most preferable means for doing this. Chapter 3 gives an overview of general collider
physics and how supersymmetric particles may be produced and studied. The Large Hadron
Collider is one machine capable of reaching high enough energies to probe these models.
Sophisticated detectors are needed to analyse and measure the products of these collisions.

The ATLAS detector is one of two all-purpose detectors situated on the ring of the Large
Hadron Collider. The detector was used in this thesis in searches of supersymmetry. Chapter
4 gives an overview of the Large Hadron Collider and ATLAS. How the detector accurately
measures and reconstructs particles is explained in detail in Chapter 5, in addition to this the
procedure of statistical interpretation of the measurements is also given. Chapter 6 details a
method for estimating a large Standard Model background caused by the mis-measurement
of hadronisation of gluons and quarks. A simple search for the supersymmetric partner
of the bottom quark is detailed in Chapter 7, future prospects for the discovery of such
particles are also detailed. Chapter 8 details an analysis searching for evidence of both
supersymmetric partners of top and bottom quarks. This final analysis is interpreted in the
context of thousands of supersymmetric models which may be more realistic manifestations
of supersymmetry in nature.

In the pursuit of attempting to explain our observable universe, the discovery of super-
symmetry would possibly lead us toward a better understanding of the world we live in.
This is the ultimate goal of science. The universe does not however owe us an explanation.
Supersymmetry may not be discovered in the life-time of anyone5 currently living on planet
Earth. This would not mean that supersymmetry definitely does not exist but many of the
appealing theoretically implications become dampened. Equally, supersymmetry may not
exist, we just don’t know yet. It is therefore important for the current and future generations
to pursue other theories of our universe and to develop experimental tests for them. The
techniques aimed at the discovery of new particles in colliders, described in this thesis, can
be used to probe many theories for physics beyond the Standard Model.

5as of 2016
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Chapter 2

Theoretical Motivation

2.1 The Standard Model of Particle Physics

The Standard Model (SM) of particle physics describes the subatomic scale by classifying
all the known fundamental particles and forces. The model is extremely elegant and has
been probed by many precision experiments since its conception in the mid-1970s [38–40].
It incorporates one of most precise scientific measurements ever made - the measurement
of the g-factor1 of the electron [41]. The particle data group lists the world average of all
experiments , and cites the theoretical value for the electron to be [30, 42, 43]:(

g−2
2

)exp.

e
= (1,159,652,181.11±0.075)×10−12

(
g−2

2

)theory.

e
= (1,159,652,188.4±4.3)×10−12

giving the one of the most striking agreements between theory and experiment. The for-
malisation of the theory lead to the discovery of multiple particles predicted by the model;
famously the vector bosons [44, 45] and the Higgs boson [46, 47].

Despite this, there are good reasons to believe the SM is a lower order approximation
of a more general theory of the universe [48–52]. Supersymmetry (SUSY) [53–58] is one
such Beyond the SM (BSM) theoretical framework that can provide solutions to many of the
shortcomings of the SM. This chapter provides an overview of the SM of particle physics, its
shortcomings and supersymmetry.

1a constant that relates a particle’s spin angular momentum to its total magnetic moment.
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2.1 The Standard Model of Particle Physics

2.1.1 Particle Classification

The SM classifies all particles into three sub-groups: leptons, quarks and field particles. This
classification is based on the quantum mechanical properties of the particles, such as spin
and charge. The matter particles (leptons and quarks) are fermions of half integer spin. The
field particles are bosons of integer spin.

In the SM there are four types of field particles: gluons, which mediate the strong nuclear
force; photons, the mediator of the electromagnetic force; W and Z gauge bosons, carriers
of the weak nuclear force; and the Higgs boson, the particle responsible for giving mass to
fundamental particles2. Table 2.1 provides a summary of these four fields and their quantum
excitations, otherwise known as particles.

Table 2.1 The fundamental boson of the SM of particle physics showing their associated
particles states. The quantum spin and mass of these quanta are shown [30].

Boson Field Number of Particles Spin Mass (GeV)

Photon γ Electromagnetic 1 1 γ(0)
Gluon g Strong Nuclear 8 1 g(0)

Gauge Bosons W+, W−, Z0 Weak Nuclear 3 1 W (80.4), Z(91.2)
Higgs H Higgs Field 1 0 H(125)

The SM is algebraically based on a product of groups, GSM = SU(3)c ×SU(2)L ×U(1)Y,
the generators of said group describe the presence and interactions of the forces of the SM.
The special unitary group of 3-dimensions (SU(3)c) forms a foundation for the theory of
Quantum ChromoDynamics (QCD) describing the strong nuclear force. The electroweak
force, a unification of the electromagnetic and weak nuclear forces, is split into two sectors:
the electroweak sector, represented by SU(2)L; and the weak hyper charge sector, represented
by U(1)Y. The two sectors of the electroweak force (SU(2)L ×U(1)Y) are built upon the
theories of Quantum ElectroDynamics (QED) and Quantum Flavour Dynamics (QFD),
the mixing of the eigenstates of the electroweak force gives rise to the separate forces of
electromagnetism and the weak nuclear force. The electroweak force particles therefore have
spin 1.

The final field particle, the Higgs boson, is unique as its spin is 0. The field arises from
Spontaneous Symmetry Breaking (SSB) of SU(2)L ×U(1)Y.

Matter particles, unlike bosons which have integer spin, are fermions with spin 1
2 . They

are represented mathematically by four-dimensional complex vectors called Dirac spinors
(ψ) [59, 31], which can be decomposed into left- and right-handed chiral components.

2It should be noted that the Higgs fields is generally not considered a fundamental force, it is a force in the
sense of its interactions with other particles
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2.1 The Standard Model of Particle Physics

Fermions interactions can be explained by the presence of the SM generators (GSM) acting
upon the spinor states. In nature at least three generations of fermions exist, each generation
contains a positively charged quark (2

3 e), a negatively charged quark (−1
3 e), a negatively

charged lepton (−1 e) and a neutral anti-neutrino (0 e). The elementary charge, e, has a
measured value of 1.6021766208(98)×10−19 Coulombs [1]. For every fermion there also
exists an anti-particle of opposite charge 3. The three generations have identical properties
except their mass. The particles of generation-II and generation-III are of higher mass and
are unstable, they decay via the bosons to the Generation-I particles. A summary of the
matter particles of the SM is shown in Table 2.2.

Table 2.2 The fundamental matter particles of the SM of particle physics and their key
properties. These particles are subdivided into quarks and leptons, they all have spin 1

2
[30, 31].

Quarks Leptons

Particle Charge (e) Mass Particle Charge (e) Mass

I Up u +2
3 2.3 MeV Electron e −1 0.5 MeV

Down d −1
3 4.8 MeV Electron Neutrino νe 0 < 2 eV

II Charm c +2
3 1.3 GeV Muon µ −1 106 MeV

Strange s −1
3 95 MeV Muon Neutrino νµ 0 < 2 eV

III Top t +2
3 173 GeV Tau τ −1 1.8 GeV

Bottom b −1
3 4.2 GeV Tau Neutrino ντ 0 < 2 eV

2.1.2 The Standard Model Lagrangian Density

The SM can be expressed mathematically with the use of a Lagrangian density, describing a
combination of the kinematic and potential energy of all known particles and their interactions.
The formula is expressed in Equation 2.1 [62, 1, 63, 64], a description of each term is provided
in Table 2.3.

LSM = LB +LW +LG +Lφ +Lother

+ ∑
ℓ=e,µ,τ

L(ℓ)+ ∑
ℓ=e,µ,τ

LY(ℓ)+ ∑
f=1,2,3

L( f )+ ∑
f=1,2,3

LY( f ) (2.1)

3In the case of the neutral neutrino, its anti-neutrino differs by chirality: a neutrino is left-handed and an
anti-neutrino is right-handed. It is possible that a neutrino is a Majorana fermion [60, 31] and it is its own
anti-particle with a left and right-handed state. If this is true, phenomena such as neutrinoless double beta decay
and other lepton violating processes would be allowed - such processes have yet to be observed [61].
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2.1 The Standard Model of Particle Physics

The following sections shall explain the origin and relevance of each term.
Table 2.3 The components of the SM Lagrangian density decomposed to the terms associated
with different matter and force particles sectors.

Term Description

LB Gauge term associated with the Abelian group U(1)Y

LW Gauge term associated with the non-Abelian group SU(2)L

LG Gauge term associated with the non-Abelian group SU(3)c

Lφ Unitary gauge field representing the Higgs SU(2)L doublet
L(ℓ) Lepton term associated with gauge boson interactions
L( f ) Quark term associated with gauge boson interactions
LY(ℓ) Yukawa term for lepton masses obtained via SSBa of SU(2)L ×U(1)Y

LY( f ) Yukawa term for quark masses obtained via SSB of SU(2)L ×U(1)Y

Lother Gauge-fixing term for field strength tensorb and ghost particlesc

aSpontaneous Symmetry Breaking
bWith the use of gauge fixing, inverse propagators can be defined. This is to remove eigenvectors with

eigenvalues of 0, which are not invertible.
cQCD needs to include non-physical ghost particles, they are needed to cancel non-physical polarisation

states of gluons.

2.1.3 Quantum Electrodynamics (QED)

The theory of QED is one of the simplest Quantum Field Theories (QFT); it quantum
mechanically describes the classical field theory of electromagnetism. For a relativistic
massive scalar field described by the Klein-Gordon-Equation (KGE)4, it can be shown that
the invariance of the equations of motion under a global U(1) rotation of the field, requires
the presence of a massless vector field - the electromagnetic field.

The Dirac Lagrangian The Dirac Equation (DE) [59] provides an alternative form and
solution for a relativistic version of the Schrödinger equation [66]. The formulation solves
the problem of a negative-energy solutions possible with the KGE, it predicts a symmetry
between charged fermions leading to the discovery of anti-particles [67]. The associated
Lagrangian density of the DE is given by:

LDirac = ψ̄(iγµ
∂µ −m)ψ (2.2)

4The KGE [65] is a relativistic version of the Schrödinger equation [66]
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2.1 The Standard Model of Particle Physics

where ψ is the spinor field (of spin-1
2) with two chiral components relating to left and

right-handed projections. The gamma matrices, γµ , govern translations of ψ in 4D, they
are constructed with the 2D Pauli matrices for the purpose of the two chiral components.
Anti-particles are represented by bar notation, defined as: ψ̄ ≡ ψ†γ0. The Lagrangian can
be required to be locally gauge invariant under a U(1) space-time rotation. By choosing a
gauge to remove non-physical degrees of freedom, the Lagrangian for QED is obtained in
Equation 2.3; it describes the massive spinor field (ψ) and additionally a massless spin-1
vector field (Aµ ) representing the electromagnetic force. The middle term shows that coupling
strength between the two fields is proportional to e.

LQED =− 1
16π

FµνFµν − eψ̄γ
µAµψ + ψ̄(iγµ

∂µ −m)ψ (2.3)

Where Aµ =(φ , A⃗) is a four-vector representing the massless vector field of electromagnetism,
the electric field is E⃗ = −∇φ − ∂ A⃗

∂ t and the magnetic field (B⃗) is the curl of A⃗. Fµν =

∂µAν − ∂νAµ is the kinetic term of Aµ and is derived from the Proca Equation [68] - the
relativistic wave equation of a vector field. The resulting Lagrangian for QED, LQED,
describes the interactions between fermions, their anti-particles and photons. The DE is
essential to representing the fermionic fields of the SM. The subsequent sections will show
how this equation is built into QCD 2.1.4 and electro-weak theory 2.1.5 in order to explain
the interactions between matter particles and the forces of nature.

2.1.4 Quantum Chromodynamics (QCD)

The theory of QCD is built upon the observation that in nature only three types of particle
states are observed: baryons, anti-baryons (three quarks) and mesons (quark-anti-quark
pairs). Over several years many new particles in the form of resonances were discovered with
different charge, such as Kaon spin-0 mesons [69–71] and the ρ spin-1 mesons [72] leading
to the prediction of the strange quark. In 1974 simultaneous experiments at SLAC [73] and
Brookhaven [74] observed the resonance of the J/ψ particle which lead to the realisation of
the existence of the charmed quark (or charm quark). The Upsilon mesons were discovered
in 1977 at Fermilab [75] leading to the formulation of the third generation quarks, which was
verified with the discovery of the top quark in 1995 [76]. In order to explain these resonances
the quark model was proposed. The model features the problem that no isolated quarks have
ever been observed, yet baryons with three same-flavour quarks are allowed, for example
the ∆++(|u⟩ |u⟩ |u⟩) baryon violates the spin statistics theorem - as quarks are fermions. This
can be solved with the introduction of the colour quantum number. Subdividing quarks
into six orthogonal coloured states: red, green or blue and their anti-colours (R,G,B,R̄,Ḡ,B̄)
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2.1 The Standard Model of Particle Physics

allows for the baryonic state ∆++(|uR⟩ |uG⟩ |uB⟩) to exist as the three up-quarks are not the
same quantum spin-1

2 state. There are three coloured states and three anti-colour states, the
coloured (anti-coloured) states can be represented by a 3-dimensional column (row) vector
of Dirac spinors (adjoint spinors):

ψ⃗ =

ψr

ψg

ψb


⃗̄ψ =

(
ψ̄r̄ ψ̄ḡ ψ̄b̄

)

QCD Lagrangian To describe rotations and translations in this colour-phase-space the
generators of the special unitary group SU(3) are used. This gives rise to eight degrees of
freedom and eight generators denoted as T a = 1

2λ a where λ a are the Gell-Mann matrices [1,
31]. Following the same mathematics as with the Dirac Lagrangian for a spinor in U(1). a 3-
component spinor in SU(3) is required to be locally gauge invariant under the transformation:

ψ⃗ →Uψ⃗ = eiT aaaψ⃗ (2.4)

where aa are scalar numbers representing the magnitude of the rorations. With a choice of
gauge, the resulting QCD Lagrangian density describes how coloured quantum states interact
with one another via massless bosons:

LQCD =−1
4
𭟋a

µν𭟋aµν −gsψ̄iγ
µT a

i jG
a
µψ j + ψ̄i(iγµ

∂µ −mδi j)ψ j (2.5)

Where Ga are the eight gluons of the strong nuclear force, gs is the coupling strength, 𭟋a
µν =

∂νGa
µ + gs f abcGb

µGc
ν and ψi denotes the index of the vector of spinors. A key difference

between the QED Lagrangian (Equation 2.3) and the QCD Lagrangian (Equation 2.5) is that
because QED is an Abelian gauge theory (U(1)) and QCD is a non-Abelian gauge theory
(SU(3)) where the structure constants, f abc, are non-zero for the latter group. Multiplying out
the first term of Equation 2.5, 𭟋a

µν𭟋aµν , gives additional terms which correspond to three
and four point self interactions of the associated fields.

From the QCD Lagrangian of Equation 2.5, the gauge term of LSM associated with
the non-Abelian group SU(3)c, LG is obtained. The equation also provides part of the

∑ f=1,2,3L( f ) term associated with the interaction of fermions and gluons; the Lother term
from ghost-particles and gauge-fixing needed to cancel non-physical polarisation states and
to define inverse propagators of gluons are included in the QCD Lagrangian [31].
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Fig. 2.1 (a) Electron screening: the bare electron charge is masked by virtual electron-positron
pairs. (b) The “running” of the QED and QCD coupling constants. Taken from [1].

2.1.4.1 Coupling Strength

The additional direct couplings of the gluons has implications to the strength of the strong
nuclear force as a function of distance - an effect known as charge screening. In the theory of
QED an electron emits virtual photons, which in turn annihilate to produce virtual electron-
positron pairs. The positively charged virtual positrons are attracted to the electron and the
virtual electrons are repelled, as seen in Figure 2.1a, causing the bare charge of the electron
to be screened. Considering a single test charge moving closer to an electron, with increasing
energy needed, the cloud of electron-positron pairs gets penetrated and fewer virtual particles
screen the bare charge; this results in the measured charge to increase. Figure 2.1b shows
how αQED(Q2) increases at smaller distances (larger momentum transfer). The determined
value of αQED(0) = e2

4πε0h̄c ≈ 7.297×10−3 is given in [30].
The effect of screening is analogous in QCD with coloured quark states and gluons rather

than electron-positron pairs and photons. However, the self interactions of the gluons reverses
the effect. The gluon coloured states are mixed colour-anti-colour superposition, this results
in an anti-screening effect where a coloured quark state is surrounded by other coloured
quark states at large distances. Probing the coloured quark with a test charge results in less
colour charge measured at smaller distances- the coloured quark becomes less confined.
This behaviour is seen in Figure 2.1b, αQCD(Q2)5 decreases at smaller distances (larger
momentum transfer).

Understanding QCD is critical in understanding of the production of particles at hadron
colliders which is described in more detail in Chapter 3.

5αQCD(0) =
g2

s
4πε0h̄c
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2.1 The Standard Model of Particle Physics

2.1.5 Electroweak Theory (EWT)

The theories of QED and QCD describe the electromagnetic force and strong nuclear force
respectively; they explain how an atomic nucleus is held together and how electrons are
bound in orbital states. These theories however cannot explain how a neutron can decay into
a proton and emit an electron and a electron-anti-neutrino. They do not explain observed
decays such as charged pion decays to muons or muon decays to electrons, both of which
have observed lifetimes of O(10−8) and O(10−6) seconds respectively [1]. This is because
particles decaying via the electromagnetic force typically have lifetimes of O(10−16) seconds.
A neutral pion has a decay time of 8.4×10−17 to photons or electron-position pairs, which is
mediated by the electromagnetic force [77]. However, the decay times of charged pions and
muons are too long to occur via strong or electromagnetic interactions. These interactions are
explained by the theory of Quantum Flavour Dynamics (QFD). In the SM , QED and QFD
are united by ElectroWeak Theory (EWT). The unification of the electromagnetic and weak
nuclear forces was first suggested by Glashow [38] by considering the group SU(2)L×U(1)Y.
The theory was constructed in such a way due to the experimental observation by Wu
[78] that weak interactions maximally violate parity. This this lead to formulating spinor
states of fermions as left-handed doublets (χL) and right-handed singlets (ξR), vice versa for
anti-spinor states, shown in Table 2.4.

Table 2.4 The spinor states of Electro-weak theory broken-down into the three generations
showing left- and right-handed chiral states [1, 31].

Generation-I Generation-II Generation-III

ψleptons

(
νe

L
eL

)
,
(

ν̄e
R

ēR

)
eR, ēL

(
ν

µ

L
µL

)
,
(

ν̄
µ

R
µ̄R

)
µR, µ̄L

(
ντ

L
τL

)
,
(

ν̄τ
R

τ̄R

)
τR , τ̄L

ψquarks

(
uL
dL

)
,
(

ūR
d̄R

)
uR,dR,
ūL, d̄L

(
cL
sL

)
,
(

c̄R
s̄R

)
cR,sR,
c̄L, s̄L

(
tL
bL

)
,
(

t̄R
b̄R

)
tR,bR,
t̄L, b̄L

Section 2.1.3 described how the theory of QED requires the presence of the electro-
magnetic field if the Lagrangian of a Dirac spinor is to remain invariant under a global
U(1) rotation. Constructing left-handed and right handed fermions as doublets and singlets6

requires a SU(2)L×U(1)Y symmetry transformation on the left-handed and right-handed

6and constructing left-handed and right-handed anti-fermions as singlets and doublets

11



2.1 The Standard Model of Particle Physics

chiral components, such as:

χL → χ
′
L = exp

[
−i

g
2

α⃗(x) · T⃗ + i
g′

2
β (x)Y

]
χL (2.6)

ξR → ξ
′
R = exp

[
i
g′

2
β (x)Y

]
ξR (2.7)

where the generators, T i and Y are defined to satisfy [Q,T i] = iεi jkT j, in order to conserve
charge, Q = T 3 + Y

2 . α⃗(x) and β (x) are the vectors of magnitudes and magnitubes of
the transformations. The factors g and g′ are coupling strengths associated with these
transformations.

For the Lagrangian to remain invariant, four vector fields, W 1
µ ,W 2

µ ,W 3
µ and Bµ , (W bosons

and B boson eigenstates) are introduced. Thus the covariant derivative is modified such that:

∂µ →Dµ = ∂µ + i
g′

2
Y Bµ + igT⃗ ·W⃗ (2.8)

The resulting total Lagrangian can be decomposed in terms of exchanging a neutral current
and a charged current, for which the latter occurs only for the left-handed doublets. By doing
so, the four physical vector fields can be written as a mixture of the gauge fields since a
charge current exchange is observed experimentally. One neutral current exchange occurs
via the generator W 3

µ to only left-handed doublets and the other exchange via Bµ occurs to
both left and right-handed doublets and singlets:

W±
µ =

1
2
(W 1

µ ∓ iW 2
µ ) (2.9)(

Zµ

Aµ

)
=

(
cosθw sinθw

−sinθw cosθw

)(
W 3

µ

Bµ

)
(2.10)

Where the Weinberg angle (θw) follows the relation gsinθw = g′ cosθw = e. Aµ is the vector
field representing the photon (as in Equation 2.3); and W±

µ and Zµ are vector fields of the W
and Z bosons. EWT in SU(2)L×U(1)Y accounts for the remaining fermion interaction terms
with the electroweak bosons and added to the gauge boson term (∑ f=1,2,3L( f )) of the SM
Lagrangian. The electroweak bosons also contribute: quark interactions, ∑q=1,2,3L(q) ; LB

and LW, the kinetic terms of the W , Z and γ bosons.

2.1.6 Spontaneous Symmetry Breaking (SSB)

The last piece of the SM Lagrangian (LSM) is the mechanism for how all elementary particles
obtain mass. This is achieved via the Higgs mechanism in SU(2)L×U(1)Y. No mass terms
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2.1 The Standard Model of Particle Physics

are needed for gluons (Ga
µ ) as they are massless yet a mechanism is needed for massive

fermions and the EW bosons in SU(2)L×U(1)Y space.
Considering a Lagrangian for a complex scalar boson in doublet form, L

φ⃗
, with a potential

term (V) defined with a negative squared mass term:

V(φ⃗) = µ
2(φ⃗ †

φ⃗)+λ (φ⃗ †
φ⃗)2 (2.11)

Where the SU(2)L doublet of complex scalar Higgs fields is defined as:

φ
+ =

φ1 + iφ2√
2

(2.12)

φ
0 =

φ3 + iφ4√
2

(2.13)

φ⃗ =

(
φ+

φ 0

)
(2.14)

A graphical representation of this field φ+ as a function of the potential can be seen in
Figure 2.2.

Fig. 2.2 Graphical representation of the Higgs potential for a singular complex scalar field.

Due to this choice in potential, a non-zero minima can be found. The SU(2) symmetry of
this minima can be spontaneously broken with the choice:

φ
2
1 +φ

2
2 +φ

2
3 = 0, φ

2
3 =

µ2

λ
= v2 (2.15)
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Resulting in a minima defined as:

φ⃗
†
φ⃗ |min =

µ2

2λ
(2.16)

In order to remain invariant under the derivative transformation of Equation 2.8 the Higgs dou-
blet must also transform under the same transformation as the fermionic doublet (Equations
2.6, 2.7).
Due to the gauge invariance of Lφ the field φ3 can be redefined to lie at the minima φ3 =H+v,
where H is the scalar Higgs field:

φ⃗ =
1√
2

(
0

H + v

)
(2.17)

Since the vector boson fields are present in the gauge invariant Lφ term, their masses are
determined to be:

MW =
1
2

gv

MZ =
1
2
(g2 +g′2)1/2v

Mγ = 0

MH =
√
−2µ2

The vector bosons have eaten up the remaining three fields (φ1,φ2,φ4), which become longi-
tudinal polarisations of the vector bosons7.

This choice of minima was verified in 1983, the vector bosons were discovered and
observed to be massive by the experiments UA1 and UA2 [79]. The ATLAS and CMS
experiments also announced the discovery of a massive scalar boson consistent with the
properties of a Higgs boson in 2012 [80, 81]:

Finally, the terms ∑ℓ=1,2,3LY(ℓ) and ∑ f=1,2,3LY( f ) , which are SU(2)L×U(1)Y gauge
invariant, are included in LSM to generate lepton and quark masses. The Dirac mass terms
of fermions, miψ̄iψi, are not gauge invariant under the EWT symmetry, therefore the Higgs

7Due to special relativity, a particle with a longitudinal polarisation must travel slower than the speed of
light and hence obtain mass. The total polarisations for the mixed photon mass eigenstate (Aµ ) cancel out and
hence the state is massless.
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doublet is also used to give fermions mass by including the following terms:

∑
ℓ=e,µ,τ

LY(ℓ) = ∑
ℓ=e,µ,τ

−Gℓ

[
L̄ℓφ⃗ℓR + ℓ̄Rφ⃗

†Lℓ

]
(2.18)

∑
f=1,2,3

LY( f ) = ∑
i=1,2,3

(
−Gi j

d

[
Q̄iφ⃗d jR

]
−Gi j

u

[
Q̄iφ⃗

∗u jR

])
(2.19)

Here, Lℓ denotes the left-handed leptons (χL(ℓ)); Qi denotes the left-handed quarks (χL( f ));
ℓR, u jR, d jR are the right-handed leptons, 2

3e charged quarks and −1
3e charged quarks

respectively (ξR(ℓ, f )).
These terms dictate how fermions obtain mass via the Higgs mechanism. A physical

fermion is a superposition of its left- and right-handed chirality states:

f = fL + fR (2.20)

Figure 2.3 pictorially describes the difference between a right-handed and a left-handed
fermion. A right-handed particles spin vector is aligned with its vector of motion, a left-
handed particles spin vector is aligned to the negative vector of its motion.

𝑺

𝑺

𝑺

Right handed particle
travelling in the 𝒙 direction

Left handed particle
travelling in the 𝒙 direction

Left handed particle
travelling in the −𝒙 direction

Fig. 2.3 Left and right handedness of SM fermions depicting vectors for the particle spin and
direction of motion.

A fermion will change handedness as it interacts with the Higgs boson, it switches
between left-chiral and right-chiral state as seen in Equations 2.18 and 2.19. Figure 2.4
shows the light cone for a decay of a W boson in which an electron and an anti-neutrino are
produced. As is seen in Table 2.4, an anti-neutrino (in the SM) only exists as a massless
right-handed chiral component. No left-handed component exists, therefore the Higgs field
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2.2 Beyond the Standard Model

does not interact with the anti-neutrino, it travels away at the speed of light. Contrary to this,
the electron interacts with the Higgs field. It switches the left-handed state travelling in the
positive x⃗ direction to a right-handed state travelling in the negative x⃗ direction. As indicated
by the light grey line of Figure 2.4, the physical electron is slowed down by the changing
between left- and right- chiral fields and hence it acquires mass. How strongly the Higgs field
couples to the left and right components therefore determines how massive the fermion is.

𝒕 [s]

𝒙 [m]

forbidden forbidden

 𝜈𝑅 right-handed anti-neutrino

𝑒 electron 

𝑒𝐿 left-handed electron

𝑒𝑅 right-handed electron

Higgs

Higgs

Fig. 2.4 Pictorial representation showing the light cone for a W boson decay in which an
electron and anti-neutrino are produced. The higgs field changes a left-handed electron into
a right-handed fermion, this is what causes the observed electron to have a mass.

2.2 Beyond the Standard Model

Despite many precision experiments probing the properties of particles and composite
particles of Tables 2.1-2.2, the SM lepton neutrinos of all three flavours have been observed
to be massive [82, 83], which is not predicted by the left-handed doublet and right-handed
singlet formulation of the fermions in the SM. This observed fact is a key shortcoming of the
SM indicating that the theory is not complete. Many additional extensions to the SM [84–86]
include the graviton, the spin-2 boson associated with the force of gravity but has yet to be
experimentally observed.

Several astronomical and cosmological observation indicate there is more matter in the
universe than luminous matter. This was first observed in the rotational velocity curves
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of stars in galactic bodies by Jan Oort [87], stars far from the galactic centre orbit faster
than is expected, this was observed to be flat with distance by Rubin in 1970 [88]. Soon
after Oort’s observation, Zwicky [89] applied the viral theorem to the Coma galaxy cluster
and inferred the presence of unseen mass within the galaxies of the cluster. Additionally,
clusters of galaxies that have collided [90] and the gravitational lensing of galaxies [91]
also indicate that more matter than can be seen [92, 93] exists. Attempts to explain these
observations with massive astronomical objects composed of baryonic matter that emit little
or no radiation, such as white dwarf stars, have not been able to account for the amount of
unknown matter [94]. This indicates that the luminous baryonic matter is not the only type
of matter in universe and some Beyond the SM physics may yet be discovered. A popular
explanation for these phenomena is that galaxies are surrounded by a halo of unknown matter
- dark matter. Calculations estimate that ∼85% of the mass density of the visible universe
is dark matter and ∼15% ordinary matter [95–97]. The most popular candidates for dark
matter are Weakly Interacting Massive Particles (WIMPs), some unknown massive stable
particles yet to be experimentally observed.

2.3 The Hierarchy Problem

The Higgs, given by the term Lφ of the SM Lagrangian, receives higher order loop corrections
from the SM fermions. The top quark is the heaviest fermion - meaning its coupling strength,
λt ∼ 0.94 [76, 98], to the Higgs field is the largest. For a generic fermion, coupling to the
Higgs field with the term −λ f H f̄ f , the first order loop diagram yields a correction:

∆m2
H =−|λ f |2

8π2 Λ
2
UV +O(m2

H lnΛ)2 + · · · (2.21)

Where Λ2
UV denotes the ultra-violet momentum cut-off: the smallest energy scale at which

either new or existing physics causes the theory to break down. For example, the cut-off

must be at least at the Planck scale MP =
√

h̄
8πG = 1.22×1019 GeV, the scale at which point

like particles become so massive they would instantaneously create black-holes.
If no new physics exists at energy levels reachable by the LHC, this would suggest that

the Higgs boson is un-natural. A natural theory is one in which the theory is not dependent
on an energy scale much larger than the scale the theory describes. The Higgs mass can be
decomposed to:

mH = mbare +∆mH (2.22)
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Taking the case in which no new physics exists up to the Planck scale, would mean the bare
mass is O(1019) GeV, hense is un-natural as there is a remarkable cancellation to give a
measured value of 125 GeV.

2.4 Supersymmetry

The underlying postulation of supersymmetric theories is that there exists some transforma-
tions which can change a boson, φ , into a fermion, ψ , and vice versa. This can be represented
by a generator Q such that:

Qφ = ψ (2.23)

Qψ = φ (2.24)

Therefore in SUSY models each SM particle has an associated “superpartner” which differs
by spin ±1

2 . Supersymmetric models were first theorised to solve the hierarchy problem of
Section 2.3 by adding extra particles to the SM, consequently providing candidates for dark
matter WIMPs.

2.4.1 Weiss-Zumino Model

The simplest SUSY model that can be used to demonstrate how to solve the hierarchy
problem is the Wess-Zumino Model (WZM) 1974 [99]. The model is built upon 3 fields:

ω → A massive Weyl spinor in the Majorana basis (2.25)

φ → A complex scalar field (2.26)

F → A complex auxiliary field (2.27)

For the purpose of simplicity a Majorana fermion [60] is used, calculations of scattering
amplitudes and various properties can also be performed with Weyl spinors [100]. The
Lagrangian density for the model is given by:

LWZM = ∂µφ
∗
∂

µ
φ + iω†

σ̄
µ

∂µω − m
2
(ωω + ω̄ω̄) (2.28)

+F∗F +m(φF +φ
∗F†)+

gs

2

(
φ

2F +(φ †)2F† +φωω +φ
†
ω̄ω̄

)
(2.29)
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The trick to keep the Lagrangian invariant under infinitesimal supersymmetric transformations
is to require the auxiliary field to transform in a specific way:

δεφ = εω (2.30)

δεωα =−i(σ µ
ε

†)α + εαF (2.31)

δεF =−iε†
σ̄

µ
∂µω (2.32)

Since the auxiliary field F is non-propagating, ∂LWZM
∂ (∂µ F) = 0, the Euler-Lagrange equation of

motion for the auxiliary field (F and F∗) can be used to rewrite the Lagrangian as:

LWZM = ∂µφ
∗
∂

µ
φ + iω†

σ̄
µ

∂µω − m
2
(ωω + ω̄ω̄)−m2

φφ
† (2.33)

− mgs

2

(
φ

2
φ

† +φ(φ †)2
)
− g2

s
4
(φφ

†)2 − gs

2
(φωω +φ

†
ω̄ω̄) (2.34)

By rewriting the complex field φ in terms of real scalar fields:

φ =
1√
2
(φ1 + iφ2) (2.35)

The free part of the Wess-Zumino Lagrangian 8 becomes:

Lfree
WZM = ∂µφ1∂

µ
φ1 −

1
2

m2
φ

2
1 +∂µφ2∂

µ
φ2 −

1
2

m2
φ

2
2 +

1
2

ψ̄M(iγµ
∂µ −m)ψM (2.36)

The model describes two real massive scalar fields and a massive Majorana fermion. When
the Higgs field is introduced to this model the hierarchy problem is solved with λψ = λ and
λφ1 = λφ2 = λφ = λ ∗λ because now two extra scalar fields which couple to the fermionic
field with the same properties also exists. The scalar fields give extra corrections to the Higgs
mass which cancels with the one from the fermion field:

∆m2
H =−|λψ |2

8π2 Λ
2
UV + · · · (2.37)

+2× λφ

16π2 Λ
2
UV + · · · (2.38)

≈ 0 (2.39)

Thus there is no fine tuning of the bare higgs mass with the loop corrections. In this simplified
model however m = mφ1 = mφ2 = mψ which is not reality as we would have experimentally
observed these particles; SUSY must therefore be a broken theory.

8Where ψ̄MψM = ωω + ω̄ω̄
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2.4 Supersymmetry

2.4.2 The Minimal Supersymmetric Standard Model (MSSM)

The MSSM [101, 85, 102, 103] is the lowest order supersymmetric extension to the SM,
as with the WZM, it attempts to stabilise the weak scale. The WZM only includes two
scalar and one fermionic fields interacting with each other and a Higgs field, whereas the
full MSSM attempts to incorporate all aspects and properties of the SM. The model forms
supermultiplets between SM particles and their supersymmetric partners9. For example, the
left-handed positron state, χē is transformed into a supermultiplet containing a scalar positron
state, φ̃ē and a auxiliary field Fē:

ε1 = φ̃ē +θ ·χē +
1
2

θ ·θFē (2.40)

θ denotes extra fermionic coordinates needed to correctly transform fermions into bosons
and vice versa. All left and right-handed SM fermions are organised into supermultiplets, the
superpartners of the fermions are denoted with a tilde and their names are prepended with
the word “scalar”, as with the positron and scalar positron. Due to the left-handedness of the
SM vector bosons left-handed fermions such as the top, tL has a left-handed superpartner -
the scalar top, t̃L, where the label only refers to the superpartner rather than the helicity of
the sparticle. The Higgs field in the MSSM is organised into two complex supermultiplets
in SU(2)L doublet form, with eight real scalar degrees of freedom. When electroweak
symmetry is broken, three of these fields become massless Nambu-Goldstone bosons -
longitudinal nodes of Z0 and W± bosons, as in Chapter 2.1.6. There remains five massive
Higgs eigenstates: two CP-even neutral scalars h0 and H0; one CP-odd neutral scalar, A0; and
two charged scalar bosons, H±. The MSSM therefore predicts the existence of an extra four
Higgs bosons, where h0 is by convention the lightest Higgs - generally favoured to be the
boson discovered in 2012. The supermultiplet doublets of the Higgs have superpartners called
the Higgsinos with spin-1

2 . A summary of the fermions, Higgs bosons and their superpartners
are given in Table 2.5. As with the fermions, the gauge bosons are combined with spin 1

2
superpartners to form gauge supermultiplets. The superpartner of the three un-mixed states
of the W bosons (Wµ ) are called Winos, the B boson (Bµ ) superpartner is called a Bino and
gluinos are the superpartners to gluons; the bosons are summarised in Table 2.6.

Mass eigenstates In the SM the W bosons and B boson mix to give mass eigenstates of
the W±, Z0 and γ bosons. Analogously to this, depending on the free MSSM parameters,
mixing of sparticles may occur. The neutral Higgsinos, bino and neutral wino mix to form
neutralinos denoted as χ̃0

1,2,3,4, the index is mass ordered. The charged Higgsinos mix (H̃+
u ,

9referred to as sparticles
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2.4 Supersymmetry

Table 2.5 The chiral supermultiplets in the Minimal Supersymmetric SM (MSSM) showing
their formularisation as doublets or singlets. The quantum numbers associated with the
various SM groups are shown [2].

Description Particle(s) Sparticle(s) (SU(3)C, SU(2)L,U(1)Y)
Spin-1

2 Spin-0

Left-handed quarks Qi =

(
u
d

)
,

(
c
s

)
,

(
t
b

)
Q̃i =

(
ũ
d̃

)
,

(
c̃
s̃

)
,

(
t̃
b̃

)
(333,222,1

6 )

Right-handed quarks
ui = u,c, t ũi = ũ, c̃, t̃ (333,111,−2

3 )

di = d,s,b d̃i = d̃, s̃, b̃ (333,111,1
3 )

Left-handed leptons Li =

(
νe
e

)
,

(
νµ

µ

)
,

(
ντ

τ

)
L̃i =

(
ν̃e
ẽ

)
,

(
ν̃µ

µ̃

)
,

(
ν̃τ

τ̃

)
(111,222,−1

2 )

Right-handed leptons ei = e,µ,τ ẽi = ẽ, µ̃, τ̃ (111,111,1)

Up-type Higgs
(
H̃+

u H̃0
u
) (

H+
u H0

u
)

(111,222,1
2 )

Down-type Higgs
(
H̃0

d H̃−
d

) (
H0

d H−
d

)
(111,222,−1

2 )

Table 2.6 The gauge supermultiplets in the Minimal Supersymmetric SM (MSSM). [2]

Spin-1
2 Spin-1 (SU(3)C, SU(2)L,U(1)Y)

g̃ g
(888,111,0)

(gluinos) (gluons)

W̃ 1, W̃ 2, W̃ 3 W 1, W 2, W 3
(111,333,0)

(winos) (W bosons)

B̃0 B0
(111,111,0)

(bino) (B boson)

H̃−
d ) with the charged winos (W̃+ , W̃−) to form two chargino states, χ̃

±
1,2. The neutralino

mixing is governed by:

χ̃
0
i =Ni jψ

0
j (2.41)

where ψ0 = (B̃,W̃ 0, H̃0
d , H̃

0
u ) and Ni j represents the elements in the neutralino mixing matrix.

The neutralinos exhibit a key property which may provide a candidate for dark matter - they
are massive and the lightest neutralino is stable too (if Rp is conserved, see Chapter 2.4.4).
The scalar fermions have potential to form mixed mass eigenstates. Generally the amount
of mixing is only considered non-negligible for 3rd generation scalar fermions. For the
first and second generation squarks, the mixing angles of the left- and right-handed squarks
are expected to be very small. This is to avoid virtual diagrams which could contribute to
flavour changing and CP-violating processes such as Kaon oscillations (K0 ↔ K̄0)[104]. The
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2.4 Supersymmetry

Yukawa couplings of the third generation fermions are also much larger than the first and
second generation quarks, resulting in a large angle for their associated supersymmetric
partners.

In the case of the heaviest third generation particle, the top quark, the two scalar top fields
corresponding to the left and right-handed chiral states (t̃L,t̃R) form two scalar top-quarks
(t̃1,t̃2) based on the scalar top mixing angle (θt̃)[2]:(

t̃1
t̃2

)
=

(
cosθt̃ −sinθ ∗

t̃
sinθt̃ cosθ ∗

t̃

)(
t̃L
t̃R

)
(2.42)

2.4.3 Unification

As discussed in previous sections the electromagnetic and weak nuclear forces are known to
be two components of the electro-weak force (SU(2)×U(1)). This implies that the strong
nuclear force (SU(3)) and the force of gravity may also be unified with the electro-weak
force, at some energy scale. This unification is known as Grand Unified Theory (GUT).
Figure 2.5 depicts the evolution of the running coupling constants of the SM (dashed lines),
as can be seen the current particle content of the SM is not enough to unite the strength of
the fundamental couplings at one energy level. The following couplings are represented in
the figure by:

U(1)→ g′

SU(2)→ g

SU(3)→ gs

where g′ and g are the couplings in Equation 2.8 and gs is the coupling in Equation 2.5. The
relation between force strength the coupling constant is given by αi = g2

i /4π .
When new particles predicted by the MSSM are included in the evolution of the running

constants (red and blue lines of Figure 2.5), a singular point at O(1016) GeV unites the
electromagnetic, weak nuclear and strong nuclear forces. This is a bi-product of the MSSM,
which is theoretically attractive giving SUSY theories additional motivation to be pursued
experimentally.

2.4.4 R-parity

In the SM the proton is stable, the Super-Kamiokande experiment in Japan [105] sets a limit
on the decay of a proton via a kaon, p → K+ν̄ , of τp > 2.3×1033 years [106]. This upper
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2.4 Supersymmetry

Fig. 2.5 Evolution of the inverse gauge couplings α−1
a (Q) in the Standard Model (dashed

lines) and the MSSM (solid lines). In the MSSM case, the sparticle masses are treated as a
common threshold varied between 500 GeV and 1.5 TeV, and α(mZ) is varied between 0.117
and 0.121, as seen in the blue and red lines. Taken from [2].

limits implies that if a process existed in nature allowing for the proton to decay, it must be
extremely rare. In the MSSM proton decays are possible, one way to avoid such processes is
to impose the conservation of R-parity (Rp). This is a multiplicative quantum number that, if
conserved, removes all lepton number violating terms of LMSSM. It is defined as follows:

Rp = (−1)2S+3B+L (2.43)

where S is the spin, B is the baryon number and L is the lepton number. All SM particles
have Rp = 1 and all SUSY particles have Rp =−1. If R-parity is conserved, the LHC will
produce SUSY particles in pairs since the LHC is a pp collider with an initial state of Rp = 1.
The neutralino χ̃0

1 , the Lightest Supersymmetric Particle (LSP) will be stable if R-parity is
conserved, providing a very good candidate for dark matter.

2.4.5 The Phenomenological MSSM (pMSSM)

The MSSM has ∼120 free parameters making the interpretation of all possible models
particularly challenging. The number of parameters can be reduced by imposing the following
constraints, motivated by experimental observations and theoretical simplification [107]:

Theoretical assumptions:
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• R-parity is conserved

• The Lightest Supersymmetric Particle (LSP) is the lightest neutralino (χ̃0
1 )

• The first and second generation scalar leptons and quarks are mass degenerate. Their
Yukawa couplings are negligible and do not affect other observables (as discussed in
Chapter 2.4.2).

• The so-called soft parameters are real [107], therefore no new sources of CP violation
exist.

• At the electroweak scale, Minimal Flavour Violation [108] is imposed.

Experimental constraints:

• Measurements from flavour physics, such as the measured lifetime of the decay of
Bs → µµ measured by LHCb and CMS [109]. The branching ratio of b → sγ is
considered. Finally, the branching ratio of B+ → τ+ν−

τ is included.

• Precision electro-weak measurement of (g−2)µ [110]

• Cosmological measurements of the dark matter density of the universe, ΩDM = 0.227±
0.014, measured by WMAP [97]. Measurements on the upper limits in LSP mass -
spin-independent cross section plane by LUX [111] are applied. An upper limit on
the dark matter relic densities in SUSY models is set to the observed value plus 3σ ,
ΩSUSYh2 < 0.1238 [112].

• Collider constraints on measurements of the Higgs mass at the LHC and LEP. Limits
set by LEP and the LHC can also be applied to the mass of charginos providing that all
scalar neutrinos are heavier than 160 GeV and the charginos have a ∆m(χ̃±

1 , χ̃0
1 ) of at

least 2 GeV [32].

The pMSSM therefore contains only 19 free parameters, which are listed in Table 2.7.

2.4.6 Naturalness

In the MSSM the mass of the Higgs boson, at first loop order, is governed by the Equa-
tion 2.44[3]:

m2
h = m2

Z cos2β
2 +∆t

= m2
Z cos2β

2 +
3m4

t
4π2v2

[
log
(

m2
s

m2
t

)
+

X2
t

m2
s

(
1− X2

t
12m2

s

)]
+ · · · (2.44)
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Table 2.7 The 19 parameters of the pMSSM with a description of each.

Name Parameter

Bino mass parameter |M1|
Wino mass parameter |M2|

Gluino mass parameter |M3|
Left-handed 1st and 2nd gen. scalar quark masses mQ̃1

(= mQ̃2
)

Right-handed 1st and 2nd gen. up-type scalar quark masses mũ1(= mũ2)
Right-handed 1st and 2nd gen. down-type scalar quark masses md̃1

(= md̃2
)

Left-handed 3rd gen. scalar quark mass mQ̃3
Right-handed scalar top quark mass mũ3

Right-handed scalar bottom quark mass md̃3

Left-handed 1st and 2nd gen. scalar lepton masses mL̃1
(= mL̃2

)

Right-handed 1st and 2nd gen. scalar lepton masses mẽ1(= mẽ2)
Left-handed 3rd gen. scalar tau mass mL̃3

Right-handed 3rd gen. scalar tau mass mẽ3

Bilinear Higgs mass parameter µ

Trilinear top coupling |At |
Trilinear bottom coupling |Ab|

Trilinear τ coupling |Aτ |
Pseudo scalar Higgs boson mass MA

Ratio of Higgs vacuum expectation values tanβ

Where β = vu/vd is the ratio of electroweak vacuum expectation values and ∆t arises from
the loop corrections of heavy top and scalar top quarks. ms denotes the mass scale of SUSY,
generally given by the scalar top masses: ms =

√mt̃1mt̃2 . Xt = At −µ cotβ is the scalar top
mixing angle that governs the amount of mixing in Equation 2.42, the trilinear top coupling,
At , is one of the free parameters in the MSSM (see Table 2.7). The value for the Higgs
vacuum expectation value (vev)10 is v ≈ 174 GeV. In the regime of large tanβ ≫ 1 the
lightest possible combined scalar top mass (ms) consistent with the Higgs mass occurs at a
value of Xt ≈

√
6 with ms ≈ 500 GeV, as can be seen in Figure 2.6. The hierarchy problem is

solved by SUSY models as long as ms remains on the 100 GeV - 1 TeV scale, above this
value a little hierarchy problem is present.

10The vev is introducted in Chapter 2.1.6 as the ratio of the constant terms proportional to φ 2 and φ 4 in the
Higgs potential.
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2.4 Supersymmetry

Fig. 2.6 (Left) The Higgs mass for large tanβ = 20 in the Xt/ms,ms plane. Contours show
the corresponding observed values for mh. (Right) The white region is the range in which t̃1
and t̃2 are allowed. Taken from [3].

2.4.7 Summary of Supersymmetry

If supersymmetry exists in nature, a zoo of new particles may be waiting to be discovered. The
MSSM has a gigantic phase-space for new particles to exists in. The core work performed in
this thesis was on searches for experimental evidence of these particles by considering simpli-
fied models of the MSSM. Models considering sole production of a particular SUSY particle
and models imposing the additional constraint of the naturalness argument of Section 2.4.6
on the pMSSM were primarily used. The importance of simplified models or constrained
models is to provide scenarios that can be experimentally tested. More details on use of such
models for searches for SUSY signals in Hadron Colliders is given in Section 3.3.4.

Even if the MSSM could be completely excluded, it does not cover the entire possible
SUSY phase-space as seen in Figure 2.7. The Next-to-Minimal Supersymmetric Standard
Model (for which the MSSM is N=0) adds N additional super-fields to the MSSM. This adds
even more phase-space for SUSY to hide in.
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2.4 Supersymmetry

Fig. 2.7 A representation of the SUSY phase space. As with the pMSSM, the CMSSM
(Constrained MSSM), is further contained within the phase-space of the MSSM. Taken from
[4]
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Chapter 3

Collider Physics

In the pursuit of new physics the majority of experimental information in high-energy regimes
at the subatomic scale has historically been obtained from charged particle accelerators. They
provide insight into the subatomic world via the creation of new bound states or interactions
of particles, as well as the production of new particles. The first particle accelerators were
constructed in the early 1930s [113], with the energy per particle beam of the order O(100)
keV. The Large Hadron Collider (LHC), the most powerful accelerator on the planet, collides
beams of 6.5 TeV and is designed to collide beams of 7 TeV. The LHC is effectively the
worlds most powerful microscope probing distances shorter than 10−20 m 1.

3.1 Colliders

Colliding two beams of particles instead of colliding one beam with a fixed target has
been the preferred method in experimental particle physics over the last 40 years. The
beams of particles are accelerated, focused and bunched with the use of super-conducting
magnets. By focusing two beams to a point at the centre of a detector, the products of these
head-on collisions can be analysed. Particles moving with a circular trajectory lose energy
(synchrotron radiation) with each revolution given by [114]:

lim
v→c

∆E =
4π

3
q2

R

(
E

mc2

)4

where E is the energy of the beam, m is the mass of the particle being accelerated, R is the
radius of the collider. Hence the amount of energy lost by an electron beam in relation to the

1From the de Broglie equation, λ = h/p, where h is Plank’s constant, p is momentum and λ is the
wavelength.
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amount of energy lost by a proton beam of the same energy and collider radius is:

∆Eelectron

∆Eproton
=

(
mproton

melectron

)4

≈ 1013

Proton accelerators provide much more energy per unit cost compared with electron colliders.
In addition to this, they collide beams of tightly packed quarks and gluons rather than
point-like particles.

3.1.1 Collision Rate

A disadvantage to colliders is that the collision rate is low compared with a fixed target
experiment, the relationship between the rate (R) and cross-section (σ ) and other parameters
of the beam is given by [115]:

R = σ ·L (3.1)

L = frev ·nb ·
N1N2

A
(3.2)

The quantities associated with the luminosity (L) are: frev, the frequency of revolution of
bunches; nb, the number of bunches per beam; N1 and N2 are the number of particles per
bunch in beams 1 and 2; A is the area of the crossing of the beams2. For colliders the
luminosity is typically L ≈ 1031 − 1034 cm−2s−1, whereas for a fixed target experiment
L ≈ 1037 cm−2s−1.

3.1.2 The Parton Distribution Function

Protons are made up of partons: gluons and quarks. A proton is typically thought to consist of
two up quarks, one down quark, bound together by gluons. Quantum fluctuations result in c
and s quarks as well as anti-quarks being present in the proton, the momentum fraction caried
by a parton (x) depends on the energy scale (Q) - these are known as Parton Distribution
Functions (PDF). Figure 3.1 shows two plots of the PDF at energies of Q2 = 10 GeV2 (left)
and Q2 = 104 GeV2 (right), where the y-axis shows the probability that the labelled parton
carries x amount of the proton energy3.

2The area of the beam is given in [115] and is related to the transverse beam emittance, the β function at
the collision point and a factor relating to the crossing angle at the interaction point.

3It should be noted that at Q2 = 10 GeV2 no third generation quarks are present in the proton, at Q2 = 104

GeV2 a small fraction of b-quarks are present but no top quarks. This has implications for the production of 3rd

generation scalar quarks as pair production via quark fusion or scattering is suppressed.
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3.2 Particle Production at Colliders

Fig. 3.1 MSTW (Martin-Stirling-Thorne-Watt) 2008 NLO parton distribution functions at 10
GeV2 (left) and 104 GeV2 (right). Plots taken from [5].

3.2 Particle Production at Colliders

Particles are produced in collisions at a rate dependent on the centre-of-mass energy and on
the probability of interactions of the particle constituents. This is determined by the PDF.
What is observed by particle physics detectors is either directly the particles produced in
collisions or from the decays of produced particles.

The number of interactions produced in collisions is given by particle production cross-
sections, denoted by σ in Equation 3.1. This production rate, as well as being determined by
the PDF, is dependent on the coupling strength of all the SM particles. Figure 3.2 shows the
production cross section for many different SM physics processes for a range of different
centre-of-mass energies for electron-positron (left) and proton-proton (or proton-anti-proton)
colliders (right).

In the case of tt̄ production, the top row of Figure 3.3 shows four Feynman diagrams of
production mechanisms possible at a large enough centre-of-mass energy some of which
combine to give the total σtt̄ depending on the type of collider: Figure 3.3a shows tt̄
production from an electron-positron collision via a Z boson; Figure 3.3b shows tt̄ production
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3.2 Particle Production at Colliders

Fig. 3.2 Theoretical cross sections for many processes, plotted as a function of centre-of-mass
energy for electron-positon colliders (left) and proton-proton (anti-proton) colliders (right)
[6].
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from a quark-anti-quark collision from two protons via the strong interaction of a gluon;
Figures 3.3c and 3.3d shows two production diagrams from incoming gluons from within
two protons via the strong nuclear force. The bottom row of Figure 3.3 shows different
decays of top (anti-top) quarks. In the case of top quarks there is a ≈ 100% branching ratio
of decays to W bosons and b quarks [116].

There are many different types of particles that can be produced at colliders via the strong
and electro-weak interactions, which subsequently decay via the SM forces into various final
state particles with various branching ratios. The rate at which these particles are produced
and the rate at which the final state particles are observed is dependent on the free-parameters
of the SM Lagrangian (Equation 2.1), which for the most part are well understood and
measured.

Z

e−

e+ t

t̄

(a)

q

q̄ t

t̄

(b)

t

t̄

(c)

t

t̄

(d)

W+

t

b

e+

ν̄e

(e)

W−

t̄

b̄

µ−

νµ

(f)

W+

t

b

τ+

ν̄τ

(g)

W−

t̄

b̄

u

ū

(h)

Fig. 3.3 Examples of Feynman diagrams for pair production of tt̄ (top-row) and top quark
decay (bottoms row).

3.2.1 Initial and Final State Radiation

The concept of Initial State Radiation (ISR) and Final State Radiation (FSR) is particularly
important when attempting to simulate known SM and potential BSM processes produced in
colliders. ISR occurs when an incoming parton radiates a particle before the main interaction.
FSR occurs when an outgoing parton radiates a particle after the main interaction. An
example of ISR of a gluon and FSR of a gluon is shown in Figure 3.4a and Figure 3.4b
respectively.
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t

t̄

q̄

q

(a) tt̄ production via quark-fusion showing
ISR

t

t̄

q̄

q

(b) tt̄ production via quark-fusion showing
FSR

Fig. 3.4 Examples of Feynman diagrams for pair production of tt̄ showing (a) ISR and (b)
FSR.

3.2.2 Pileup

Pileup is defined as the overlap of multiple events which can be either in-time pileup or
out-of-time pileup. The collision rate of Equation 3.1 is dependent on the number of bunches
per beam nb and the number of protons per beam N1,2. Out-of-time pileup is increased when
nb is increased or when the time between the bunches is decreased. A detector has a specific
operation cycle time which is the time it takes to read-out the collision of two bunches (bunch
crossing), if the readout between bunch crossings is not quick enough events can overlap.
In-time pileup is when several pp interactions occur per bunch crossing, leading to large
amount of mostly soft hadronic activity in an event. Throughout this thesis the term pileup
refers to in-time pileup and is quantified by ⟨µ⟩ - the averaged number of interactions per
bunch crossing.

3.2.3 Structure of an Event

Figure 3.5 shows a pictorial representation of a tt̄h event produced by a Monte-Carlo
generator - Sherpa1.1 [7, 7] (see Chapter 4.8.2 for more detail). A hard interaction of two
partons (curly blue) from two colliding protons is indicated by the large dark red dot , the two
gluons producing the hard interaction undergo ISR. The hard interaction itself produces two
top and a Higgs, FSR also occurs in the hard interaction indicated by the curly red line emitted
from the large red dot. The three smaller red dots indicate the decays of the tops and the
Higgs producing a shower of particles. The light green ellipses are final-state partons which
hadronise, with the darker green dots indicating hadronic decays in the detector. Leptons and
photons are represented in yellow. The figure also shows the presence of an underlying event
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(UE) from the same pp interaction as a purple ellipse, this too produces a softer shower of
particles in the detector. The remaining initial partons of the pp collision (beam remnants)
are shown in light blue.

What is observed on a detector level is the collection of hadronic fragments (small dark
green dots), the leptons (yellow lines) and photons (wave like yellow lines). The goal of
a physics analysis is to attempt to observe these hard interactions, based on the final state
observation.

Initial State Particles

Final State Particles

Underlying Event Particles

Incoming Protons

Leptons/Photons

Parton Hadronisation

Particle Decays

Fig. 3.5 Structure of a tt̄H (top-quark pair production in association with a Higgs boson)
event at generator level, produced by Sherpa 1.1[7], taken from [8].

3.2.4 Final State Observation

No free quark has ever been observed, due to the nature of the strong nuclear force at smaller
distances, as discussed in Chapter 2.1.4.1. When quarks are produced in collisions at the
centre of detectors they shower hadronically, forming hadronic “jets” of particles, as seen
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in Figure 3.5. The detectors measure the deposition of energy and the momentum of these
particle jets; it is possible to then tag if these jets arise from c, b or t quarks. The detectors (at
the LHC) are generally capable of detecting electrons, muons and photons. Taus decay very
quickly4 either hadronically as jets or leptonically into electrons or muons and neutrinos.
Importantly neutrinos and any other undetectable particles, such as neutralinos, that are
produced do not interact with the detectors and the pass through them. The presence of
invisible particles can be observed with missing transverse energy:

Emiss
T = ∑

invisible
pT =− ∑

visible
pT (3.3)

Typical hadron collider detectors (ATLAS and CMS at the LHC) are cylindrical in design.
There is no incoming momentum in the transverse plane of the detectors, therefore the sum of
all momentum in the transverse plane should be equal to zero. If a particle escapes detection
this is manifested in the Emiss

T . Chapter 5.1 will provide more detail on these observable
objects and how they are reconstructed.

3.3 Supersymmetry at Hadron Colliders

SUSY can be experimentally searched for either indirectly or directly. Indirect searches
look for processes that are rare or even forbidden in the SM with contributions for sparticle
loops, for example: muon decays to electrons via photons µ → eγ [117]; Rb - the fraction of
hadronic Z decays with bb̄ pairs [118]. Direct detection of sparticles, measurements of their
interactions and quantum numbers is the subject of this thesis.

Fig. 3.6 Gluino (left) and scalar top (right) production cross sections in pp collisions at
√

s =
13, 14, 33 and 100 TeV [9]

4A τ has a mean lifetime of 2.906×10−13 seconds [31].
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3.3 Supersymmetry at Hadron Colliders

3.3.1 Production Mechanisms

In high-energy hadron colliders the production of SUSY particles is dominated by the strong
nuclear force (QCD). Figure 3.6 shows the production cross section of pair produced gluinos
and scalar top quarks as a function of centre-of-mass energy at a pp-collider. In scenarios
where R-parity is conserved, the gluino pair production (g̃g̃), gluino-scalar-quark g̃q̃, scalar
quark pair production q̃q̃ are by far the most dominant channels. Figure 3.7a and Figure 3.7b
show Feynman diagrams that give the most dominant contributions to gluino and scalar quark
production at hadron colliders. The cross section for pair production of third generation
scalar quarks (t̃1, b̃1) is a fraction 10−3 −10−1 of that of the first two generations of scalar
quarks (for the same mass and centre of mass energy).

This is due to the fact that the parton distribution functions (PDFs) of the LHC and other
hadron colliders do not contain any top quarks and negligible amounts of bottom quarks.
Therefore the production of 3rd generation scalar quarks via the diagrams of the bottom
row of Figure 3.7a and the middle and bottom rows of Figure 3.7b do not occur or are
negligible. It is however theoretically well motivated that the first and second generation
scalar quarks may be heavier than the third generation scalar quarks5, and therefore too heavy
to be produced at the LHC.

3.3.2 Supersymmetry in Final States

Once SUSY particles have been produced they can decay leaving a signature of interest.
Figure 3.8 shows two example of pair production of gluinos (left) and pair production of
scalar tops (right) in a scenario where R-parity is conserved6. The gluino scenario leaves a
final state with four b-quarks and two neutralinos, the second example results in a final state
containing two b-quarks, a lepton-anti-neutrino pair and two quarks from a W decay. There
are many more scenarios with a huge range of final states that has been explored by hadron
colliders.

In the gluino pair-production example, the final state observed on the detector level is
one containing four b-tagged jets and a large amount of Emiss

T , this is the signature for cases
where the particles masses are:

m(g̃)> m(b̃1)+m(b)> m(χ̃0
1 )+m(b)

5due to their strong yukawa couplings to their SM partner
6If however, R-parity is not conserved, final states may not contain SUSY particles.
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3.3 Supersymmetry at Hadron Colliders

Fig. 3.7 QCD Feynman diagrams for pair production of gluinos and squarks

(a) Feynman diagrams for gluino and scalar quark pair production, the most dominant 1st order
diagrams from gluon and gluon-quark fusion.

(b) Feynman diagrams for gluino and scalar quark pair production, the most dominant 1st order
diagrams from quark-anti-quark annihilation and quark-quark scattering. The top row shows gluino
production via quark-anti-quark fusion, the middle row shows production of scalar quarks via quark-
anti-quark fusion and the bottom row shows scalar quark pair production via quark-quark scattering.

The same final state can arise from many different SM processes, the most dominant
being tt̄ production in association with a gluon (ISR/FSR, as seen in Figures 3.4a, 3.4b)
which splits to give two b-tagged jets. This background, amongst others, can be reduced
with the application of kinematic cuts. Figure 3.9 shows the signal in the case of gluino
pair-production and another dominant SM background (Z+jets) which may lead to the same
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3.3 Supersymmetry at Hadron Colliders

experimental signature. In the case of the production of Z+jets, Emiss
T can arise from the

decay of the Z boson to neutrinos.

Fig. 3.8 Production diagrams showing two possible decay chains after sparticles have been
pair produced. The left diagram shows pair production of gluinos decaying to scalar b-quarks
(b̃1) and b-quarks which subsequently decay to neutralinos (χ̃0

1 ) and b-quarks (pp → g̃g̃ →
bbb̃1b̃1 → bbbbχ̃0

1 χ̃0
1 ). The right diagram shows pair production of scalar top quarks decaying

to neutralinos and top quarks, which subsequently decay to W bosons either hadronically or
leptonically.

3.3.3 Simplified Models

Figure 3.8 shows two example models with their corresponding final states. Experimental
searches for SUSY at colliders target specific models like these, by assuming the initial
SUSY particle, e.g. the scalar top, is the only SUSY particle directly produced by a hadron
collider. The decay of the initial SUSY particle is assumed to follow a specific decay. These
are referred to as “simplified models”.

Figure 3.10a shows a complex pMSSM model where many SUSY particles have masses
O(1) TeV. Two simplified model scenarios are also shown for scalar top (Figure 3.10b) and
scalar bottom pair-production (Figure 3.10c). The figures show the mass spectrum of the
sparticles considered in the different models. The scenario in Figure 3.10b is one in which
the lightest scalar top, lightest chargino and lightest neutralino are the only supersymmetric
particles in existence. In this scenario the scalar top decays with an equal branching ratio
to the neutralino and the chargino. The chargino state subsequently decays with a 100%
branching ratio to the neutralino and a W boson. Figure 3.10c is a scenario where the lightest
scalar bottom and lightest neutralino are the only two supersymmetric particles in existence.
The scalar bottom decays exclusively into a b-quark and the lightest neutralino.
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3.3 Supersymmetry at Hadron Colliders

Fig. 3.9 Left: gluino pair production and its subsequent decay to scalar quarks and neutralinos;
the experimental signature of multiple jets and Emiss

T is also shown. Right: the same signature
is mimicked by the production of a Z boson in association with jets[10].

Searches for third generation scalar particles decaying into b-quarks are targetted in this
thesis. As discussed in Chapter 2.4, in the majority of MSSM scenarios, the third generation
scalar quarks are expected to mix to yield mass-degenerate states, which may be at a mass
scale reachable by the LHC. In these scenarios the scalar particles are expected to be lighter
than the gluinos, first- and second-generation scalar quarks.

3.3.4 Searches for Supersymmetry at the LHC

Over the course of several years of operation, large datasets corresponding to O(20) fb−1

and O(3) fb−1 were collected at 8 and 13 TeV by both the ATLAS and CMS experiments at
the LHC7. No significant deviations from the SM backgrounds were observed in searches for
SUSY, this allowed the exclusion limit on various SUSY particles masses set by previous
experiments at LEP [119–122] and the Tevatron [123–126] to be further improved. Figure
3.11 shows a summary of all direct production ATLAS searches for SUSY from Run-I and
Run-II of the LHC, the mass limits on particular sparticles in the context of simplified model.
The plot is split into distinct regions, from the top down: inclusive searches of pair produced
gluinos and 1st, 2nd generation squarks; gluino pair production with decays mediated by third
generation sparticles; 3rd generation direct pair production; electro-weak pair production,
such as pp → χ̃

+
1 χ̃

−
1 ; long-lived particles; R-parity violating (RPV) scenarios and other - a

2nd generation pair produced scalar charm search.
Likewise Figure 3.12 shows the limits obtained by the CMS experiment [127]. These are

split into sections, from the top down: gluino pair production; second and third generation

7For more information on the datasets delivered by the LHC, see Chapter 4.8.1
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3.3 Supersymmetry at Hadron Colliders

(a) A complex model, taken from a pMSSM scenario in which a Natu-
ralness argument has been applied.
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(b) A simplified model scenario for the pair pro-
duction of scalar top quarks.
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(c) A simplified model scenario for the pair pro-
duction of scalar bottom quarks.

Fig. 3.10 Pictorial representations of different SUSY models showing the masses of the
sparticles and their decays. The arrows indicate the decay paths of the sparticles with the
thickness of the arrow dependent on the branching ratio of the decay.

squark pair production; scalar top pair production; scalar bottom pair production; electroweak
gaugino pair production; scalar lepton pair production and RPV scenarios.

The reader should be reminded of the context of these limits. The pMSSM is not
representative of the full MSSM or the entire SUSY-phase space, similiarly simplified models
are even less so. If a particle in a simplified model has been excluded up to a certain mass,
this does not neccesarily mean that these particles cannot exist at energies lower than this.

Figure 3.13 shows the mass limits in the context of the pMSSM scan performed by
ATLAS at the end of Run-I of the LHC, the z axis indicates the fraction of models excluded
that predict certain sparticle masses.
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Fig. 3.11 A summary of all direct ATLAS searches for SUSY as of March 2016 [11].
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3.3 Supersymmetry at Hadron Colliders

Fig. 3.12 Summary of CMS searches for SUSY as of the ICHEP 2014 conference [12].
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3.3 Supersymmetry at Hadron Colliders

Fig. 3.13 A summary of the limits set on all sparticle masses in the context of the pMSSM,
set by analyses contributing towards the Run-I pMSSM summary paper [11].
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Chapter 4

The LHC and The ATLAS Detector

As of 2016, the largest hadron collider in the world is situated at CERN (Conseil Européen
pour la Recherche Nucléaire), Geneva, Switzerland. It is named the Large Hadron Collider
(LHC) and is designed to accelerate protons up to

√
s = 14 TeV. The following chapter details

the LHC and the ATLAS detector, which thanks to the work of thousands of physicists and
engineers over several decades, made this thesis possible.

With the ability to collide particles at ever increasing energies comes the need for detectors
to accurately measure the products of energetic collisions without suffering greatly from
radiation damage. The LHC has four main detectors for this purpose: ATLAS, CMS, LHCb
and ALICE. This chapter will give a brief description of the LHC and a detailed description
of the ATLAS detector and its sub-detectors.

4.1 The Large Hadron Collider (LHC)

Figure 4.1 shows a schematic diagram of the LHC complex [128], it is composed of many
different sections. The main ring of the LHC is 27 km in diameter, it has been able to
accelerate two proton beams up to 6.5 TeV and is designed to be able to accelerate the beams
to 7 TeV. Run-II of the LHC started in 2015 with a centre-of-mass energy of

√
s = 13 TeV

and collided pp collisions until the end of October 2016.
In the case of pp collisions, protons are first taken from a hydrogen bottle, stripped of
their electrons with the application of an electric field before being injected into a linear
accelerator (LINAC) [129] and accelerated to 50 MeV. The LINAC feeds protons into the
Proton Synchrotron Booster (PSB) [130], reaching 1.4 GeV of energy. From there, they are
passed to the Proton Synchrotron (PS) [131] increasing the energy to 26 GeV. Next the single
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4.2 The ATLAS Detector

beam Super Proton Synchrotron (SPS) [132] accelerates the beam up to ≈ 450 GeV1. Finally
the SPS injects the proton beam into two different beam pipes along the LHC in opposite
directions.

Fig. 4.1 Schematic diagram of the LHC site at CERN, Geneva [13].

4.2 The ATLAS Detector

In terms of physical size, A Toroidal Large ApparatuS (ATLAS) is one of the largest
experimental apparatus in the world. ATLAS and Compact Muon Solenoid (CMS) are
designed as all purpose detectors capable of probing the frontiers of modern particle physics.
The discovery of a scalar particle consistent with the Higgs boson in 2012 [80, 81] was one
of the main goals of ATLAS and CMS. Many world leading measurements of SM processes
have been made, as well as extensive searches for physics beyond the SM such as Z,W prime
(Z′,W ′) bosons [134] and searches for miniature black-holes [11].

1The SPS was built in 1976 and originally its beams were used in the discovery of the W and Z bosons by
the UA1 and UA2 experiments [133]
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4.2 The ATLAS Detector

4.2.1 Overview of ATLAS

As with the majority of precision experiments based at colliders, ATLAS is a cylindrical
shaped detector with onion like layers of sub-detectors. Figure 4.2 shows a diagram of
ATLAS, the beam pipe runs horizontally through the middle of the experiment, the interaction
point at the centre of the detector is surrounded by the inner detector (ID). The ID consists of
three sub-detectors: Pixel Detector (Pixels), SemiConductor Tracker (SCT) and the Transition
Radiation Tracker (TRT); all of which are used in the measurements of particles exiting the
beam pipe. Outside of the ID, a solenoid magnet is used in the bending of charged particles
in the inner parts of the detector. The electromagnetic calorimeter is the next layer, followed
by the hadronic calorimeters, used for measuring electrons, photons and hadrons. Further out
is the toroid magnet, this is used to bend charged particles in the muon chambers of ATLAS.
Finally the Muon Spectrometer is the furthest layer from the centre of the detector, used for
measuring muons. As can be also seen in Figure 4.2, ATLAS is not uniformly cylindrical,
since the collision point is at the centre of the detector there are barrel and endcap sections of
the inner detector, calorimeters, muon system and the magnets. The design enables the high
precision reconstruction of particles with small angles to the beam pipe.

Fig. 4.2 Diagram of the ATLAS detector taken from [14].
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4.3 Magnet System

4.2.2 ATLAS Coordinate System

As discussed in Chapter 3.2.4, the partons from the two beams collide at z ≈ 0, where z is the
direction along the beam axis from the centre of the detector, the top-right panel of Figure 4.3
shows the z-y plane where the beam pipe passes through the middle of the detector. The x-axis
points in direction towards the centre of the LHC ring, the left panel of Figure 4.3 shows a
transverse slice of the detector in the xy plane. Since ATLAS is cylindrical in shape, polar
coordinates are typically used: where φ is the angle made in between the x-y coordinates
and θ is the angle made between the z and y coordinates. Partons from two protons from
colliding beams carry a fraction x1 and x2 of the energy of each proton, therefore their energy
is generally not equal (E1 ̸= E2), this boosts the centre-of-mass frame of the collision in the
z-direction. The quantity of pseudo-rapidity is defined as:

η =− ln tan
(

θ

2

)
(4.1)

The difference ∆η between two points in the detector volume is therefore an invariant quantity
with Lorentz boosts and is essential in the reconstruction of physics objects2. Figure 4.3 is
an event display for an event in which a pp collision has caused two energetic showers of
particles in the ATLAS detector, clearly seen in the left and top-right panels. The bottom-right
panel shows these two showers in the η −φ plane as a function of the transverse energy (ET)
deposits. See Chapter 5.1 for a complete overview of the reconstruction of physics objects.

4.3 Magnet System

Figure 4.4 shows the ATLAS magnet system. The inner solenoid is situated outside of the
inner detector and provides a field of strength 2T - allowing for the measurement of momen-
tum and charged particle identification by the ID. Encompassing the muon spectrometer,
the toroid magnet is composed of 8 barrel and 2×8 endcap coil components. The toroid
barrel field strength is approximately 0.5T and the endcap toroids are ≈ 1T . As with the
inner solenoid, the toroid magnet bends charged particles (muons) in order to measure their
momentum.

2The quantity of rapidity y is sometimes used, defined as y = 1
2 ln
(

E+pz
E−pz

)
; for m ≪ |p⃗|, η = y.
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4.3 Magnet System

Fig. 4.3 Example of an ATLAS event display for a singular typical di-jet data event recorded
in 2010. The ID is shown is light grey, the electromagnetic calorimeter is shown in green,
the hadronic calorimeter is shown in red and the muon spectrometer is shown in blue. The
left panel and top-right panel show a view of the detector in the x − y plane and z− y
plane respectively. These displays shows various tracks (in the ID) and various energy
deposits in the calorimeters. The bottom-right plane shows the transverse energy (ET) energy
deposits as a function of η and φ , coloured lines show circles of radii 0.4 in the η −φ plane,
demonstrating the reconstruction of energetic showers either as electromagnetic objects or
jets, see Sections 5.1.4,5.1.2.
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4.4 Inner Detector

Fig. 4.4 ATLAS magnetic system: the inner detector is surrounded by a solenoid magnet; a
toroid magnet system encompasses the muon spectrometer [15].

4.4 Inner Detector

A diagram of the ID is shown in Figure 4.7 with an indication of the distances from the
beam pipe to each subsystem. The diagram includes the Insertable B-Layer (IBL) which was
inserted at a radial distance of 33.25 mm from the beam pipe during the first shut-down of the
LHC between Run-I and Run-II. The inclusion of the IBL greatly improved the identification
of jets originating from B-hadrons (b-tagging), resulting in large sensitivity gains for searches
for SUSY in finals states containing b-tagged jets [135].
Figure 4.5 shows the radition length3 (X0) of the various components of the inner detector.
ATLAS is designed in such a way to vary X0 in the most suitable way for particle identifaction.
A low value of X0 in the ID is critical for the energy determination of particles in the outer
layers of ATLAS.

The various ATLAS tracking systems, which cover the region η < 2.5, are designed to
have a pT (transverse momentum) resoluton of tracks (see Section 5.1.1) given by σ(pT) =

0.05%pT
⊕

1% [16].

3X0 is the characteristic radiation length (gcm−2) of a material defined by it’s atomic and nucleon numbers
(A,Z). An electron has a fraction 1/E of it’s energy left after traveling through X0.
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Fig. 4.5 Radiation lengths (X0) in the Inner Detector (ID) (including the services) as a function
of |η | and averaged over φ . The breakdown indicates the contributions of external services
and of individual sub-detectors. Taken from [16].

4.4.1 Insertable B-Layer

The IBL is a single layer of 14 staves, tilted by 14◦ for full φ coverage, consisting of FE-14
read out chips with an array of 80× 336 silicon pixels of size 50× 250 µm2 [136]. The
purpose of this was to improve the tracking, vertexing and b-tagging performance of ATLAS
for Run-II of the LHC. It has been designed with a low material budget, and has a radiation
length of 0.015X0 (for the layer at z = 0), in order to keep the detector mass low and reduce
radiation damage to other systems.

Because of this low mass and small distance from the Interaction Point (IP), the impact
parameter used in the reconstruction of tracks is vastly improved. Figure 4.6 demonstrates
the improved resolution of the transverse impact parameter4 (d0) [17].

4This variable is defined in Chapter 5.1.3 as the distance from the primary vertex to the closest approach of
the track in the R−φ plane.
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4.4 Inner Detector

Fig. 4.6 Impact parameter distributions of reconstructed tracks with and without IBL for
simulated tt̄ events; (right) transverse impact parameter distribution d0 and (left) longitudinal
impact parameter distribution z0 × sinθ with respect to the true values. Taken from [17]

For example, the rejection factor for light jets mis-tagged as b-jets in tt̄ Monte-Carlo5observes
an increase in a factor of 2 with the IBL installed [136], the improved rejection factors are
quoated in Table 4.1.

Table 4.1 Rejection of simulated light jets in tt̄ events for a b-tagging efficiency of 60%, data
obtained from [17]. For more details on the IP3D and IP3D+ SV1 algorithms see Section
5.1.3.

b-tagging Algorithm Without IBL With IBL Ratio

IP3D 83±1.5 147±3.4 1.8
IP3D + SV1 339±12 655±32 1.9

4.4.2 The Pixel Detector

During Run-I the Pixel detector was the inner-most sub-detector, it is constructed from 60
million silicon pixels, with dimensions of 50×400 µm2 [137]. These pixels, organised into
modules, are arranged in 3 barrel layers as seen in Figure 4.7 as well as a total of 6 endcap
disks, two on each side of the barrel, in order to cover higher η . As with the IBL, the Pixel
detector is used in the immediate tracking of charged particles, vertex finding and b-tagging.

5See Section 5.1.3 for more detail.
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4.4.3 SCT

Further away from the beam pipe is the SemiConductor Tracker (SCT), another silicon based
tracking detector. The first barrel layer is situated at a distance of R = 300 mm away from
the beam pipe. As with Pixels, it has multiple layers: 4 barrel layers and 2 sets of 9 endcap
disks. The positions of various SCT disks and barrel sections are shown in Figure 4.7, the
positive z side of the detector is referred to as “‘Side-A”’ of the detector and the negative z
side is referred to as “‘Side-C”’. Each barrel and disk layer are composed of many modules
containing silicon strips and read-out electronics.

Fig. 4.7 Schematic diagram of the SCT quadrants. Two types of sensors are indicicated in
the diagram: Contact Image Sensors (CiS) and Hamamatsu. Taken from [18].

4.4.4 TRT

The Transition Radiation Tracker (TRT) is the third subsystem of the ID, it is the largest
in size and situated between 554− 1082 mm from the beam pipe as seen in Figure 4.7.
Unlike the two other ID subsystems, the TRT is not composed of silicon pixels but rather ∼
372,000 gas straw tubes with a central anode wire and an outer cathode tube, filled with a
xenon gas [138]. In total there are 73 barrel layers and 224 endcap layers, the straws being
aligned axially in the barrel and radially in the endcaps. The TRT provides further tracking
information of charged particles, it also provides a measurement of the transition radiation a
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4.5 Calorimeters

particle leaves in the detector which can be used to distinguish electron (positrion) candidates
from other charged particles.

As a charged particle passes through a straw tube it causes the ionisation of the noble
gas, electrons drift towards the HV+ central anode wire and ions drift to the HV- cathode.
From the timing of the signal pulse a drift circle of the possible positions of the passing
charged particle can be made. When multiple drift circles from multiple straw tubes are
combined and matched to an inner detector track, the path of a traversing charged particle
can be determined. A diagram showing this can be seen in Figure 4.8. The TRT also has
the capability to distinguish between electrons and pions since they emit different transition
radiation (TR) [139]. The straw tubes are interleaved with polymer fibres and foils, electrons
passing through these media radiate photons. The radiated photons cause increased ionisation
in the straw tubes providing a characteristic enabling distinction between electrons and pions.

E

Fig. 4.8 Diagram of drift circles in an array of straw tubes of the TRT. The straw tubes are
coloured yellow with the anode in the centre shown in red. An electric field is applied across
the tube between the cathode shell and the inner anode. When an ionising particles travels
through the noble gas a so-called drift circle can be inferred (grey-blue circles) from the drift
time. When multiple drift circles are combined, taking into account the magnetic field, the
particle track can be reconstructed (dashed-green line).

4.5 Calorimeters

In order to measure the energy of particles traversing the ID, calorimeters are situated
outside of the inner solenoid magnet. Two types of calorimeters are used by ATLAS: the
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ElectroMagnetic calorimeter (EMcal) and the Hadronic calorimeter (Hcal). The EMcal and
Hcal are designed to measure deposited energy from electromagnetic showers and hadronic
showers respectively. The coverage of the calorimeters, as seen in Figure 4.9, extends to
|η |< 4.9. They are essential in the reconstruction of electrons, jets and Emiss

T .

Fig. 4.9 ATLAS calorimeters: EM and hadronic section showing both barrel and endcap
regions of the detector.

4.5.1 Electromagnetic Calorimeter

Increasing in radial distance outwards from the solenoid magnet, the EMcal causes the
showering of high energy (> 1 GeV) electrons, positrons and photons via bremsstrahlung
radiation and pair-production in the active area of the EMcal [140]. The radiation length
(or material length), X0, is a characteristic of the active material defined as the length in
which a EM particle in reduced to 1/E of its original energy. The EMcal is designed with
a large X0 in order to contain and measure high energy EM particles. X0 is proportional to
the inverse material density (∝ 1

ρ
), the proton number (Z) and nucleon numbers (A) of the

material [141]. ATLAS uses Liquid Argon (LAr) alternated with plates of lead absorber as
the active material in the EMcal, in both barrel and endcap sections, as seen in Figure 4.9.
Both barrel and endcap sections of the EMcalo have an accordion geometry, this can be seen
in Figure 4.10, to optimise the readout electrons and improve η coverage.
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4.5 Calorimeters

Fig. 4.10 Schematic diagram(s) of a EMcal barrel module located in the electromagnetic
calorimeter.

4.5.2 Hadronic Calorimeter

Composed of two types of calorimeters, the Hcal is essential for the measurement of jets and
Emiss

T . The barrel section or tile calorimeter, shown in Figure 4.10, covers |η | < 1.0 (Tile
barrel) and 0.8 < |η |< 1.7 (Tile extended barrel). Plastic scintillator and various metals6 are
used for the active medium and absorber material, coverage of larger than 10X0 over all φ is
obtained within the barrel ensuring hadronic showers are contained within the calorimeter
up to large E [142]. Larger values of 1.5 < |η | < 3.2 are covered by the LAr Hadronic
EndCap (HEC). This calorimeter is of similar design to the EMcal endcaps, it is LAr based.
Additionally the LAr forward calorimeter (FCal), composed of three separate modules per
endcap, use copper and tungsten as absorber plates and provide coverage of 3.1 < |η |< 4.9.

The ATLAS calorimeter systems are designed in such a way to ensure that hadronic
particle showers are contained within the calorimetery. The interaction lengths of the material
in each sub-system is shown in Figure 4.11, providing > 10 interaction lengths for η < 4.9.

The precise measurement of the energy of electro-magnetic and hadronic showers is
critical. The reconstruction of these showers as either electron-magnetic objects or jets is
discussed in Section 5.1.4 and Section 5.1.2 respectively. Chapter 6 dicusses in detail the
presence of a SM background originating from energy mis-measurement.

The designed energy resolution (σ(E)) of reconstructed objects as a function of energy
(E), for the significant regions of the calorimetry is given in Table 4.2 [16].

6steel is used in the tile calorimeter, copper in endcaps and tungsten in the forward regions [142].
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Fig. 4.11 Interaction lengths (I0) in the calorimeter systems as a function of |η | and averaged
over φ . Taken from [16].

Table 4.2 ATLAS performance goals of the calorimeters. Taken from [16].

Calorimeter component Resolution

EM σ(E)
E = 10%√

E

⊕
0.7%

Hadronic Barrel and Endcap σ(E)
E = 50%√

E

⊕
3%

Hadronic Forward σ(E)
E = 100%√

E

⊕
10%

4.6 Muon Spectrometer

The outermost layer of ATLAS is the Muon Spectrometer (MS). It is designed to measure the
momentum of charged particles exiting the Hcal, covering the region of |η |< 2.7. Figure 4.12
depicts the side A of the muon spectrometer. It shows several barrel layers surrounded by
the toroid magnet and several vertical wheels, the 4 big wheels (an additional two on side
C) at located ∼ 13 metres and ∼ 21 metres from the centre of detector. The diagram also
indicates the several types of gaseous detectors used in the MS, the main being Monitored
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Drift Tubes (MDT), along with the Cathode Strip Chambers (CSC). These subsystems are
used for tracking in the barrel and endcap regions. To trigger on muons in the barrel and
endcap regions Resistive Plate Chambers (RPC) and the Thin Gap Chambers (TGC) are used.
The muon chambers used for triggering cover a slightly smaller range of |η | < 2.4. The
designed reconstructed pT resolution of muons (see Section 5.1.5) measured in the MS is
given by σ(pT) = 10% for a muon pT of 1 TeV [16].

Fig. 4.12 Longitudinal diagram of the muon spectrometer (MS), side A of ATLAS. The
x-axis indicates the distance from the IP along the beam pipe, the y-axis indicates the distance
in height from the beam pipe.

4.7 Triggers

As mentioned in Chapter 3.2 at both
√

s = 8 TeV and
√

s = 13 TeV the cross section
for inelastic collisions is O(1010) higher than the cross section for typical SUSY particle
production. The collision rate of the LHC is 20(40) MHz during Run-I (Run-II), is much
higher than storage and read-out capabilities of ATLAS. The need for a sophisticated trigger
system capable of rapidly deciding which events are worth recording, is critical to physics
analyses.

Figure 4.13 shows a schematic diagram of the ATLAS trigger system during Run-I
and Run-II of the LHC. The Level 1 stage of the trigger system is hardware based and
uses the calorimeters and MS to find Regions Of Interest (ROIs), reducing the rate to 70
kHz [143, 144] (100 kHz [145, 146]) in Run-I (Run-II). The Level 2 (L2) system is seeded
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4.7 Triggers

by the L1 system, these candidates are used by software to find physics objects - electrons,
photons, muons, taus, jets, b-jets and Emiss

T with reduced event information. In Run-I the L2
information was passed to the Event Filter (EF), however in Run-II the L2 and EF are merged
as a more complete event reconstruction based on the readout of additional subsystems of
the detector. The L2 and EF make up the High Level Trigger (HLT), the rate after HLT
acceptance in Run-I was 700 Hz and 1 kHz in Run-II.

Fig. 4.13 Schematic diagram showing the overview of the ATLAS trigger system in Run-I
and Run-II. Taken from [19].

A summary of the nomenclature of the trigger names is given in Table 4.3. Each trigger
is triggered by a physics objects with some online threshold7. Some triggers are said to
be prescaled, this means that only a fraction of events is recorded, for example, 1 in 10
events that pass a certain trigger will be recorded therefore the prescale value would be 10.
Triggering on commonly produced physics objects such as photons and low pT jets8 can
take large prescale values since it is either not practical or undeseriable to record every event
produced by the LHC.

7online threshold - for example the pT the initial L1/L2/HLT systems observe the object with, this will
differ from the value measured after full reconstruction

8Hadronic showers.
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Table 4.3 Summary of the most relevant ATLAS High Level Triggers. The naming convention
and corresponding physics object are‘ given, XX refers to an online threshold associated to
the pT of the triggered object.

Name Corresponding Physics Object

HLT_xeXX Missing transverse momentum (Emiss
T )

HLT_jXX At least one jet
HLT_eXX At least one electron
HLT_muXX At least one muon
HLT_gXX At least one photon

4.8 Datasets and Simulation

A transverse slice of ATLAS in the barrel section, with all subsystems is shown in Figure 4.14.
The reconstruction of the physics objects: muons; jets (protons, neutrons, other hadrons);
electrons and photons; muons and Emiss

T (invisible particles e.g. neutrinos), is discussed in
more detail in Chapter 5.1. ATLAS is needed to record these objects. The figure shows how
the inner detector is used in the tracking of all charged particles which are bent by the inner
solenoid magnet; electrons and photons shower in the EMcal; hadrons shower in the Hcal;
muons are tracked through the entire detector and are detected by the muon spectrometer;
and finally invisible particles such as neutrinos do not interact with the detector and are
manifested as Emiss

T .
Information is collected by the various sub-detectors Data AcQuisition instruments

(DAQs), and is recorded to form data sets which can be used for analysis. In addition to this,
simulation of the detector, the underlying physics and how produced particles interact with
the detector is critical to the analyses in this thesis.

4.8.1 Datasets

The analyses in this thesis use two different data sets9: one recorded from April 2012 to
December 2012 during Run-I of the LHC at a centre-of-mass energy of

√
s = 8 TeV; the other

was recorded from June 2015 to November 2015 during Run-II of the LHC at
√

s = 13 TeV .
Figure 4.15 summarises the amount of data delivered to ATLAS by the LHC and the amount
of data ATLAS recorded. The total amount recorded in 2012 was 21.3 fb−1, and the amount
recorded in 2015 was 3.9 fb−1. After the application of Good Run Lists (GRL), removing

9Which are not the total Run-I and Run-II data-sets discussed in Chapter 4.1.
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Fig. 4.14 Summary of different ATLAS sub-detectors and their purpose in terms of physics
objects identification.

“runs” or sections of runs in which detector issues or downtime impeded the quality of the
data, the 2012 data set was reduced to 20.3 fb−1 and the 2015 data set reduced to 3.2 fb−1.
The collision rate of the LHC given by Equation 3.1 is dependent on the number of bunches
per beam, nb. This number can be increased, hence increasing the luminosity, by decreasing
the time between different bunches (bunch spacing). The LHC used a bunch spacing of 50
(25) ns, corresponding to a collision rate of 20 (40) MHz during Run-I (Run-II).

4.8.2 Simulating ATLAS

In the pursuit of physics beyond the SM a significant excess in the number of observed events
is needed to claim the discovery of something new. Typically this is an excess with respect to
a non-zero number of expected SM events, calculated with either data-driven techniques or
with Monte-Carlo (MC) simulation. Many data-driven techniques, some of which were used
in this thesis, still rely partially on MC at some level. The signal from BSM models needs
to be simulated to find an expected rate. It is therefore of utmost importance to be able to
correctly simulate all expected SM background and signal processes as well as model the
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Fig. 4.15 Summary of the 2012 Run-I and 2015 Run-II data sets used in analyses.

detector accurately. Chapter 2 and Chapter 3 gave an overview of the underlying theory of
particle physics and how this physics is manifested in hadron colliders.

The geometry of ATLAS is modelled using Geant4 [149] and accounts for all the material
in the detector and the surrounding environment. MC samples are produced by many different
MC generators, the most commonly used being: Pythia [150]; MC@NLO [151]; Powheg
[152] ; MadGraph [153]; and Sherpa [7]. Generator level information, commonly referred
to as truth information, is essential in the calibration of physics objects.

The method for modelling high energy collisions can differ depending on the process
being simulated. Generally the Underlying Event (UE) (see Chapter 3.2.3) is simulated using
Pythia6 [154–156]. The Matrix Element (ME) calculation of the hard process is typically
calculated to leading order, Next-to-Leading Order (NLO) and sometimes next-to-next-to-
leading order. This is followed by the parton showering (PS) and the simulation of softer
underlying processes, the result is then passed to the detector simulation which models the
detector response. Referring back to Figure 3.5 of Chapter 3.2.3, the simulation of a tt̄h event
in Sherpa [7] is pictorially represented. This generator is an example of a ME+PS generator
- it performs both the matrix element and parton showering calculation.

Powheg+Pythia [152, 150] is an example of a NLO generator being interfaced with a PS.
In the case of high jet multiplicity the more accurately the ME can be described then the
more accurately the MC will describe data. Matching procedures [157, 158], are employed
to match the matrix elements to the parton shower. This is needed to remove overlaps of the
hard-process of interest and those which are related to the evolution of the PS. Figure 4.16
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pictorially represents this and the important interplay between the ME (truth level), the
parton showering and the detector level objects (reconstruction level). An event containing
N +1 jets may arise from two possible situations: collinear or soft-emission of a parton in a
N +1 parton state; or from N parton simulation where an extra jet is reconstructed from a
hard-emission in the parton shower. This is an example of the double counting of events, see
Figure 4.16 for a pictorial representation. Matching procedures remove the double counting
by making decisions based on the pT of the extra jet. In one such method the event is selected
if the N +1 jet pT in the N parton state is below a certain threshold pT < Qc, otherwise it is
removed. Events generated with N +1 partons are then merged only keeping ones in which
the N +1 jet has pT > Qc.

More Parton Showering 

Z + 1 parton

Z + 2 partons

Double Counting

Matrix Element

Parton Shower

Detector Level

Fig. 4.16 Example of double-counting when matching ME+PS in MC simulation of multiple
partons.

Fast Simulation As discussed in Chapter 4.8.2, Geant4 is used to perform a full simulation
of ATLAS, the reconstruction time is long and uses a lot of CPU time, I/O 10 and disk space.
This can be improved with the use of Fast Simulation in which parametrisations of e.g. the
ATLAS calorimeter cell response are used [159–161]. This greatly reduces computational
resources with a loss in simulation accuracy. In the case of sub-dominant backgrounds and
the calculation of theoretical uncertainties on the ME calculations and PS, fast simulation
can be used.

10I/O - input/output communication between the disks and the computer
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Scale Variations In the calculation of theoretical uncertainties on the MC predictions scale
variations are also computed as well as the comparison between different ME+PS programs
used in the generation of the MC. Various different PDF (see Chapter 3.1.2) sets have been
used by ATLAS [162–166]. In addition to this variations on the generator parametrs are used:
hdamp parameter which controls the ME+PS matching, effectively regulating the high-pT

ISR/FSR radiation are used [156, 162]. Other variations include the renormalisation (µr) and
factorisation (µ f ) scales which also control the amount of radiation [162]. The simulation of
the UE can also be varied from the nominally used Pythia6 using the Perugia tunes [167].

63



Chapter 5

Analysis Tools

The previous Chapter detailed the ATLAS detector and how it is used to record collision data
from the LHC. Chapter 4.8.2 introduced the concept of Monte-Carlo simulation of collision
data and the ATLAS detector response. From this point the information from the detector
and simulated detector needs to be reconstructed into so-called physics objects.

In Figure 5.1 a pictorial overview of the ATLAS data-flow is shown. The detector
provides the collaboration with O(10) PBytes/year of data; simultaneously a huge Monte-
Carlo production campaign provides O(100) PBytes of simulated data (simulated SM
backgrounds and BSM signals).

As seen in Figure 5.1, both raw data and simulated MC are passed through the same
reconstruction software using the software framework Athena [168]. The following chapter
details this reconstruction stage; how raw data and simulation are transformed into so-called
physics objects (jets, electrons etc.). Corrections to the Monte-Carlo, known as Scale Factors
(SFs), are discussed as well as systematic uncertainties on the calibration of the Monte-Carlo
performed at the reconstruction stage.

The final subsection of this Chapter details the use of the HistFitter [169] software
package that is used to statistically interpret the analysis results of Chapters 7 and 8.
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Fig. 5.1 An overview of the ATLAS data flow showing both data and simulation [20].

5.1 Physics Objects

The concept of electrons, photons, muons, jets and Emiss
T as detector level physics objects was

briefly discussed in Section 3.2.4. This chapter provides a more detailed overview. Parton
interactions in hadron colliders mostly produce large sprays of hadrons and mesons (π , K, n,
... ) refered to as Jets. Figure 5.2 shows a pictorial example of this in which LEP produces
a Z boson which decays to qq̄, subsequent hadronisation of these quarks produces a spray
of hadronic jets in the OPAL detector. Jets of particles can be tagged as originating from b
quarks 1 and are refered to as b-jets. The b-tagging of jets is critical for analyses described in
this thesis as the targeted signal models contain decays via b-quarks.

Electrons, positrons, muons and anti-muons are generally referred to as “leptons”; this
term does not include taus and anti-taus. Taus decay 64.79% of the time hadronically via
pions; 17.82% into tau neutrinos, electrons and electron anti-neutrinos; and 17.39% into tau
neutrinos, muons and muon anti-neutrinos [170]. ATLAS observes leptonic tau decays as
either electrons or muons and Emiss

T from the two neutrinos. Jets containing pions originating
from taus can be tagged as originating from taus, referred to as tau jets.

5.1.1 Tracks

The purpose of the ID is to track charged particles as they exit the beam pipe at the centre
of ATLAS. Although tracks are not used as standalone physics objects they are essential

1It is also possible to tag them as c or t quarks
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Fig. 5.2 a) The emission of a single gluon from the production of a qq̄. (b) shows multiple
emissions of gluons from a qq̄, (c) then shows the hadronisation of these gluons forming
bound states such as pions and kaons, (d) shows the event display from the OPAL detector at
LEP for the production of e+e− → Z → qq̄ → hadrons. Taken from [10].

in the reconstruction of leptons and jets. In the presence of large event pileup, there can be
on average ⟨µ⟩ > 20 pp interactions per event resulting in large numbers of overlapping
particle tracks. Tracks are constructed from space points in the various ID layers that point
towards a common vertex at the centre of ATLAS, routes are built between them based on
the most probable path, taking into account the effects of the B-field and multiple scattering.
Once constructed multiple tracks can then be extrapolated to the beam axis to find vertices.
The Primary Vertex (PV) is selected as the vertex with the largest sum of pT of all tracks
associated with the vertex. By finding the PV and additional large pT vertices, contributions
from pileup are reduced.

5.1.2 Jets

In 1973 the SPEAR e+e−[171] experiment at SLAC first observed evidence of showering of
hadronic particles (jets) originating from quark-anti-quark pair production:

e+e− → qq̄ → j1 j2

It was demonstrated that the quark-anti-quark pair (qq̄) had produced hadrons in the final
states from the angular distribution and charge of the jets ( j1 , j2) [172]. This is also depicted
in Figure 5.2. The jets observed at SPEAR appeared as two clusters of multiple charged
particle tracks in the event displays [173]. Jets were also observed experimentally by PETRA
[174] at DESY to originate from gluons. An electron-positron pair annihilation radiates
a hard gluon in the final state, this was the first example of Final State Radiation (FSR),
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described in Section 3.2.1:

e+e− → qq̄g → j1 j2 j3

With increased centre-of-mass energy and the use of hadron colliders comes the need to
accurately measure the jet constituents and properly reconstruct them to perform quantitative
analyses. Jet algorithms are used to cluster a large number of final state particles into a small
number of jets depending on kinematic and angular distributions.

Jet input ATLAS reconstructs jets based on an input. Positive-energy topological clusters
from the three-dimensional reconstruction of energy deposits (cells) in the calorimeters,
known as “Topoclusters” are used. They are formed with the use of a nearest neighbour
algorithm. To enter the cluster, cells must contain a significant level of signal above simulated
noise [175]. The algorithm for simulating noise-level has been modified between Run-I
and Run-II of the LHC to better match the observed noise levels during Run-I. The cluster
algorithm itself has undergone modifications for Run-II data. Clusters are forbidden to grow
from pre-sampler layers2 of the calorimeter from neighbours in the same layers. By doing
this, the amount of low-energy pileup deposits which only just reach the pre-sampler layers,
do not form large topoclusters [176].

Jet Finding Many types of algorithms exist with the purpose of accurately reconstructing
jets to probe the underlying partons. ATLAS uses multiple sequential recombination algo-
rithms to find jets, the most popular being the anti-kT

3 algorithm [177]. This jet algorithm is
infra-red safe and collinear safe as demonstrated in Figure 5.3. The top two diagrams show
how two jets can be incorrectly combined into a single jet if a soft particle is radiated between
the two jets. The bottom two diagrams show how if a particle within the jet undergoes
collinear splitting the reconstruction may not include all the jet constituents, an ideal jet
algorithm is not susceptible to these effects. The algorithm used in this thesis is the anti-kT

algorithm. It proceeds as follows:

1. The constituent jet inputs (i) are ordered based on their transverse momentum to the
power 2p, k2p

T (i). The parameter p =−1 for the anti-kT algorithm4.

2These are the layers with finest granularity at the closest radial distance to the interaction point
3kT refers to the transverse momentum (pT) of an input object, this convension is kept in this sub-section to

be consistent with the named algorithm.
4k−2

T = 1
k2

T
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Fig. 5.3 Illustration of the infra-red sensitivity of a cursory designed jet algorithm (top).
Illustration of the product of a collinear unsafe jet algorithm. A collinear splitting changes
the number of jets (bottom). Taken from [21].

2. di j is the distance between the first ordered jet input (i) and additional jet inputs ( j).
The distance to with respect to the beam, diB, is also calculated.
These are defined as:

di j = min{k2p
T (i),k2p

T ( j)}
∆R2

i j

RC

diB = k2p
T (i)

where ∆R2
i j = ∆y2

i j +∆φ 2
i j and RC is the cone radius 5. A value of RC = 0.4 is the most

typical radius used in ATLAS.

3. If di j is the smallest distance, jet input j is combined with jet input i and di j is
calculated for the next jet input in the list. If diB < di j the jet input i is considered a jet
and removed from the list, this occurs if ∆R2

i j > RC.

A Monte-Carlo (MC) level demonstration of the anti-kT algorithm using RC = 1.0 is
shown in Figure 5.4, taken from [178]. An event has been simulated at parton level with
O(104) random soft “ghost” particles and clustered with the algorithm detailed above. All

5y is defined as the rapidity which differs from the pseudo-rapidity η
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hard jets in the event are circular with a radius RC and appear well reconstructed. However,
the two jets seen at φ ∼ 4.5−5.5 and y ∼ 1−2, shows how the harder right hand side jet
(green) carves a crescent shape into two softer jet (pink). Preference in this algorithm is
given to the harder jet perhaps overestimating its energy. A different jet finding algorithm
(e.g. kT with p = 1) or with a different value of RC may better resolve these objects. In the
case of a boosted top quark in the final state, the b-quark and W-boson decay products will
also be boosted becoming collimated; in cases when the W-boson decays hadronic it can be
advantageous to use a large RC ≥ 1.0 (fat-jet) to reconstruct the top quark mass.

Fig. 5.4 Monte-Carlo level on jet clustering with the anti-kT algorithm using RC = 1.0 in the
y−φ plane. Taken from [22].

Jet Energy Scale The topoclusters, used as inputs to jets, are reconstructed and calibrated
to electro-magnetic showers [179] known as EM-jets. A second set of topoclusters can built
by performing a method known as Local Cell Weighting (LCW). This method classifies the
topoclusters into EM or hadronic showers based on the energy density and shower depth.
Topoclusters identified as hadronic showers have their re-calibrated. These objects are
refered to as LCW-jets. Further calibration is applied after the jet finding procedure - Jet
Energy Scale (JES). The Run-I analyses used the LCW+JES calibration scheme, the analyses
performed with Run-II data used the EM+JES calibration scheme.
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5.1.3 B-tagged jets

The accurate identification of jets originating from b-quarks is essential to the signal models
of interest in this thesis. As discussed in Section 2.1.4, no isolated quark has ever been
observed, b-quarks hadronise forming B-hadrons with lifetimes τ ≈O(10−12) and masses
mB ≈ 5 GeV. High pT B-hadrons (pT > 20 GeV) have a time of flight that can be used to
distinguish them from lighter quark and gluon jets. A secondary vertex from the decay of
the B-hadron can be detected as seen in Figure 5.5. The transverse impact parameter (d0) is
the distance from the primary vertex to the closest approach of the track in the R−φ plane.
The longitudinal impact parameter (z0) is the z coordinate of the track at the point of closest
approach. These values can be used to separate jets originating from b-quarks from lighter
quark and gluon jets.

Fig. 5.5 Decay of a u-quark and a b-quark

To increase the discriminating power between jets originating from B-hadrons and all
other sources, the output weights from multiple algorithms can be combined in a “neural
network” using Multi-Variate (MV) algorithms. The b-tagging algorithm used in the Run-
I analyses is named MV1 [180], for Run-II the algorithm was updated, modified and is
referred to as MV2c20 [181]. Both MV algorithms use the outputs of three algorithms:
Impact Parameter significance (IP3D), Secondary Vertex finding (SV1) and Multi-vertex fit
(JetFitter) [182–184]. The IP3D algorithm takes d0 and z0 and calculates a tagger weight
based on the log-likelihood ratio method (LLR) [182]. SV1 reconstructs a secondary vertex
using displaced tracks that do not originate from a long lived particle or interaction with the
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detector material [183]. JetFitter exploits the topology of the longer Heavy Flavour (HF)
hadron decay chains6 inside a jet [184]. Jets originating from HF-hadrons will have a larger
number of vertices (with at least two tracks) and a larger number of tracks from vertices
(with at least two tracks). A Boosted Decision Tree (BDT) [185] combines the outputs of
IP3D, SV1 and JetFitter. The default for the Run-II data set (MV2c20) is trained with b-jets
as the signal and the background composed of 20% c-jets and 80% light jets.
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Fig. 5.6 MVx algorithms in simulated tt̄ samples: MV1 was used for the Run-I analyses and
MV2c20 was used for the Run-II analyses.

Figure 5.6a shows the MV1 weight used in Run-I in simulated tt̄ at 8 TeV. Analogously,
Figure 5.6b shows the output of the MV2c20 algorithm in simulated tt̄ at 13 TeV. Both show
the separation between true b-jets, c-jets and light-jets. In order to classify jets as b-tagged or
not, the MV weights are cut on at certain Working Points (WPs) corresponding to specific
MVX weight known as an Operating Points (OPs). WPs and OPs are determined from tt̄
simulation. In the case of the MV2c20 algorithm, the OP wMV2c20 > 0.4803 corresponds to
a 77% WP. The 77% refers to the b-tagged acceptance efficiency, meaning that for all true
simulated b-jets in the tt̄ sample, 77% of these will be correctly tagged as b-jets. The generator
level information for c-jets (light-jets) can be also used to find the c-jet (light-jet) rejection
efficiency - what percentage of jets originating from charmed hadrons (non-charmed- or
non-b- hadrons) are incorrectly tagged as b-tagged jets. Figure 5.7 shows the b-jet acceptance
efficiency, c-jet rejection efficiency and light-jet rejection efficiency for multiple OPs in
simulated tt̄ as a function of leading jet pT at

√
s = 13 TeV.

6c and b quarks have longer decay chains than lighter quarks.
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(a) b-jet acceptance efficiency for multiple
MVc20 working points in simulated tt̄ MC
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(b) c-jet rejection efficiency for multiple
MVc20 working points in simulated tt̄ MC
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(c) light-jet rejection efficiency for multiple
MVc20 working points in simulated tt̄ MC

Fig. 5.7 MVc20 algorithm truth level acceptance and rejection efficiencies for a simulated tt̄
MC sample. The various percentages corresponds to Working Points (WPs).

5.1.4 Electromagnetic Objects

Electrons, positrons 7 and photons are measured by the EMCal as discussed in Section 4.5.
These so called Egamma physics objects are formed in the same way - as reconstructed
showers of deposited energy. They are distinguished by their association with a (positively
or negatively) charged track or absence of a charged track.

A Sliding Window algorithm is used to group cells of deposited energy into clusters
[186]. The EMCal has four active layers: the pre-sampler layer, S1, S2 and S3. S1 is a
high granularity layer in η , this enables the distinction between overlapping objects. For
example, two collimated photons from a pion decay. The mid-layer, S2, absorbs the majority
of EM energy deposits. The final layer, S3, contains high energy showers. The algorithm
reconstructs photons by locating a “Tower” of EM cells as a seed, and building a cluster

7electrons and positrons are both referred to as electrons.
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5.1 Physics Objects

around this seed depending on the transverse energy threshold. Tracks from the ID with
|η |< 2.47 are matched to the clusters to reconstruct electrons; information from the TRT
and SCT can also be used to determine if the object is an electron, see Section 4.4.4.

5.1.5 Muons

Muons are reconstructed from tracks in the muon chambers (see Section 4.3). Candidates are
classified depending on additional track information as: Calorimeter-Tagged (CT), which
have limited coverage in the Muon Spectrometer (MS) (|η | < 0.1)8; Stand-Alone (SA),
extended beyond the ID track acceptance between 2.7 > |η |> 2.5; ComBined (CB), full MS
tracks and ID tracks; and Segment-Tagged (ST), only one segmented track in the MS and an
ID track.

Different algorithms were used for the combination of the ID tracks, MS tracks and MS
energy depositions in the Run-I and Run-II analyses. The Run-I analyses use the so-called
staco algorithm [187] and Run-II analyses use a combined algorithm detailed in [188].

In the case of both muons and electrons, the terms refer to both particles and their
anti-particles. The notation SF refers to Same Flavour and OS refers to Opposite Sign.

5.1.6 Missing Transverse Energy

In searches for R-parity conserving SUSY, the Missing Transverse Energy (Emiss
T ) is key

in the potential discovery of new particles. As discussed in Section 3.2.4, the majority of
final observed states have large amounts of Emiss

T from the undetectable LSPs at the end of
supersymmetric decay chains. Equation 5.1 defines Emiss

T as the magnitude of the negative
sum of all p⃗T objects. A more complete definition of Emiss

T is given by:

Emiss
T = |pmiss

T | (5.1)

pmiss
T =

(
Emiss

x

Emiss
y

)
(5.2)

(pmiss
T ) = (pmiss

T )Electrons +(pmiss
T )Photons +(pmiss

T )Muons +(pmiss
T )Jets +(pmiss

T )SoftTerm(5.3)

The additional “soft term” (pmiss
T )SoftTerm differs between the Run-I and Run-II analyses.

For Run-I analyses this includes all low momentum reconstructed jets (pT < 20 GeV) and
unmatched calorimeter clusters. In Run-II the soft term is built from tracks not associated to
any reconstructed object.

8ID tracks are matched to small calorimeter energy deposits associated with minimally ionising particles
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5.1.7 Signal Objects

An important concept in the analyses in this thesis is the definition of baseline and signal
objects.

Baseline objects - electrons, photons, muons and jets are defined differently depending
on the analyses described in this thesis (Run-I or Run-II). For example in the Run-II analyses,
jets with pT >20 GeV and |η |<2.8 are defined as baseline jets. Whereas in Run-I analyses,
jets were said to be baseline jets if their pT >20 GeV and |η |<2.8. Baseline jets tagged a
originating from b-quarks (b-jets) are baseline jets with the additional criteria of: |η |<2.5
and pass a loose b-tagging working point (85%).

Baseline electrons (muons) are defined with |η |<2.5 (2.47), pT > 10 GeV (Run-II) or pT

>7(8) GeV (Run-I) for electrons (muons). In both cases a loose identification of the leptons
and photons is used [189, 187, 190].

Signal electrons, photons, muons and jets are isolated objects. Unless otherwise stated,
the physics objects used, in the context of analyses, are signal objects. A signal jet is baseline
jet passing a (Jet Vertex Tagger) JVT requirement9 [191] and bad jet removal10[192]. Signal
b-jets are signal jets with a typically tighter working point, all analyses in this thesis use a
working point of 77% for signal b-tagged jets. Signal electrons are baseline electrons passing
an isolation requirement11 - |d0/σ(d0)|< 5, |z0 sinθ |< 0.5, they are also required to pass
tighter identification cuts. This identification differs between Run-I [193] and Run-II [189].
Similarly for muons, they are required to pass a tighter identification and |d0/σ(d0)| < 3,
|z0 sinθ |< 0.5.

A distinction is needed since the MC scale factors (see Section 5.4), used to match
simulation to data, are calculated for the signal objects. For example, in zero lepton final
state analyses (as will be presented in Section 7.1), it is advantageous to be able to veto on
baseline leptons as opposed to signal leptons.

5.1.8 Truth Level Objects

As mentioned in Section 4.8.2, in the case of simulation, the generator level information can
help understand the underlying physics behind the observed (reconstructed) physics objects.
Throughout this thesis, generator level objects are referred to as truth objects. Figure 5.8 is a
schematic diagram of a generator level t̃ t̃ event produced by Sherpa [7] in a similar way to
Figure 3.5. It illustrates both the generator level particle production and the detector level

9to remove pileup jets
10to remove badly reconstructed jets
11d0 and z0 are the transverse and longitudinal impact parameters defined in Section 5.1.3
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measurement of the resultant particle fragments. Truth information is used to keep track
of the underlying particles, decay products and hadronic fragments shown in this figure.
Showers of truth level objects can be collected together as various radius jets using the same
algorithms described in Section 5.1.2.

Fig. 5.8 Schematic diagram illustrating the interplay between the production at generator
level and the measurement in the ATLAS detector of a scalar top event. Taken from [23].

5.2 Removing Overlapping Objects

In order to avoid double counting of final state objects, a procedure is followed to remove
overlaps between final state objects. A common example of the need for this is the leptonic
decay of a B-hadron resulting in a jet and muon in close proximity. Another example occurs
when an isolated electron is reconstructed both as an electron and as a jet. The following
lists the procedure to remove and select the most appropriate objects to be used:

• If an electron and a muon share a reconstructed track: if it is a Calo-Tagged (CT) muon,
then the muon is removed, otherwise the electron is removed.

• If the distance between a jet and a baseline electron is ∆R < 0.212, then the jet is
removed.

12Here ∆R is defined as ∆R2
i j = ∆φ 2

i j +∆η2
i j where i is the first object and j is the second.
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5.3 Event Cleaning

– In the case of the Run-II analyses if the jet is baseline b-tagged, instead the
electron is removed.

• If the distance in ∆R between a jet and a baseline electron is 0.2 < ∆R < 0.4, then the
electron is removed.

• If the distance in ∆R between a jet and a baseline muon is < 0.4, then the muon is
removed.

• Since no jets are tagged as originating from taus in any analyses described in this
thesis, no overlap removal of tau-jets are performed.

5.3 Event Cleaning

All analyses performed in this thesis firstly remove any badly reconstructed objects, this is
referred to throughout the text as event cleaning. The process of event cleaning removes any
events which could potentially mimic any signal or warp data in regions of interest13. The
following details various cleaning cuts that were applied to all data and simulated events:

Vertex selection Events with fewer than 2 tracks associated to the selected primary vertex
are rejected.

Jet cleaning Fake jets can arise from non-collision backgrounds with a large muon energy
deposit in the calorimeters. Fake signals in the calorimeter may also occur from noise bursts.
A set of cuts are used to reject these jets. They are based on: the timing of the calorimeter
signal with respect to that of the bunch crossing; on the quality of the fit to the calorimeter
pulse shape; on the fraction of jet energy belonging to specific calorimeter samples; and on
the amount of jet charged fraction14 - measured by the ID.

Muon cleaning Muons arising from cosmic background and badly reconstructed muons
are rejected [194, 195].
For the Run-I

√
s = 8 TeV analyses additional cleaning of events was applied, due to the

degradation of the detector over several years of previous LHC operations.

13The application of these so-called cleaning cuts differed between the Run-I and Run-II due to differences
in the LHC conditions, the amount of pileup and the amount of degradation of the detector

14The jet charged fraction is defined as the ratio of the summed pT of tracks associated to the jets divided by
the jet’s calibrated pT.
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5.4 Matching Simulation to Data

Tile negative energy cleaning Cells and topoclusters in the Tile calorimeter can have large
negative energy due to data corruption, leading to events with large fake missing transverse
energy. Since these noisy cells with negative energy are not clustered in any jet, they are
attributed to the soft Emiss

T term ((pmiss
T )SoftTerm) of Equation 5.1. To reject events affected by

noisy cells, the significance of the soft term contribution to the missing transverse energy is
calculated. Events are rejected depending on the angular separation of (pmiss

T )SoftTerm and
pmiss

T as well as the soft Emiss
T significance .

Tile hot cells In a portion of the 2012 Run-I dataset, a Tile calorimeter cell above the
operating temperature was used in the reconstruction of objects. Events were removed if a
jet points to the (η ,φ ) region close to the affected cell.

Dead Tile cells The Tile calorimeter had some non-operational sections during 2012 data
taking affecting the jet reconstruction, jet energy response and resolution and is a source of
fake missing transverse energy. These events are removed depending on various jet properties
and the position of the jets [192].

5.4 Matching Simulation to Data

In order to correctly match simulation to data all simulated objects are passed through the
same reconstruction software as data. In order to more correctly describe the data a series
of Scale Factors are applied to a MC event depending on the properties of reconstructed
physics objects. Typically for high enough pT and central (|η |< 2.5) object scale factors are
typically 0.9−1.0.

5.4.1 b-tagging SF

In the case of jets, scale factors are defined as the ratio between tagging efficiency in data
(εdata) and that in simulation (εMC), as measured in [196] and [197], in order to correct the
tagging rate. The scale factors for b-tagged jets, c-tagged and light-quark jets are given by:

SFb(pT) =
εdata

b

εMC
b

, SFc(pT) =
εdata

c
εMC

c
, SFl(pT) =

εdata
l

εMC
l
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The three weights are obtained per jet for i = b,c, l and are given by:

wi
jet =

 SFi(pT) if jet is tagged with flavour i
1−SFi(pT)ε

MC
i

1−εMC
i

if jet is not tagged with flavour i
(5.4)

The weight applied to the MC event is defined as:

wevent =
njet

∏
j

b,c,l

∏
i

wi
j (5.5)

5.4.2 Lepton SFs

Weights are also applied to events containing leptons, separately for muons and electrons.
These SFs are pT and η dependant, these measurements can be found in [189] and [198].

5.4.3 Other SFs

Additional weights are applied to account for any inefficiencies in the MC triggers with
respect to data [199, 146, 200] as well as inefficiencies in the tagging of jets originating from
pileup (JVT) [191].

5.4.4 Pileup weight

Knowing the exact pileup conditions is a difficult task as during the taking of data the LHC
may be tuned to increase or decrease in-time pileup, manifested by the average number of
interactions per bunch crossing (⟨µ⟩). When simulating either SM or BSM processes the
effects of pileup on the MC have to be taken into account. Generally simulation is performed
with an assumption on the range of ⟨µ⟩. A reweighting procedure can then be applied to give
more precedence to events with the correct value of ⟨µ⟩.

5.5 Systematic Uncertainties

Many measurements are made in-situ in order to correctly calibrate the physics objects
described in this section. With each measurement comes an uncertainty. These are referred
to as detector systematic uncertainties throughout this thesis. When correcting reconstructed
physcis objects to truth level (calibration), values measured in data are used. All measure-
ments have an associated uncertainty. When presenting physics results, these uncertainties
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must be taken into account, by varying the MC simulation by ±1σ of the measured values.
These are the so-called detector systematic uncertainties. Other systematic uncertainties
relating to theory are also evalued.

5.5.1 Jet Energy Scale (JES)

The jet energy scale is used to calibrate reconstructed jets from an arbitrary energy scale to
the true energy, as discussed in Section 5.1.2. This is essential in the search for new physics;
for example, in searches for di-jet resonances, if jets are not calibrated to the correct scale
then subsequent measurements of the invariant mass of a di-jet pair will give an incorrect
value of the mass of a particle resonance.

This correction and its uncertainty are estimated using a combination of in-situ techniques
exploiting the pT balance between multi-jet events or the balance between a jet and a
reference object (photon or a Z-boson) for |η | < 4.5 and 20 < pT( jet) < 1000 GeV. A
series of techniques are used to extrapolate this to lower jet pT, described in [201]. These
measurements are also compared with a method where the jet energy scale is estimated from
single-hadron (such as pions) response measurements. The single-hadron method is used
for jets with pT( jet)> 1000 GeV [202]. The JES uncertainty for EM-jets and LCW-jets is
similar for jets of cone radius RC = 0.4 [201].

As discussed in Section 5.1.2 LCW-jets were used in the Run-I analyses and EM-jets
were used in the Run-II analyses. The calculation and application of the JES uncertainty
differs between Run-I [201, 203] and Run-II [204]. In Run-I the uncertainty from the
combination of in-situ and single-hadron measurements of the JES were combined into a
single uncertainty of ±1σ variations of the JES correction. However, in the 2015 Run-II
dataset these measurements and combination were less complete [204], instead a method
was employed to combine a number of these measured uncertainties into groups of three
systematic uncertainties [205].

5.5.2 Jet Energy Resolution (JER)

Jets reconstructed in the calorimeters have some finite resolution describing how accurately
the energy of the jet has been measured once they have been calibrated to the true jet energy
scale (JES). MC simulation of the detector response smears the true jet energies measured
in the calorimeters, the width of the Gaussian core of this smearing needs to accurately
described the real detector response. Measurements and corrections from Run-I data are
described in [206], the resolution is primarily probed by the pT balance of di-jet events. As
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with the JES uncertainty this measurement and therefore the JER has an uncertainty which is
taken into account.

5.5.3 B-tagging and Mis-tagging

The measured values in data are used to obtain the b-tagging SF as described Section 5.4.1.
These are varied to create three b-tagging systematics depending on the b-tag rate, charm-
and light-jet mis-tag rates. An additional systematic relates to the efficiency extrapolation at
high pT.

5.5.4 Missing Transverse Energy

Emiss
T is affected by systematic changes to calibrated physics objects entering the Emiss

T

calculation. In addition to this a series of systematics relating to the calculation of the Emiss
T

soft term are included. The definition of Emiss
T is different in the Run-I and Run-II analyses

and therefore different systematic uncertainties apply. In Run-I the soft Emiss
T term is modified

by soft term scale and resolution variations measured in data [207]. For Run-II soft track
Emiss

T was used. Similarly, variations in the calculation of this quantity were applied. For
more detail see [208].

5.5.5 Lepton Energy Scale and Resolution

As with jets, muons and electrons have an energy resolution and energy scale that is measured
in data [198, 186]. Analogously to jets uncertainties on this calibration is taken into account.
The efficiency of identifying electrons in the ID and muons in the ID and MS have associated
efficiency with an error that is taken into account by three systematics varying the lepton
scale factors defined in Section 5.4.2.

5.5.6 Pileup

A procedure for reweighting the simulated average interactions per bunch crossing to match
the data distribution is applied. The measured value of pileup interactions in Run-I and
Run-II data has an uncertainty. A systematic uncertainty accounts for this by altering the
reweighting depending on the 1σ variations of this measured value (⟨µ⟩data).
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5.5.7 Theoretical Modelling Uncertainties

Another set of systematic uncertainties on the MC simulation arise from assumptions in the
generation and showering of the MC15 as well as the cross-section of the simulated process.
The uncertainity on the matrix element calculation, of a particular process, can be analysed
by comparing the number of expected backgrounds events with two different MC generators
with the same parton shower. Likewise, two samples using the same generator but with
different parton showers can be used to estimate the uncertainty on the Parton Showering.
There are additional prescriptions too where different parameters in the MC simulation are
varied. For example, increasing the amount of ISR/FSR by varying the MC scales defined in
Section 4.8.2.

5.6 Discriminant Variables

Once physics objects have been reconstructed, key kinematically based variables can be
used for the purpose of separating the SM background from signal. They are also used
for enhancing particular SM backgrounds to define control and validation regions (see
Section 5.9).

The following lists the variables used in the analyses presented in this thesis, they are split
into: physics objects based variables, variables sensitive to SM backgrounds and variables
sensitive to signals of interest.

5.6.1 Object Based Variables

• NX: Through this thesis, the number of physics objects 16 described in Section 5.1
is denoted as so. This is key in picking out events where the signals of interest are
expected to be present: regions with multiple b-jets and either zero on one lepton.

• nextra jets: The number of non-b-tagged jets present in the event. This variable is
specifically used to target the simplified supersymmetric model samples with short
decay chains. Events from such scenarios are not expected to contain a high jet
multiplicity.

• Emiss
T : The missing transverse momentum first defined in Section 3.2.4, Equation 5.1.

As discussed previously, if SUSY is R-parity conserving then stable particles may be

15See Section 4.8.2.
16where X =baseline leptons, signal leptons, jets, b-jets, etc.
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produced at the LHC. These particles would be manifested as large amounts of Emiss
T

in an event.

• Ẽmiss
T : Fake Emiss

T used in the estimation the Z → νν̄ background from Z → ℓℓ̄. The
two well measured leptons can be used to mimic the Emiss

T from the two neutrinos.
This variable is defined as:

Ẽmiss
T = |pmiss

T +pT(ℓ1)+pT(ℓ2)| (5.6)

when two opposite sign signal leptons are present in the event their pT is added
vectorially to the missing transverse momentum.

•
(
Emiss

T
)γ : Fake Emiss

T used in the estimation the Z → νν̄ background from γ events.
Analogously to Ẽmiss

T , the photon can be used to mimic the Emiss
T from the two neutrinos:(

Emiss
T

)γ

= |pmiss
T +pT(γ)| (5.7)

• ΣET: another important kinematic variable is the sum of the transverse energy, useful
in determining how energetic an event is in the transverse plane. It is important for
determining how significant the amount of Emiss

T is.

• HT: The scalar sum of the pT jets in an event. This variable is useful in separating
signal from backgrounds. If there is a significant mass splitting between a SUSY
particle decaying to another invisible SUSY particles and a visible SM particle then
the latter particle can take large values of pT. For scenarios in which SUSY particles
have long decay chains, this quantity can be a useful discriminant.

• ∆φ(X ,Y ): gives the angular separation between two physics objects (X ,Y ). This can
be important in picking out topologies of interest and reducing SM backgrounds.

5.6.2 Variables Sensitive to SM Backgrounds

• mT: The transverse mass variable is defined in the case of one lepton as m2
T =

2(Emiss
T ET(ℓ)−pmiss

T ·pT(ℓ)). This variable separates SM backgrounds arising from
W bosons decaying via a lepton and a lepton-neutrino. In these events the neutrino
creates missing transverse energy and hence the value of mT will be consistent with the
mass of a W boson (mT < ∼ 100 GeV). This variable is also useful in rejecting events
associated with fake-leptons.
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• mℓℓ: The invariant mass of two leading leptons17. This variable is particularly useful
in selecting events with leptonic decays of Z bosons (Z → ℓℓ). The invariant mass of
the lepton pair associated with the Z boson will be consistent with the Z boson mass.

• mbb: The invariant mass of two leading b-tagged jets. This variable is useful for
rejecting events which rise from tt̄ backgrounds. If two high pT b-jets are present,
these are most likely to originate from the top and anti-top decay “legs”. Therefore the
value of mbb, for two high pT b-jets (pT > 20 GeV), will form a random distribution -
peaked at values of mbb < 200 GeV. In addition to this, events with b-jets arising from
either ISR or FSR gluon splitting will be significantly reduced.

• mb j: is also another invariant mass variable for the leading b-tagged jet and the leading
non b-tagged jet. It can also be used to reduce the tt̄ background for values <200 GeV.
A top quark will decay with a branching ratio of BR(t →Wb)≈ 1. A W boson will
then decay with a branching ratio of BR(W → hadrons)≈ 68%, forming hadronic jets.
Therefore this variable can be used to reduce the number of events consistent with the
top mass, mb j < 200 GeV.

• mmin
bℓ : The minimum invariant mass of a lepton and two b-tagged jets. Defined as

mmin
bℓ = min(m(b1, ℓ),m(b2, ℓ)). In the case of tt̄ production, if the invariant mass of a

b-jet and a lepton is less than the top mass it can be considered that the pair is consistent
with a top quark. By finding the minimum possible combination of the lepton with the
two b-jets and applying a requirement for the quantity to be inconsistent with a top
quark (mmin

bℓ > 170 GeV) the tt̄ background can be greatly reduced, and hence the SM
background arising from single-top production can become more significant.

• min[∆φ(jet1−4,E
miss
T )]: The minimum azimuthal distance between the closest leading

four jets (1−4) and the Emiss
T As mentioned in the previous chapter this variable is

a key discriminant for rejecting multi-jet events (QCD background). When a jet or
multiple jets undergo pT fluctuations creating Emiss

T , the Emiss
T is likely to be aligned

with one of these jets.

• Emiss
T Sig.: The significance of the missing transverse energy.

Emiss
T Sig. =

Emiss
T√

X
(5.8)

17objects are ordered by pT
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where X can be taken as the variable HT or ΣET. This variable is important in the
selection of well measured multi-jet events which arise from QCD interactions. This
variable is key for the method described in Section 6.1.

5.6.3 Variables sensitive to BSM signals

• mCT: The contransverse mass kinematic variable [209] used to estimate the masses of
pair-produced semi-invisibly decaying particles. mCT is defined as:

m2
CT(v1, v2) = [ET(v1)+ET(v2)]

2 − [pT(v1)−pT(v2)]
2 (5.9)

where ET =
√

p2
T +m2. As shown in [209] the variable has a kinematical endpoint at:

mmax
CT =

m2
i −m2

X

m2
i

(5.10)

where i is the initially pair produced particle and X is the invisible particle they both
decay into. This property is key in the variable’s ability to discriminate between signal
and particular SM backgrounds. In the case of the scalar bottom signal the two visible
particles (v1 , v2) are the b-tagged jets, the two invisible particles (X1 , X2) are the two
neutralinos (χ̃0

1 ). For tt̄ decays, where the decay products of the W boson are soft or not
reconstructed, v1 and v2 are again the b-tagged jets, X1 and X2 are the two W bosons
from the two top decays. This gives a value of mmax

CT = 135 GeV for tt̄, for signals with
small neutralino masses this endpoint becomes mmax

CT ≈ mb̃. Hence this variable is used
in rejection of the tt̄ background, as well as increasing the significance (see Section 5.8)
of pair produced semi-invisibly decaying heavy particles. As demonstration of this can
be seen in Figure 5.9.

• amT2 : The asymmetric transverse mass [210, 211] is a kinematic variable which can
be used to separate processes in which two decays giving missing transverse energy
occur. mT2 is defined as follows:

m2
T2(χ) = min

̸q(1)
T +̸q(2)

T ≠pT

[
max

{
m2

T(pT(v1), ̸ q(1)
T ; χ),m2

T(pT(v2), ̸ q(2)
T ; χ)

}]
(5.11)

where pT(vi) are reconstructed transverse momenta vectors. ̸ q(i)
T represent the missing

transverse momenta from the two decays, with a total missing transverse momentum,
̸ pT. χ is a free parameter representing the unknown mass of the invisible particles. The
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Fig. 5.9 Simulated distributions of the mCT discriminant for tt̄ and a supersymmetric signal
model with a scalar bottom mass of 1000 GeV and a neutralino mass of 1 GeV.

a in amT2 indicates that the two visible decay legs are asymmetric, i.e. not composed
of the same particles.
mT2 is calculated for different values of pT(v1) and pT(v2), since it is not known
whether the lepton belongs to the decay leg of the first or the second b-tagged jet. This
makes mT2 asymmetric. In practice, the lepton needs to be paired with one of the
two b-jets, this choice is driven by the value of mbℓ (n) - the invariant mass of the nth

b-tagged jet and the lepton. If the two particles are correctly coupled, this value has an
upper bound given by the top quark mass (see Table 2.2). The value of amT2 is thus
computed accordingly:

– If mbℓ (1) and mbℓ (2) are both > 170 GeV, none of the two couplings is compatible
with the b-jet and the lepton coming from a top decayx.

– If mbℓ (1) is < 170 GeV and mbℓ (2) is > 170 GeV, mT2 is calculated with
v1 = b1 + ℓ and v2 = b2. This is done because only the first pairing is compatible
with a top quark decay.

– Similarly, if mbℓ (1) is > 170 GeV and mbℓ (2) is < 170 GeV, mT2 is calculated
with v1 = b1 and v2 = b2 + ℓ.
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– If mbℓ (1) and mbℓ (2) are both < 170 GeV, mT2 is calculated in both configurations
and its value it taken to be the minimum of the two. This must be done, since
according to the mbℓ check both pairings would be acceptable.

• meff: The effective mass of an event is defined as the scalar sum of HT and the
Emiss

T . This is also a key variable in separating SM backgrounds from supersymmetric
backgrounds. When supersymmetric particles decay, depending mass splittings, they
transfer large amounts of energy to their decay productions. This results in large
momentum boosts of visible particles (large values of HT ) or a large momentum boost
to the invisible particles (large values of Emiss

T ) or a mixtures of the two. Therefore
selections on meff instead of separate selections on HT and Emiss

T can be a more powerful
discriminant.

5.7 Statistical Tools

In experimental particle physics large data sets are analysed with great precision, in order to
measure the properties of fundamental particles or to claim the discovery of a new particle,
statistical interpretation of the data is needed.

In searches for SUSY, a signal grid is formed by varying parameters of a particular
model. For example, varying the mass of the scalar bottom quark and the mass of the lightest
neutralino. Multiple signal points on this grid are optimised by varying kinematic selections
on both the background and signal. The statistical significance of the signal plus background
hypothesis is tested by some function:

Z(s+b,b,σs,σb) (5.12)

Where s is the number of signal events for a particular grid point, b is the number of SM
background events and σ is the simulation uncertainty. The cuts associated with the best
significance are then be used to design Signal Regions (SRs). Once the analysis has been
performed on data, the statistical interpretation of Z(Nobs,b, · · ·) versus Z(s+b,b, · · ·) (where
Nobs is the number of observed events in data) is made in order to either claim a discovery or
set exclusion limits on the signal model.

Additionally, statistical tools are used to evaluate the SM backgrounds in Control Regions
(CRs) and Validation Regions (VRs). When using MC simulation as the SM background it is
important to evaluate how well the SM background is modelled in a region close to the signal
region - but is not contaminated by the signal. If the MC underestimates the amount of data
this can lead to incorrect interpretation of the results, in order to avoid this many analyses
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normalise MC in various CRs - this is a semi-data-driven technique. The use of VRs is to
validate the normalisation obtained in the CRs in a region that may be closer to SR but with
a much smaller number of expected signals events.

The statistical software framework used by multiple analyses in the search for SUSY
with ATLAS is called HistFitter [212]. The software handles multiple SM backgrounds and
signal samples in CRs, VRs, SRs; taking into account statistical, detector and theoretical
uncertainties which may or may not be correlated between the various regions. Chapter 5.9
describes the framework in more detail.

5.8 Significance

Analyses may have multiple SRs, which are optimised for particular signal models by tuning
cuts on observable quantities. It is important to have a figure of merit to quantify the
significance of the signal versus background. The most basic form of significance is given
by:

Z =
s√

b+(σbb)2
(5.13)

where s is the number of expected number signal events, b is the total number of background
events and σb is the relative background uncertainty on the total background. This definition
breaks down if either the raw MC statistics of either the signal or background become small
or the overall total background yield becomes small (< 5 events). To account for this in
the optimisation, minimum requirements on these numbers can be required, alternatively
Equation 5.13 can be modified with σbb → σbb+1 to prevent the significance becoming too
large with a small background yield. Optimisation scans are generally performed making an
assumption on σb, e.g. 30% uncertainty.

Equation 5.13 is a first order approximation of the following significance definition in the
limit of large s+b [213, 214] :

Z = φ
−1
(

1−B
(

1
1+ τ

;s+b,τb
))

(5.14)

where B(x;y,z) is an incomplete beta function18 [215], φ−1 is the inverse of the cumulative
distribution of the standard Gaussian (quantile) using an approximation method [216] and
τ =

σ2
b

b . This definition of Z is available in the RooStats package [217] for ROOT [218] and
can be used to obtain a more accurate value of Z with low background yields.

18B(x;y,z) =
∫ x

0 ty−1(1− t)z−1dt
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5.9 HistFitter

A typical analysis strategy flow using the HistFitter framework [212] is shown in Figure 5.10.
The first step when using CRs for a semi-data-driven background estimate of multiple SM
processes is to obtain normalisations via a likelihood fit in CRs dominated by the SM
background processes. From this, transfer factors (TFs) for each normalised background
(i) are obtained, this converts the observation of the number of events in the CRs to an SR
estimates via:

Ni(SR,est.) = Ni(CRp,obs.)×
[

MCi(SR,raw)
MCi(CR,raw)

]
(5.15)

= µi ×MCi(SR,raw) (5.16)

where the square brackets indicate the TF, µi is the normalisation factor obtained from the
background fit in the CRs.

Importantly, with the use TFs (and µi), systematic uncertainties on the background
processes can be significantly reduced by cancellation if there is little extrapolation between
a CR and a VR/SR. It is therefore necessary to keep the definitions of all the regions
kinematically similar as possible - while remaining orthogonal and retaining a large total
number of events. Using this semi-data-driven approach, the remaining uncertainty of the
background estimate in the SR are the MC statistical uncertainty, theoretical uncertainties
and residual systematic uncertainties from the extrapolation.

5.9.1 Likelihood Fit

The HistFitter software constructs a likelihood function of the analysis as a product of
Poisson distributions of the number of events in the SR(s) and CR(s). Additionally, Gaussian
distributions describing the systematic uncertainties are included in the likelihood function
of the analysis [169]:

L(⃗n, θ⃗ 0|µsig,s, µ⃗ ,⃗b, θ⃗) = PSR ×PCR ×Csyst

= P(nSR|λSR(µsig,s,⃗b, θ⃗))× ∏
i∈CR

P(ni|µi ·λi(⃗b, θ⃗))×Csyst (⃗θ
0, θ⃗)

(5.17)

where P(n,λ ) = λ ne−λ

n! is a poissonian distribution, nSR is the number of events in the signal
region, ni is the number of events in the control region, λ are functions describing the number
of expected events, dependent on: the predictions for multiple backgrounds, b⃗; the nuisance
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parameters associated with systematic uncertainties19, θ⃗ ; the normalisation factors for the
background processes, µi; and the signal strength parameter, µsig

20.
The systematic uncertainties are represented by a product of Gaussian distributions:

Csyst (⃗θ
0, θ⃗) = ∏

j∈S
G(θ 0

j −θ j) (5.18)

where θ 0
j are auxiliary measurements around which θ j are varied to maximise the likelihood.

Fig. 5.10 A typical analysis strategy flow with HistFitter with N CRs, N VRs and N SRs.
Taken from [24].

5.9.2 Profile Likelihood Ratio

Equation 5.17 is used to obtain probability values (p-values) from which a Confidence Level
(CL) can be obtained for a discovery, model dependent exclusion and model independent
exclusion as described in [219]. In cases where there is only one parameter of interest, e.g.
µsig of Equation 5.17, a profile liklihood ratio is used. The profile log likelihood ratio is
defined as [220, 24]:

qµsig =−2log

(
L(µsig,

ˆ̂
θ)

L(µ̂sig, θ̂)

)
(5.19)

19e.g. θi =±1 for ±1σ variations, θi = 0 for the nominal template.
20For µsig = 0 the signal component is turned off and for µsig = 1 the nominal value of the signal yield.
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Here µ̂sig and θ̂ are fitted values which maximise Equation 5.17, using compressed notation
θ = (⃗θ ,⃗b). ˆ̂

θ maximises the likelihood function for a fixed value of µsig.
In the limit of a large statistics the likelihood distribution approaches a Gaussian and qµsig

follows a χ2 distribution21 [220]. The importance of this is that confidence levels can be
easily obtained on the profiled parameter.

The definition of the profile likelihood ratio differs depending on the type of fit being
performed, as shown in Table 5.1.

Table 5.1 Types of fits performed by HistFitter.

Fit setup background-only model-dependent model-independent

Samples backgrounds (µsig = 0) backgrounds + signal backgrounds + dummy signal
λSR = b (λSR = µsig · s+b)

Fit Regions CR(s) CR(s) + SR(s) CR(s) + SR(s)

5.9.3 Background-only Fit

When displaying tables showing the observed yields in CRs, VRs and SRs a simultaneous
background-only fit has been performed in the CRs only. The fit of the CRs obtains the
normalisation values µi which are firstly validated in the VRs before being used in the
SRs. Once applied to the background processes of the SRs the discovery significance of the
amount of observed data versus the expected background is determined. Setting µsig = 0 in
Equation 5.19 determines the probability that a background-only experiment is more signal
like than observed. In the case of a positive signal22, Equation 5.19 becomes:

q0 =

−2log
(

L(0, ˆ̂
θ)

L(µ̂sig,θ̂)

)
µ̂sig ≥ 0

0 µ̂sig < 0
(5.20)

The discovery p-value is defined as:

p0 =
∫

∞

q0 obs.

f (q0|0) dq0 (5.21)

Where f (q0|0) is a probability distribution function (PDF23) in the range nSR = {0, · · · ,∞}
for a fixed value of µsig = 0. q0 obs. is the observed value of Equation 5.20 in data, per

21in the asymptotic limit
22i.e. the signal cannot reduce the background
23Not to be confused with a Parton Distribution Function.
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SR. The particle physics community define a discovery to a p-value of p ≤ 2.87× 10−7,
corresponding to a significance Z ≥ 5.

In the case of large SR statistics the PDF, f (q0|0), is easily approximated using an
asymptotic limit, see [219]. However, in the case of small statistics (less than O(10) events
expected in the SR) the distributions is obtained by generating large numbers of pseudo-
experiments or toy-model that randomise the central values (θ 0) of the auxiliary measurements
and the number of observed events [169]. The use of the asymptotic approximation or toy-
model is indicated in each analysis.

5.9.4 Model-dependent Fit

The purpose of a model-dependent fit is to set exclusion limits on the signal model of interest.
A fit is performed per signal point on the signal grid with s equal to the number of expected
signal events for that point. In the case of an observed excess in the signal region the
model-dependent fit can be used to evaluate the probability the excess is consistent with the
optimised signal.

A non-zero normalisation factor, µsig, is included in the likelihood fit with λSR = µsig · s+
b. If µ̂sig is found to be negative, the best agreement between prediction and data is found for
µsig = 0. The profile likelihood ratio is given by:

qµsig =


−2log

(
L(µsig,

ˆ̂
θ(µsig))

L(µ̂sig,θ̂)

)
µ̂sig ≥ 0

−2log
(

L(µsig,
ˆ̂
θ(µsig))

L(0, ˆ̂
θ(0))

)
µ̂sig < 0

(5.22)

Analogous to the previous background-only fit, the p-value can be determined for the signal
plus background hypothesis. The particle physics community define a signal sample to be
excluded if a p value of p ≥ 0.05 (i.e. 2σ , 95% CL exclusion ) is found, corresponding to a
significance of Z < 1.64.

5.9.5 Model-independent Fit

In the case of finding no significant SR excess it is useful to interpret the exclusion power of
the analysis on any signal model, SUSY or not. The results of this type of fit can be used in
future interpretations of the analysis with any kind of model. The fit is used to set 95% CL
upper limits on the number of signal events given the observed and expected background
events (S95

obs and S95
exp), i.e. any model predicting more events in the SR would be excluded. A
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similar definition to Equation 5.22 is used in upper limit setting instead with the number of
expected signal events is unknown and is an additional maximised fit parameter.
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Chapter 6

Jet Smearing

In searches for new physics final states containing multiple jets and large amounts of missing
transverse momentum, the SM background arising from severe mis-measurement of multi-jet
events1 is particualarly important to control and remove. Extensive studies [221, 222]
have shown that at high values of Emiss

T the so called mis-measured multi-jet background is
dominated by the mis-measurement of partons as they decay and shower. For analyses with
multiple b-tagged jets in their final states, as presented in this thesis, the modelling of the
mis-measurement of b-quarks as they decay is of key importance.

The following section describes a data-driven estimation technique, known as JetSmearing
which was used by many searches for SUSY to estimate the multi-jet backgrounds during
both Run-I and Run-II of the LHC.

The method is data-driven and hence provides an alternative estimation technique to
simulating this background which is difficult and often inaccurate for several reasons. Firstly,
the amount of simulated events needed to be generated in order to be mis-measured so
significantly by detector effects is incrediably large. Secondly, simulation is often inaccurate
(at large values of Emiss

T ) due to the dependence on the jet energy resolution (JER). In fact,
in-situ corrections to gaussian core of the JER from data are applied in simulations, but
not applied to the non-gaussian tails. Thirdly, this background is a reducible backgroud,
meaning it is dependent on the pileup conditions of the LHC which can vary significantly
over a data taking period. The data-driven approach of JetSmearing deals with these issues
that arise in simulation of the multi-jet background.

In a nutshel, the JetSmearing technique is performed as follows: well measured data
events are firstly selected, this is referred to the seed selection stage, more detail is provided
in Section 6.3.1 ; every jet in these events are then smeared n times, see Section 6.3.2,
by a predetermined jet response function (Section 6.2) which has been correced to match

1often referred to as the QCD background.
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data (Section 6.4), for every seed event, n pseudo-data events are hence generated, some
of which may have significant Emiss

T depending on the amount the jet responses have been
altered; uncertainties on the pseudo-data from the seed selection and response corrections
are evaluated; finally, to provide an estimate of this background in a signal region, the
pseudo-data is normalised to a multi-jet rich region.

6.1 JetSmearing Technique

The ATLAS detector reconstructs physics objects with varying degrees of precision. Since
the detector is not perfect all physics objects are associated with an intrinsic resolution, in
the case of jets, this is refered to as the jet energy response, and is defined as:

RMC =
ERECO

ETRUTH (6.1)

The response describes how accurately the ATLAS detector measures the reconstructed
energy of a jet (ERECO). It can be derived from MC as a function of the event generation
level (truth) jet transverse momentum (pTRUTH

T ). If RMC < 1 then it can be said that the jet
has had its ET under-measured, similarly if RMC > 1 then its ET has been over-measured.
Figure 6.1 shows two examples of the b-veto2 and b-tagged jet response for a slice in pT of
∈ [500,1000] GeV jets. The response for b-veto and b-tagged jets are plotted separately due
to heavy flavour decays containing real missing energy from neutrino decays. Two distinct
regions can be seen: the Gaussian core; and the non-Gaussian low-side tail. In the case of
b-tagged jets, the non-Gaussian low-side tail is much larger.
There are many sources of jet mis-measurement, for both the Gaussian core and the non-
Gaussian parts of the jet response:

• Hadronic calorimeters are not perfect; there is some limit to granularity of calorimeters
therefore they are not able to perfectly measure the energy of all particles. The broad
Gaussian core of the jet response is dominated by the statistics of the calorimeter’s
resolution.

• Since jets are clusters of showering particles, it is possible that not all of these particles
can be contained within the jet radius. Some of the showering particles may be lost
due to interacting with non-detector material such as service cables. Additionally,
background particles from various different sources may enter into a jet cone, although

2b-tagged jet veto
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Fig. 6.1 Jet response, RMC , for Truth jets with 500<pT <1000 GeV for b-veto jets on the
left and b-tagged jets on the right. Two distinct regions of the jet response are shown: the
main body of the response, known as the Gaussian core; and the non-Gaussian low-side tail.

this effect is reduced by cosmic background vetos and the overlap removal of other
jets, photons, electrons and muons.

• Not all jets are fully contained within the calorimeter systems, if a jet has large amounts
of energy, it can punch through to the muon system and potentially large amounts
of the energy can be lost. This is one such source of the non-Gaussian part of the
jet response; this effect always gives lost energy rather than an overestimation of the
energy.

• Jets that are close to areas of large amounts of dead material are vetoed, however there
are still regions with small amounts of dead material in the calorimeters which can
cause particles to deposit their energy. The sources of dead material include damaged
or inactive parts of the detector, services for running electronics to the detector and
various non-instrumented regions from the support structure of ATLAS.

• In decays of heavy flavour quarks, particularly those of b-quarks, real missing en-
ergy can be present from neutrinos. Typically: ≈ 76% of b-quark decays will be
hadronic (including hadronic tau decays); leaving 12% of decays with muons and
muon neutrinos; and 12% of decays with electrons and electron neutrinos. The decays
involving neutrinos will carry a fraction of the jet energy with them, this gives a larger
non-Gaussian tail in the case of b-tagged jets.

Motivation As seen in Figure 3.2 the production cross section for multi-jet events is of
the order 105 −107 times larger than the production cross section of the signal models of
many searches for SUSY. The production cross sections for the multi-jet events is so large
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that a significant amount of multi-jet events with large amounts of jet mis-measurement are
recorded. For example, Figure 6.1, with Truth jets of 1000>pT >500 GeV, has O(10−4) of
events with a jet response of RMC ≈ 0.4. If a jet of pT = 500 GeV is mis-measured by this
amount it can give up to Emiss

T = 300 GeV.

Event Smearing The premise of the JetSmearing technique is that, if very well measured
hadronic events can be selected, referred to as “seed” events, then each jet in the event can
have its energy altered depending on the measured RMC

3.
Considering a hadronic event with m jets, n pseudo-events can be created by smearing

each jet with a random number chosen from the template of the RMC distribution depending
on the pT of the jet. The process of smearing therefore requires n×m random numbers to be
selected:

(
E0

p⃗0

)
,

(
E1

p⃗1

)
· · ·
(

Em

p⃗m

)
−→



(
a0 ·E0

a0 · p⃗0

)
,

(
a1 ·E1

a1 · p⃗1

)
· · ·

(
am ·Em

am · p⃗m

)
(

b0 ·E0

b0 · p⃗0

)
,

(
b1 ·E1

b1 · p⃗1

)
· · ·

(
bm ·Em

bm · p⃗m

)
...

...
...(

n0 ·E0

n0 · p⃗0

)
,

(
n1 ·E1

n1 · p⃗1

)
· · ·

(
nm ·Em

nm · p⃗m

)
(seed event) (pseudo events)

The random numbers (ai,bi, · · · ,ni) alter the jet energy. Assuming that the amount of real-
Emiss

T in the seed event is small, the amount of Emiss
T in each pseudo-event can be much larger

depending on the alignment of the jets. The vector sum of jet transverse momenta, smeared
jet pT s and post-smearing Emiss

T is given as:

m

∑
i

p⃗T( ji) = p⃗T (0)+ p⃗T (1)+ · · ·+ p⃗T (m) (6.2)

m

∑
i

p⃗T( ji)′ = a0 · p⃗T (0)+a1 · p⃗T (1)+ · · ·+am · p⃗T (m) (6.3)

p⃗ miss ′
T = p⃗ miss

T +
m

∑
i

p⃗T( ji)−
m

∑
i

p⃗T( ji)′ (6.4)

Here, the primes indicate the pseudo-event after one event smear with m random numbers for
m jets. This can be then repeated n times to generate n pseudo-events (∑n

a=0).
An overview of the method is shown in Figure 6.2.

3For a jet of cone size RC = 0.4 it is assumed that |p⃗|»m
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light jetb-jet MET
Original Event

“seed data”

Smeared Events
“pseudo-data”

smear

Fig. 6.2 A pictorial overview of the JetSmearing method in the transverse plane (px,py). Jets
are indicated by the black arrows, b-jets by green arrows and Emiss

T (MET) indicated by red
arrows. The size of the arrows indicates the magnitude of the transverse energy (momentum).
Well measured events are first selected in data. Each jet in the event is then smeared n times
to create n pseudo-events. This is performed via a smearing response map derived in MC
and corrected for in data.
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6.2 Constructing the Jet Response

The jet response, RMC , is defined in Equation 6.1. Multi-jet events are simulated using
Pythia8 [223] monte-carlo. They are initially used to construct the jet response. The
construction proceeds as follows:

1. Pythia8 [223] MC events were used to simulate multi-jet events. Generator level (truth)
jets reconstructed with the anti-kT algorithm with a cone radius RC = 0.4 and pT > 20
GeV are selected.

2. Each truth jet is matched with a reconstructed jet of pT > 20 GeV4. This is performed
by finding the closest reconstructed jet in ∆R5 to the truth jet.

(a) If no reconstructed jet is within ∆R < 0.3 of the truth jet, the truth jet is skipped.

(b) If a second reconstructed jet is within ∆R < 0.6 of the truth jet, the matching is
not unique and the truth jet is skipped.

(c) If any other reconstructed jet is within ∆R < 0.6 of the matched reconstructed jet,
the jet is not isolated, therefore the jets are not used in the construction of RMC .

(d) If any other truth jet is within ∆R < 0.6 of the truth jet, the truth jet is not isolated,
therefore both truth jets are skipped.

3. Truth muons are added to the four-momentum of the truth jet if they are within
∆R < 0.4. This is because the generator level jets are electro-magnetic topoclusters
(EMTopo) and therefore already include electrons. This way, leptonic decays within
jets are modelled correctly, which is particularly important for Heavy Flavour (HF)
decays.

4. For the same reasons, reconstructed muons are added to the four momentum of the
reconstructed jet if they are within ∆R < 0.4.

5. Finally, truth neutrinos are added to the four-momentum of the truth jet if they are
within ∆R < 0.4, accounting for the presence of real Emiss

T associated with jets. The
amount of real Emiss

T associated with a jet is higher in Heavy Flavour (HF) decays.

6. Two separate response maps are built depending on whether or not the reconstructed
jet is b-tagged6.

4No overlap removal of objects is performed
5Reminder: ∆R2

i j = ∆φ 2
i j +∆η2

i j is the distance in φ −η space between an object i and an object j.
6with a 77% OP, see Chapter 5.1.3
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Figure 6.3a shows RMC for non-b-tagged (b-veto) jets and Figure 6.3b shows RMC for
b-tagged jets as a function of jet pT . A larger non-gaussian tail for all pT in the case of
b-tagged jets.
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(a) Non b-tagged reconstructed jets.
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(b) b-tagged reconstructed jets.

Fig. 6.3 Jet responses measured in di-jet Pythia MC (RMC ) as a function of truth jet pT.

6.3 Performing JetSmearing

The smearing technique is first performed out-of-the-box using the template distribution of
RMC . The following describes the two key parts to the method: the seletion of seed events
and the smearing of the selected seed events.

6.3.1 Selecting Seed Events

In order for the technique to work in a robust manner, the selection of well measured data
events - the so-called seed events is critical 7. Selecting seed events without a bias in a
key distribution is an absolute requirement of the method. The variable Emiss

T significance
(Emiss

T Sig.) is known to be an invariant quantity over jet multiplicity due to its relation to the
response of a calorimeter at significant pT [224]. Emiss

T Sig., in the context of JetSmearing, is
defined as:

Emiss
T Sig. =

Emiss
T −M√

ΣET
(6.5)

7A naive selection would be to select all events with Emiss
T < O(10) GeV, however from past Run-I

knowledge [222] such a selection is known to create a bias in various distributions e.g. leading jet pT (as seen
by the blue markers in Figure 6.4a)
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where Emiss
T is the missing transverse energy, ΣET is the sum of all transverse energy and M

is some parameter that can be used to remove or compensate for any residual bias.
The leading jet pT for an inclusive sample of jet events is shown in Figure 6.4a. Variations

in the seed selection, normalised to the inclusive sample, are shown with variations in the
value of M. A value of M = 8 GeV showed the least bias in the selection of well measured
events as a functing of the leading jet pT, as can be seen by the orange points in Figure 6.4a.
The average jet pT (⟨pT ( j)⟩) is defined as the scalar sum of the jets in the event (HT) divided
by the number of jets (Njet) in the event, by applying a selection on this quantity removed
a bias at large values of Njet. Due to a larger amount of real Emiss

T present in heavy flavour
decays, the cut of Emiss

T Sig. was made dependent on the number of b-tagged jets (Nb-jets).
The selection value was derived from the approximate peak of the Emiss

T Sig. distribution
in MC as shown in Figure 6.4b. The seed selection applied to the Emiss

T Sig. values of
Figure 6.4a is given in Table 6.1 below:

Table 6.1 JetSmearing seed selections

Variable Units Cut Value

Emiss
T Sig. GeV

1
2 < 0.5+0.1 ·Nb-jets

⟨pT ( j)⟩ GeV < 0.2
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Fig. 6.4 Key distributions in the choice of the JetSmearing seed selection.

100



6.3 Performing JetSmearing

6.3.2 Smearing Seed Events

Once seed events are selected using the selections detailed in Table 6.1 the process of
JetSmearing, as described in Chapter 6.1, can be applied. Figure 6.5 shows an example of
how seed events are used to generate pseudo-data. Figure 6.5a shows the jet pT spectrum
of the pseudo-data from a single jet of pT ≈ 415 GeV. Figure 6.5b shows how the leading
pseudo-jet pT spectrum builds up for multiple seed events. The black line in Figure 6.5c is
an event with multiple jets and Emiss

T ≈ 26 GeV, by smearing the jets in the event a broad
pseudo-Emiss

T distribution is created (as seen in red). Finally, Figure 6.5d shows how from a
relatively low number of seed events (black, at low values of Emiss

T ) a smooth pseudo-Emiss
T

distribution (red) is formed with potentially high values of Emiss
T .
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Fig. 6.5 Figure showing the building up of pseudo-events from the smearing of seed events.
A value of nsmears = 5000 with 2015 data
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6.4 Correcting the Jet Response

6.4 Correcting the Jet Response

After producing pseudo-data with the out-of-the-box response maps these distributions are
compared with data using analyses designed to probe the jet response with balanced physics
objects. Table 6.2 details and pictorially represents the analyses performed to probe the jet
response: di-jet balance; Mercedes8; γ-b-jet balance and Z-b-jet balance. Due to ambiguities
in the construction of RMC , its derivation from MC and the effects of the seed selection
procedure, RMC may not correctly describe the truth jet response. To compensate for this,
corrections can be made based on observed data to futher modify the Gaussian Core and
Non-Gaussian Tail of RMC .

Table 6.2 Analyses used to correct the RMC map used in the JetSmearing procedure.

Jet Region of RMC to be probed Analysis Name Analysis Selection

non b-tagged Gaussian Core di-jet balance two back-to-back jets 𝒋𝟏 𝒋𝟐

Non-Gaussian Tail Mercedes three balanced jets

𝒋𝟏

𝒋𝟐𝒋𝟑

b-tagged Entire γ-b-jet balance Photon back-to-back with a jet 𝒃𝟏 𝜸

Entire Z-b-jet balance Z-boson back-to-back with a jet

𝒃𝟏

𝒁

𝒍𝟐𝒍𝟏

6.4.1 Di-jet Balance Corrections

The primary analysis to probe the Gaussian Core of RMC is one in which aims to select
back-to-back di-jet events in the detector. This can be obtained by requiring at least two
jets above a pT threshold with a large angle between the two jets, |∆φ( j1, j2)|> π −0.25,
with only soft additional leptonic or hadronic activity in the event. With this configuration
any Emiss

T in the event is assumed to originate from the mis-measurement of either or both
hard pT jets ( j1, j2). From [225], if two jets have similar rapidity, the width of their jet pT

responses is the same, σ(pT,1) = σ(pT,2) = σ(⟨pT⟩).
8This analysis was not performed in this thesis, it was however performed in [221] [222].
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6.4 Correcting the Jet Response

The pT asymmetry for di-jet events is defined as:

A =
pT,1 − pT,2

pT,1 + pT,2
=

pT,1 − pT,2
1
2 ⟨pT⟩

(6.6)

where pT,1 is the pT of the leading jet ,pT,2 is the sub-leading jet pT and ⟨pT⟩ is the average
di-jet pT. The relation between σ(A) and the fractional jet resolution is given by [225]:

σ(A) =

√
σ2(pT,1)+σ2(pT,2)〈

pT,1 + pT,2
〉 ≈ 1√

2
σ(⟨pT⟩)
⟨pT⟩

(6.7)

Hence by measuring the di-jet asymmetry the Gaussian width can be fitted as a function of
the average di-jet pT as:

σ(A) =
N

⟨pT⟩
+

S√
⟨pT⟩

+C (6.8)

where N is a term representing the calorimeter noise, S is a stochastic term and C is a constant
term.

6.4.1.1 Event selection

All data events in the 2015 data set passing a series of single jet triggers were used. A
weight is applied to account for any trigger prescales depending on the leading jet pT in the
event and which triggers fired. These events were then required to pass the selection criteria
detailed in Table 6.3. This is performed separately for non-b-tagged di-jets events and also
for di-jets where both jets were b-tagged, as indicated in Table 6.3. The same data set was
used as an input to the JetSmearing method to generate a pseudo-data distribution which
required to pass the same selection.

6.4.1.2 Results

Fitting σ(A) to data and pseudo-data allows for a comparison between the post-smearing jet
resolution and the actual jet resolution. The comparison for non-btagged jets and is shown in
Figure 6.6a; the agreement between data and pseudo-data is good, therefore it was concluded
that no corrections to the Gaussian core were needed to the RMC for non b-tagged jets.

Figure 6.6b compares the Gaussian width in the case of balanced di-b-jets, showing good
agreement between data and pseudo-data. In the case of b-tagged jets a di-b-jet balance is
however hard for several reasons: a low number of events in 2015 data particularly at high
average pT; larger non-Gaussian effects which may distort the approximation of the core
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Table 6.3 Summary of analysis selection in the di-jet balance analyses.

Variable di-jet balance di-b-jet balance

Njets 2−3
(pT > 20 GeV , |η |< 2.5)

|∆φ( j1, j2)| > π −0.25
Leading jet pT [GeV] 100

Sub-leading jet pT [GeV] 50
Third jet E( j3) [GeV] < E( j1) , < E( j2)

Third jet pT/⟨pT⟩ < 0.1
Nbaseline lep. 0

Nb-jets 0 2
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Fig. 6.6 Gaussian width of data (black) and pseudo-data (red) as a function of average di-jet
pT. Data points are fitted to the functional form given in Equation 6.8.

width; and contamination from other SM background processes such as tt̄ production. For
these reasons two alternative analyses were performed to probe the jet response of b-tagged
jets, this is crucial for the analyses in this thesis since there are requirements of multiple
b-tagged jets.

6.4.2 Photon-b-jet Balance Corrections

A photon (γ) balanced against a b-tagged jet is used to probe the b-jet response. The ATLAS
photon reconstruction is known to be very efficient [190], the assumption is therefore that
the photon’s response is Rγ =

pRECO
T

pTRUTH
T

≈ 1 , therefore any Emiss
T in the event is assumed to

be associated with the b-jet only since the two objects are balanced in the detector. The
approximation is that in order to conserve momentum in the transverse plane the negative
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photon p⃗T must be equal to the truth b-jet p⃗T:

p⃗T
truth(b) = p⃗T

miss + p⃗T(b) (6.9)

p⃗T(γ) =−p⃗T
truth(b) (6.10)

From this assumption and neglecting the mass of a b-hadron (ET ≈ pT), two variables
designed to probe the response were used: the photon response (Rb) and the momentum
projection fraction (RMPF). They are defined as:

Rb =
pT(b)
pT(γ)

(6.11)

RMPF = 1+
|p⃗T

miss · p⃗T(γ)|
|pT(γ)|2

(6.12)

Table 6.4 shows a summary of the selections applied in this analysis in order to study
Equations 6.11 and 6.12. A series of photon triggers are used to select events, correctly
applying weights to each event to weight for any prescaled triggers that were used in the
recording of the data.

Table 6.4 Summary of analysis selection in the boson-b-jet balance analyses.

Variable γ-b-jet balance Z-b-jet balance

Nγ 1 0
Nsignal lep. 0 2

Nbaseline lep. 0 2
mℓℓ [GeV] 0 [86,100]

Njets 1−2
Leading jet pT [GeV] 35

Second jet E( j2) [GeV] < E( j1)
Second jet pT( j2)/pT( j1) < 0.1

Nb-jets 1
|∆φ(b,γ)| > π −0.25 -

|∆φ(b, l1 + l2)| - > π −0.25

Results The top row of Figure 6.7 shows the variables Rb and RMPF for two different pT

ranges, the Gaussian width in the case of σ(Rb) is defined by fitting a Gaussian between
1.2 > Rb > 0.8. In the case of RMPF, the variable is more sensitive to the non-Gaussian tail of
the jet response and hence is fitted between 1.15 > Rb > 0.85. The sensitivity of RMPF to the
non-Gaussian tail of the b-tagged jet response allows for the adjustment of the non-Gaussian
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6.4 Correcting the Jet Response

tail region of RMC to better describe this region - this can be used as an additional systematic
uncertainty on the JetSmearing method. The bottom row of Figure 6.7, Figures 6.7c and
6.7d, show the dependence on photon pT of the Gaussian core width. A good agreement is
found between the width of the data and pseudo-data for photons9 with pT >100 GeV, further
validating the method10.
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Fig. 6.7 (Top) two plots of the key variables for particular pT ranges. (Bottom) width of
photon-b-jet balance variables used to probe the Gaussian core of the b-tagged jet response
as a function of photon pT.

9which corresponds to the truth level b-jet pT as in Equation 6.9.
10For analyses with low jet multiplicity, high jet pT and high requirements on the amount of Emiss

T , the multi-
jet background will arise from significant pT fluctuations of a small number of very high pT jets. Therefore by
observing a good agreement of the Gaussian core width of the pseudo-data for truth b-jets pT s > 100 GeV
justifies the method.
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6.4.3 Z-boson-b-jet Balance Corrections

The analysis described in Chapter 6.4.2 suffers from a lack of statistics. This affects the
measurement of σ(Rb) and σ(RMPF) in the range 130 > pT > 35 GeV due to the lowest
un-prescaled photon trigger being at a reconstructed pT threshold of pT > 130 GeV. To
account for this an identical analysis was performed replacing the reconstructed photon
with two opposite-sign, same-flavour leptons within the Z-boson mass window, the analysis
selections are summarised in Table 6.4. Since the lowest un-prescaled photon lepton triggers
allow a leading lepton of pT>26 GeV (sub-leading pT > 20 GeV) the combined pT of the
lepton pair, pT (Z → ℓ1 + ℓ2), can be used to probe lower truth b-jet pT with greater statistics.
Analogously to the γ-balance analysis, the Z-boson acts as an approximation of the truth
b-tagged jet.

Figure 6.8 shows the two key variables used to probe the Gaussian core (Rb) and the
non-Gaussian tail (RMPF) of the b-jet response via the use of a Z-balance analysis. Figure 6.8a-
6.8c-6.8e show the variation of the Rb variable for low pT, medium pT and high pT Z-bosons.
It can be seen that the Gaussian core region 1.1 > Rb > 0.85 is well modelled in this range.
The variable RMPF, which is more sensitive to the non-Gaussian low-side-tail of the jet
response, appears to under-shoot the data for low-medium Z-boson pT values.

6.4.4 Balance Corrections Summary

For the method of JetSmearing to be able to correctly estimate the multi-jet background, it is
important to make sure the response map (RMC ), derived in simulation, correctly matches
data in the core of the distribution as well as the non-Gaussian tails. These two regions were
probed for a range of pT values by balancing a b-jet with a well measured object: a photon;
and a Z boson (two leptons). The latter was used due to a lack of statistics for low pT photon
events because ATLAS highly prescales low pT photon triggers.

The comparison of the gaussian core of the response for data and pseudo-data was
observed to be fairly consistant for b-tagged and non-b-tagged jets, particularly for pT > 50
GeV, as seen in Figure 6.7 and Figure 6.8.

A disagreement was observed in the tail of the RMPF distribution, the variable designed to
probe the non-gaussian tails of RMC , for pT values < 200 GeV. This can seen in Figure 6.8b
and Figure 6.8d. The response can be corrected by increasing the size of tail of RMC to best
match the data. A systematic uncertainty on the final estimate could therefore be applied
from the difference with and without this correction.

It is important to note that the analyses in this thesis which used this method for estimating
the multi-jet background did not apply this variation uncertainty. It was found that the multi-
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(b) RMPF for low pT Z-bosons with 100>pT >50
GeV.
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(c) Rb for medium pT Z-bosons with 200>pT
>100 GeV.
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(d) RMPF for medium pT Z-bosons with 200>pT
>100 GeV.
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(e) Rb for high pT Z-bosons with 400>pT >200
GeV.
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(f) RMPF for high pT Z-bosons with 400>pT
>200 GeV.

Fig. 6.8 Probing the b-jet jet response with variables Rb and RMPF for b-jets balanced against
a well measured Z-boson of low, medium and high pT.
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jet background, for the analyses in this thesis, was dominated by significantly higher b-jet pT

fluctuations where the agreement for balanced photons and balanced Z bosons is good.

6.4.5 Di-jet ∆φ Corrections

The coordinates of a jet are determined by its central axis, if a jet is well measured this central
axis should align with the truth jet central axis. However, when a jet is mis-measured it may
not lie on its truth central axis. For example, some jet constituents may lie out of acceptance
or within an area of dead-material. If this occurs, the jet coordinates may alter and the effect
can be observed as a widening in the distribution of ∆φ( j,Emiss

T ). This needs to be taken
into account by the JetSmearing method. The variable ∆φ( j,Emiss

T ) is used to reduce the
multi-jet background, if the distribution is not well modelled by the method it would make
the background prediction void. In the scenario of balanced di-jets the azimuthal distance
between the di-jets ( ∆φ( j1, j2)) can be used to correct the pseudo-data distribution to match
data.

The selections detailed in Table 6.3, without the selection on ∆φ( j1, j2) are applied to
data and pseudo-data. Similarly to Equation 6.8, the width of the distribution is fitted as a
function of the average di-jet pT for both data and pseudo-data:

σ(∆φ( j1, j2)) =
a

⟨pT⟩
+

b√
⟨pT⟩

+ c (6.13)

where a, b and c are some arbitrary values.
The correction applied to the pseudo-data is derived from the convolution of two Gaus-

sians:

(σfinal(φ))
2 =

(
σpseudo-data(φ)

)2
+(σcorrection(φ))

2 (6.14)

The requirement of σfinal(∆φ) = σdata(∆φ) forces the pseudo-data distribution to match the
data. Therefore, the correction per jet becomes:

σcorrection(φ) =
1√
2

√
σdata(∆φ)2 −σpseudo-data(∆φ)2 (6.15)

The correction is applied by rotating the seed jet about the z axis based on a random number
generated from σcorrection(φ) as a function of the jet pT. Figure 6.9 shows σ(∆φ( j1, j2)) as a
function of the average di-jet pT in data, pseudo-data and corrected pseudo-data.
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Fig. 6.9 σ(∆φ( j1, j2)) as a function of average di-jet pT for data (black), pseudo-data (red)
and corrected pseudo-data (pink)

6.4.6 Effect of φ corrections on the Final Estimate

Table 6.5 shows two different selections at pre-selection level with significantly different jet
kinematics and event topologies.

The first selection is based on a zero-lepton, multi-jet selection, referred to as “Multi-0L”.
The selection has an inclusive number of jets, zero leptons high total jet pT (HT) and no
selection on the number of b-jets.

Contrary to this, a second selection referred to as “Exclu-0L” has an exclusive selection
on the number of jets and requires at least two jets to be b-tagged.

The effect of applying φ corrections to the JetSmearing method was tested by observing
the min[∆φ(jet1−4,E

miss
T )] distribution at pre-selection level in these analyses. In both

analyses the min[∆φ(jet1−4,E
miss
T )] variable is used to reduce the multi-jet background by

applying an upper cut of > 0.4. In the di-jet balance analysis, the measurement of σ(A) in
the case of b-tagged jets was found to be lacking in statistics. The measurement of σ(∆φ) for
b-jets lacks statistics and is even more susceptible to tt̄ contamination effecting the results. It
is well motivated that the shape of RMC in the case of non b-tagged jets and b-tagged jets
should differ, however there is no substantial reason why the effect of increased φ resolution
between well measured and mis-measured jets should be greatly different. Therefore, the φ

corrections derived in the case of non b-tagged jets were also applied to b-tagged jets.
The min[∆φ(jet1−4,E

miss
T )] distributions are seen in Figure 6.10 after applying the selec-

tions of Table 6.5. The multi-jet background is estimated from the JetSmearing method by
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Table 6.5 Selections used at pre-selection level in the case of two different analyses using
JetSmearing.

Variable Multi-0L Exclu-0L

Trigger Emiss
T trigger jet+Emiss

T trigger
Nbaseline lep. 0 0

Njets ≥ 2 2
Nb-jets - 2

jet pT [GeV] > 50 > 20
Leading jet pT [GeV] > 200 > 60

HT [GeV] > 200 -
Emiss

T [GeV] > 200 > 150
Parabolic Trigger Plateau - Emiss

T > 150·pT( j1)−11700
pT( j1)−85

min[∆φ(jet1−4,E
miss
T )] < 0.5 < 0.4

creating pseudo-data which is normalised to the data minus non-QCD background. The top
row shows the Multi-0L selection and the bottom row shows the Exclu-0L selection, the left
column shows events before φ corrections and the right column shows after φ corrections. It
is clear that the φ corrections greatly improve the agreement between the method and data
in a region rich with multi-jet events. It is seen that this correction is important for both an
inclusive jet and an exclusive b-jet selection.

6.5 Systematic Uncertainties

The variation of the non-Gaussian tail of RMC to agree better with data can provide a
systematic uncertainty. However this was not performed in this thesis, due to good agreement
observed for high pT of the balanced objects described. For low pT a lack of statistics,
contamination from fake11 objects (photons and leptons) and other sources of Emiss

T (soft,
photon and leptons) create difficulties in approximating the response. For more detail on
modifying the jet response, using jets in a mercedes configuration see [35].

Based on results derived in Run-I on the LHC, an approximation of the non-Gaussian
uncertainty of 30% was used throughout this thesis. Systematic uncertainties covering any
residual bias in the selection of seed data were however applied. They are obtained via
variation to the seed selection accounting for a tighter and looser selection of well-measured
events. The statistical uncertainties are calculated based on the number of smears and number
of seed events, more detail on smearing statistics can also be found in [35].

11the incorrect reconstruction of an object, e.g. a jet can be mis-reconstructed as a photon and vice versa.
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(a) Strong 0L selection without φ corrections.
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(b) Strong 0L selection with φ corrections.
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(c) Exclu-0L selection without φ corrections.
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(d) Exclu-0L selection with φ corrections.

Fig. 6.10 min[∆φ(jet1−4,E
miss
T )] distribution with different selections, the QCD background

is estimated by the JetSmearing method.
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(a) pT of the leading jet.
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(b) pT of the sub-leading jet.
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(c) Number of jets with pT > 35 GeV.
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(d) Number of b-jets with pT > 35 GeV.

Fig. 6.11 Key distributions with the Multi-0L pre-selection.

6.6 Method Validation

In order to estimate the multi-jet background using the JetSmearing method pseudo-data is
firstly normalised in a multi-jet rich control region (CR), once this normalisation is obtained
the pseudo-data is firstly validated in validation regions (VRs) and then used to give an
estimate of the background in signal regions (SRs). In order to obtain a good estimate of the
background it is important that the variables which separate the CRs, VRs and SRs are well
modelled by the method. As previously seen, the main discriminating variable between the
SM background and the multi-jet background is min[∆φ(jet1−4,E

miss
T )], which is typically

used to separate the SRs from the CRs and VRs.
Figure 6.11 and Figure 6.12 show key variables after applying the Multi-0L and Exclu-0L

selections, the multi-jet background in each distribution is well modelled by the JetSmearing
method. The other SM background in the plot are generated by MC and only show statistical
uncertainty, a conservative 30% systematic uncertainty is applied to the multi-jet background.
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(a) Invariant mass of the two b-tagged jets, mbb.
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(b) Effective mass of the event, me f f =HT+Emiss
T .
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(c) η separation of the two b-tagged jets, ∆η( j).
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(d) Imbalance of the two b-tagged jets, I, defined
in the same was a di-jet asymmetry (A) .

Fig. 6.12 Key distributions with the Exclu-0L pre-selection.
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Fig. 6.13 Seed events for the pseudo-data passing the Exclu-0L selections. Seed events have
prescales applied and are normalised to unit area.

As previously discussed, the low jet multiplicity and high Emiss
T requirement with the

Exclu-0L selection results in the majority of the multi-jet events in this region arising from
the severe mis-measurement of high pT di-jet events. Figure 6.13a shows the leading jet
pT, arbitrarily normalised, of the well measured seed events which after smearing pass the
Exclu-0L selection criteria. It can be see that the majority of seed events have large leading
jet pT, such high pT well measured events have good agreement in their Gaussian core
and non-Gaussian between pseudo-data and data as measured by the balance analyses of
Chapter 6.4.3. Figure 6.13b shows an approximation of the jet response, RMC , obtained
from the ratio of the seed event leading jet pT divided its post-smearing pseudo-pT. It can
be clearly seen that for events passing this type of selection (multi-b-tagged jets, low jet
multiplicity and high Emiss

T ) that the multi-jet background is dominated by high pT jets which
undergo severe mis-measurement of their pT leading to large Emiss

T .

6.7 Conclusion

This chapter detailed a robust data-driven method for estimating the Multi-jet (QCD) back-
ground in regions of high Emiss

T [221, 222]. The method relies on the assumption that the
sources of Emiss

T > 250 GeV produced by QCD interactions arise from the mis-measurement
of multiple jets. The term mis-measurement also refers to cases in which heavy-flavour
decays result in reconstructed jets with significantly less energy than their parent heavy quark.
For example, a b-quark may decay giving a jet, muon and a neutrino; the muon is overlap
removed, this plus the neutrino may give large Emiss

T .
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6.7 Conclusion

A jet response map for the jet mis-measurement is derived in Multi-jet MC on a jet-by-jet
basis, and is corrected to match data with di-jet and γ-jet balance analyses. Well measured
events (seed) are selected in data with selection of small values of Emiss

T Sig.; these events
have very low Emiss

T and it is assumed that all the jets in the events are well measured. Each
jet in the seed event is smeared based on random numbers from the jet response maps. This
process is repeated O(103) times to create pseudo-data with potentially large Emiss

T . To
estimate the multi-jet background in various regions, the pseudo-data is normalised to data in
a multi-jet dominated region (typically low min[∆φ(jet1−4,E

miss
T )]). Once normalised, the

distribution can be used to estimate the multi-jet background in signal regions (typically high
min[∆φ(jet1−4,E

miss
T )]).

Section 6.6 showed how well the various shapes of key distributions with two different
analysis selections (Multi-0L, Exlcu-0L) performed. Good agreement is observed in mul-
tiple distributions resulting in a robust data-driven estimation consistent with MC but with
significantly greater statistics than MC.
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Chapter 7

Searches for SUSY in Two b-jets + Emiss
T

Final States

This chapter describes experimental searches for supersymmetry in events containing two
b-jets and large amounts of missing transverse momentum (Emiss

T ).
As discussed in Chapter 2.4.6, for SUSY to solve the Hierarchy problem in a simple way,

naturalness favours light scalar top quark states:

mS =
√

mt̃Lmt̃R =O(1 TeV)

The two states t̃L and t̃R mix to yield mass degenerate eigenstates t̃1 and t̃2, as discussed in
Chapter 2.4.2. Since the common mass parameter of the left handed squarks (mq̃L3) drives
the mass scale, the lightest mass eigenstate of the scalar bottom quark (b̃1) may also be at a
mass scale reachable by the LHC. If produced, the scalar particles are likely to decay into
neutralinos via b-quarks, leaving a signature of b-jets and Emiss

T .
Previous searches for the direct pair-production of scalar bottoms were performed by the

CDF and D0 experiments at the Tevatron [226, 227], with no significant excess above the
SM background observed. During Run-I of the LHC, neither ATLAS nor CMS observed any
significant deviations from the SM background in scalar bottoms searches, setting stringent
limits on the masses of pair-produced scalar bottoms [27, 228–232].

A full summary of the ATLAS Run-I scalar bottom searches using 20.3fb−1 of LHC data
collected at

√
s = 8 TeV, is presented as part of a summary paper [25]. Figure 7.1 shows the

limits obtained for three different simplified model scenarios involving scalar bottom quarks.
The 95% CL limits on the b̃1 and χ̃0

1 masses are shown in Figure 7.1a, for the simplified
scenario where only b̃1 are pair-produced and decay exclusively to χ̃0

1 . Figure 7.1b shows
limits obtains in the (mb̃, m

χ̃0
2
) mass plane for a simplified model scenario in which the second
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lightest neutralino (χ̃0
2 ) is of a mass lower than the scalar bottom quark. In this model, pair

produced scalar bottom quarks decay exclusively to the second lightest neutralinos which
subsequently decay with a 100% branching ratio to the lightest neutralinos and a Higgs boson.
Figure 7.1c shows limits obtained in the (mb̃, m

χ̃
±
1

) mass plane for two different values of
m

χ̃0
1

assuming exclusive decays of scalar bottoms to charginos and top-quarks. This chapter
focuses on the simplified model scenario of Figure 7.1a which was previously depicited in
Figure 3.10c.
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Fig. 7.1 The 95% CL limit obtained with the Run-1 pp collision data for direct sbottom pair
production decaying with (a) 100% BR to neutralinos (χ̃0

1 ) in the (mb̃, m
χ̃0

1
) mass plane , (b)

100% BR to the 2nd heaviest neutralino (χ̃0
2 ), in the mb̃- m

χ̃0
2

mass plane and (c) 100% BR to
lightest chargino in the mb̃- m

χ̃
±
1

mass plane [25].

The increase in centre of mass energy of pp collisions from 8 to 13 TeV provides a large
increase in sensitivity for searches targeting heavy scalar tops and scalar bottoms. The cross
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7.1 A search for scalar bottoms with 3.2 fb−1 of data at
√

s = 13 TeV

section as a function of the scalar bottom mass is shown in Figure 7.2 for the two energy
regimes. For a scalar bottom with of mass 800 GeV it increases by almost a factor of 10
from 2.9 fb to 28 fb. Future Runs of the HL-LHC will reach up to 14 TeV.
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Fig. 7.2 Scalar bottom pair production cross section in pp collisions at
√

s = 8 TeV and√
s = 13 TeV [26].

7.1 A search for scalar bottoms with 3.2 fb−1 of data at
√

s = 13 TeV

The majority of this chapter summarises the results of a search for scalar bottom quarks with
3.2 fb−1 of data at a pp centre of mass energy of

√
s = 13 TeV published in [33, 28]. No

significant deviation from the SM background was observed in any signal region. Exclusion
limits were set on the scalar bottom and lightest neutralino in the simplified model scenario of
pair produced scalar bottoms. The pair production in this scenario is depicted in Figure 7.3.

Analysis Overview The analysis performed was based on the Run-I searches for direct
scalar bottom production [27]. A two-pronged search strategy was employed with two types
of signal regions: SRAx, a series of SRs where x refers to the selection of the kinematic
variable mCT (see Chapter 5.6.3); and SRB, a single SR designed to be sensitive to a high
pT ISR jet which boosts the scalar bottom quark pair system. The SRAx regions targeted
the bulk region of the mb̃- m

χ̃0
1

mass plane whereas the SRB region targets the compressed
scenarios ∆m(b̃, χ̃0

1 )< 200 GeV. This is shown in Figure 7.4, the targetted regions have been
superimposed onto the previous Run-I observed and expected limits from [27]. Both types
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7.1 A search for scalar bottoms with 3.2 fb−1 of data at
√

s = 13 TeV

Fig. 7.3 Direct pair production of scalar bottom quarks, decaying exclusively to neutralinos.

of regions select events with no leptons in the final state and two b-jets; the backgrounds are
derived from data-driven and semi-data-driven techniques with the use of MC simulation.

In total, four signal regions were used in the analysis: SRA250, SRA350, SRA450
and SRB. For each region, multiple CRs and VRs were defined to control and validate the
background estimate in a semi-data-driven manner. Two data-driven methods were used as
an alternative estimation of the Z+jets background in the SRs: Z+jets from γ+jets (Chapter
7.5.1) and Z+jets from an extrapolation over b-jet multiplicity (Chapter 7.5.2). The estimation
of the multi-jet background was performed in data-driven way using a CR and VR.

Event Selection Events which are loosely signal-like were selected, as defined in Table 7.1.
This selection, referred to as the preselection, was used as the baseline for defining various
SRs, VRs and CRs for the analysis. For events with zero-leptons, a Emiss

T trigger was
used applying a selection of Emiss

T > 250 GeV to be fully efficient1. In events containing
leptons - electron and muon triggers were used applying a selection on the leading lepton of
pT(ℓ1)> 26 GeV to be fully efficient. Single photon events were selected using a photon
trigger with a selection of pT(γ)> 120 GeV.

Signal Regions The SR definitions were determined by an optimisation scan over a series
of variables theoretically motivated to separate the SM backgrounds and supersymmetric
signals. These variables included: mCT, mbb, pT of the four jets and Emiss

T (for more detail, see

1This means that all events above this threshold that should fire the Emiss
T trigger have fired the trigger.
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7.1 A search for scalar bottoms with 3.2 fb−1 of data at
√

s = 13 TeV

Fig. 7.4 Observed and expected exclusion limits on the lightest scalar bottom and neutralino
masses set by Run-I searches for direct scalar bottom pair-production [27]. The areas on the
mb̃- m

χ̃0
1

mass plane targetted by the Run-II analysis are superimposed on top.

Table 7.1 Preselection criteria, common to all signal and control region of the analysis.

Leading two jets with pT > 50 GeV , |η |< 2.8
Veto on 4th jet with pT > 50 GeV
At least one b-tagged jet, 77% working point

Table 7.2 Summary of the bb+Emiss
T SR targets and their corresponding VRs and CRs

Signal Target SR(s) VR(s) CR(s)

mb̃ > 600 GeV
∆m(b̃1, χ̃

0
1 ) > 200 GeV

SRA250
VRmbbA
VRmctA

CRzA, CRttA
CRwA, CRst

SRA350
SRA450

mb̃ > 300 GeV
∆m(b̃1, χ̃

0
1 ) < 200 GeV

SRB VRB CRzB, CRtopB

Chapter 5.6). Additionally, selections on min[∆φ(jet1−4,E
miss
T )] and Emiss

T /meff are applied
to remove the multi-jet background. The SRAx region optimisation targeted m

χ̃0
1
< 300 GeV,
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7.2 MC samples

mb̃≥ 700 GeV, whereas the SRB optimisation targeted mb̃= 400 GeV, m
χ̃0

1
= 300 GeV. The

selections that gave the best significance (see Chapter 5.8) were used to define the four signal
regions.

Figure 7.5 shows the breakdown of the SM background contribution in SRAx and
SRB. The SM background composition is similar in all SRAx regions. In order to correctly
normalise the main backgrounds and reduce the impact of systematic uncertainties a semi-
data-driven control region strategy was employed. This method is commonly used in many
ATLAS searches and is described in detail in Chapter 5.9.
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(a) SRA250
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(c) SRA450

26%
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52%

9% 3%

(d) SRB

Fig. 7.5 SM backgrounds as a percentage of the total background in SRAx and SRB. The
Z+jets background is the most dominant background in the SRAx regions and the tt̄ back-
ground the most dominant in the SRB regions.

Control and Validation Regions Four orthogonal CRs were defined to normalise the
Z+jets, tt̄, W+jets and Single Top backgrounds in the three SRAx regions; the normalisation
was validated in two VRs. For SRB, two CRs were defined for the Z+jets background and
top backgrounds, one VR was used to check these estimates. Table 7.2 gives a summary of
this strategy. This was motivated by the breakdown of the backgrounds in the four signal
regions, shown in Figure 7.5.

Key variables, as detailed in Chapter 5.6, were used to make CRs,VRs and SRs orthogonal
from each other, as can be seen in Figures 7.6 and 7.7. The full selections used in the SRAx
regions are defined in Table 7.3 and Table 7.4 shows the full set of selections for the SRB
regions.

7.2 MC samples

In order to evaluate the SM backgrounds and supersymmetric signal, MC simulation was
used. A list of the MC samples used in the analysis is given in Table 7.5. Various different
generators and parton showers were used in the modelling of the SM backgrounds depending
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7.2 MC samples

𝑡  𝑡

Single
Top

W+jets

Z+jets

Other

1 Lepton

1 b-jet

2 b-jets

𝒎𝒃𝒃>200 𝒎𝒃𝒃 <200

CRttACRstA

CRwA

CRzA
2 Lepton

0 Lepton

VRmbbA

VRmctA

SRAx

𝒎𝒃𝒃 <200

𝒎𝑪𝑻 <250

Fig. 7.6 Overview of the SRAx strategy. The four main backgrounds (solid boxes) are
normalised in orthogonal control regions with a high purity of the SM background they
attempt to normalise. The dashed boxes indicate the the various regions, indicating the
selections which make them orthogonal. The other backgrounds in the VRs/SRs are not
normalised in any control region.

Table 7.3 Definition of the control regions associated to SRAx. Four signal regions designed
with high purity of Z+jets, tt̄, Single-Top and W+jets backgrounds respectively. All regions
are orthogonal to each other by the application of kinematic and object based selections.

Variable Units CRzA CRttA CRstA CRwA VRAmbb VRAmct SRAx

Pre-selection ✓ ✓ ✓ ✓ ✓ ✓ ✓
Nb-jets 2 2 2 1 2 2 2
Leading pT jet b-tagged ✓ ✓ ✓ ✓ ✓ ✓ ✓
Sub-leading pT jet b-tagged ✓ ✓ ✓ X ✓ ✓ ✓
Lepton selection (ℓ= e,µ) 2 1 1 1 0 0 0
Lepton pT (ℓ1, ℓ2) GeV (> 90,> 20) (> 26,−) (> 26,−) (> 26,−) - - -
mℓℓ GeV [76−106] - - - - - -
mT GeV - - - > 30 - - -
Leading jet pT GeV - > 130 - > 130 > 130 > 130 > 130
Emiss

T GeV < 100 > 100 > 100 > 100 > 250 > 250 > 250
Ẽmiss

T GeV > 100 - - - - - -
mbb GeV > 200 < 200 > 200 (mb j)> 200 < 200 > 200 > 200
mCT GeV - > 150 > 150 > 150 > 150 < 200 > x = 250,350,450
mmin

bℓ GeV - - > 170 - - - -
min[∆φ(jet1−4,E

miss
T )] - - - - > 0.4 > 0.4 > 0.4

Emiss
T /meff - - - - > 0.25 > 0.25 > 0.25

on the process. For example, the generator Sherpa 2.1.1 [7] was used for the simulation of
W or Z bosons with associated jets including heavy flavour jets. Whereas, Powheg+Pythia6
[233, 156] was used in the simulation of the top backgrounds.

123



7.2 MC samples
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Fig. 7.7 Overview of the SRB strategy. The two main backgrounds (solid boxes) are
normalised in orthogonal control regions with a high purity of the SM background they
attempt to normalise. The dashed boxes indicate the the various regions, indicating the
selections which make them orthogonal. In the B region case, the Single-Top, W+jets and
other backgrounds are not normalised in any control regions.

Table 7.4 Control and validation regions associated to SRB.

Variable Units CRzB CRtopB VRB SRB

Pre-selection ✓ ✓ ✓ ✓
Nb-jets 2 2 2 2
Lepton selection (ℓ= e,µ) 2 SFOS 1 0 0
Lepton pT (ℓ1, ℓ2) GeV (> 26,> 20) (> 26,−) - -
Leading-pT jet pT GeV > 50 > 130 [100,300] > 300
Leading-pT jet not b-tagged not b-tagged not b-tagged not b-tagged
Sub-leading-pT jet b-tagged b-tagged b-tagged b-tagged
∆φ(1st jet, Emiss

T ) > 2.0 > 2.5 > 2.5 > 2.5
mℓℓ GeV [76−106] - - -
Ẽmiss

T GeV > 100 - - -
Emiss

T GeV < 100 > 200 [250,300] > 400
min[∆φ(jet1−4,E

miss
T )] - - > 0.4 > 0.4

Emiss
T /meff - - > 0.25 > 0.25

In cases where samples are generated with MadGraph5 + MC@NLO [153, 151], the
program EvtGen 1.2.0 [234] is used to model the heavy flavour decays of b- and c-hadrons.
The majority of the samples use a fully simulated detector response using Geant4 [149]; fast
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simulation [161] was used for theoretical uncertainty calculations. The simulation of pileup
and the Underlying Event (UE) is performed by generating a series of interactions using
Pythia 8.186 [223] with the MSTW2008LO [235] parton distribution function (PDF). For
more detail see Chapter 3.1.2.

Table 7.5 MC samples used by the bb+Emiss
T analysis in Run-II of the LHC.

SM background MC generator(s)

scalar bottom signal
MadGraph5 + MC@NLO [153, 151]

tt̄ + Z/W

Z+jets
Sherpa 2.1.1 [7]W+jets

Di-bosons

γ+jets Sherpa 2.1.0 [7]

tt̄
Powheg-Box v2 + Pythia6 [233, 156]

Single Top (Wt-channel and s-channel)
Single Top (t-channel) Powheg-Box v1 + Pythia6 [236, 156]

7.3 Nominal Background Estimation

Following the procedure detailed in Chapter 5.9, a semi-data-driven method to estimate the
various SM backgrounds was employed as the nominal estimate. All backgrounds were
simultaneously normalised via a likelihood fit of all CRs in Table 7.3 and all CRs in Table 7.4.
As shown in Figures 7.6 and 7.7, the CRs are designed to best normalise a particular SM
background. The likelihood fit takes into account all backgrounds in each region assigning a
normalisation factor (µi) to each SM background to be normalised. In the CRs associated
with the A region these are assigned to the tt̄, Single Top, W+jets and Z+jets backgrounds;
in the CRs associated with the B region only the tt̄ and Z+jets backgrounds are assigned a
normalisation factor. Backgrounds which are not given a normalisation factor are allowed to
vary within their systematic uncertainties in the likelihood fit.

The simultaneous fits force the SM backgrounds to match the amount of observed data in
the CRs since no signal is expected in these regions. The fit takes into account the effects of
systematic uncertainties and correlations. The is performed with a background-only fit by
maximising the likelihood functions of each fit, derived from Equation 5.17.
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In the case of the fits performed for the SRAx and SRB regions2, the likelihood functions,
maximised to find best values of µi, are mathematically represented as:

LA(⃗n, θ⃗ 0|⃗µ ,⃗b, θ⃗) = ∏
i∈[CRttA,CRstA,CRzA,CRwA]

P(ni|µi ·λi(⃗b, θ⃗))×Csyst (⃗θ
0, θ⃗) (7.1)

LB(⃗n, θ⃗ 0|⃗µ ,⃗b, θ⃗) = ∏
i∈[CRtopB,CRzB]

P(ni|µi ·λi(⃗b, θ⃗))×Csyst (⃗θ
0, θ⃗) (7.2)

Figure 7.8 and Figure 7.9 show key distributions in all A region CRs and all B region CRs
respectively, before the values of µ have been obtained to scale the various SM backgrounds
to match data in these regions.

7.4 Multi-jet Background Estimate

The JetSmearing method (Chapter 6) for estimating the background associated with jet
mis-measurement was used in this analysis. The background is referred to as either the
multi-jet background but is sometimes referred to as the QCD background in plots and region
names. The procedure for selecting seed events and corrections to the azimuthal angle of the
jets (φ ) described in Chapter 6.4.5 were followed and applied. A value of Nsmears = 5000
was used to generate pseudo-events. The pseudo-data was normalised to data in a QCD rich
region (CRQCD) defined in Table 7.6. This control region is orthogonal to all SRAx and
SRB by inverting the selections on min[∆φ(jet1−4,E

miss
T )] and Emiss

T /meff so that the region
is dominated by multi-jet (QCD) events. Figure 7.10a shows the min[∆φ(jet1−4,E

miss
T )]

distribution in CRQCD with a good shape agreement.
Before the method can be used to estimate the multi-jet background in all four SRs it

is first tested in VRQCD, a region closer to the SRs but with increased SM backgrounds.
VRQCD is also defined in Table 7.6, and is orthogonal to the SRs by only the inversion of the
min[∆φ(jet1−4,E

miss
T )] selection. Figure 7.10b shows the split between CRQCD and VRQCD,

the Emiss
T /meff variable is relatively well modelled. Figure 7.10c shows good agreement in

the min[∆φ(jet1−4,E
miss
T )] distribution in VRQCD, this is critical as this variable separates

the validation region from all four SRs. It is clear that the multi-jet background is negligible
for values min[∆φ(jet1−4,E

miss
T )]> 0.4 as seen in Figure7.10c.

The background contribution from multi-jet fluctuations was found to be negligible in
this analysis, selections on min[∆φ(jet1−4,E

miss
T )] and Emiss

T /meff were used aggressively to
remove this background thoroughly.

2This will be referred to as the A and B region strategies.
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Fig. 7.8 SRAx control regions showing data and the total SM background before performing
a likelihood fit. Four control regions, defined to have high purity of the Z (a), tt̄ (b), Single
Top (c) and W+jets (d) backgrounds are shown. The yellow uncertainty band only shows
statistical errors.

Table 7.6 Definition of the multi-jet control (CRQCD) and validation (VRQCD) region for
the jet smearing method.

CRQCD VRQCD
Emiss

T /meff < 0.25 Emiss
T /meff > 0.25

0 baseline leptons with pT > 10 GeV
Leading two jets with pT > 50 GeV

Leading jet pT > 130 GeV
Veto on 4th jet with pT > 50 GeV

At least two b-tagged jets (77% working point)
Emiss

T > 250 GeV
min[∆φ(jet1−4,E

miss
T )]< 0.4
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Fig. 7.9 SRB control regions showing data and the total SM background before performing a
likelihood fit. (a) shows the Z+jets pure control region and (b) shows the top pure control
region. The yellow uncertainty band only shows statistical errors.

7.5 Z+jets Background Estimate

The dominant background in the SRAx regions and the sub-dominant background in SRB is
the SM background production of a Z boson and two b-tagged jets. The background is almost
exclusively from Z → νν̄ decays. Figure 7.11 shows two Feynman diagram of Z-boson
production in association with two jets. This background is notoriously difficult to model at
low values of invariant mass of the two b-quarks. Figure 7.11a shows a Z boson production
in association with quarks originating from g → qq̄. In the case of g → bb̄, leading-order
and next-to-leading-logarithmic approximation calculations of the vertex depend on αs and
m(b) leading to substantial theoretical uncertainties [237]. The selection of mbb > 200 GeV
in the three SRAx regions, requires a large virtual gluon mass, therefore gluon splitting
diagrams become suppressed and diagrams such as Figure 7.11b become more dominant3.
The selection of events in CRzA were also required to have a large b-jet invariant mass.
In SRB the topology of a non-b-tagged leading jet back-to-back with the Emiss

T suppresses
diagrams from gluon splitting.

Two alternative data-driven methods for estimating the Z + jets background were per-
formed: exploiting the similarities between Z and γ bosons, (Z from γ); an extrapolation over
b-jet multiplicity using Z → ℓℓ̄ data (Z from Z(ℓℓ̄)).

The electro-magnetic and weak nuclear forces are known to be manifestations of the
same force above a certain energy, as described in Chapter 2.1.5. Equation 2.9 shows that the
Z boson and γ are different mass eigenstates of the mixed W 3

µ and Bµ boson eigenstates of

3Such diagrams become more dominant as the Z boson must be of high pT to give large amounts of Emiss
T .
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Fig. 7.10 Key distributions in the QCD (multi-jet) sbottom CR and VR.

electro-weak theory. The first data-driven method exploits an assumption that the Feynman
diagrams for the production of γ or Z bosons in association with two b-quarks are almost
identical. Z bosons have an additional longitudinal polarisation which produces additional
Feynman diagrams. A Z boson may also couple to neutrinos adding additional NLO and
NNLO diagrams - however these contribute a small amount to the total production cross
section. Assuming the diagrams are the same, what remains is a kinematic difference between
the final states in γ + jet events and Z(νν̄) + jets due to the photon being massless and the Z
boson being massive (Table 2.1).

The second method of fully emulating the SRs in Z → ℓℓ̄ events is a more idealised
scenario. However, due to the fact that the branching ratio for Z boson decays to electron-
anti-electron and muon-anti-muon pairs is smaller than the decay to invisibles4 [238] the
statistical uncertainty becomes very large. In addition to this, the amount of background

4all three generations of neutrino-anti-neutrino pairs
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(a)
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g

g

(b)

Fig. 7.11 Feynman diagrams showing the production of Z+jets. (a) The gluon splitting gives
two quarks which can potentially result in a pair of b-tagged jets of typically low invariant
mass. (b) two-additional parton diagram in which may lead to a final state with two b-tagged
jets.

contamination from other SM backgrounds would reduce the effectiveness of the method.
To counter these problems, a method was developed extrapolating over the b-tagged jet
multiplicity from 0 b-tagged jets to 2 b-tagged jets. Due to the effects of gluon splitting and
the inability to distinguish between gluon jets and light-quark jets, this method is only used
in regions with large invariant mass of the leading jets, it is not used in SRB or VRAmbb.

To obtain a final estimate consistent with the nominal estimate, the likelihood fit was
performed for both A and B strategies removing the CRzA and CRzB and replacing the
Z+jets MC estimate with the data-driven estimates. Since these regions have a >99% purity
of Z+jets and the other CRs have a small purity of Z+jets, the µi for the other backgrounds
remained unchanged. This is referred to as the non-Z fit.

7.5.1 Data-Driven Z+jets from γ+jets

In the context of this analysis, where the Z decays into neutrinos, the boson pT is approxi-
mately the missing transverse momentum, pT(Z)≈ Emiss

T . The truth level Z boson pT of the
SRAx and SRB regions is shown in Figure 7.12.

The spectrum in SRA250 peaks at pT(Z)≈ 300 GeV, due to the Emiss
T cut of the SR, a

value for which mZ may cause a kinematic difference in Z + jets and γ + jets events. Due to
this, a re-weighting procedure to correct for this difference is employed. An overview of the
method is given below in Figure 7.13:
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7.5 Z+jets Background Estimate

(a) Truth boson pT in SRA250. (b) Truth boson pT in SRA350.

(c) Truth boson pT in SRA450. (d) Truth boson pT in SRB.

Fig. 7.12 Truth boson pT in the four signal regions as simulated using Sherpa MC.
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Fig. 7.13 γ+jets events are used for estimating the Z → νν̄+jets background. Data containing
a single photon and the same jet kinematics as the SRs are selected. These events are re-
weighted to account for cross-sectional differences as a function of the boson pT. The Emiss

T
from the neutrino decays is mimicked by adding the photon pT, finally the full SR selections
are applied to estimate the Z → νν̄ background.

The method proceeds as follows:

1. Single photon data events with pT > 130 GeV, |η | < 2.37 are selected using a photon
trigger.

2. These events are then required to pass the SR Emulation Region (ER) definited in
Table 7.7. The ERs are identical to the SRs but with a single photon whose four-vector
has been added to the Emiss

T
5. The yields for the SM background and observed data

can be found in Appendix B.3. A very high purity data sample of γ + jets events is
obtained in these regions (> 95%). The non-γ backgrounds are subtracted from the
data, thus the shape of the mCT distribution is given by f data

ERγ
− f non-γ MC

ERγ
. Figure 7.14

shows the mCT distributions in ERγA and ERγB for data and the SM background.

3. Next, the re-weighting factor (RZ/γ ) is determined from Zνν̄+jets and γ + jets MC in
50 GeV slices of the boson transverse momentum (∆pT(B)) :

RZ/γ∆pT(B) =
f Zνν+jets MC
SR ∆pT(truth Z)

f γ + jets MC
ERγ

∆pT(reconstructed γ)
(7.3)

where f is a function describing the shape of a distribution in a particular region.
Importantly, the reweighting is performed with the truth level Z → νν̄ boson pT and

5All kinematic variables based on Emiss
T , such as min[∆φ(jet1−4,E

miss
T )], use the modified Emiss

T .
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Table 7.7 Definition of the emulation regions used as templates in the γ + jets data-driven
method.

Selection Units ERγAx ERγA-mbb ERγB
SRAx emulation VRAmbb emulation SRB emulation

Pre-selection ✓ ✓ ✓
Photons 1 signal 1 signal 1 signal
Leading photon [GeV] > 130 > 130 > 130
Leptons (e or µ) 0 baseline 0 baseline 0 baseline
Leading jet pT [GeV] > 130 > 130 > 300(
Emiss

T
)γ [GeV] > 250 > 250 > 400

mbb [GeV] > 200 < 200 -
mCT [GeV] > x > 150 -
b-jets (1,2) (1,2) (2,3) or (2,4)
* The emulation of VRAmct is made with ERγAx; x = 0; with an upper cut on mCT < 150.
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Fig. 7.14 mCT distribution for data and MC background events in the two γ + jets control
regions. Only statistical uncertainties are shown.
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the reconstructed photon pT. This accounts for an acceptance difference when selecting
photons in data as well as the cross-section differences between these two processes.

The ratio between the two can be seen in Figure 7.15a. By definition, the reweighting
matches the two processes, as shown in Figure 7.15b. The Emiss

T (mCT) distribution
before reweighting can be seen in Figure 7.15c (Figure 7.15e), after it is applied good
agreement is observed between the two processes in Figure 7.15d (Figure 7.15f).

4. An additional factor, denoted as κ , is required to correct the modelling of the Z + jets
MC and γ + jets MC used in the reweighting. This requires the addition of two control
regions: CRzL and CRγL. They are defined in Table 7.8 by loosening some of the
selections of the ERs, importantly keeping the

(
Emiss

T
)γ

> 250 GeV to ensure that the
boson pT is not extrapolated over. κ is defined as:

κ =
µγ,loose

µZ,loose

=
Nγ + jets,data

CRγL

NZ + jets,data
CRzL

· NZ + jets,MC
CRzL

Nγ + jets,MC
CRγL

=
Ndata

CRγL −Nnon-γ MC
CRγL

Ndata
CRzL −Nnon-Z MC

CRzL
· NZ + jets,MC

CRzL

Nγ + jets,MC
CRγL

(7.4)

The calculation of κ is obtained from the yields of CRzL and CRγL which can be
found in Appendix B.3. The result is quoted below:

κ = µγ,loose/µZ,loose

= (1.54±0.09)/(1.21±0.25)

= 1.27±0.27

(7.5)

5. The final expected number of Zνν̄ + b-jets in the SRs is therefore given by:

NZνν
SRAx =

∫
∞

x

(
f data
ERγAx − f non-γ MC

ERγAx

)
· 1

κ
·RZ/γ(pT (γ)) dmCT (7.6)

NZνν
SRB =

∫
∞

0

(
f data
ERγB − f non-γ MC

ERγB

)
· 1

κ
·RZ/γ(pT (γ)) dmCT (7.7)

134



7.5 Z+jets Background Estimate

E
ve

nt
s

4−10

3−10

2−10

1−10

1

10

210

310  + b-jetsγ
 + b-jetsννZ

Internal ATLAS
-1 = 13 TeV, 3.2 fbs

 [GeV]
T

Boson p
0 100 200 300 400 500 600 700 800 900 1000

γ
R

at
io

 Z
/

0
0.5

1
1.5

2
2.5

(a) Truth boson pT of Z → νν MC compared with
reconstructed boson pT γ MC.
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(b) Truth boson pT of Z → νν MC compared with
reconstructed boson pT γ MC after applying pT
re-weighting.
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(c) Corrected Emiss
T in Z → νν MC compared with

γ MC.
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(d) Corrected Emiss
T in Z → νν MC compared with

γ MC after pT re-weighting.
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(e) mCT in Z → νν MC and γ MC.
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(f) mCT in Z → νν MC and γ MC after pT re-
weighting.

Fig. 7.15 Comparisons of Z → νν + b-jets and γ + b-jets Monte-Carlo events after applying
the SRA selections to the Z → νν + b-jet and the ERγA selections to the γ + b-jets. The left
column shows the comparison before pT re-weighting and the right column shows after pT
re-weighting, as described in 3. By construction the pT re-weighting procedure matches up
the reconstructed photon pT in ERγA to the truth vector boson pT in SRA (Figure 7.15b)
Only statistical uncertainties are shown. 135



7.5 Z+jets Background Estimate

Table 7.8 Definition of the loose control regions used in estimation of the κ factor in the γ +
jets data-driven method.

Selection Units CRγL CRzL

Pre-selection ✓ ✓
Photons 1 signal -
Leading photon [GeV] > 130 -
Leptons (e or µ) 0 baseline 2 signal
Leading jet pT [GeV] > 50 > 50(
Emiss

T
)γ [GeV] > 250 -

Ẽmiss
T [GeV] - > 250

Emiss
T [GeV] - < 100

mℓℓ [GeV] - [76,106]
b-jets any 2 any 2

The final estimate obtained from Equation 7.6 and Equation 7.7 is given in Table 7.11,
a plot of mCT in SRA is shown in 7.21. Figure 7.16 show additional plots of the Emiss

T and
leading jet pT in SRA250 as well as the mCT in VRAmbb and mbb in VRAmct.
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(c) mCT in VRAmbb.
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Fig. 7.16 Various VR/SR plots with the Z + jets background estimated using the data-driven
technique described in this section. All other SM backgrounds show only MC statistical
uncertainties.
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7.5.2 Data-Driven Z+jets Extrapolating Over b-jet Multiplicity

The second data-driven method for estimating Z → νν̄ + b-jets events relies on the hypothesis
that, for an equivalent selection, the shape of the mCT is invariant under changes of the b-jet
multiplicity. This was found to hold well for events with high invariant mass of the two
leading jets and low jet multiplicity. In such events the effects of gluon splitting and higher
order diagrams are suppressed, therefore gluon and light-quark jets can be used to model
b-quark jets. The VRAmbb region was defined with an inverted selection on mbb, therefore
breaking the hypothesis of sub-dominant contributions from gluon splitting and soft gluon-
jets. Due to the different kinematics in SRB, and selection on mbb, this method was only
applied for the SRAx regions. Analogously to the previous method, the reconstructed Z
(lepton pair) is added to any real Emiss

T to form Ẽmiss
T . In the case of two leptons, Emiss

T and
all Emiss

T biased variables are replaced with Ẽmiss
T . An overview of the method is given below

in Figure 7.17.

+ …

Emulation of SR in 2L, 2 jet Data Normalise 2 jet to 2 b-jet  Data

Correction for 2L  0L   MC

+ …

Fig. 7.17 Z → ℓℓ̄+light-jets events are used for estimating the Z → νν̄+b-jets background.
Data with two leptons consistent with a Z boson and no b-tagged jets are used as a template.
The lepton pair is used as fake-Emiss

T and the same jet kinematic selections as the SRs are
applied. These events are normalised to events with two b-tagged jets in data. Corrections
derived from MC accounting for the lepton reconstruction efficiency and the ratio of BR(Z →
ℓℓ̄) / BR(Z → νν̄) are applied. A final estimate of the Z → νν̄+b-jets in the SRs can hence
be obtained.

The quantity fZνν ;2b (mCT) defines the distribution of the mCT variable for Z → νν̄ events
in SRAx. The total number of Z → νν̄ events can hence be expressed as:
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7.5 Z+jets Background Estimate

NSR
Zνν =

∫
∞

X
f data
Zνν ;2b (mCT)dmCT (7.8)

=
Γdata

Zℓℓ;2b

Γdata
Zℓℓ;0b

×
∫

∞

X
f data
Zℓℓ;0b (mCT)×ClepdmCT (7.9)

where

Γ
data
Zℓℓ;2b =

∫
∞

0
f data
Zℓℓ;2b (mCT)dmCT = Ndata

CR;2b −Nnon-Z MC
CR;2b (7.10)

Γ
data
Zℓℓ;0b =

∫
∞

0
f data
Zℓℓ;0b (mCT)dmCT = Ndata

CR;0b −Nnon-Z MC
CR;0b (7.11)

Clep =
f MC
Zνν ;2b (mCT)

f MC
Zℓℓ;2b (mCT)

(7.12)

In this expression:

• Γdata
Zℓℓ;2b is the number of Z → ℓℓ̄ events in a Z control region similar to the SRA with

additional Z purity selections, with two leptons and two b-tagged jets. This can be
obtained from the data after subtraction of the non-Z component derived from MC.
The region is referred to as CRzA-2b2l and is defined in Table 7.9.

• Γdata
Zℓℓ;0b is the number of Z → ℓℓ̄ events in a Z control region similar to the SRA with

additional Z purity selections, with two leptons and zero b-tagged jets. This can be
obtained from the data after subtraction of the non-Z + jets backgrounds which are
derived from simulation. The region is referred to as CRzA-0b2l and is also defined in
Table 7.9.

• f data
Zℓℓ;0b is the shape of the mCT distribution obtained from the fully emulated SRA in

events with 2 leptons and no b-tagged jets. The region is named ERzA-0b2l and is
defined in Table 7.9. Note that this region is extremely pure in Z + jets; yields can be
found in Appendix B.2 as well as yields for CRzA-2b2l and CRzA-0b2l.

• Clep is a correction that takes into account any mCT shape difference between Z → ℓℓ̄

and Z → νν̄ due to the branching ratio of a Z boson into electrons and muons or
neutrinos, acceptance and efficiency of the leptons. This correction factor is obtained
purely from MC in SRAx and the emulation of SRAx in 2 lepton 2 b-jet events named
ERzA-2b2l. The kinematic selections of this region are defined in Table 7.9. Due to
the lack of statistics this factor was calculated in a single histogram bin for mCT > 200
GeV.
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7.5 Z+jets Background Estimate

Figure 7.18a shows a MC level validation of the hypothesis that the mCT shape is
independent of the number of required b-jets. It can be seen from this plot that this statement
does not hold true for high values of mCT (> 450); therefore the final estimate in SRA450
may over predict the Z background in this region, if the high mCT Zνν̄ MC is assumed to be
modelled accurately6.
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Fig. 7.18 (a) Comparison of the mCT shape for Z → νν events with no and two b-jets. (b)
Comparison of the mCT shape for events with two b-jets and either no or two leptons.

The distributions from which the factor
f MC
Zνν ;2b(mCT)

f MC
Zℓℓ;2b(mCT)

is computed are shown in Figure 7.18b.

The ratio is relatively flat above mCT > 200 GeV, but the MC lacks statistics. A value of
≈ 3 is expected from the ratio between the branching ratios of Z → νν̄ and Z → ℓℓ̄, this
factor also takes into the account the effects of efficiency and acceptance in selecting the two
leptons in a kinematically similar region to the SRs.

A consistent correction factor is obtained using Sherpa (v2.1) (Clep = 4.73±0.43) and
MadGraph+Pythia8 (Clep = 4.66±0.70) for the integral above mCT > 200 GeV. For the final
estimate given in this section, the percentage errors from MadGraph and Sherpa are added in
quadrature and a single correction factor of Clep = 4.73±0.83 is used.

The template distribution f data
Zℓℓ;0b (mCT) is extracted from data in ERzA-0b2l. The mCT

distribution is shown in Figure 7.19a. The region has a small contamination from non-Z
events. This contamination is estimated as a function of mCT from the MC, and subtracted
bin-by-bin from the data. The distribution after this subtraction is shown in Figure 7.19b.

The calculation of the
Γdata

Zℓℓ;2b
Γdata

Zℓℓ;0b
factor used for the normalisation to two b-jet events is

performed with data observed in CRzA-2b2l and CRzA-0b2l.

6There is a doubt in the modelling of high pT b-jets which may mean the high values of mCT for the
Z+b-jets MC may not be well modelled. This is why alternative methods were used.
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Fig. 7.19 mCT distributions for (a) ERzA-0b2l raw (b) ERzA-0b2l with non-Z MC background
subtraction. In the case of two b-tagged jets, mCT is shown in ERzA-2b2l (c) before apply a
selection on the original Emiss

T and (d) after applying a selection of original Emiss
T < 100 GeV

and a Z mass window selection of 106 GeV > mℓℓ >76 GeV . The shaded bands show the
Monte Carlo statistical uncertainties.
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Table 7.9 Definition of the various 2-lepton emulation (ERzA) and normalisation (CRzA)
regions.

ERzA-0b2l ERzA-2b2l CRzA-0b2l CRzA-2b2l

Pre-selection ✓ ✓ ✓ ✓
Leptons (e or µ) 2 SF 2 SF 2 SF 2 SF
Leading jet pT GeV > 130 > 130 > 130 > 130
Ẽmiss

T GeV > 250 > 250 > 250 > 250
mbb GeV > 200 > 200 > 200 > 200
mℓℓ GeV - - [76,106] [76,106]
Emiss

T GeV - - < 100 < 100
b-jets (MV2c20 77%) 0 (1,2) 0 (1,2)

The resultant factor is obtained in data is shown below in Table 7.10. The table also
shows the value obtained in MC as a closure test.

Table 7.10 Calculation of
Γdata

Zℓℓ;2b
Γdata

Zℓℓ;0b
from CRzA-0b2l and CRzA-2b2l. The superscript, Γdata,

refers to the Data with non-Z Monte-Carlo subtracted.

Factor Value

Γdata
Zℓℓ;2b

Γdata
Zℓℓ;0b

: (0.88±0.31) ·10−2

ΓMC
Zℓℓ;2b

ΓMC
Zℓℓ;0b

: (0.87±0.06) ·10−2

The final estimate of the Z + jets background in SRA using this method are shown in
Table 7.11, with the b-jet normalisation obtained from data in CRzA-2b2l and CRzA-0b2l,
as quoted in Table 7.10. The estimate of the data-driven method agrees well with that of the
nominal prediction from the fit strategy within uncertainties. A comparison of the total MC
background prediction and the data in the signal region SRA250 is shown in Figure 7.20 for
some selection variables. A good modelling of the data is observed in all cases using the Z +
jets data-driven estimate.

7.5.3 Data-Driven Z + jets Summary

A full comparison of the expected yields for all SRs and VRs is given in Table 7.11. Two
plots of the mCT variable in SRAx is shown in Figure 7.21.
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(b) mbb (m j j) distribution in SRA250.
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(c) Leading jet pT distribution in SRA250.
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Fig. 7.20 Key distributions after applying the full data driven from Z+light-jets method in
SRA.

Table 7.11 Expected Z + jets background in VRAmct, SRA250, SRA350 and SRA450 for
two different data-driven Z + jets estimation methods.

Data-Driven fit VRAmct VRAmbb SRA250 SRA350 SRA450 SRB

Data-Driven Z from γ events 7.69±2.56 33.10±8.24 18.24±4.93 3.69±1.54 1.84±1.01 2.22±1.04
Data-Driven Z from Z(ℓℓ̄) events 5.21±1.94 N/A 17.56±6.41 4.28±1.60 1.29±0.52 N/A

A good agreement between the two data-driven methods is observed (within statistical +
systematic errors).
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Fig. 7.21 Comparision between data and SM predictions for the mCT variable in the SRAx
regions. Non Z+jets backgrounds are estimated from MC and normalised in the CRs and only
show MC statistical uncertainties. The left plot (a) shows the Z+jets background estimated
using the data-driven method derived from γ+jets and the right plot (b) shows the data-driven
prediction derived using Z+light jets processes.

7.6 Systematic Uncertainties

Several sources of experimental and theoretical uncertainties were evaluated in this analysis.
These uncertainties take into account various aspects of physics object reconstruction, sim-
ulation conditions and detector conditions. As discussed in Chapter 5.9, the normalisation
of the MC backgrounds in CRs kinematically close to the SRs reduces the impact of these
uncertainties.

Theoretical Modelling Uncertainty The uncertainties in the modelling of the SM back-
ground processes - the simulation in MC and their theoretical cross-section is taken into
account. For the W/Z + jet backgrounds alternative samples were generated with different
renormalisation, factorisation, merging and resummation scales; for a more detailed overview
of this see Chapter 4.8.2. The uncertainty of the tt̄ and single top backgrounds are computed
from samples differing in generators and settings: MadGraph5 [239] generation is used
to evaluate the generator uncertainty against the nominal generation using Powheg-Box
v2 [233]; Herwig++ v2.7.1 [240] showering instead of Pythia6 [156] is used to evaluate
the Parton Shower (PS) uncertainty; and ISR/FSR uncertainties are estimated by tuning pa-
rameters in Powheg-Box v2 [233]. The systematic uncertainty is evaluated as the difference
between the estimate from these different scales, settings and generation. The errors are
added in quadrature.
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Table 7.12 summarises the totaly uncertainty for the four most dominant backgrounds in
all signal regions. The numbers are quoted as a percentage relative to the total uncertainty
of the background. These errors may be correlated and therefore do not necessarily add in
quadrature to the total background uncertainty.

Table 7.12 Theoretical uncertainty as a percentage relative to the total uncertainty for the Z +
jets, W + jets, tt̄ and Single Top backgrounds in all SRs. The individual uncertainties can be
correlated and do not necessarily add in quadrature to the total background uncertainty.

Background SRA250 SRA350 SRA450 SRB

Z + jets 37% 28% 25% 11%
W + jets 7% 7% 6% 16%
tt̄ 8% 5% 4% 77%
Single Top 14% 15% 15% 14%

Jet Energy Resolution (JER) The dominant detector systematic in all SRs is the JER, see
Chapter 5.5.2 for more detail. The measured values of JER in 13 TeV data as a function of jet
η and pT are detailed in [241], the systematic uncertainty is evaluated from ±1σ variations
of the JER in detector reconstruction. The JER uncertainty accounted for 35%, 31%, 21%
and 26% of SRA250, SRA350, SRA450 and SRB of the total background uncertainty.

Jet Energy Scale (JES) The value of JES was estimated in Run-II data at a centre-of-
mass energy of

√
s = 13 TeV [204] and applied in the calibration of jets. For a more

detailed description of the JES refer to Chapter 5.5.1. The percentage of the total uncertainty
associated with JES ranged from 15%−30% in SRA and 3% in SRB.

b-tagging and mis-tagging rates Variations to the flavour-dependent jet scale factors
(see Chapter 5.4.1) depending on the measured tagging efficiencies and mis-tag rates are
caluclated. The measured values were obtained in Run-I data at 8 TeV and extrapolated to 13
TeV. b-tagging uncertainties account for between 25-45% of the total systematic uncertainty
in the three SRAs and 15% in SRB.

Emiss
T soft term In addition to the propagation of uncertainties of the reconstruction of jets

and leptons into the Emiss
T calculation, a further set of uncertainties relating to the track based

soft Emiss
T calculation are applied (see Chapter 5.5.4). The systematic uncertainties associated

with Emiss
T as a percentage of the total systematic uncertainty are < 10%.
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Lepton reconstruction The smallest uncertainties due to the high statistics in the lepton
CRs and lack of leptons in the SRs came from the reconstruction of leptons. More detail is
given in Chapter 5.5.5. These uncertainties relate to the resolution, energy scale, identification
and scale factors associated with lepton physics objects. These uncertainties as a percentage
of the total systematic uncertainty are < 10% of the total uncertainty.

7.7 Results

Figure 7.22 shows two plots of the mbb distribution in CRzA before applying the mbb >200
GeV selection and the leading jet pT distribution in CRtopB.
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Fig. 7.22 CR plots for the 2015 bb+Emiss
T analysis published in [28]

Results from performing a CR background-only-fit for the four most dominant SM
backgrounds in the SRAx regions, as well as the validation regions, are shown in Table 7.13.
Table 7.14 shows the background normalisation values (µi) of Equation 5.15. The uncer-
tainties on the SM backgrounds, and hence the total background, include all detector and
theoretical systematic uncertainties, these errors may be correlated and do not necesarily
add in quadrature. For more detail on the statistical interpretation of the results refer to
Chapter 5.9.

The background-only-fit results for the singular SRB regions are shown in Table 7.15,
with the normalisation values obtained in CRtopB and CRzB shown in Table 7.16.
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Table 7.13 Fit results in the control and validation regions associated to the SRA selection
for an integrated luminosity of 3.2 fb−1. The results are obtained from the control regions
using the background-only fit (see text for details). The errors shown are the statistical plus
systematic uncertainties.

CR/VR channels CRzA CRwA CRttA CRstA VRmctA VRmbbA

Observed 78 543 260 56 41 68

Total Background (fit) 78.01±8.82 543.00±23.29 260.11±16.12 55.88±7.42 54.25±7.44 75.61±7.50

Z + jets 67.65±8.98 3.76±0.64 1.38±0.23 0.94±0.17 10.78±3.35 35.34±6.30
W + jets 0.00±0.00 327.54±43.47 45.04±14.19 20.24±5.71 2.94±0.84 11.36±4.05
tt̄ 9.01±1.63 153.71±26.17 180.97±22.66 11.15±2.09 35.60±6.88 20.76±3.82
Single Top 0.75±0.36 50.01±22.42 27.19±12.19 23.03±10.22 4.65±2.12 2.60±1.20
Dibosons 0.27±0.06 7.02±1.11 4.84±0.62 0.37±0.08 0.18±0.06 5.29±0.59
tt̄ + Z 0.32±0.03 0.56±0.14 0.41±0.04 0.06±0.01 0.08±0.01 0.22±0.07
tt̄ + W 0.01±0.00 0.39±0.03 0.26±0.03 0.10±0.01 0.03±0.00 0.03±0.01

Total Background (MC expected) 61.41 502.99 266.58 57.47 53.71 66.21

Z + jets 50.45 2.81 1.03 0.70 8.04 26.35
W + jets 0.00 270.54 37.20 16.72 2.43 9.38
tt̄ 9.45 161.22 189.94 11.69 37.34 21.78
Single Top 0.91 60.45 32.88 27.83 5.62 3.15
Dibosons 0.27 7.03 4.85 0.37 0.18 5.29
tt̄ + Z 0.32 0.56 0.41 0.06 0.08 0.22
tt̄ + W 0.01 0.39 0.26 0.10 0.03 0.03

Table 7.14 Normalization factors obtained from the background-only fit with 3.2 fb−1,
for each of the main backgrounds in SRA. The uncertainties include both statistical and
systematic sources.

µst 0.83 ± 0.37
µtop 0.95 ± 0.13
µW 1.21 ± 0.18
µZ 1.34 ± 0.18
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Table 7.15 Fit results in the control and validation regions associated to the SRB selection
for an integrated luminosity of 3.2 fb−1. The results are obtained from the control regions
using the background-only fit (see text for details). The errors shown are the statistical plus
systematic uncertainties.

CR/VR channels CRzB CRtopB VRB

Observed 59 188 76

Total Background (fit) 59.00±7.66 188.01±13.71 71.81±6.71

Z + jets 43.10±7.86 0.30±0.12 13.96±3.17
W + jets 0.00±0.00 12.91±4.74 6.42±3.42
tt̄ 14.24±1.95 155.98±14.97 46.64±5.95
Single Top 0.42±0.07 16.62±2.13 3.95±0.61
Dibosons 0.83±0.36 1.31±0.20 0.50±0.16
tt̄ + Z 0.38±0.04 0.57±0.09 0.28±0.06
tt̄ + W 0.03±0.01 0.31±0.03 0.05±0.01

Total Background (MC expected) 45.05 190.92 68.10

Z + jets 28.88 0.20 9.36
W + jets 0.00 12.92 6.43
tt̄ 14.52 158.97 47.53
Single Top 0.42 16.63 3.95
Dibosons 0.83 1.31 0.50
tt̄ + Z 0.38 0.57 0.28
tt̄ + W 0.03 0.31 0.05

Table 7.16 Normalization factors obtained from the background-only fit with 3.2 fb−1,
for each of the main backgrounds in SRB. The uncertainties include both statistical and
systematic sources.

µtop 0.98 ± 0.10
µZ 1.49 ± 0.27
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A summary of the final signal region results for the background-only fits are shown in
Table 7.17.

Table 7.17 Observed data and post-fit results in SRAx and SRB signal regions for an integrated
luminosity of 3.2 fb−1. The results are obtained from the A and B region CRs using the
background-only fit (see text for details). The errors shown are the statistical plus systematic
uncertainties, they are not necessarily added in quadrature due to the correlation between
certain uncertainties. Additionally two background-only fits were performed, without fitting
the Z + jets backgrounds, these are referred to as non-Z fits. The results using the two
data-driven estimates of the Z + jets background are therefore also shown. The original MC
yields before the background-only fit was performed are shown as pre-fit MC yields..

Signal Regions SRA250 SRA350 SRA450 SRB

Observed Data 23 6 1 6

Total Background

Full fit 29.15±4.71 6.95±1.23 1.84±0.39 12.02±2.50
Non-Z fit

25.22±6.63 6.28±1.68 1.80±0.54 -
(D.D. Z from Z(ℓℓ))

Non-Z fit
25.90±5.21 5.69±1.63 2.35±1.02 10.10±2.34

(D.D. Z from γ)

Data-Driven
Multi-jet 0.00±0.00 0.00±0.00 0.00±0.00 0.00±0.00
Z + jets from Z(ℓℓ) 17.56±6.41 4.28±1.60 1.29±0.52 -
Z + jets from γ 18.24±4.93 3.69±1.54 1.84±1.01 2.22±1.04

Post-fit MC

Z + jets 21.58±4.30 4.96±1.08 1.34±0.36 4.19±1.30
W + jets 4.36±1.33 1.19±0.41 0.30±0.12 1.11±0.57
tt̄ 1.05±0.45 0.17±0.08 0.04±0.02 5.46±2.03
Single Top 1.80±1.01 0.53±0.30 0.13±0.07 0.99±0.36
Dibosons 0.21±0.05 0.07±0.04 0.02+0.02

−0.02 0.19±0.05
tt̄ + Z 0.13±0.02 0.03±0.00 0.01±0.00 0.06±0.01
tt̄ + W 0.02±0.00 0.01±0.00 0.00±0.00 0.01±0.00

Pre-fit MC

Z + jets 16.09 3.70 1.00 2.81
W + jets 3.60 0.98 0.25 1.11
tt̄ 1.10 0.18 0.04 5.57
Single Top 2.18 0.64 0.15 0.99
Dibosons 0.21 0.07 0.02 0.19
tt̄ + Z 0.13 0.03 0.01 0.06
tt̄ + W 0.02 0.01 0.00 0.01
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7.7 Results

Figure 7.23 shows some key distributions in the SRAx signal regions and the SRB signal
regions. The yield obtained in data, the SM background post-fit and different supersymmetric
models are shown.
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Fig. 7.23 SR plots for the 2015 bb+Emiss
T analysis published in [28] . The errors represent

statistical and systematic uncertainties on the SM background. Signal samples for varying
scalar bottom and neutralino masses are shown. No significant deviation from the SM
background can be seen.

7.7.1 Model-dependent Limits

The concept of a model-depent fit is discussed in Chapter 5.9.4. A fit of the analysis likelihood
function is performed for signal grid point of the simplified model grid, injecting the expected
signal yield, s, into the function of form Equation 5.17. The model-depedent profile likelihood
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ratio7, of the form of Equation 5.22, is evaluated by the HistFitter software package [169]
using an asymptotic approximation for large event yields, and a toy monte-carlo for small
event yields8.

A described in Chapter 5.9.4, a p-value is obtained from the profile likelihood ratio. If a
small p-value under the background-only hypothesis is obtained (s = 0) and an equally small
p-value is also obtained with s ≪ b, then the model-depedent hypothesis is meaningless. To
solve this problem, the so called CLs method [242] is used. The p-value is regulated as:

CLs =
CLs+b

CLb
(7.13)

Where CLs+b is the confidence level9 interval of the p-value obtained through the model-
depedent fit (s ̸= 0) and CLb is the value obtained through the background-only fit (s = 0).

The CLs method ensures that if both the null hypothesis (background-only) and the signal
hypothesis both give small p-values, then a value CL value is still obtained. All CL values
obtained through this thesis were hence calculated using the CLs method.

Figure B.3 shows the expected and observed limits at a 95% CL for a range of scalar
bottom and neutralino masses. The exclused region is contained within the bands. For
example, in this simplified model scenario with a massless neutralino, pair production of
scalar bottom quarks up to a mass of ∼ 850 GeV are excluded.

7.7.2 Model-independent Limits

Limits were also set for a model-independent scenario, described in Chapter 5.9.5. It is
useful to quote numbers relating to the numbers of signal models for any scenario that would
have been excluded by this analysis. These numbers are supplied by running the likelihood
fit for the analysis with s as a free parameter. From this, values for the expected and observed
number of signal events which are model-independent can be quoted. This information is
useful for evaluating the exclusion power of this analysis in more complex scenarios.

Upper limits on the number of signal events and the visible cross-section10 for the model
independent scenario in each signal region are given in Table 7.18. These model independent
limits are derived with 5000 pseudo-experiments. All systematic uncertainties are included,
Appendix B.1 provides a complete breakdown of these uncertainties.

7Often refered to as a test statistic
8Random generation of ntoys = 5000 when using the frequentist calculator of the package RooStats [217]

used to sample the test statistic distribution.
995% CL is used through this thesis.

10Signal production cross-section times acceptance times efficiency.
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7.8 Conclusions

Table 7.18 Left to right: 95% CL upper limits on the visible cross section (⟨εσ⟩95
obs) and

on the number of signal events (S95
obs ). The third column (S95

exp) shows the 95% CL upper
limit on the number of signal events, given the expected number (and ±1σ excursions on
the expectation) of background events. The last two columns indicate the CLB value, i.e. the
confidence level observed for the background-only hypothesis, and the discovery p-value
(p(s = 0)).

Signal Channel (⟨εσ⟩95
obs) [fb] (S95

obs ) (S95
exp) CLB p(s = 0)

SRA250 3.38 10.8 13.7+6.0
−3.3 0.21 0.86

SRA350 1.93 6.2 6.5+3.2
−1.0 0.38 0.94

SRA450 1.23 3.9 4.1+1.9
−0.5 0.29 0.69

SRB 1.90 6.1 8.8+3.0
−2.4 0.08 0.49

7.8 Conclusions

The results of a search for scalar bottom quark pair production using the data set correspond-
ing to 3.2 fb−1 of pp collisions at

√
s = 13 TeV collected by the ATLAS experiment at the

LHC in 2015 are presented. Scalar bottom quarks are searched for in events containing large
missing transverse momentum and up to three jets, exactly two of which have been identified
as having originated from a b-quark. Four dedicated signal regions optimised to give the best
sensitivity for varying masses of scalar bottom quarks and their decay products (neutralinos)
were utilised.

Three of the signal regions, the SRAx regions, were overlapping, differing by a selection
on the mCT of the leading two b-tagged jets. Four control regions were used to normalise
the four most dominant SM backgrounds in the SRAx regions using a likelihood fit: Z +
jets, in CRzA; tt̄, in CRttA; Single Top in CRst; and W + jets in CRwA. The normalisations
obtained were validated in two validation regions designed to be close to the SR with little
signal contamination and large yields of Z + jets and tt̄. Background events arising from
severe mis-measurement of multi-jet events were validated as negligible with the JetSmearing
method. The semi-data-driven Z + jets background obtained via MC normalised in CRzA
was validated by two independent data-driven techniques found to be within 1σ agreement.
The variation between the nominal estimate and the two data-driven background estimates
was added as an additional systematic uncertainty on the final result.

The data-driven method of using light-jets to model b-jets is a new method developed by
the author of this thesis, significant improvement in the method is expected with a changing
in the b-tagging strategy discussed in Chapter 5.1.3. The b-tagging efficiency as a function of
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jet pT is shown in Figure 5.7, the tagging efficiency drops as a function of pT. The method
was originally designed for a b-tagging algorithm that has a flat efficiency as a function of
pT.

Normalisation of two dominant backgrounds in SRB, a signal region targeting a com-
pressed scalar bottom - neutralino scenario, was obtained in two control regions. CRtopB
was used to normalise the background estimated from MC arising from top quarks and CRzB
was used to normalise Z + jets. A singular validation region (VRB) was used to verify this
normalisation. The multi-jet background was found to be negligible in this SR. γ + jets
were also used in a data-driven method as an alternative estimation of the Z + jets events,
good agreement between this estimate and the nominal estimate was found and a systematic
uncertainty was added to account for this.

No excess above the expected Standard Model background yields is found in any signal
region. Exclusion limits at 95% confidence level on the mass of the scalar bottom quark are
derived in a simplified model in which the b̃1 is the lightest squark and is assumed to decay
via b̃1 → bχ̃0

1 , where χ̃0
1 is the lightest supersymmetric particle and is stable. Scalar bottom

quark masses up to 800 GeV are excluded for χ̃0
1 masses below 400 GeV (860 GeV for χ̃0

1

masses below 10 GeV) whilst differences in mass above 100 GeV between b̃1 and χ̃0
1 are

excluded up to b̃1 masses of 500 GeV.

7.9 Future Prospects for Scalar Bottom Pair Production at
the HL-LHC

If any indication of new physics BSM is found during Run-II of the LHC the High-
Luminosity-LHC (HL-LHC) will further probe the properties of the underlying physics
and a large programme of measurements will be undertaken. This section focuses on the
discovery and exclusion reach of the LHC and HL-LHC in the case of direct sbottom pair
production with ∼300 fb−1 LHC and ∼3000 fb−1 of data respectively at

√
s= 14 TeV. These

results are publically available in [34].
The study was performed using generator level (truth level) Monte Carlo samples for both

the background and the signal processes, no control regions or data-driven methods were
considered, an assumption of a 30% systematic uncertainty of the background and signal is
assumed from past analyses. A procedure of truth smearing was performed on the detector
response based on existing data samples and full high pile-up Monte Carlo simulations of
the upgraded detector, as described in [243, 244]. The smearing is based on the resolution
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and the reconstruction efficiencies of electrons, muons, jets, b-jets11 and Emiss
T measured in

Run-I of the LHC at
√

s= 8 TeV. Simple definitions of signal physics objects were chosen,
for jets a pT threshold of 20 GeV and |η |< 2.8 was used for all post-smeared truth jets and
pT > 50 GeV, |η |< 2.5 for post-smeared truth b-jets.
This parametrisation of truth level information also accounts for the effect of pileup ranging
between 140 > ⟨µ⟩> 60 with a 25ns bunch spacing. No triggers are used in this analyses,
the cut on the Emiss

T and pT of the leading jet was assumed to be high enough to be fully
efficient with a Emiss

T or jet+Emiss
T trigger.

7.9.1 Signal Regions

Signal Regions (SRs) were designed based on the Run-I strategy using the kinematic variable
mCT. Selections to reject the multi-jet background and tt̄ background were kept the same as
Run-I and additional cuts on leading jet pT and Emiss

T were optimised for the increased centre-
of-mass energy and 300fb−1 of data. mCT thresholds of 300, 350, 450, 550, 650 and 750 GeV
were chosen, a maximum value of 750 GeV was used since the MC statistical uncertainties
become dominant in the tail of the mCT distribution beyond this value, as can be seen in
Figure 7.25. A summary of the SRs is given in Table 7.19. The number of expected events
for the 300 fb−1 luminosity scenario is shown in Table 7.20. The dominant backgrounds are
Z+jets and single top production, with sub-leading contributions from W+jets and tt̄V .

Table 7.19 Summary of selection requirements for the bottom squark pair production signal
regions. The value of x notes the selection of the variable mCT.

Selection SRx

Lepton veto No e/µ with pT > 7(6) GeV for e(µ)

Emiss
T > 350 GeV

Leading jet pT( j1) > 150 GeV

Third jet pT( j3) veto if > 50 GeV

b-tagging leading 2 jets
(pT > 50 GeV, |η |< 2.5)

min[∆φ(jet1−4,E
miss
T )] > 0.4

Emiss
T /meff(2) Emiss

T /meff(2)> 0.25

mCT >x GeV

mbb > 200 GeV

11including the mis-identification of c-jets and light-jets.

155



7.9 Future Prospects for Scalar Bottom Pair Production at the HL-LHC

Table 7.20 Expected numbers of events for SM background and three bottom squark pair
signal points, for different mCT thresholds and an integrated luminosity of 300fb−1. The
uncertainties shown are statistical only.

SRA300 SRA350 SRA450 SRA550 SRA650 SRA750
(mb̃,mχ̃0

1
) = (1000,1) 216±4 200±4 161±4 118.5±3.2 78.6±2.6 44.0±1.9

(mb̃,mχ̃0
1
) = (1400,1) 19.3±0.9 18.4±0.9 16.8±0.8 14.9±0.8 12.8±0.7 10.2±0.6

(mb̃,mχ̃0
1
) = (1600,1) 6.04±0.28 5.84±0.28 5.55±0.27 5.19±0.26 4.57±0.25 3.78±0.22

tt̄ 32.6±3.0 14.8±2.0 4.3±1.1 1.5±0.7 0.6±0.4 0.29±0.29
single top 146±12 83±8 41±6 25±5 12.7±3.2 8.9±2.5

Z+jets 508±8 249±5 70.5±2.7 23.1±1.5 9.1±1.0 4.1±0.7
W+jets 92±5 44±4 9.3±1.7 2.9±0.9 1.6±0.8 0.9±0.6
Other 5.4±0.5 3.3±0.4 1.59±0.28 0.50±0.16 0.18±0.09 0.15±0.08

7.9.2 Results and Limits

Exclusion limits are set in the mb̃1
−m

χ̃0
1

plane using the best expected signal region as shown
in Figure 7.26. The 5σ discovery curves are also shown on the same plot. Bottom squark
masses up to 1400 GeV can be excluded at 95% CL with 300 fb−1 of integrated luminosity,
for a massless χ̃0

1 . For the HL-LHC a luminosity of 3000 fb−1 is hoped to be obtained, the
exclusion reach improves by an additional 150 GeV with the same selection criteria. Bottom
squarks with masses of ∼1100 GeV (1300 GeV) may be discovered with 5σ significance
with 300 fb−1 ( 3000 fb−1).

With an improved analysis strategy the actual results that may be obtained at the HL-LHC
will extend the exclusion and discovery limits further than those found in this study. It is
however clear that with a greater centre-of-mass energy and 100-1000 times more luminosity
the increase in exlcusion/discovery potential is not of the same order - much less. This will
therefore be a challenge for future generations of particles physicists - if supersymmetry is to
be discovered at very high energies with hadron colliders.
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Fig. 7.25 Distributions of the leading two jet pTs, Emiss
T and mCT for 300 fb−1 before any

selection on the variable. Three signal points and the SM backgrounds are shown.
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Chapter 8

A Search for SUSY in a Realistic
pMSSM Scenario

If SUSY exists in nature it is most likely to manifest itself in multiple decay chains and
mixed branching ratios (BR). As previously discussed, the majority of searches for SUSY in
colliders are optimised for a particular sparticle decay with 100% branching ratio. As seen
in Chapter 7, a search for scalar bottom quarks targeted a signal model assuming the scalar
bottom quarks are pair produced and decay with 100% BR to bottom quarks and neutralinos
(b̃1 → bχ̃0

1 ).
In realistic MSSM scenarios, such as the pMSSM, there are often multiple decay modes

of the third generation scalar quarks1. The exclusion limit reaches obtained at the LHC for
scalar quarks are weakened if multiple decay modes occur in nature. In addition to this,
mixed decay chains give rise to alternative discovery channels for third generation scalar
quarks.

The following chapter details an analysis performed at the end of Run-I of the LHC
which was inspired by requiring Naturalness on the pMSSM. It was performed after the 2012
data taking period and published alongside a summary of simplified third generation scalar
quark searches [25]. The results were also interpreted in the context of a full pMSSM scan
performed by ATLAS [32].

The analysis targeted sparticle masses for two more realistic manifestations of SUSY in
nature: a mixed decay model and a naturally inspired pMSSM model. Both of which result
in a potential excess in Single Top + Emiss

T final states.

1There are also multiple decay modes of other scalar quarks, gluinos and electro-weakinos.

158



8.1 Single Top + Emiss
T Final States

8.1 Single Top + Emiss
T Final States

In Chapter 2.4.6, the concept of Naturalness was discussed. Imposing this phenomenological
constraint on the MSSM may lead to split SUSY [245], i.e. light scalar top and scalar bottom
quarks. Depending on the gaugino mass spectrum, the scalar bottoms (scalar tops) can decay
either directly to a neutralino (b̃1 → b+ χ̃0

1 , t̃1 → t + χ̃0
1 ) or via intermediate decay into

charginos (b̃1 → t + χ̃
±
1 , t̃1 → b+ χ̃

±
1 ). Final states with a Single Top + Emiss

T signature may
be populated by the production and mixed decays of scalar bottom and scalar top quarks. A
pictorial representation of the Single Top + Emiss

T signature originating from either scalar top
or scalar bottom decays can be seen in Figure 8.1.

Fig. 8.1 Feynman diagrams of the single top + Emiss
T final state signature produced by

asymmetric decays of the stop or sbottom into the neutralinos and charginos.

8.2 Searches for SUSY in Single Top + Emiss
T Final States in

2012 data at
√

s = 8 TeV

The following details an analysis of Single Top + Emiss
T final states from asymmetric decays

of scalar top and scalar bottom quarks. The analysis assumed the chargino and neutralino
are almost mass degenerate, this is partly motivated by theory but additionally motivated by
the fact that scenarios involving additional hard products are well covered by other analyses
searching for squarks and gluinos in multi-object final states [246] [32].

The dataset recorded by ATLAS in 2012, at a centre-of-mass energy of
√

s = 8 TeV,
totalling 20.3 fb−1 of recorded data was used in the analysis and was published in [25].
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The leptonic and hadronic decays of the top quark were studied to find the best sensitivity
to the signal models of interest. The leptonic channel, giving a final state of two b-jets, one
lepton and Emiss

T , is found to give the best signal to background ratio over the two main signal
models considered. In this case, the dominant SM background processes in the signal regions
(SRs) are semileptonic tt̄ and single top production as well as W+jets production.

The analysis strategy is to target two signal phenomenologies: a Natural pMSSM (phe-
nomenological Minimum Supersymmetric Standard Models) and two simplified models with
mixed decays of the top squark and a small ∆m(χ̃±

1 , χ̃0
1 ).

8.2.1 Simplified Signal Models

In the simplified model scenario, the only parameters of interest considered are: the scalar
top quark, neutralino and chargino masses. The branching ratio of the chargino decays are
chosen to lead to the signature of interest, a single top final state. This was motivated by
studies peformed in [247], which showed that ATLAS supersymmetry searches did not
perform well for pMSSM models in which a single top final state, opposed to models with
two bottom or two top final states.

The scalar top quark mass is varied from 300 to 800 GeV, and the neutralino mass is
varied between a lower limit of 100 GeV to an upper limit which is dependent upon the top
squark mass considered (where it is required that the top quark from the decay is real). Two
signal grids are investigated with either ∆m(χ̃±

1 , χ̃0
1 )= 5 GeV or ∆m(χ̃±

1 , χ̃0
1 )= 20 GeV. In

order to generate realistic decays for these scenarios a combination of three types of signal
samples, t̃1t̃1 → t χ̃0

1 t χ̃0
1 , t̃1t̃1 → bχ̃

±
1 bχ̃

±
1 and asymmetric decay mode t̃1t̃1 → t χ̃0

1 bχ̃
±
1 , is

required. The total number of events expected is also dependent upon the branching ratios of
the available decays. The calculated total number of events for the combination is shown in
Eq. 8.1, where k is the branching ratio of the t̃1 → t + χ̃0

1 decay.

NTotal = k2Nt χ̃0
1 t χ̃0

1
+2k(1− k)Nt χ̃0

1 bχ̃
±
1
+(1− k)2Nbχ̃

±
1 bχ̃

±
1

(8.1)

Events are generated using MadGraph [239] interfaced to Pythia 6 [155] for the asymmet-
ric and t̃1 → b+ χ̃

±
1 simplified models, and Herwig++ for the Natural pMSSM and simplified

scalar top models.

8.2.2 pMSSM Inspired Model

The pMSSM is a constrained subset of the MSSM with 19 free parameters (see Chapter 2.4.5),
this number can be further reduced using Naturalness arguments of Chapter 2.4.6. This
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particular model is referred to throughout the text as the Natural pMSSM model (NatpMSSM).
The Natural pMSSM model is generated by performing a scan over two free parameters (see
Table 2.7): µ , the Higgsino mass parameter; and mqL3, the common mass of the top and
bottom squarks. Other parameters related to the third generation squarks are constrained
by requirements on maximal stop mixing and the Higgs mass. Finally the m2 parameter is
set to 3µ in order to produce models with almost degenerate χ̃0

1 ,χ̃±
1 and χ̃0

2 . In this signal
model, SUSY particles are primarily produced in pairs, mixed sparticle pair production
occurs but is suppressed. An example of the sparticle masses, decay width (Γ ∝

1
τ
) and their

decays for the grid point µ=110 GeV, mq̃L,3 = 400 GeV is detailed in Table 8.1. For this
particular mass point however the overwhelming majority of signal events originate from
either direct scalar top or direct scalar bottom pair production. The total direct scalar bottom
pair production (b̃1 b̃1) cross section for this signal point is σ(pp → b̃1b̃1) = 0.3406 pb and
σ(pp → t̃1t̃1) = 0.5441 pb for direct stop pair production (t̃1 t̃1), as with the sparticle masses,
the direct production cross subsection of the b̃1 and t̃1 is dependent on the common mass
parameters mqL3.
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Fig. 8.2 The dependence of the masses of the third generation squarks (left), the lightest
chargino and the lightest neutralino (right) on the pMSSM parameters µ and mq̃L,3 in the
Natural pMSSM grid. A small mass difference between the χ̃0

1 and χ̃
±
1 can be seen in the

right plot.

A consequence of naturalness in this particular pMSSM model is that the theory becomes
decoupled. The mass parameters of the decoupled particles are set to an arbitrary high scale
of 3 TeV , so they are unreachable by the LHC. The mass of the gluinos are set to ∼1.5
TeV which is also assumed effectively unreachable by the

√
s = 8 TeV LHC. This leaves

the mass eigenstates of the mixed Higgsinos and gauginos (neutralinos and charginos) as
well as the lightest bottom squark (b̃1), lightest top squark (t̃1) and the heaviest top squark
(t̃2) as the only particles dependant on the pMSSM parameters µ and mq̃L,3 . The decoupling
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Table 8.1 A list of various supersymmetric particles; their masses, decay widths and decays
with branching ratios in the Natural pMSSM model with µ=110 , mq̃L,3 = 400 .

Mass[GeV] Decay Width [GeV] Decays (BR)

t̃1 (377.14) 3.59
36.4 % (t̃1 → χ̃0

2 t )
32.8 % (t̃1 → χ̃0

1 t )
30.7 % (t̃1 → χ̃

±
1 b )

<0.1 % (t̃1 → χ̃
±
2 b )

b̃1 (403.55) 4.12
69.9 % (b̃1 → χ̃

±
1 t )

16.4 % (b̃1 → χ̃0
1 b )

12.5 % (b̃1 → χ̃0
2 b )

1.1 % (b̃1 → χ̃0
3 b )

χ̃0
1 (99.30) stable stable

χ̃
±
1 (105.30) <0.01

100% (χ̃±
1 → W + χ̃0

1 )
χ̃0

2 (118.59) 2.58·10−6

33 % (χ̃0
2 → W + χ̃

±
1 )

67% (χ̃0
2 → Z + χ̃0

1 )
t̃2 (1666.72) 110.81

28.2 % (t̃2 → b̃1 W+ )
20.6 % (t̃2 → χ̃

±
1 b )

14.8 % (t̃2 → t̃1 h )
13.5 % (t̃2 → t̃1 Z )
11.6 % (t̃2 → χ̃0

2 t )
9.6 % (t̃2 → χ̃0

1 t )
1.2 % (t̃2 → χ̃

±
2 b )

0.5 % (t̃2 → χ̃0
3 t )

b̃2 (3010.01) 100.23 many
g̃ (1818.24) 69.10 some
q̃1,2 (3000) - many
Gauginos (3000) - many
l̃1,2,3, ν̃1,2,3 (3000) - many
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Fig. 8.3 Branching ratios of the dominant decays of scalar top (left) and scalar bottom (right)
quarks in the Naturally inspired pMSSM signal scenarios as a function of the left-handed
third generation common mass parameter (mq̃L,3).

of the sparticle masses can be seen in Table 8.1 for a model in which µ=110 and mq̃L,3 =
400 GeV. The dependence on the pMSSM parameters µ and mq̃L,3 can be seen in Figure 8.2,
the y-axis shows the mass of various sparticles and the x-axis shows either the µ or mq̃L,3

value. For high mq̃L,3 masses, those above ∼ 700 GeV, the mixing between the left-handed
and right-handed third generation squarks(q̃3,R, q̃3,L) becomes smaller causing the mass of
the t̃1 to level off and begin to drop for mq̃L,3 masses greater than ∼800 TeV, the mass of the
t̃2 also decreases with mq̃L,3 . The effect of these phenomena and the weak dependence of the
top squark mass on the µ parameter is a reduced sensitivity to the tb+Emiss

T signal. It also
causes an effect, seen later, in which the expected signal significance decreases with mq̃L,3 ,
then increases slightly for very high mq̃L,3 masses (800-900 GeV).

8.2.3 Analysis Strategy

The key discriminant variables of Chapter 5.6 were used to form SRs both sensitive to the
simplified and pMSSM models. The presence of a lepton originating from a single top quark
in the chosen signal provides a unique phase-space. The variables; amT2 , mT, Emiss

T , meff

and Emiss
T Sig. were found to give good separation between SM backgrounds and the signal

models. The figure-of-merit used to define the significance of the signal was a modified
version of Equation 5.13, given by:

Z =
s√

b+(0.3 ·b+1)2
(8.2)

s is the number of SUSY signal events, b is the total number of background MC events, 0.3
is an estimate of a 30% systematic uncertainty, the +1 ensures that Z does not become large
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for small values of b. An additional condition of a minimum of 5 signal events ( s ≥ 5 ) was
also applied.

For the pMSSM model the presence of higher mass neutralino, charginos and scalar
top states, for particular values of mq̃L,3 and µ , reduces the effectiveness of a selection
based on the number of jets (nextra jets). Signal regions designed to be sensitive to these
pMSSM scenarios are referred to as the inclusive SRs (SRinX). Three inclusive SRs were
designed based on benchmark points in different regions of the pMSSM phase space: a
low mass point mq̃L,3 = 400 GeV , µ = 110 GeV; an intermediate mass point mq̃L,3 = 500
GeV , µ = 210 GeV; and a high mass point mq̃L,3 = 700 GeV, µ = 110 GeV. In contrast, the
phenomenology of the simplified models is such that the W bosons from the chargino decays
are generally soft due to the mass degeneracy. As a consequence of this the nextra jets variable
is used as an additional discriminant between the signal samples and the SM background,
this signal region is referred to as the exclusive SR (SRexA). The optimisation has been
performed targeting the low mt̃ diagonal region, t̃1 → t+ χ̃0

1 decay is on the limit of kinematic
availability, focusing specifically on the mt̃= 300 GeV, m

χ̃0
1
= 100 GeV point for ∆m(χ̃±

1 , χ̃0
1 )=

5, 20 GeV. A branching ratio of 50% was used in the exclusive SR optimisation with k = 0.5
in Equation 8.1.

8.2.4 MC samples

The Monte Carlo samples used in this analysis are simulated with the ATLAS full Geant4
simulation [248, 149] or fast simulation AF-II [161] A complete list of samples used for the
various SM background processes considered are summarised in Table 8.2. Where more than
one generator or parton shower is indicated, the first sample in the list is the nominal sample
used in the analysis, whilst the others are used in the calculation of theoretical systematic
uncertainties.

8.2.5 Signal Region Definitions

Table 8.3 provides a summary of the three inclusive signal regions, optimised for the pMSSM
scenario and the exclusive signal region optimised for the simplified model scenario. Fig-
ure 8.4 shows the best expected significance (and corresponding SR) for all four SRs over
the Natural pMSSM grid in the µ-mq̃L,3 mass plane, the significance is calculated from
Equation 5.14. Figure 8.5 shows the best expected significance for two simplified models
with ∆m(χ̃±

1 , χ̃0
1 )= 5 GeV and ∆m(χ̃±

1 , χ̃0
1 )= 20 GeV. Figure 8.6 shows the discriminating

power between the SM backgrounds and the Natural pMSSM signal by the amT2 and mT

variables in the SRinA.
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Table 8.2 Summary of all MC simulation used in the Single Top + Emiss
T analysis. The

programs used in the ME+PS associated with the SM background process are indicated as
well as the type of simulation used.

Process Simulation Software Simulation Type

tt̄

Powheg+Pythia [236, 150] AF-II
MC@NLO+Jimmy [249, 250] AF-II

Powheg+Jimmy [236, 250] AF-II
MadGraph+Pythia [239, 150] AF-II

Single Top

(s-channel)
MC@NLO+Jimmy [249, 250] AF-II

Powheg+Pythia [236, 150] AF-II
(t-channel) AcerMC+Pythia [251, 150] Full-Sim

(Wt-channel)
Powheg+Pythia [236, 150] AF-II
Powheg+Jimmy [236, 250] AF-II

Z/W+jets Sherpa [7] AF-II

Di-Boson Sherpa [7] AF-II

tt̄ + Z/W MadGraph+Pythia [239, 150] AF-II

Table 8.3 Summary of the selections used to design the SRs.

Variable Units SRinA SRinB SRinC SRexA

Nb-jets 2
NLepton 1
Emiss

T GeV > 200 > 120 > 220 > 160
mT GeV > 140 > 180 > 120
meff GeV > 300 > 450 > 650 > 300
Emiss

T Sig. GeV
1
2 > 8 > 12 > 5 > 10

amT2 GeV > 180 > 200 > 180
mmin

bℓ GeV < 170
∆φ b

min > 0.4

8.2.6 Background Estimation

The favoured approach in this analysis was to exclusively implement a semi-data-driven
background estimation. The HistFitter method of Chapter 5.9 was used - SM backgrounds
were estimated using MC and normalised in control regions (CRs) via a likelihood fit
performed by the HistFitter software [169]. This normalisation was first tested in validation
regions (VRs) before performing a background-only-fit (see Chapter 5.9.3) to give an estimate
of the number of SM background events to be compared with data. A model-dependent-fit,

165



8.2 Searches for SUSY in Single Top + Emiss
T Final States in 2012 data at

√
s = 8 TeV

4 1 1 1 1 2 2 3 3 3 3 3

4 1 1 1 1 1 2 2 3 3 3 2

1 4 1 2 1 1 2 3 3 3 3 1

1 4 1 2 1 2 2 3 2 2 3

1 1 1 1 1 1 1 2 1 1

1 4 1 2 1 1 1 1 2

1 1 2 1 1 2 1 1

1 1 1 1 1 1 1

1 4 4 1 1 4

1 1 4 1 4

 [GeV]qL3 m

300 400 500 600 700 800 900 1000

 [
G

e
V

]
µ 

0

100

200

300

400

500

600

700

800

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

1: SRinA

2: SRinB

3: SRinC

4: SRexA

Internal ATLAS

­1
 L dt = 20.3fb∫

7.3 6.9 5.9 4.6 4.0 3.5 2.4 1.6 1.2 0.9 0.9 1.2

3.2 4.5 4.2 4.5 3.1 2.9 2.2 1.6 1.2 1.4 0.9 1.0

1.5 2.2 3.7 2.8 2.3 1.8 1.6 1.4 1.2 0.9 0.9

0.6 1.4 1.6 1.8 1.5 1.2 0.9 1.2 0.7 0.9

0.1 0.8 1.0 1.0 0.9 0.8 0.5 0.5 0.4

0.0 0.1 0.3 0.5 0.3 0.4 0.5 0.3 0.2

0.0 0.2 0.1 0.1 0.2 0.0 0.0

0.0 0.0 0.0 0.0 0.0 0.0

0.0 0.0 0.0 0.0 0.0

0.0 0.0

 [GeV]qL3 m

300 400 500 600 700 800 900 1000

 [
G

e
V

]
µ 

0

100

200

300

400

500

600

700

800

0

1

2

3

4

5

6

7
Internal ATLAS

­1
 L dt = 20.3fb∫

Fig. 8.4 Plots showing the best SRs and significances over the Natural pMSSM µ mq̃L,3 grid.
The left plot shows the best SR, three inclusive SRs (labelled: 1, 2, 3) and one exclusive SR
(labelled: 4), at each grid point. The plot on the right shows the corresponding combined best
significance values from the best SRs. The significance in these plots has been calculated
using the ZN-function of Equation 5.14. The solid black line shows the expected exclusion
limit contour (ZN = 1.64.
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Fig. 8.5 Best signal regions obtained in the asymmetric grid ∆m(χ̃±
1 , χ̃0

1 ) = 5GeVand
∆m(χ̃±

1 , χ̃0
1 ) = 20GeVfor a branching ratio of k = 0.5 (50%).

Chapter 5.9.4, was alternatively performed taking into account the signal from the Natural
pMSSM scenarios and from the simplified model scenarios. A model-independent-fit,
Chapter 5.9.5, was finally performed using the CRs and SRs to set limits on any BSM model.

The amT2 variable provides good discrimination for tt̄ events, and similarly the mT

variable provides discrimination for W+jets events. This can be seen in Figure 8.6. CRs and
VRs are defined in regions that are enhanced in the background under consideration. Top
production (pair and single), are the dominant backgrounds in this analysis. Hence CRT
(top control and validation regions) and CRW (W+jets control and validation regions) are
defined. The general recipe followed is described below:
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Fig. 8.6 Distributions the two of the main discriminating variables that were used in the
SRinA, before the final selection of the variable is applied. The left plot shows the kinematic
variable amT2 , the right plot shows the mT distribution.

• Top validation regions are defined by inverting the amT 2 selections in the SR.

• W + jets validation regions are defined by inverting the mT selections in the SR.

• The CR and VR definitions differ depending on which SR is under consideration:

– For CRs associated with SRinA, SRinC, the Emiss
T in the VRs is inverted with

a lower cut of Emiss
T > 100 GeV. In addition to this, in the CRTs the amT 2

selection is decreased to < 160 GeV to reduce signal contamination in the interval
[160,180] GeV. Furthermore, to increase the W + jets purity in the CRWs, events
with only 1 b-jet are also included.

– For CRs associated with SRinB the Emiss
T Sig. in the VRs is instead inverted

because of a low Emiss
T > 120 GeV cut. Additionally, a cut on Emiss

T Sig. of
> 6 GeV is applied to reduce fake-leptons. The amT 2 selection is decreased to
< 160 GeV in the CRT and 1 b-jet events are allowed in the CRW.

– For the CRs associated with SRexA, the me f f selection is removed from the
VR selections, the Emiss

T selection is lowered to > 100 GeV and the Emiss
T Sig.

inverted to ensure orthogonality.

Finally, an additional Emiss
T Sig. > 5 GeV

1
2 cut is added to each region to further protect

from fake-lepton backgrounds.
The summary of the CRs and VRs are shown in Appendix C which also shows dis-

tributions of key variables in all CRs and VRs before a likelihood fit of the regions is
performed.
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8.2.7 Systematic Uncertainties

Systematic uncertainties based on measured properties entering the object reconstruction
were evaluated as in Chapter 7.6. A similar set of uncertainties based on JER, JES, b-tagging,
pileup, Emiss

T and lepton reconstruction were used. The uncertainties in these measurements
were taken from earlier data taking periods with centre-of-mass energies of

√
s = 7 TeV and√

s = 8 TeV. Chapter 5.5 gave a full overview of the systematic uncertainties associated with
object reconstruction and the differences between Run-I and Run-II.

Theoretical uncertainties on the generation and showering of the MC were evaluated. In
the case of tt̄ and single top, Powheg+Pythia was used: Powheg for generation; and Pythia
for the parton shower. The generator uncertainty was evaluated from the comparison between
Powheg+Jimmy and MC@NLO+Jimmy. Similarly, the uncertainty associated with the
parton shower was evaluated as the difference between Powheg+Pythia and Powheg+Jimmy.

For Sherpa samples, W/Z + jets and DiBoson, generator and various other settings are
evaluated based on truth level information of the number of jets. Additionally, the flavour
content of the W/Z samples is evaluated by increasing the cross section of the samples
containing c-quarks and samples containing b-quarks by 24%.

The Feynman diagrams of tt̄ and Single Top Wt-channel productions interfere at next-
to-leading order, their diagrams become quantum mechanically identical. To evaluate the
uncertainty associated to the treatment of the interference terms, the combination of the
Powheg+Pythia tt̄ and Single Top (Wt-channel only) samples were compared with a WWbb
process simulated by AcerMC and composed of q q →WWbb and g g →WWbb diagrams
[252]. Samples with more or less ISR/FSR are used analogously to Chapter 7.6 to evaluate
ISR/FSR uncertainties on tt̄ and Single Top.

8.2.8 Results

The tt̄ and W backgrounds were normalized in the corresponding control regions for each
SR, yielding the scale factors summarised in Table 8.4.

Table 8.4 Background scale factors for the tt̄ and W samples, as obtained by the background
fit.

SRinA SRinB SRinC SRexA
µtt 1.06±0.07 1.12±0.09 0.94±0.21 1.06±0.07
µW 0.92±0.20 0.61±0.23 0.93±0.27 1.10±0.34
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8.2.8.1 Background only fit

A summary of the number of observed events in each signal region, after performing a
background-only-fit hypothesis are shown in Table 8.5. Figure 8.7 shows the backgrounds
and various signals for key discriminant variables in the four SRs after the fit.

Table 8.5 Summary of the background-only-fit results for the Single top + Emiss
T analysis.

SR SRinA SRinB SRinC SRexA

Observed Data nobs. 38 20 10 46

Total Background b 27.0±6.73 14.1±2.84 7.12±2.93 31.3±6.82

Post-fit MC

tt̄ 10.7±5.64 4.98±1.40 2.04±1.96 13.2±3.01
Single Top 9.08±2.88 5.24±2.07 3.22±2.14 9.96±5.34
W + jets 3.21±1.24 1.24±0.65 0.56±0.26 4.35±1.65
Z + jets 0.09±0.02 0.05±0.01 0.03±0.00 0.07±0.01
DiBoson 1.04±0.18 0.72±0.11 0.29±0.06 1.48±0.29
tt̄ + W/Z 2.92±0.92 1.88±0.61 0.98±0.32 2.30±0.72

8.2.8.2 Limits

Limits were set by performing a model-dependent-fit for multiple signal models. Figure 8.8a
shows the expected and observed exclusion limit in the Natural pMSSM grid for the pMSSM
parameters mq̃L,3 and µ . The observed limit at each signal point is taken as the value given
by the SR giving the best expected exclusion at that point. Figures 8.8b-8.8c show the limits
obtained on the scalar top and neutralino masses in the simplified model scenarios with
BR(t̃ → t χ̃0

1 ) = BR(t̃ → bχ̃
±
1 ) = 0.5 , for ∆m(χ̃±

1 , χ̃0
1 )= 5 GeV and ∆m(χ̃±

1 , χ̃0
1 )= 20 GeV

respectively. Figure C.3 of Appendix C.1.4 shows the limits obtained on these grids with
alternative branching ratios of scalar top decays.

The limits on the model-independent hypothesis are given in Table 8.6. These numbers
show for each signal region the visible cross section and number of signal events for a generic
signal model which would be excluded by this analysis.
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Fig. 8.7 Post-fit key kinematic distributions of amT2 for SRinA (top-left), SRinB (top-right),
SRinC (bottom-left) and SRexA (bottom-right). Both statistical and systematic uncertainties
are shown.

Table 8.6 Breakdown of upper limits calculated by the asymptotic calculation method. Left
to right: 95% CL upper limits on the visible cross section (⟨εσ⟩95

obs) and on the number of
signal events (S95

obs ). The third column (S95
exp) shows the 95% CL upper limit on the number

of signal events, given the expected number (and ±1σ excursions on the expectation) of
background events. The last two columns indicate the CLB value, i.e. the confidence level
observed for the background-only hypothesis, and the discovery p-value (p(s = 0)).

Signal channel ⟨εσ⟩95
obs[fb] S95

obs S95
exp CLB p(s = 0)

SRinA 1.35 27.4 18.6+7.6
−5.6 0.88 0.11

SRinB 0.79 15.9 11.0+4.8
−3.1 0.85 0.13

SRinC 0.57 11.5 9.7+3.9
−2.7 0.69 0.27

SRexA 1.53 31.1 20.3+7.8
−5.6 0.91 0.07

170
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Fig. 8.8 Single Top + Emiss
T analysis limits on the Natural pMSSM and simplified model grids
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the LSP mass.
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±
1 ) = 0.5.
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(c) Limits obtained in the simplified model grid
for ∆m(χ̃±

1 , χ̃0
1 )= 20 GeV with BR(t̃ → t χ̃0

1 ) =
BR(t̃ → bχ̃

±
1 ) = 0.5.

8.3 Interpretation in the ATLAS pMSSM scan

The analysis was also considered in a large scan performed by ATLAS on the pMSSM[32],
as described in Chapter 2.4.5. The results of a generator level (truth) analysis were used with
the results of the model-dependent fit to interpret the exclusion power for many models, not
just those constrained further by a Naturalness argument.
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8.3.1 Overview of the Signal Models Considered

The MSSM can be constrained to a smaller sub-set of possible models via phenomenological
constraints imposed by particle physics and cosmology. This constrained MSSM known as
the pMSSM is described in Chapter 2.4.5 results in a reduced set of 19 free parameters.

A set of models was simulated at truth level using MadGraph+Pythia6 [253, 150] using
the range of values listed in Table 8.7. For a complete description of the choice of values
used in the scan see [32]. Table 2.7 provides a description of each of the 19 parameters.

Table 8.7 Range of the free pMSSM parameters considered in the ATLAS pMSSM summary
scan[32].

Lower limit pMSSM parameter Upper limit

90 GeV ≤ mL̃1
(= mL̃2

) ≤ 4 TeV
90 GeV ≤ mẽ1(= mẽ2) ≤ 4 TeV
90 GeV ≤ mL̃3

≤ 4 TeV
90 GeV ≤ mẽ3 ≤ 4 TeV

200 GeV ≤ mQ̃1
(= mQ̃2

) ≤ 4 TeV
200 GeV ≤ mũ1(= mũ2) ≤ 4 TeV
200 GeV ≤ md̃1

(= md̃2
) ≤ 4 TeV

100 GeV ≤ mQ̃3
≤ 4 TeV

100 GeV ≤ mũ3 ≤ 4 TeV
100 GeV ≤ md̃3

≤ 4 TeV
0 GeV ≤ |M1| ≤ 4 TeV

70 GeV ≤ |M2| ≤ 4 TeV
200 GeV ≤ |M3| ≤ 4 TeV
80 GeV ≤ |µ| ≤ 4 TeV
0 GeV ≤ |At | ≤ 8 TeV
0 GeV ≤ |Aτ | ≤ 4 TeV
0 GeV ≤ |Ab| ≤ 4 TeV

100 GeV ≤ MA ≤ 4 TeV
1 ≤ tanβ ≤ 60

The model set was based on the study performed in [254], with several changes. Modifi-
cations were made considering new ATLAS exclusion limits from

√
8 TeV data as well as

updated constraints and better signal simulation.
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8.3.2 Categorisation

From the scan of the pMSSM parameters resulted in a set of 312537 signal models2 which
also passed the pre-ATLAS SUSY constraints. The resultant set of models was subdivided
into three categories:

1. The LSP is mostly a bino like state. N2
11 > max(N2

12,N
2
13 +N2

14), see Chapter 2.4.2
for more detail on neutralino mixing governed by Equation 2.41. This corresponds to
105,329 models.

2. The LSP is mostly a wino like state. N2
12 > max(N2

11,N
2
13 +N2

14). This corresponds to
80,292 models.

3. The LSP is mostly a higgsino like state. N2
13 +N2

14 > max(N2
11,+N2

12). This corre-
sponds to 126,916 models.

8.3.3 Truth Level Implementation

The three inclusive and single exclusive tb+Emiss
T signal regions were implemented at truth

level in order to approximate the number of expected signal events at full reconstruction level
for many pMSSM points. The plots in Figure 8.9 show the efficiency (ε) as the ratio of the
number of expected signal events at reconstruction level to the number of expected signal
events at truth level as a function of the truth acceptance for the signal models analysed in
Chapter 8.2. The mean efficiency and 1 σ bands are also shown.
The expected number of events at reconstruction level therefore can be approximated as the
following:

Nexp.
reco =

Nexp.
reco

Nexp.
truth

·Nexp.
truth (8.3)

= ε ·Nexp.
truth (8.4)

In the case of pMSSM models multiple production modes may be present. Therefore the
total number of expected events in a signal region, at truth level, is given by:

NSR exp.
truth = L× ∑

process i
ASR

i ·σi (8.5)

2Rather than just one signal model as in the original analysis
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Fig. 8.9 Efficiency vs truth acceptance plots for all four tb+MET SRs .

where L is the luminosity of the analysis, in the case of the Single Top + Emiss
T analysis this

is 20.3fb−1. ASR
i is the acceptance of signal events at truth level and σi is the production

cross section for a given process i.
Models generated in the pMSSM scan at truth level can be classified for the analysis

SRs based on the quantity rSR. This is performed by comparing the expected yields to the
observed model-independent limit at full reconstruction level, see Section 5.9.5 for more
detail on model-independent limits. The ratio is calculated as:

rSR =
εSR ·NSR exp.

truth

NSR obs.
UL

(8.6)

here εSR is the average reconstruction efficiency per SR, as measured in Figure 8.9 for
the four SRs of the Single Top + Emiss

T analysis. The value of the Upper Limit number of
observed events, NSR obs.

UL , for the Single Top + Emiss
T analysis can be found in Table 8.6,

quoted as S95
obs for all four signal regions.

All pMSSM models generated at truth level were passed through the truth level Single
Top + Emiss

T 8 TeV analysis to obtain a value for NSR exp.
truth and hence values for rSR. Models

were classified based on the following:
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rSR ≤ 0.5 : Category 1
0.5 < rSR ≤ 2 : Category 2

2 ≤ rSR : Category 3

If a model is within Category 1 this is to say the model is highly likely to not be excluded.
Category 2 models are possibly excluded and Category 3 models are almost certainly ex-
cluded. The values of 0.5 and 2 are used allowing for the truth level prediction to be off by a
factor of 2.

Models that were found to be within Category 2, for any of the signal regions, were
fully reconstructed (using MadGraph+Pythia8) and were interpreted by the full analysis
of Chapter 8.2. For each Category 2 model, a model-dependent confidence level of the
exclusion potential was obtained.

8.3.4 Results and Interpretation

A summary of the effective exclusion power of multiple analyses, including the Single Top
+ Emiss

T analysis [25], in the context of the ATLAS pMSSM scan [32] is summarised in
Table 8.8.

Figure 8.10 shows various mass-plane plots of the exclusion power of the Single Top +
Emiss

T analysis. Figure 8.10 shows the fraction of models which were observed to be excluded
by the Single Top + Emiss

T analysis, many of these models were also excluded with better
exclusion power by the analyses listed in Table 8.8. It can be clearly seen that the analysis
excludes many models in which the scalar top and scalar bottom are of similar mass, this
is also observed in Figure 8.10a for the 2.04% combined models in which the Single Top +
Emiss

T analysis had the best expected exclusion power.
When scalar top and scalar bottom quarks have similar mass then their production cross

section are similar, this results in the mixed scenarios in which scalar tops and scalar bottoms
are simultaneously pair produced at similar rates, therefore the Single Top + Emiss

T analysis
becomes sensitive to these scenarios particularly when the branching ratio of scalar top
and scalar bottom decays to neutralinos and charginos is mixed. Figure 8.11 shows the
branching ratios of scalar tops and scalar bottoms to the lightest neutralino and chargino
states. Figure 8.12 provides more detail of the branching ratio of the decays in these models
by showing the combined branching ratios to the lightest neutralino and chargino states and
the branching ratios to the second lightest neutralino and chargino states. Importantly, it
can be seen in Figure 8.12 that most of these models have a small BR of (t̃1, b̃2 → X , where
X = χ̃3,4, g̃, · · · ). In addition to this, the signal models the analysis is most sensitive to, are the
ones in which the ∆m(χ̃±

1 , χ̃0
1 )is small. This is not a surprise as the analysis was optimised for

175
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Analysis Name Combined Bino-like Wino-like Higgsino-like
0ℓ, 2-6 jets[255] 30.91% 33.84% 28.71% 32.20%
0ℓ, 7-10 jets[256] 6.66% 3.96% 6.41% 6.92%
1ℓ, 2-6 jets[257] 3.12% 1.85% 2.36% 3.64%
1–2τ , jets[258] 0.28% 0.11% 0.39% 0.22%
2ℓ SS/3ℓ [259] 0.77% 0.62% 0.46% 0.96%
3 b-jet [260] 7.17% 3.96% 5.43% 8.38%
Stop 0ℓ [261] 4.35% 2.90% 3.48% 4.95%
Stop 1ℓ [262] 4.36% 1.78% 3.25% 5.16%
Stop 2ℓ [263] 0.22% 0.34% 0.34% 0.14%
Stop to charm [264] 3.82% 11.20% 3.19% 3.96%
Stop with Z boson [265] 0.30% 0.80% 0.24% 0.32%
Two b-jet [29] 2.46% 2.58% 1.67% 2.96%
tb+MET [25] 2.04% 0.88% 1.35% 2.51%
2ℓ, electro-weak [266] 0.45% 0.90% 0.16% 0.61%
2τ , electro-weak [267] 0.00% 0.00% 0.00% 0.00%
3ℓ, electro-weak [268] 0.29% 0.45% 0.39% 0.22%
4ℓ [269] 0.35% 0.55% 0.37% 0.32%
Disappearing Track [270] 9.74% 0.31% 25.57% 0.06%
Exotics mono-jet [271] 4.96% 11.26% 4.49% 5.04%
H/A → τ+τ− [272] 1.86% 2.12% 0.88% 2.47%
Total 37.73% 38.04% 41.33% 35.45%

Table 8.8 Fraction of models excluded by the individual analyses, the total does not equal
the sum of all analyses since multiple analyses may exclude the same model. All ATLAS
analyses included in the pMSSM interpretation are cited. Table has been taken from [32].

this type of final state. As seen in Table 8.8 this scenario is one in which is significant in the
context of the pMSSM. The analysis is found to be very competitive with other long-standing
third generation searches for SUSY, such as the Run-I Two b-jets analysis (direct scalar
bottom [29] at

√
s = 8 TeV, discussed in Chapter 7), particularly for scenarios in which the

LSP is Higgsino-like.

8.4 Conclusions

This chapter detailed an analyses performed at the end of Run-I of the LHC which attempted
to cover a phase-space missed by the simplified signal model approaches. If SUSY exists
in nature mixed decays of multiple supersymmetric particles are likely to populate final
states observed in hadron colliders. The single top + Emiss

T analysis was a unique analysis
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Fig. 8.10 Exclusion power of the Single Top + Emiss
T analysis interpreted in the context of the

pMSSM.

inspired by requiring a naturalness constraint on the pMSSM with low mass scalar top quarks,
resulting in a single top final state due to mixed decay of scalar top and bottom quarks.

The analysis results were used as a part of the ATLAS pMSSM summary paper which
interpreted many analyses in the context of a full scan over the 19 parameters of the pMSSM.
The analysis was competitive with other third generation scalar quark searches showing
the importance of targeting more complicated and models inspired by phenomenological
constraints.
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Fig. 8.11 Number of pMSSM models where the best expected exclusion was the Single Top
+ Emiss

T analysis. The axes represent the two decay modes of the scalar top and scalar bottom
quarks to the lighest neutralino and chargino states, the third axis show the remaining fraction
of decays to higher neutralino and chargino mass states denoted as X .
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Fig. 8.12 Number of pMSSM models where the best expected exclusion was the Single Top +
Emiss

T analysis. The bottom axis shows the combined branching ratio of scalar tops (sbottoms)
to the lighest neutralino and chargino states, the right axis shows the combined branching
ratio of scalar tops (sbottoms) to the second lightest neutralino and chargino states and the
left axis show the remaining fraction of decays to higher neutralino and chargino mass states
denoted as X .

178



Chapter 9

Conclusions

No significant excess above the Standard Model background was observed in any of the
analyses performed in this thesis. This has been the case for the majority of ATLAS and CMS
searches1 for supersymmetry as of 2016. The two analyses discussed set exclusion limits on
SUSY particle masses and parameters in multiple simplified scenarios. The search for scalar
bottom quarks of Chapter 7 has set a 95% CL limit on scalar bottom quarks of up to 800
GeV for low mass (< 200 GeV) neutralinos using 3.2 fb−1 of

√
s = 13 TeV data. Chapter 8

presented an search for asymmetric decays of third generation supersymmetric particles with
20.3 fb−1 of pp-collision data at

√
s = 8 TeV. In the context of a Natural pMSSM scenario,

the common mass parameter of the left-handed scalar quarks is excluded with a 95% CLs
for a mass of up to 680 GeV for low mass higgsino like neutralino and charginos2. The
search for supersymmetry in a Single Top + Emiss

T final state was also used to set limits in
the context of simplified asymmetric models with varying branching ratios of the scalar top
decay and in the context of a full pMSSM scan performed by ATLAS.

The background estimation techniques performed, developed and improved upon in this
thesis were the key work performed by the author. The JetSmearing technique described
in Chapter 6 has proven to be one of the most robust and best estimates of the Multi-jet
background in high Emiss

T , zero lepton final states. The technique has been used by multiple
analyses in searches for supersymmetry as well as exotic particle searches. Being able
to understand and control backgrounds arising from mis-measurement jets will become
increasingly more important as the regions of search phase-space are widened particularly in
searches for compressed decays of a variety of theorised particles.

Two data-driven methods for estimating the Z(→ νν̄ ) + 2 b-jets were extensively
discussed in Chapter 7. A method using γ + 2 b-jet events has been widely used by ATLAS

1and previous Tevatron/LEP searches.
2µ < 150 GeV
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and CMS previously. The second method, exploiting the similarities in key variable shapes
of Z(→ ℓℓ̄ ) + 2 b-jets and Z(→ ℓℓ̄ ) + 2 light-jets is a new novel approach to estimating this
background. The method was found to work well for low jet multiplicities and may be used
by many more analysis with b-jet final states. Data-driven methods provide an alternative
estimate of the SM backgrounds from MC simulation, additionaly detector systematic
uncertainties are mostly negligable3.

The interpretation of an analysis in the context of a multiple parameter scan is a key study
for future interpretations. As discussed in Chapter 8, simplified models (such as Chapter 7)
may not be likely manifestations of SUSY, if it exists in nature. The MSSM has 120 free
parameters, there simply is not enough computing power in the world to be able to interpret
all of these models. Additionally, N-MSSM models add an even larger phase-space for
SUSY to be manifested in. To be able to probe this huge sea of possibilities, the techniques
described in Chapter 8.3 will be used to reduce down the model sizes. Quoting exclusion
limits on a scalar quark mass in a simplified model does not provide a clear summary of what
has been excluded. Combining analysis, targeting more complex scenarios and performing
these studies provides a much more informative summary a of what has or has not yet been
excluded by multiple experiments.

The LHC, and its detectors, have performed exceptionally well over several years of data
taking at centre-of-mass energies as high as

√
s = 13 TeV. A number claimed discoveries of

new particles, particle states and unusual phenomena by ATLAS, ALICE, CMS and LHCb
have been popularised by the media. The discovery of the Higgs Boson in 2012 was a
ground-breaking discovery, it is a step on the road in attempting to understand this universe
we live in. History teaches us that scientific discoveries tend to develop the human race in
unforeseeable ways.

The discovery of supersymmetry may lead us down the next path of our understanding
of the universe, the theoretical framework predicts a vast zoo of particles that might be
discovered by the LHC and the HL-LHC. As seen in Chapter 7.9, the HL-LHC will reach a
centre-of-mass energy of

√
s = 14 TeV with an expected luminosity of ≈3000 fb−1 to be

delivered by 2035. Supersymmetry may not exist in nature, or it may and the LHC may
never discover it. There are however many more theories predicting new exotic particles and
phenomena that may be discovered.

Some see a lack of discovery of any new particle states of masses above the top quark
mass an interesting result in itself. Which it is. From a theoretical point of view it would
require a rethink, as the Standard Model would remain incomplete. In reality however, from
a personal and funding point of view, the discovery of exotic high mass particles will always

3depending on the construction of the method
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be a more significant result. The LHC and other particle physics experiments are probing the
frontiers at the pinnacle of human knowledge which is why they are perceived by many to be
so inspiring.
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Appendix A

SCT Service Work

The author was involved in the operations of the SCT and developed an online tool to read
live event dumps from the SCT Data-AcQuisition (DAQ) in a human-readable format.

The SCT contains 4088 modules distributed in the barrel and endcaps. There are two types
of SCT modules arranged into 4 regions named: BARREL_A, BARREL_C, ENDCAP_A,
ENDCAP_C ; depending on the side on the detector and if they are part of one of the 4
barrel layers or one of the 9 endcaps. Each of these modules contain two back-to-back plates
rotated by an angle of 40 mrads with respect to each other. The two plates contain 768 silicon
strips. Figure A.1 shows a schematic diagram of one of these modules in one of the barrel
layers.

Fig. A.1 Layout of one type of SCT module used in the 4 barrel layers.

_paper/figures/Chapter3/Figs/module.png _paper/figures/Chapter3/Figs/module.jpg
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The modules are read out by optical connections and recorded by the Data Acquisition
system (DAQ). The DAQ is composed of Readout Drivers (RODs) each containing up to 16
Readout Buffers (ROBs) which each read out 48 modules.

An online event dump viewer using Javascript, PHP, HTML and CSS languages is used
to monitor and debug the ROD, ROB and module information. The event dump viewer
reads random events in the form of .XML files that have been converted from binary to
hexadecimal in real time detector. The details of the main SCT event dump viewer features
are listed below:

• A main page displays a list of available SCT partitions at point one, if emom services
are available and a list of example events.

• For each live or example event a main page displays information such as the bunch-
crossing ID (bcid), the time of the bunch-crossing, the Luminosity block (lumi_block)
and many more. It also displays a summary graph of the total number of hits per
module. The total number of module errors is also displayed on the graph.
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• For each ROB a break down of each module hit and error information can be viewed.
The event dump viewer decodes the hexadecimal 32-bit numbers into human readable
format, as displayed below:

• Additional features include the ability to save the event as an XML file, as well as
upload local XML files to be viewed.
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Appendix B

Auxillary material for the 2015 data
direct bb+Emiss

T analysis

In this appendix, auxillary material for Chapter 7 is presented for reference.

B.1 Systematic Uncertainties

The breakdown of the systematic uncertainties for the likelehood fits for each signal region
are presented here. Table B.1 shows the results for SRA250, SRA350 is shown in Table B.2,
SRA450 is shown in Table B.3 and SRB is shown in Table B.4.
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B.1 Systematic Uncertainties

Table B.1 Breakdown of the dominant systematic uncertainties on background estimates in
the SRA250 signal region. Note that the individual uncertainties can be correlated, and do
not necessarily add up quadratically to the total background uncertainty. The percentages
show the size of the uncertainty relative to the total expected background.

Uncertainty of channel SRA250
Total background expectation 29.15

Total statistical (
√

Nexp) ±5.40
Total background systematic ±4.71 [16.16%]

µZ ±2.86 [9.8%]
Data-Driven Z + jets ±1.98 [6.8%]
Z + jets Theory ±1.75 [6.0%]
JER ±1.64 [5.6%]
b-tagging efficiency extrapolation ±0.99 [3.4%]
µST ±0.80 [2.8%]
µW ±0.66 [2.2%]
Single Top Theory ±0.63 [2.2%]
Emiss

T Soft Track Resolution Para. ±0.63 [2.1%]
W + jet bottom fraction ±0.60 [2.1%]
b-jet Tagging ±0.55 [1.9%]
Light jet mis-tagging ±0.53 [1.8%]
JES (set 1) ±0.49 [1.7%]
tbar Theory ±0.37 [1.3%]
W + jets Theory ±0.35 [1.2%]
W + jets charm fraction ±0.34 [1.2%]
Emiss

T Soft Track Resolution Perp. ±0.33 [1.1%]
Electron ID Efficiency ±0.32 [1.1%]
JES (set 2) ±0.18 [0.61%]
Muon Trigger SF (stat.) ±0.16 [0.55%]
µTop ±0.14 [0.50%]
Muon Efficiency ±0.13 [0.45%]
Electron Reconstruction Efficiency ±0.12 [0.40%]
Electron Isolation SF ±0.11 [0.36%]
JVT ±0.10 [0.33%]
Electron Efficiency Trigger SF ±0.09 [0.30%]
c-jet mis-tagging ±0.08 [0.26%]
Muon Trigger SF ±0.07 [0.24%]
Muon MS Resolution ±0.06 [0.21%]
Emiss

T Soft Track Scale ±0.06 [0.20%]
JES (set 3) ±0.06 [0.19%]
Muon ID Resolution ±0.06 [0.19%]
Muon Isolation Systematic ±0.05 [0.18%]
Eγ Energy Resolution ±0.04 [0.15%]
Muon Reconstruction Energy Scale ±0.04 [0.14%]
Muon Efficiency (stat.) ±0.04 [0.13%]
Eγ Energy Scale ±0.03 [0.11%]
Luminosity ±0.02 [0.06%]
Muon Isolation Statistical ±0.02 [0.05%]
Lumi ±0.01 [0.05%]
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B.1 Systematic Uncertainties

Table B.2 Breakdown of the dominant systematic uncertainties on background estimates in
the SRA350 signal region. Note that the individual uncertainties can be correlated, and do
not necessarily add up quadratically to the total background uncertainty. The percentages
show the size of the uncertainty relative to the total expected background.

Uncertainty of channel SRA350
Total background expectation 6.95

Total statistical (
√

Nexp) ±2.64
Total background systematic ±1.23 [17.75%]

mu_Z ±0.66 [9.5%]
Data-Driven Systematic ±0.63 [9.0%]
b-tagging efficiency extrapolation ±0.42 [6.1%]
JER ±0.39 [5.6%]
Z + jets Theory ±0.35 [5.0%]
mu_ST ±0.24 [3.4%]
W + jet bottom fraction ±0.20 [2.9%]
b-jet Tagging ±0.20 [2.8%]
Single Top Theory ±0.19 [2.7%]
mu_W ±0.18 [2.6%]
JES (set 1) ±0.16 [2.4%]
Light jet mis-tagging ±0.13 [1.9%]
W + jets charm fraction ±0.13 [1.8%]
Emiss

T Soft Track Resolution Para. ±0.10 [1.4%]
W + jets Theory ±0.08 [1.2%]
Electron ID Efficiency ±0.07 [1.1%]
tbar Theory ±0.06 [0.85%]
JES (set 2) ±0.05 [0.71%]
Muon Trigger SF (stat.) ±0.04 [0.54%]
Muon Efficiency ±0.03 [0.44%]
Electron Reconstruction Efficiency ±0.03 [0.40%]
Electron Isolation SF ±0.02 [0.36%]
mu_Top ±0.02 [0.34%]
JVT ±0.02 [0.30%]
Electron Efficiency Trigger SF ±0.02 [0.30%]
Emiss

T Soft Track Resolution Perp. ±0.02 [0.28%]
Eγ Energy Scale ±0.02 [0.27%]
Muon Trigger SF ±0.02 [0.24%]
Muon ID Resolution ±0.01 [0.22%]
Muon MS Resolution ±0.01 [0.20%]
c-jet mis-tagging ±0.01 [0.17%]
Muon Isolation Systematic ±0.01 [0.17%]
Muon Efficiency (stat.) ±0.01 [0.13%]
Muon Reconstruction Energy Scale ±0.01 [0.13%]
Luminosity ±0.00 [0.07%]
Lumi ±0.00 [0.06%]
Muon Isolation Statistical ±0.00 [0.05%]
Eγ Energy Resolution ±0.00 [0.04%]
JES (set 3) ±0.00 [0.04%]
Emiss

T Soft Track Scale ±0.00 [0.01%]
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B.1 Systematic Uncertainties

Table B.3 Breakdown of the dominant systematic uncertainties on background estimates in
the SRA450 signal region. Note that the individual uncertainties can be correlated, and do
not necessarily add up quadratically to the total background uncertainty. The percentages
show the size of the uncertainty relative to the total expected background.

Uncertainty of channel SRA450
Total background expectation 1.84

Total statistical (
√

Nexp) ±1.35
Total background systematic ±0.39 [21.41%]

Data-Driven Systematic ±0.25 [13.4%]
mu_Z ±0.18 [9.7%]
b-tagging efficiency extrapolation ±0.16 [8.8%]
Z + jets Theory ±0.10 [5.4%]
JER ±0.08 [4.5%]
b-jet Tagging ±0.06 [3.2%]
mu_ST ±0.06 [3.1%]
W + jet bottom fraction ±0.05 [2.9%]
Emiss

T Soft Track Resolution Perp. ±0.05 [2.9%]
mu_W ±0.04 [2.4%]
Single Top Theory ±0.04 [2.4%]
JES (set 2) ±0.04 [2.1%]
W + jets charm fraction ±0.03 [1.5%]
JES (set 1) ±0.03 [1.4%]
Emiss

T Soft Track Resolution Para. ±0.02 [1.3%]
Light jet mis-tagging ±0.02 [1.2%]
W + jets Theory ±0.02 [1.2%]
Electron ID Efficiency ±0.02 [1.1%]
JES (set 3) ±0.02 [1.0%]
tbar Theory ±0.01 [0.80%]
Muon Trigger SF (stat.) ±0.01 [0.54%]
Muon Efficiency ±0.01 [0.44%]
Electron Reconstruction Efficiency ±0.01 [0.40%]
c-jet mis-tagging ±0.01 [0.40%]
Electron Isolation SF ±0.01 [0.36%]
JVT ±0.01 [0.36%]
mu_Top ±0.01 [0.31%]
Electron Efficiency Trigger SF ±0.01 [0.30%]
Muon Trigger SF ±0.00 [0.24%]
Muon MS Resolution ±0.00 [0.23%]
Eγ Energy Resolution ±0.00 [0.21%]
Muon Isolation Systematic ±0.00 [0.18%]
Muon ID Resolution ±0.00 [0.16%]
Muon Efficiency (stat.) ±0.00 [0.13%]
Muon Reconstruction Energy Scale ±0.00 [0.12%]
Emiss

T Soft Track Scale ±0.00 [0.08%]
Luminosity ±0.00 [0.07%]
Lumi ±0.00 [0.06%]
Muon Isolation Statistical ±0.00 [0.05%]
Eγ Energy Scale ±0.00 [0.04%]
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B.1 Systematic Uncertainties

Table B.4 Breakdown of the dominant systematic uncertainties on background estimates in
SRB, for an integrated luminosity of 3.2 fb−1. Note that the individual uncertainties can be
correlated, and do not necessarily add up quadratically to the total background uncertainty.
The percentages show the size of the uncertainty relative to the total expected background.

Uncertainty of channel SRB
Total background expectation 12.02

Total statistical (
√

Nexp) ±3.47
Total background systematic ±2.50 [20.77%]

tbar Theory ±1.91 [15.9%]
Data-Driven Systematic ±0.96 [8.0%]
mu_Z ±0.77 [6.4%]
JES (set 1) ±0.64 [5.3%]
mu_Top ±0.53 [4.4%]
W + jets Theory ±0.40 [3.4%]
W + jet bottom fraction ±0.36 [3.0%]
Single Top Theory ±0.35 [2.9%]
Z + jets Theory ±0.28 [2.3%]
Light jet mis-tagging ±0.19 [1.6%]
b-jet Tagging ±0.14 [1.2%]
Luminosity ±0.12 [0.98%]
Lumi ±0.09 [0.76%]
c-jet mis-tagging ±0.08 [0.69%]
Electron ID Efficiency ±0.08 [0.65%]
W + jets charm fraction ±0.07 [0.61%]
JER ±0.07 [0.58%]
Emiss

T Soft Track Resolution Para. ±0.07 [0.57%]
Emiss

T Soft Track Resolution Perp. ±0.06 [0.54%]
Muon Trigger SF (stat.) ±0.05 [0.45%]
JES (set 2) ±0.05 [0.45%]
Muon Efficiency ±0.03 [0.28%]
Electron Reconstruction Efficiency ±0.03 [0.25%]
Electron Isolation SF ±0.03 [0.22%]
JVT ±0.02 [0.20%]
Electron Efficiency Trigger SF ±0.02 [0.19%]
Muon Trigger SF ±0.02 [0.19%]
Muon Reconstruction Energy Scale ±0.02 [0.16%]
Muon ID Resolution ±0.02 [0.15%]
Muon Isolation Systematic ±0.01 [0.12%]
b-tagging efficiency extrapolation ±0.01 [0.12%]
JES (set 3) ±0.01 [0.11%]
Eγ Energy Scale ±0.01 [0.11%]
Muon Efficiency (stat.) ±0.01 [0.10%]
Emiss

T Soft Track Scale ±0.01 [0.09%]
Muon MS Resolution ±0.01 [0.05%]
Eγ Energy Resolution ±0.01 [0.04%]
Muon Isolation Statistical ±0.00 [0.03%]
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B.2 Data-Driven Z + jets from an Extrapolation in b-jet Multiplicity

B.2 Data-Driven Z + jets from an Extrapolation in b-jet
Multiplicity

The data-driven method for estimating Z + b-jets using light-jets to model b-jets, developed
by the author, relies on a series of corrections that are made in monte-carlo. These corrections,
which account for correcting events with two selected signal leptons to events with zero
baseline leptons, are shown in Table B.5 as a function of the variables mCT. These corrections
were derived using the MC generator Sherpa. Additionally corrections obtained using
MadGraph+Pythia8 are shown in Table B.6.

Table B.5 Correction factors for the Z + jets derived in mCT bins in SRA and ERzA-2b2l
with Sherpa MC samples.

mCT Low Bin mCT High Bin SRA ERzA-2b2l Correction (2l→0l)

0 50 0.19 ± 0.06 0.02 ± 0.01 8.83 ± 4.64
50 100 2.81 ± 0.24 1.13 ± 0.46 2.50 ± 1.02
100 150 5.02 ± 0.29 0.78 ± 0.10 6.45 ± 0.80
150 200 7.31 ± 0.33 1.47 ± 0.12 4.98 ± 0.42
200 250 11.76 ± 0.70 2.45 ± 0.49 4.80 ± 0.96
250 300 8.43 ± 0.31 1.60 ± 0.10 5.27 ± 0.34
300 350 3.92 ± 0.16 0.94 ± 0.07 4.17 ± 0.33
350 450 2.70 ± 0.12 0.67 ± 0.05 4.02 ± 0.28
450 600 0.83 ± 0.04 0.18 ± 0.01 4.58 ± 0.35
600 ∞ 0.17 ± 0.01 0.04 ± 0.00 4.03 ± 0.47
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B.2 Data-Driven Z + jets from an Extrapolation in b-jet Multiplicity

Table B.6 Correction factors for the Z + jets background derived in mCT bins in SRA and
CRzA-2b2l with MadGraph+Pythia8 MC samples.

mCT Low Bin mCT High Bin SRA CRzA-2b2l Correction (2l→0l)

0 50 0.29 ± 0.15 0.00 ± 0.00 0.00 ± 0.00
50 100 3.79 ± 0.82 0.10 ± 0.10 37.17 ± 37.17
100 150 7.00 ± 1.12 1.11 ± 0.41 6.30 ± 2.32
150 200 8.54 ± 1.14 1.71 ± 0.53 4.98 ± 1.53
200 250 14.83 ± 1.86 3.32 ± 0.76 4.47 ± 1.02
250 300 12.40 ± 1.64 3.18 ± 0.68 3.90 ± 0.84
300 350 6.97 ± 1.20 1.00 ± 0.34 6.95 ± 2.37
350 450 5.90 ± 1.18 1.14 ± 0.42 5.18 ± 1.92
450 600 1.53 ± 0.47 0.24 ± 0.24 6.36 ± 6.36
600 ∞ 0.00 ± 0.00 0.06 ± 0.06 0.00 ± 0.00

A summary of the single bin correction factor for 2l→0l is given in Table B.7. This was
due to the lack of statistics as a function of mCT.

Table B.7 Single bin correction factor for the Z + jets background derived in mCT bins in
SRA and CRzA-2b2l with Sherpa and MadGraph+Pythia8 MC samples.

mCT MC Generator Low Bin mCT High Bin SRA CRzA-2b2l Correction (2l→0l)

Sherpa 2.1 200 ∞ 27.82 ± 0.79 5.89 ± 0.51 4.73 ± 0.43
MadGraph+Pythia8 200 ∞ 41.64 ± 3.03 8.94 ± 1.18 4.66 ± 0.70

Sherpa 2.1 250 ∞ 16.06 ± 0.37 3.44 ± 0.14 4.67 ± 0.21
Sherpa 2.1 350 ∞ 13.71 ± 0.12 0.90 ± 0.05 4.13 ± 0.27
Sherpa 2.1 450 ∞ 1.01 ± 0.04 0.22 ± 0.01 4.48 ± 0.34

For the method to be complete, the 0 b-jet distribution needs to be normalised to 2 b-jets
with the use of two control regions. The yields observed in these regions are quoted in
Table B.8.
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B.3 Data-Driven Z + jets from γ + jets

Table B.8 Yields of the SM background processes predicted in (a) CRzA-0b2l and (b)
CRzA-2b2l.

CRzA-2b2l CRzA-0b2l

Observed Data 9.00±3.00 1011.00±31.80
MC Total 8.23±0.75 933.84±10.91
tt̄ 0.07±0.07 0.68±0.23
SingleTop 0.07±0.04 0.04±0.03
Z+jets 7.84±0.54 897.89±9.27
W+jets 0.00±0.00 0.00±0.00
Other 0.24±0.10 35.23±1.38

B.3 Data-Driven Z + jets from γ + jets

The total observed yields for the emulation regions for γ + jets method of estimating Z +
jets are reported in Table B.9. They show the high purity of events in each emulation of the
signal regions.

Table B.9 Yields of the SM background processes and Data observed at 3.2 fb−1 in the
template (emulation) regions ERγA(s) and ERγB. The Multi-jet background is estimated
from MC and not the JetSmearing method. Only statistical uncertainties are shown.

ERγA-mbb ERγA-mct ERγA250 ERγA350 ERγA450 ERγB

Observed Data 80.00±8.94 16.00±4.00 40.00±6.32 8.00±2.83 4.00±2.00 6.00±2.45
MC Total 68.76±23.03 11.21±1.36 26.50±1.40 5.87±0.55 1.66±0.25 6.26±0.59
W + jets −0.01±0.01 0.14±0.05 0.10±0.03 0.02±0.01 0.01±0.00 0.03±0.01
Z + jets −0.00±0.01 0.02±0.01 0.01±0.01 0.00±0.00 0.00±0.00 0.00±0.00
Other 0.00±0.00 0.00±0.00 0.00±0.00 0.00±0.00 0.00±0.00 0.00±0.00
SingleTop 0.02±0.03 0.05±0.03 0.03±0.01 0.02±0.01 0.01±0.00 0.02±0.01
Multi-jet 0.20±0.20 0.00±0.00 0.02±0.02 0.02±0.02 0.02±0.02 0.00±0.00
tt̄ 0.33±0.15 0.28±0.13 0.00±0.00 0.00±0.00 0.00±0.00 0.14±0.07
γ + jets 47.34±1.88 10.67±0.98 26.33±1.33 5.81±0.52 1.63±0.22 6.08±0.50
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B.4 Limits

Table B.10 Yields of the SM background processes and Data observed at 3.2 fb−1 in CRγL
and CRzL.

CRγL CRzL

Observed Data 381.00±19.52 31.00±5.57
MC Total 248.76±5.06 26.14±1.49
W + jets 0.62±0.09 0.00±0.00
SingleTop 0.49±0.09 0.18±0.06
tt̄ 2.28±0.40 0.22±0.13
Other 0.12±0.07 2.58±0.47
Z + jets 0.08±0.02 23.15±0.83

B.4 Limits

Finally, the breakdown of the exclusion limits for the 2015 bb+Emiss
T analysis for each of the

four signal regions are shown in Figure B.1.
Figure B.2 quotes the observed CLs values. Figure B.3 shows the best expected CLs

values, best observed CLs values and best 95% Cls exlucded model cross sections.
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B.4 Limits
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Fig. B.1 Expected and observed exclusion limits at 95% CL in the (mb̃,mχ̃0
1
) plane for the

four signal regions defined in this analysis. The dashed black and solid bold red lines show
the 95% CL expected and observed limits respectively, including all uncertainties except the
theoretical signal cross-section uncertainty. The shaded (yellow) bands around the expected
limits show the impact of the experimental uncertainties while the dotted red lines show
the impact on the observed limit of the variation of the nominal signal cross-section by 1σ

theoretical uncertainty. Also shown for reference are the observed limits from the previous
analysis [29].
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B.4 Limits
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Fig. B.2 Expected and observed exclusion limits at 95% CL in the (mb̃,mχ̃0
1
) plane for the

four signal regions defined in this analysis. The dashed black and solid bold red lines show
the 95% CL expected and observed limits respectively, including all uncertainties except the
theoretical signal cross-section uncertainty. The shaded (yellow) bands around the expected
limits show the impact of the experimental uncertainties while the dotted red lines show
the impact on the observed limit of the variation of the nominal signal cross-section by 1σ

theoretical uncertainty. Numbers show the observed CLs values.

213



B.4 Limits

 [GeV]
b
~m

100 200 300 400 500 600 700 800 900 1000 1100

 [
G

e
V

]
0 1

χ∼
m

0

100

200

300

400

500

600

700

800
)

theory

SUSY
σ1 ±Observed limit (

)expσ1 ±Expected limit (

0

1
χ∼ b → 

1
b
~

Bottom squark pair production, 

­1=13 TeV, 3.2 fbs

ATLAS Internal

All limits at 95% CL

Best SR
 fo

rb
id

de
n

0

1χ∼
 b

 
→ 

1b~

N
u
m

b
e
rs

 g
iv

e
 e

x
p
e
c
te

d
 C

L
s
 v

a
lu

e
s

0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.04 0.11 0.19 0.36 0.45

0.04 0.11 0.21 0.32 0.48

0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.06 0.10 0.23 0.36 0.50

0.00 0.00 0.06 0.14 0.24 0.34 0.50

0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.07 0.12 0.21 0.37 0.48

0.03 0.00
0.80 0.00 0.08 0.13 0.26 0.39 0.49

0.35
0.92 0.01 0.01 0.04 0.00 0.00 0.00 0.01 0.03 0.10 0.15 0.25 0.36 0.47

0.56
0.94 0.10 0.12 0.11 0.01 0.01 0.04 0.07 0.09 0.17 0.31 0.36 0.51

0.81

0.26 0.12 0.39 0.28 0.09 0.10 0.13 0.17 0.29 0.34 0.40 0.54

0.88

0.59 0.34 0.41 0.45 0.27 0.25 0.28 0.29 0.36 0.43 0.53

0.95
0.99 0.78 0.55 0.59 0.59 0.44 0.43 0.43 0.44 0.50 0.58

0.96

0.60 0.58 0.52 0.56 0.63

0.96
0.99 0.88 0.75 0.84 0.83 0.71 0.72 0.66 0.69

 [GeV]
b
~m

100 200 300 400 500 600 700 800 900 1000 1100

 [
G

e
V

]
0 1

χ∼
m

0

100

200

300

400

500

600

700

800
)

theory

SUSY
σ1 ±Observed limit (

)expσ1 ±Expected limit (

0

1
χ∼ b → 

1
b
~

Bottom squark pair production, 

­1=13 TeV, 3.2 fbs

ATLAS Internal

All limits at 95% CL

Best SR

 fo
rb

id
de

n

0

1χ∼
 b

 
→ 

1b~

N
u
m

b
e
rs

 g
iv

e
 o

b
s
e
rv

e
d
 C

L
s
 v

a
lu

e
s

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.06 0.12 0.25 0.33

0.02 0.06 0.12 0.21 0.36

0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.03 0.05 0.14 0.25 0.38

0.00 0.00 0.03 0.08 0.15 0.23 0.38

0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.03 0.06 0.13 0.26 0.36

0.00 0.00
0.61 0.00 0.04 0.07 0.16 0.27 0.37

0.13
0.83 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.02 0.05 0.09 0.16 0.25 0.35

0.30
0.86 0.02 0.02 0.04 0.00 0.00 0.01 0.04 0.06 0.10 0.21 0.25 0.39

0.63

0.08 0.02 0.15 0.14 0.03 0.03 0.08 0.12 0.20 0.23 0.29 0.42

0.74

0.33 0.12 0.17 0.28 0.13 0.12 0.20 0.23 0.25 0.31 0.41

0.89
0.97 0.58 0.29 0.33 0.42 0.27 0.26 0.35 0.37 0.38 0.46

0.92

0.44 0.42 0.45 0.49 0.52

0.91
0.98 0.76 0.54 0.67 0.71 0.57 0.59 0.60 0.63

 [GeV]
b
~m

100 200 300 400 500 600 700 800 900 1000 1100

 [
G

e
V

]
0 1

χ∼
m

0

100

200

300

400

500

600

700

800
)

theory

SUSY
σ1 ±Observed limit (

)expσ1 ±Expected limit (

0

1
χ∼ b → 

1
b
~

Bottom squark pair production, 

­1=13 TeV, 3.2 fbs

ATLAS Internal

All limits at 95% CL

Best SR

 fo
rb

id
de

n

0

1χ∼
 b

 
→ 

1b~

N
u
m

b
e
rs

 g
iv

e
 9

5
%

 C
L
 e

x
c
lu

d
e
d
 m

o
d
e
l 
c
ro

s
s
 s

e
c
ti
o
n
s
 [
p
b
]

0.09 0.05 0.04 0.04 0.03 0.03 0.02 0.02 0.02 0.02 0.02 0.02

0.02 0.02 0.02 0.02 0.02

0.12 0.05 0.05 0.04 0.03 0.03 0.03 0.02 0.02 0.02 0.02 0.02

1.70 1.03 0.02 0.02 0.02 0.02 0.02

0.59 0.08 0.06 0.05 0.04 0.03 0.03 0.02 0.02 0.02 0.02 0.02

12.24 2.50
116.05 1.24 0.03 0.02 0.02 0.02 0.02

12.14
157.32 0.87 0.47 0.38 0.11 0.07 0.05 0.04 0.03 0.03 0.02 0.02 0.02 0.02

8.65
62.60 0.72 0.43 0.29 0.10 0.06 0.05 0.04 0.03 0.03 0.02 0.02 0.02

11.77

1.11 0.42 0.45 0.25 0.10 0.06 0.05 0.04 0.04 0.03 0.02 0.02

9.50

1.30 0.41 0.28 0.22 0.09 0.06 0.05 0.04 0.03 0.02 0.02

20.57
38.82 1.53 0.39 0.26 0.19 0.09 0.06 0.05 0.03 0.03 0.02

14.08

0.08 0.07 0.04 0.03 0.03

5.00
28.32 1.02 0.28 0.28 0.21 0.08 0.08 0.04 0.03

Fig. B.3 Combined expected and observed exclusion limits at 95% CL in the (mb̃,mχ̃0
1
)

plane (a). For each signal point, the signal region which leads to the best expected limit
is chosen, indicated in (b). The dashed black and solid bold red lines show the 95% CL
expected and observed limits respectively, including all uncertainties except the theoretical
signal cross-section uncertainty. The shaded (yellow) bands around the expected limits show
the impact of the experimental uncertainties while the dotted red lines show the impact on
the observed limit of the variation of the nominal signal cross-section by 1σ theoretical
uncertainty. Also shown for reference are the observed limits from the previous analysis [? ].
The expected and observed CLs values are shown in (c) and (d), respectively. The 95% CL
exluded model cross sections are shown in (e).
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Appendix C

Auxillary material for the 2012 single top
+ Emiss

T analysis

Additional material for the Single Top +Emiss
T analysis performed in 2012 is presented in this

Appendix.

C.1 Background Estimation

C.1.1 Control Region Definitions

The full selections for the various control regions are shown for the top control regions and
W+jets control regions in Table C.1 and Table C.2 respectively.

Cut Description
Top Control Regions (CRTs)

CRTinA CRTinB CRTinC CRTexA
1 Event cleaning Common to all SRs, VRs and CRs
2 Trigger 1-electron or 1-muon
3 1 Lepton pT > 25 GeV , |η |< 2.47(2.5) for e(mu)
4 b-jets pT > 25 GeV , |η |< 2.5
5 Number of b-jets 2
6 Emiss

T > 100,< 200 GeV > 120 GeV > 100,< 220 GeV > 100 GeV
7 MT > 140 GeV > 180 GeV > 120 GeV
8 amT2 < 160 GeV < 180 GeV
9 meff > 300 GeV > 450 GeV > 650 GeV -

10 Emiss
T Sig. > 8 GeV

1
2 > 6,< 12 GeV

1
2 > 5 GeV

1
2 > 5,< 10 GeV

1
2

11 mmin
bℓ < 170 GeV

12 ∆φmin > 0.4
13 nextra jets,(pT > 50 GeV) - - - < 2

Table C.1 Summary of selections used in the Top Control Regions.
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C.1 Background Estimation

Cut Description
W+jets Control Regions (CRWs)

CRWinA CRWinB CRWinC CRWexA

1 Event cleaning Common to all SRs, VRs and CRs
2 Trigger 1-electron or 1-muon
3 1 Lepton pT > 25 GeV , |η |< 2.47(2.5) for e(mu)
4 b-jets pT > 25 GeV , |η |< 2.5
5 Number of b-jets 1,2 2
6 Emiss

T > 100,< 200 GeV > 120 GeV > 100,< 220 GeV > 100 GeV
7 MT < 120 GeV
8 amT2 > 180 GeV > 200 GeV > 180 GeV
9 meff > 300 GeV > 450 GeV > 650 GeV -

10 Emiss
T Sig. > 8 GeV

1
2 > 6,< 12 GeV

1
2 > 5 GeV

1
2 > 5,< 10 GeV

1
2

11 mmin
bℓ < 170 GeV

12 ∆φmin > 0.4
13 nextra jets,(pT > 50 GeV) - < 2

Table C.2 Summary of selections used in the inclusive W+jets Control Regions.
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C.1 Background Estimation
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Fig. C.1 Pre-fit kinematic distribution plots for the inclusive CRs. The plots on the left show
variables after cuts in the CRWs, the right shows variables after cuts in the CRTs. The rows
correspond (in descending order) to the CRs associated with: SRinA, SRinB and SRinC.
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C.1 Background Estimation

C.1.2 Validation Region Definitions

Cut Description

Top Validation Regions (VRTs) W+jets Validation Regions (VRWs)

VRTinA VRTinB VRTinC VRWinA VRWinB VRWinC

1 Event cleaning Common to all SRs, VRs and CRs

2 Trigger 1-electron or 1-muon

3 1 Lepton pT > 25 GeV , |η |< 2.47(2.5) for e(mu)

4 2 b-jets pT > 25 GeV , |η |< 2.5

5 Emiss
T > 200 GeV > 120 GeV > 220 GeV > 200 GeV > 120 GeV > 220 GeV

6 MT > 140 GeV > 180 GeV < 120 GeV

7 amT2 < 160 GeV > 180 GeV > 200 GeV > 180 GeV

8 meff > 300 GeV > 450 GeV > 650 GeV > 300 GeV > 450 GeV > 650 GeV

9 Emiss
T Sig. > 8 GeV

1
2 > 12 GeV

1
2 > 5 GeV

1
2 > 8 GeV

1
2 > 12 GeV

1
2 > 5 GeV

1
2

10 mmin
bℓ < 170 GeV

11 ∆φmin > 0.4

Table C.3 Summary of cuts used in all of the inclusive Validation Regions.
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C.1 Background Estimation

Cut Description VRTexA VRWexA

1 Trigger 1-electron or 1-muon

2 Event cleaning ATLAS Event Cleaning Selections

3 2 b-jets pT > 25 GeV , |η |< 2.5

4 1 Lepton pT > 25 GeV , |η |< 2.5(2.47) for mu(e)

5 EMiss
T > 160 GeV

6 mT > 120 GeV < 120 GeV

7 amT 2 < 180 GeV > 180 GeV

8 mMin
b,l < 170 GeV

9 EMiss
T Significance > 10 GeV

1
2

10 ∆φmin > 0.4

11 me f f > 300

12 nextra jets,(pT > 50 GeV) < 2
Table C.4 Summary of selections used in exclusive Top and W+jets Validation Regions
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Fig. C.2 Pre-fit Kinematic distributions in the exclusive CRs. The plots in the left column
show variables after cuts in the CRWs, the right column shows variables after cuts in the
CRTs. In the CRs associated with SRexA are shown.
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C.1 Background Estimation

C.1.3 Results

INA region CRT CRW VRT VRW SR1
Observed events 1371 4997 237 257 38
Fitted bkg events 1370±37.0 5000±70.8 251±23.2 265±30.6 27.0±6.73

Fitted tt events 1330±38.0 2710±389 240±22.9 125±20.6 10.7±5.64
Fitted Single Top events 27.4±5.05 392±50.9 4.63±1.82 51.5±20.5 9.08±2.88
Fitted W+jets events 5.84±2.24 1740±381 2.32±0.98 78.2±26.0 3.21±1.24
Fitted Z+jets events 0.31±0.10 54.8±7.62 0.02+0.02

−0.02 2.01±0.28 0.09±0.02
Fitted DiBoson events 0.74±0.20 86.8±9.90 0.37±0.12 6.28±0.84 1.04±0.18
Fitted tt +V events 7.26±2.30 8.96±2.72 2.83±0.92 2.45±0.81 2.92±0.92
MC exp. SM events 1300 4990 238 265 26.7

MC exp. tt events 1260 2570 228 118 10.1
MC exp. Single Top events 27.4 392 4.63 51.5 9.07
MC exp. W+jets events 6.31 1880 2.50 84.6 3.47
MC exp. Z+jets events 0.31 54.8 0.02 2.01 0.09
MC exp. DiBoson events 0.74 86.8 0.37 6.28 1.04
MC exp. tt +V events 7.26 8.96 2.83 2.45 2.92

Table C.5 Background fit results for the inclusive A regions. Only systematic uncertainties
are shown.
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INB region CRT CRW VRT VRW SR1
Observed events 429 1946 122 138 20
Fitted bkg events 429±20.7 1950±44.1 134±16.3 134±17.4 14.1±2.84

Fitted tt events 416±21.0 1230±179 129±16.2 71.1±11.1 4.98±1.40
Fitted Single Top events 8.07±1.63 178±21.0 2.47±1.20 27.4±10.8 5.24±2.07
Fitted W+jets events 0.86±0.55 465±179 0.20±0.11 29.8±14.0 1.24±0.65
Fitted Z+jets events 0.28±0.22 23.7±4.07 0.00+0.01

−0.00 0.94±0.19 0.05±0.01
Fitted DiBoson events 0.37±0.07 39.4±5.17 0.15+0.20

−0.15 4.09±0.49 0.72±0.11
Fitted tt +V events 3.70±1.19 7.37±2.31 1.77±0.59 1.19±0.38 1.88±0.61
MC exp. SM events 385 2120 120 146 14.4

MC exp. tt events 371 1100 115 63.5 4.44
MC exp. Single Top events 8.06 178 2.46 27.3 5.24
MC exp. W+jets events 1.43 768 0.33 49.2 2.04
MC exp. Z+jets events 0.27 23.6 0.00 0.94 0.05
MC exp. DiBoson events 0.37 39.3 0.15 4.08 0.72
MC exp. tt +V events 3.70 7.36 1.77 1.19 1.88

Table C.6 Background fit results for the inclusive B regions. Only systematic uncertainties
are shown.

INC region CRT CRW VRT VRW SR1
Observed events 26 411 36 83 10
Fitted bkg events 25.8±5.05 411±20.2 31.7±6.61 97.3±13.0 7.12±2.93

Fitted tt events 24.5±5.08 175±48.3 30.3±6.61 34.2±8.93 2.04±1.96
Fitted Single Top events 0.65±0.17 37.5±5.79 0.73±0.32 23.8±6.65 3.22±2.14
Fitted W+jets events 0.08+0.09

−0.08 179±51.8 0.10±0.05 33.9±12.8 0.56±0.26
Fitted Z+jets events 0.04+0.04

−0.04 6.15±0.82 0.00±0.00 0.78±0.12 0.03±0.00
Fitted DiBoson events 0.12±0.03 11.3±1.23 0.02+0.02

−0.02 3.52±0.63 0.29±0.06
Fitted tt +V events 0.41±0.13 2.34±0.73 0.58±0.19 1.18±0.38 0.98±0.32
MC exp. SM events 27.4 436 33.6 102 7.28

MC exp. tt events 26.1 187 32.2 36.4 2.17
MC exp. Single Top events 0.65 37.5 0.73 23.8 3.21
MC exp. W+jets events 0.09 192 0.11 36.3 0.60
MC exp. Z+jets events 0.04 6.14 0.00 0.78 0.03
MC exp. DiBoson events 0.11 11.3 0.02 3.52 0.29
MC exp. tt +V events 0.41 2.34 0.58 1.18 0.98

Table C.7 Background fit results for the inclusive C regions. Only systematic uncertainties
are shown.
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EXA region CRT CRW VRT VRW SR1
Observed events 2870 337 665 280 46
Fitted bkg events 2870±53.6 337±18.3 640±71.9 312±41.6 31.3±6.82

Fitted tt events 2740±60.0 176±26.4 613±71.7 142±20.3 13.2±3.01
Fitted Single Top events 82.1±15.2 54.4±7.58 16.1±6.58 50.3±20.5 9.96±5.34
Fitted W+jets events 35.8±14.0 96.5±29.3 6.14±2.36 108±35.3 4.35±1.65
Fitted Z+jets events 1.30±0.67 3.84±0.70 0.15±0.07 2.34±0.40 0.07±0.01
Fitted DiBoson events 1.88±0.31 5.24±0.84 0.84±0.12 8.29±1.01 1.48±0.29
Fitted tt +V events 9.25±2.91 1.06±0.32 4.02±1.29 1.26±0.40 2.30±0.72
MC exp. SM events 2720 318 606 294 30.2

MC exp. tt events 2590 166 579 134 12.4
MC exp. Single Top events 82.0 54.4 16.1 50.3 9.96
MC exp. W+jets events 32.4 87.4 5.56 97.4 3.94
MC exp. Z+jets events 1.30 3.84 0.15 2.34 0.07
MC exp. DiBoson events 1.88 5.24 0.84 8.28 1.48
MC exp. tt +V events 9.25 1.06 4.02 1.26 2.30

Table C.8 Background fit results for the exclusive A regions. Only systematic uncertainties
are shown.

C.1.4 Limits

C.1.4.1 Breakdown of systematic uncertainties
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Background prediction and uncertainties for SRinA

Total background expectation 27.02

Total statistical (
√

Nexp) ±5.20
Total background systematic ±6.73 [24.92%]

tt Generator ±5.46
Single Top Generator ±2.43
JER ±1.88
MC statistic in SR ±1.13
tt +V cross section ±0.87
b-tagging ±0.75
tt scale factor ±0.73
tt parton shower ±0.71
W scale factor ±0.71
Single Top parton shower ±0.68
tt cross section ±0.66
Single Top Wt channel cross section ±0.65
JES ±0.57
Luminosity ±0.37
W b-filter cross section ±0.32
tt ISR/FSR ±0.27
W c-filter cross section ±0.27
Single Top Interference ±0.26
Soft term resolution ±0.17
Single Top ISR/FSR ±0.16
W scale ±0.07
Pileup ±0.07
W MLM ±0.04
W extra raditation ±0.03
W renscale ±0.02
Soft term scale ±0.01
MC statistics in VRT ±0.00
MC statistics in CRW ±0.00
MC statistics in CRT ±0.00
MC statistics in VRW ±0.00

Table C.9 List of fitted systematic uncertainties for the background prediction in SRinA.
Since the different contributions are correlated, the total uncertainty is not obtained by simply
adding them in quadrature.
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Fig. C.3 Single Top + Emiss
T analysis limits on simplified model grids with alternative

branching ratios of the scalar top decays.
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Background prediction and uncertainties for SRinB

Total background expectation 14.11

Total statistical (
√

Nexp) ±3.76
Total background systematic ±2.84 [20.09%]

Single Top ISR/FSR ±1.38
Single Top Generator ±1.23
tt ISR/FSR ±1.16
JER ±0.92
MC statistic in SR ±0.87
tt +V cross section ±0.56
Single Top Interference ±0.52
W scale factor ±0.48
JES ±0.44
b-tagging ±0.43
tt scale factor ±0.40
Single Top Wt channel cross section ±0.38
tt cross section ±0.31
Luminosity ±0.22
Single Top parton shower ±0.19
Soft term resolution ±0.17
tt parton shower ±0.16
W scale ±0.16
W MLM ±0.12
Soft term scale ±0.11
W renscale ±0.09
W c-filter cross section ±0.09
W b-filter cross section ±0.08
tt Generator ±0.04
W extra raditation ±0.03
Pileup ±0.01
MC statistics in VRT ±0.00
MC statistics in CRW ±0.00
MC statistics in CRT ±0.00

Table C.10 List of fitted systematic uncertainties for the background prediction in SRinB.
Since the different contributions are correlated, the total uncertainty is not obtained by simply
adding them in quadrature.
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Background prediction and uncertainties for SRinC

Total background expectation 7.12

Total statistical (
√

Nexp) ±2.67
Total background systematic ±2.93 [41.20%]

tt Generator ±1.43
Single Top Interference ±1.31
tt parton shower ±1.21
Single Top ISR/FSR ±1.14
Single Top Generator ±1.13
MC statistic in SR ±0.45
tt scale factor ±0.45
Single Top parton shower ±0.36
tt ISR/FSR ±0.33
tt +V cross section ±0.29
b-tagging ±0.29
Single Top Wt channel cross section ±0.23
JER ±0.20
JES ±0.17
W scale factor ±0.16
Luminosity ±0.13
tt cross section ±0.13
W b-filter cross section ±0.06
Pileup ±0.04
Soft term resolution ±0.04
Soft term scale ±0.04
W c-filter cross section ±0.03
W scale ±0.02
W MLM ±0.01
W renscale ±0.01
W extra raditation ±0.01
MC statistics in VRT ±0.00
MC statistics in CRW ±0.00
MC statistics in CRT ±0.00
MC statistics in VRW ±0.00

Table C.11 List of fitted systematic uncertainties for the background prediction in SRinC.
Since the different contributions are correlated, the total uncertainty is not obtained by simply
adding them in quadrature.
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Uncertainty of channel SRexA

Total background expectation 31.32

Total statistical (
√

Nexp) ±5.60
Total background systematic ±6.82 [21.76%]

Single Top Generator ±4.40
Single Top Interference ±3.30
JER ±2.21
tt Generator ±2.14
W scale factor ±1.33
Single Top parton shower ±1.25
MC statistic in SR ±1.22
tt scale factor ±0.86
tt cross section ±0.81
Single Top Wt channel cross section ±0.72
tt +V cross section ±0.69
b-tagging ±0.65
Soft term resolution ±0.61
Single Top ISR/FSR ±0.59
Soft term scale ±0.49
Luminosity ±0.39
JES ±0.37
W scale ±0.33
tt ISR/FSR ±0.25
W MLM ±0.23
W renscale ±0.19
W c-filter cross section ±0.13
W extra raditation ±0.05
W b-filter cross section ±0.04
Pileup ±0.02
tt parton shower ±0.01
MC statistics in VRT ±0.00
MC statistics in CRW ±0.00
MC statistics in CRT ±0.00
MC statistics in VRW ±0.00

Table C.12 List of fitted systematic uncertainties for the background prediction in SRexA.
Since the different contributions are correlated, the total uncertainty is not obtained by simply
adding them in quadrature.
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