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Abstract

Throughout this thesis, we study the representation theory of the Fuss-Catalan

algebras, FC2,n(a, b). We prove that these algebras are cellular and we define their

cellular basis. In addition, we prove that they form a tower of recollement, and

hence, they are quasi-hereditary. By calculating the Gram determinants of certain

cell modules for the Fuss-Catalan algebras, we determine when these algebras are

not semisimple. Finally, we end with defining homomorphisms between specified

cell modules.
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Introduction

The Fuss-Catalan algebras was first introduced by Bisch and Jones [3] as a

k-colour generalisation of the Temperley-Lieb algebra. We will denote it by

FCk,n(a1, a2, · · · , ak). They have given an explicit presentation of FC2,n(a, b) in

terms of generators and relations for the special case k = 2. In addition, they

computed the structure of FC2,n(a, b) when they are semisimple by using the

diagram basis approach. These algebras have dimensions equal to the generalised

Catalan numbers or Fuss-Catalan numbers thus they called it the Fuss-Catalan

algebras.

Landau [26], generalised some results for general k that were proved in [3]

for the case k = 2. For example, he defined a complete set of generators for

FCk,n(a1, a2, . . . , ak) [26, Theorem 4]. In addition, the isomorphism between the

diagram definition and the abstract definition of the FCk,n(a1, a2, . . . , ak) is given

in [26, Theorem 6]. Francesco [14], has given new hyperbolic solutions to the

Yang-Baxter equation and constructed new integrable lattice models by using

the Fuss-Catalan algebras.

In this thesis we shall study the representation theory of the Fuss-Catalan

algebras FCk,n(a1, a2, . . . , ak) for the special case k = 2.

One motivation to study the Fuss-Catalan algebras FC2,n(a, b) is that they

satisfy the conditions of cellular algebras that have been given by Graham and

Lehrer [19]. That is, they have cellular basis which introduce a filtration of FCk,n,

and define a special kind of modules which is called cell modules. Furthermore,

for each cell module we can define a bilinear form. One strong result of cellular

algebras is that a cellular algebra is semisimple if and only if the bilinear form

for every cell module is non-degenerate.



Introduction 2

Another reason for studying these algebras is that they satisfy the axiomatic

framework of towers of recollement that has been defined by Cox, Martin, Parker,

and Xi [12]. This framework specifies when the algebra is semisimple and

determines the simple FC2,n(a, b)-modules. In addition, the problem of finding

a non-zero homomorphism between two cell modules will be reduced to the case

when one of them is simple.

The main results that we have in this thesis are as following. In chapter one,

we prove that FC2,n(a, b) are cellular algebras in Theorem 1.3.14. In chapter two,

Theorem 2.3.16 states that the Fuss-Catalan algebras are a tower of recollement.

In chapter three, the Gram determinants for the Fuss-Catalan algebra cell mod-

ules are given in Theorem 3.4.17. Moreover, the values of a and b that make

the algebras FC2,n(a, b) not semisimple are given in Theorem 3.4.19. Finally, in

chapter four, Theorem 4.1.5 and Theorem 4.1.6 give the homomorphisms between

specified cell modules.

We will give a brief summary of this thesis. In chapter one, we introduce the

Fuss-Catalan algebras and prove that they are cellular. We start the first section

of this chapter by giving two equivalent definitions of FCk,n(a1, a2, . . . , ak), one

via generators and relations and one via diagrams. In section two we summarise

some known results about the Fuss-Catalan algebras when they are semisimple.

In addition, definitions of the cellular algebra, cell module and the bilinear form

are introduced in section three. Moreover, we prove, in Theorem 1.3.14, that

our algebras FC2,n(a, b) are cellular and we define its cellular basis. In the last

section, we state some results related to set of labels for the cell modules. For

example, its dimension and how to find its elements. Furthermore, we give some

examples to explain the theory that we use throughout this chapter.

In chapter two, we show that the Fuss-Catalan algebras satisfy the axiomatic

framework of towers of recollement introduced by Cox, Martin, Parker, and Xi

[12]. The axioms A1 to A4 are proved in the first section. In the last section we

study the restrictions of the cell modules so that we can give the proof for the

last two axioms A5 and A6. The main theorem in this chapter is Theorem 2.3.16

which states that FC2,n(a, b) satisfy the axioms for a tower of recollement.

In chapter three, we find the Gram determinant for FC2,n(a, b)-cell modules
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by using a similar technique to that used in [38, Section 4] to find the Gram

determinant for the Temperley-Lieb algebra modules, and by using some of the

properties of being a tower of recollement (see [12, Section 5]). This leads to

finding the general form of the Gram matrices and we give the Gram determinant

for some special cases of the cell modules. After that we state in Theorem 3.4.17

the general form of the Gram determinant for a large family of cell modules. We

will end this chapter by our main result Theorem 3.4.19 which gives the values

of a and b such that the Fuss-Catalan algebras FC2,n(a, b) are not semisimple.

In chapter four, we work on homomorphisms between cell modules such that

one of them is simple. We define morphisms from the cell modules that generated

by the upper half diagrams of the generators for FC2,n(a, b) to a cell module with

certain label.



Chapter 1

Preliminaries

In this chapter we are going to give some definitions and basic concepts related to

the Fuss-Catalan algebras. In addition, we prove that they are cellular algebras

and define their cellular basis. Furthermore, we introduce some results on the

labels of their cell modules.

1.1 The Definition of the Fuss-Catalan algebras.

Bisch and Jones [3], first defined the coloured generalisations of the Temperley-

Lieb algebras which are called the Fuss-Catalan algebras. These algebras are

defined in two different ways, the first as abstract algebras that defined by

presentations, and the second way as diagram algebras. There is an isomor-

phism between these two ways of defining these algebras that has been given in

[3, Theorem 4.2.14] for the special case k = 2. While the isomorphism for k > 2

is proved in [26, Theorem 6]. Here the author proved, in general, that these two

algebras are isomorphic by using relation checking and basis counting.

Definition 1.1.1 ([3, p.96]). An (n, n)-planar diagram D is a diagram consisting

of two horizontal, parallel lines with n vertices drawn on each line. The vertices

are connected by strings either to vertices on the same line or to vertices on the

parallel line provided that D has no crossings and strings do not leave the strip

in the plane defined by the top and the bottom lines of the diagram.
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Definition 1.1.2 ([3, p.97]). A colouring of a (kn, kn)-planar diagram D is an

identical assignment of colours a1, a2, . . ., ak to each of the top and the bottom

vertices of D such that the colouring is of the form

(a1a2 · · · ak)(akak−1 · · · a1) · · · (a1a2 · · · ak) if n is odd

(a1a2 · · · ak)(akak−1 · · · a1) · · · (akak−1 · · · a1) if n is even.

In addition, only vertices with the same colours have connecting strings.

We denote the set of all coloured planar (nk, nk)-diagrams by Bk,n, so that

B2,n represents the set of all (2n, 2n)-diagrams.

We can define the multiplication for any two diagrams in the set Bk,n to be the

concatenation of two diagrams, since the top and the bottom lines of the diagrams

have the same number (nk) of coloured vertices and the same colouring.

Let D1 and D2 are two diagrams in Bk,n, then the multiplication of these two

diagrams is D1D2 = (a1)r1(a2)r2 . . . (ak)
rkD3 where a1, a2, . . ., ak are complex

numbers, D3 is an element in Bk,n obtained by placing D1 on the top of the D2

and deleting the closed loops from the resulting diagram, and ri is the number of

the closed loops formed by the strings with colour ai. The multiplication on Bk,n
is not commutative in general.

Now, we are ready to introduce the diagrammatic version of the Fuss-Catalan

algebras.

Definition 1.1.3 ([3, Definition 2.1.2]). Fix k complex numbers (the colours)

a1, a2, . . . , ak, k ≥ 1, and denote by FCk,n(a1, a2, . . . , ak) the complex linear span

of Bk,n, n ≥ 1. We set FCk,0 = C. Clearly, FCk,n(a1, a2, . . . , ak) is then an asso-

ciative algebra over C with multiplication being the multiplication of diagrams

as explained above, extended linearly and respecting the distributivity law to all

of FCk,n(a1, a2, . . . , ak).

Remark 1.1.4. In this thesis we assume that the parameters a1, a2, . . . , ak in the

algebras FCk,n are non-zero complex numbers.
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Definition 1.1.5 ([26, Definition 11]). Let pei, 1 ≤ i ≤ n− 1, 1 ≤ p ≤ k denote

the idempotent in FCk,n that is
1

ρi(p)
times the following diagram:

... ...

...
1 2 ik−p+1 ik ik+p nk

...

where

ρi(p) =

a1a2 · · · ap if i even

akak−1 · · · ak−p+1 if i odd.

Theorem 1.1.6 ([26, Theorem 4]). The set {1, pei}, with 1 ≤ i ≤ n − 1 and

1 ≤ p ≤ k is a generating set for FCk,n.

There is another definition of the Fuss-Catalan algebras, which is defined by

the generators and relations.

Definition 1.1.7. [18, Definition 2.2] Let FCk,n(a1, . . . , ak) be the complex

associative algebra generated by the set {pUi | 1 ≤ p ≤ k, 1 ≤ i ≤ n − 1}

together with the identity (0Ui) = (0U) = 1 subject to the relations:

(pUi)(qUi) = (qUi)(pUi) = ρi(p)(qUi) for p ≤ q

(pUi)(qUj) = (qUj)(pUi) for | i− j |> 1 or

j = i± 1 and p+ q ≤ k

(pUi)(qUi±1)(pUi) = ρi(k − q)(pUi)(k−pUi±1) for p+ q > k,

for all 1 ≤ p ≤ k, 1 ≤ i ≤ n − 1 (n − 2 for the third relation), where ρi(p) is as

defined above.

This is called the n-th Fuss-Catalan algebra with k-colours a1, . . ., ak ∈ C.

Let TLn(a) be the Temperley-Lieb algebra, then under the correspondence

(1Ui) ↔ Ui, a1 = a, we have FC1,n(a1) = TLn(a). Hence, the Temperley-Lieb

algebras are the first in the series of the Fuss-Catalan algebras.
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Landau in his paper [26, Theorem 6], introduced the isomorphism between

the two definitions of the Fuss-Catalan algebras, by showing that the map

φ(pUi) = ρi(p)pei

is an isomorphism.

The dimension of the Fuss-Catalan algebras FCk,n is the number of elements

in the set Bk,n and it is given by the Fuss-Catalan numbers.

Proposition 1.1.8 ([3, Corollary 2.1.7]). We have

dim FCk,n =
1

kn+ 1

(
(k + 1)n

n

)

for k ≥ 1 and n ≥ 1.

Since our work is concerned with the case k = 2, we will denote by FCn the

algebras FC2,n(a, b) and by Bn the set of all basis elements of FC2,n. Recall that

throughout this thesis we will assume that the parameters a and b are non-zero

complex numbers. Now, we present some definitions and examples related to the

algebras FCn.

Proposition 1.1.9 ([3, Proposition 4.1.3]). The algebra FCn is generated by the

diagrams 1, 1Ui and 2Ui, where 1 ≤ i ≤ n− 1, and

1Ui = ... ...

2i1 2 2n

, 2Ui = ... ...

2i1 2 2n

.

Definition 1.1.10 ([3, p.106]). The colouring of a basis diagram in FCn is

a(yx)
n
2
−1ya for n even, and a(yx)

n−1
2 b for n odd, where x = aa and y = bb.

We indicate how to multiply diagrams in FCn in this example.
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Example 1.1.11. The colouring of a basis diagram in FC3 is abbaab.

Let D1, D2 ∈ FC3, where

D1 =

a b b a a b

and D2 =

a b b a a b

.

Then

D1D2 =

a b b a a b

=

a b b a a b

D2D1 =

a b b a a b

= a

a b b a a b

We can see that there are no loops in the diagram D1D2 while the diagram D2D1

has an a-loop.

1.2 The structure of FCn(a, b)

The Fuss-Catalan algebras over the complex field are generically semisimple [3,

Lemma 2.2.1]. In this section we will review some known results when FCn(a, b)

are semisimple.
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Definition 1.2.1 ([3, Definition 3.1.1]). Given a diagram D ∈ Bn, a through

string is a string connecting a vertex on the top line to a vertex on the bottom

line. The number of through strings of D is denoted by l(D).

Definition 1.2.2 ([3, Definition 3.1.2]). To each diagram in Bn, there is a well

defined word on a and b called the label of the diagram, obtained by writing down

the colours associated to the through strings reading from left to right.

The authors of [3] used the notation “middle pattern” instead of label in the

above definition.

Definition 1.2.3. Let D ∈ Bn, a diagram that obtained from D by removing all

non-through strings and its vertices from the bottom line of D, is called the initial

part of D, whereas a diagram that obtained from D by removing all non-through

strings and its vertices from the top line of D, is called the final part of D.

Sometimes we call the initial part of a diagram D the upper half diagram and

we call the final part of D the lower half diagram. In addition, the initial and the

final parts of D have label equal the label of D, and they are uniquely determined

by D.

Example 1.2.4. The label of the following diagram D ∈ FC5 is abbb = ab3, and

l(D) = 4.

a

a

a

a

a

a

a

a

a

a

b

b

b

b

b

b

b

b

b

b

.

The initial part of D is the diagram

a a a a ab b b b b
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and the final part of D is the diagram

a a a a ab b b b b

.

Lemma 1.2.5 ([3, Lemma 3.1.4]). A label of a diagram D ∈ Bn is either empty

(only possible if n is even) or of the form aw(x, y)a if n is even and aw(x, y)b if

n is odd, where w is a word on x = aa and y = bb.

We note that not every word on a and b represents a label of a diagram. For

instance, there is no label that starts with the letter b, and no label consisting of

the letter b only. We will call the number of the letters in a label λ, the length of

the label and we denote it by l(λ), it is clear that, l(D) = l(λ).

Remark 1.2.6. Let D1, D2 be two basis diagrams in FCn with labels λ1, λ2

respectively. Let D3 = βD1D2 have a label λ3. Since the product of two diagrams

does not create new through strings, and any through strings in D3 are obtained

by connecting a through string from D1 to a through string from D2 we get

l(λ3) ≤ min(l(λ1), l(λ2)). Then we have

Definition 1.2.7 ([3, Definition 3.1.7]). The two-sided ideal in FCn linearly

spanned by diagrams with at most l through strings will be denoted by Il.

By planarity, we have that the number of through strings must be even.

In addition, we have

FCn(a, b) = I2n ⊃ I2n−2 ⊃ · · · ⊃ I0 ⊃ 0.

Therefore, to describe the structure of FCn(a, b) in the semisimple case, it is

enough to find the minimal ideals for the algebras Il/Il−2 for 0 ≤ l ≤ 2n where

I−1 = I−2 = {0}.

Without assuming that FCn(a, b) is semisimple, we have the following three

lemmas.
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Lemma 1.2.8 ([3, Lemma 3.1.8]). Let λ be a label and let M be the initial part

of some diagram in Bn with λ as its label. Let M∗ be the reflection of M about

its top line. Then PM = MM∗ is a multiple of a projection, i.e. P 2
M = cPM , for

some scalar c ∈ C (which is a product of a’s and b’s).

Let M be the initial part of a diagram D ∈ FCn, we can define, D′M , the

product of a diagram D′ ∈ FCn with M to be the initial part of the diagram

D′D. That is, D′M is the diagram that obtained from D′D after removing all

non-through strings and its vertices from the bottom line of D′D.

Lemma 1.2.9 ([3, p.108]). The idempotent pM = 1
c
PM has the following

properties:

(i) pM represents a minimal idempotent in FCn/Il−2, where the label of M has

length l.

(ii) If M1 and M2 are initial parts of diagrams with distinct labels of length l,

then pM1FCnpM2 = 0 mod Il−2.

(iii) If M1 and M2 are initial parts of diagrams with the same labels λ of length

l, then M1 = cDM2, where D ∈ Bn is a diagram with label λ, and c is a

product of a’s and b’s.

Definition 1.2.10 ([3, Definition 3.1.12]). If λ is a word on a and b, we define[
n

λ

]
to be the number of distinct initial parts of the diagrams in FCn having label

λ with the convention that

[
n

λ

]
= 0 if λ is not a label.

Lemma 1.2.11 ([3, Lemma 3.1.13]). If λ is a label of length l and M is an initial

part of a diagram with label λ, the dimension of the left ideal pM(Il/Il−2) is

[
n

λ

]
.

Lemma 1.2.12 ([3, Lemma 3.1.14]). Let Il be the two sided ideal in FCn as

defined in Definition 1.2.7. Then

Il/Il−2 =
⊕
λ

(Il/Il−2)pM(Il/Il−2),

where the sum is over all labels λ of length l and M is an initial part of a diagram

with label λ (choose one M for each λ).
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From the above lemmas we have the following theorem which describe the

structure of the algebra FCn(a, b) when it is semisimple.

Theorem 1.2.13 ([3, Theorem 3.1.15]). If a and b are such that FCn(a, b) is

semisimple, we have

FCn(a, b) ∼=
⊕
λ:[nλ]>0

M[nλ]
(C),

where the sum is over all labels λ of diagrams in FCn.

Definition 1.2.14 ([3, Definition 3.1.16]). Let λ be a word in a and b with[
n

λ

]
> 0 and let l be the length of λ. Let Vλ be the complex vector space of

dimension

[
n

λ

]
having the distinct initial parts M of diagrams in Bn with label

λ as a basis. Let D ∈ Bn and define a representation πλ of FCn(a, b) on Vλ by

πλ(D)M =

DM, if DM has l through strings,

0, otherwise,

for M ∈ Vλ (where we replace closed loops in DM with a or b as usual).

Theorem 1.2.15 ([3, Theorem 3.1.17]). If a and b are such that FCn(a, b) is

semisimple, then all representations πλ as defined above are irreducible and any

irreducible representation of FCn(a, b) is equivalent to a πλ.

1.3 The FCn(a, b) are cellular algebras

Cellular algebras are a class of associative algebras defined by Graham and Lehrer

[19]. One main property of this kind of algebras is that they have special bases

that define a set of modules called cell modules and for each cell module there is

an associated bilinear form. Furthermore, the theory of cellular algebras helps us

to provide the complete set of irreducible modules for a given cellular algebra by

studying the quotients of the cell modules by the radical of its bilinear form. We

start this section by giving some basic concepts related to the cellular algebras.

Then we will prove that our algebras FCn(a, b) are cellular and define their cellular

bases. As well as we define their cell modules.
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Definition 1.3.1 ([19, Definition 1.1]). Let R be a commutative ring with iden-

tity. A cellular algebra over R is an associative (unital) algebra A, together with

cell datum (Λ,W ,B, ∗) where

(C1) Λ is a partially ordered set and for each λ ∈ Λ there is a finite set W(λ)

such that B = {Cλ
S,T | λ ∈ Λ and S, T ∈ W(λ)} is an R-basis of A.

(C2) If λ ∈ Λ and S, T ∈ W(λ). Then ∗ is an R-linear anti-isomorphism of A

such that (Cλ
S,T )∗ = Cλ

T,S .

(C3) If λ ∈ Λ and S, T ∈ W(λ) then for any element a ∈ A we have

aCλ
S,T =

( ∑
S′∈W(λ)

ra(S
′, S)Cλ

S′,T

)
+ r′

where ra(S
′, S) ∈ R is independent of T , and r′ is a linear combination of

basis elements with upper label µ < λ.

If we have a cellular algebra A, then we call the basis B in the above definition

a cellular basis.

Definition 1.3.2 ([19, Definition 2.1]). Let A be a cellular algebra with cell

datum (Λ,W ,B, ∗). For each λ ∈ Λ define the left A-module ∆(λ) as a free

R-module with basis {CS | S ∈ W(λ)} and A-action defined by

aCS =
∑

S′∈W(λ)

ra(S
′, S)CS′ (a ∈ A, S ∈ W(λ))

where ra(S
′, S) ∈ R as defined in definition 1.3.1. This module called the cell

module of A labelled by λ.

The cell module ∆(λ) can be seen as a right A-module if we define the action

of A on ∆(λ) by

CSa =
∑

S′∈W(λ)

ra∗(S
′, S)CS′ .

Definition 1.3.3. For each λ ∈ Λ, define Aλ to be the R-submodule of A with

basis

{Cµ
S,T | µ ∈ Λ, µ < λ and S, T ∈ W(µ)}.
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Definition 1.3.4 ([19, Definition 2.3]). For λ ∈ Λ, define a bilinear form

Φλ : ∆(λ)×∆(λ)→ R

by the equation

Cλ
S1,T1

Cλ
S2,T2

≡ Φλ(CT1 , CS2)C
λ
S1,T2

mod Aλ

where S1, S2, T1, T2 ∈ W(λ).

Proposition 1.3.5 ([19, Proposition 2.4]). Let λ ∈ Λ, and x, y ∈ ∆(λ). Then

(i) The form Φλ is symmetric, i.e. we have Φλ(x, y) = Φλ(y, x).

(ii) For all a ∈ A, we have Φλ(a
∗x, y) = Φλ(x, ay).

Definition 1.3.6 ([19, Definition 3.1]). Let A be a cellular algebra with cell

datum (Λ,W ,B, ∗). For λ ∈ Λ, define

rad(λ) = {x ∈ ∆(λ) | Φλ(x, y) = 0 for all y ∈ ∆(λ)}.

Proposition 1.3.7 ([19, Proposition 3.2]). Let λ ∈ Λ. Then

(i) rad(λ) is an A-submodule of ∆(λ).

(ii) If Φλ 6= 0, the quotient ∆(λ)/rad(λ) is absolutely irreducible.

(iii) If Φλ 6= 0, rad(λ) is the Jacobson radical of the cell module ∆(λ).

The next theorem is one of the main theorems that was introduced by Graham

and Lehrer [19], to classify the irreducible cell modules for a cellular algebra A.

Theorem 1.3.8 ([19, Theorem 3.4]). Let R be a field and let (Λ,W ,B, ∗) be a

cell datum for the R-algebra A. For each λ ∈ Λ define the cell module ∆(λ) and

bilinear form Φλ on ∆(λ) as in definitions 1.3.2 and 1.3.4 respectively. Suppose

Λ0 = {λ ∈ Λ | Φλ 6= 0}. Then the set {Lλ = ∆(λ)/ rad(λ) | λ ∈ Λ0} is a complete

set of non-isomorphic irreducible A-modules.
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Theorem 1.3.9 ([19, Theorem 3.8]). Let R be a field and let (Λ,W ,B, ∗) be a

cell datum for the R-algebra A. Then the following are equivalent:

(i) The algebra A is semisimple.

(ii) The non-zero cell modules of A are irreducible and pairwise inequivalent.

(iii) The form Φλ is non-degenerate, that is, rad(λ) = 0 for each λ ∈ Λ.

Now, we are going to identify a cell datum (Λ,W ,B, ∗) such that the algebras

FCn(a, b) are cellular. Let us start with this definition.

Definition 1.3.10 ([3, Definition 3.1.5]). If λ and λ′ are words on an alphabet,

we say λ ≤ λ′ if λ is obtained from λ′ by removing some (or no) letters of λ′.

For example, we have aaabba ≤ abbaabbbba. In addition, the empty word, ∅,

satisfies ∅ ≤ λ for any word λ.

Definition 1.3.11. We define Λ to be set of all possible labels of the basis

diagrams of FCn, and Wn(λ) to be the set of all distinct initial parts of the

diagrams in Bn having label λ.

Lemma 1.3.12. The pair (Λ,≤) forms a partially ordered set.

Proof. To see that Λ is a partially ordered, let λ1, λ2, λ3 ∈ Λ. By the definition

of the order ≤, we have λ1 ≤ λ1. Now, suppose that λ1 ≤ λ2 and λ2 ≤ λ1.

Then l(λ1) ≤ l(λ2) and l(λ2) ≤ l(λ1). So we get l(λ1) = l(λ2). If λ1 is not

equal to λ2 this means that we cannot get one of them from the other which is

a contradiction, thus λ1 = λ2. For transitivity, suppose λ1 ≤ λ2 and λ2 ≤ λ3.

Let S1 and S2 be the multi-sets of letters that we removed to get λ1 from λ2 and

λ2 from λ3, respectively. Now, if we remove S1 and S2 from λ3 then we get λ1.

Hence, λ1 ≤ λ3.

Lemma 1.3.13. The function ∗ : FCn → FCn that reflects a diagram about a

horizontal line in the middle of a diagram is an anti-isomorphism.

Proof. To show that ∗ is an anti-morphism, we prove that (D1D2)∗ = (D2)∗(D1)∗,

for all D1, D2 ∈ Bn and extend linearly to all elements of the algebra FCn. In fact,
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this holds because (D1D2)∗ is found by putting D1 above D2 and then reflecting

them. As a result, we get the diagram D∗2 above the diagram D∗1, which is the

same as D∗2D
∗
1.

Since ∗ sends a basis element to a (distinct) basis element, it is injective.

Using the rank-nullity theorem, we have dim(FCn) = dim(Im(∗)), which means

that ∗ is surjective. We have shown that ∗ is bijective and an anti-morphism, so

it is anti-automorphism.

Now, we will give the complete proof that the algebras FCn(a, b) are cellular

with cell datum (Λ,Wn(λ),Bn, ∗). (We do not know of any explicit proofs in the

literature).

Let Λ and Wn(λ) be as defined in Definition 1.3.11. Let S, T ∈ Wn(λ), and

define Cλ
S,T to be a basis diagram obtained by putting the diagram S above the

diagram T after turning T upside down.

Theorem 1.3.14. The Fuss-Catalan algebras FCn(a, b) are cellular algebras, with

cellular bases Bn.

Proof. (C1) We have Bn = {Cλ
S,T | λ ∈ Λ and S, T ∈ Wn(λ)} because each

diagram D in Bn with label λ is a composition of the initial part with the

final part of D, where the initial and the final parts of D has label λ.

(C2) By Lemma 1.3.13, we have ∗ is anti-isomorphism such that

(Cλ
S,T )∗ = Cλ

T,S.

(C3) Let Cλ
S,T be a basis element of FCn, and let D =

∑
αS′,T ′,λ′C

λ′

S′,T ′ ∈ FCn be

a linear combination of basis elements of FCn. Then

DCλ
S,T =

(∑
αS′,T ′,λ′C

λ′

S′,T ′

)
Cλ
S,T

=
∑

αS′,T ′,λ′(C
λ′

S′,T ′C
λ
S,T ).

Suppose λ′′ is the label of the diagram Cλ′

S′,T ′C
λ
S,T . Then, by Remark 1.2.6,

we have λ′′ ≤ λ, and λ′′ ≤ λ′. Now, consider these cases:
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Case I: If λ′ = λ, and

(i) λ′′ = λ, then the upper half diagram S ′ of Cλ′

S′,T ′ and the lower half

diagram T of Cλ
S,T are not changed in the product, but we may get

some loops in the middle which give us some scalars. Thus we have

(Cλ′

S′,T ′C
λ
S,T ) = αT ′,S,λ Cλ

S′,T where αT ′,S,λ ∈ C depends on the half

diagrams T ′, S and does not depend on T .

(ii) λ′′ < λ, then Cλ′

S′,T ′C
λ
S,T = β Cλ′′

S′′,T ′′ , where Cλ′′

S′′,T ′′ is a basis diagram

obtained from the half diagrams in W(λ′′), and β ∈ C .

Case II: If λ < λ′, then λ′′ ≤ λ. This case is similar to Case I.

Case III: If λ′ < λ, then λ′′ ≤ λ′. By the property of the partially ordered

set, we have λ′′ < λ, and this is similar to Case I(ii).

Case IV: If λ and λ′ are incomparable. It is still true that λ′′ ≤ λ and

λ′′ ≤ λ′, and may argue in the same way as Case I and Case III.

Thus, from our cases above, we get

DCλ
S,T =

∑
αT ′,S,λ C

λ
S′,T +

∑
β Cλ′′

S′′,T ′′ ,

where λ′′ < λ .

Then FCn is cellular algebra with cellular basis Bn.

Since FCn are cellular algebras, then we have the following definition:

Definition 1.3.15. For each λ ∈ Λ, there is a cell module ∆n(λ) with basis

Wn(λ) such that for all D ∈ FCn and M ∈ Wn(λ), the action is defined by

D ·M =

DM, if l(DM) = l(M),

0, otherwise.

Consider Vλ and πλ that defined in Definition 1.2.14. We can see that the

basis diagrams for the cell module ∆n(λ) are the same as the basis diagrams for

the vector space Vλ. Furthermore, the action of the diagrams D ∈ FCn on ∆n(λ)

is the same as the action of πλ(D) on Vλ, then we have
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Proposition 1.3.16 ([4, Section 2]). Suppose that ∆n(λ) be a cell module with

λ = albl · · · zlp where z = a if n even and z = b if n odd. The dimension of

∆n(λ) is

[
n

λ

]
, (defined in Definition 1.2.10), and is equal to:

(i) When n = 2m, m ∈ N,

[
2m

λ

]
=


s

3(m−r)+s

(
3(m−r)+s
m−r

)
if m ≥ r

0 if m < r,

where r = l−p+1
2

and s = 3l−2p+4
2

.

(ii) When n = 2m+ 1, m ∈ N,

[
2m+ 1

λ

]
=


s

3(m−r)+s

(
3(m−r)+s
m−r

)
if m ≥ r

0 if m < r,

where r = l−p
2

and s = 3l−2p+4
2

.

We will finish this section with some examples.

Example 1.3.17. In this example we will construct the basis of FC3 and its

cell modules. Consider the algebra FC3(a, b). Using Proposition 1.1.8, we have

dim FC2,3 = 1
7

(
9
3

)
= 12. The basis diagrams of FC3 are diagrams that have six

vertices on the top and the bottom lines with colouring abbaab.

Let

S1 = , S2 = , S3 = ,

T1 = , T2 = , and T3 = .

The respective labels of these diagrams are λ1 = ab2a2b, λ2 = a3b, λ3 = ab3,

and of T1, T2 and T3 is λ4 = ab. For i = 1, 2, 3, we have W(λi) = {Si}, and

W(λ4) = {T1, T2, T3}.
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Then the set of the basis elements of FC3 is

B3 = {Cλ
S,T | λ ∈ Λ and S, T ∈ W(λ)}

= {CS1,S1 , CS2,S2 , CS3,S3 , CT1,T1 , CT1,T2 , CT1,T3 , CT2,T1 , CT2,T2 , CT2,T3 ,

CT3,T1 , CT3,T2 , CT3,T3}

where the basis elements are as follows:

CS1,S1 CS2,S2 CS3,S3 CT3,T3

CT2,T2 CT1,T1 CT3,T2 CT3,T1

CT2,T3 CT2,T1 CT1,T3 CT1,T2

The set of all distinct labels is Λ = {ab, aaab, abbb, abbaab}.

The basis of the ideals Aλ1 , Aλ2 , Aλ3 , and Aλ4 are respectively:

Aλ1 = Span{CS,T | S, T ∈ W(µ) and µ < ab2a2b}

= Span{CS2,S2 , CS3,S3 , CT1,T1 , CT1,T2 , CT1,T3 , CT2,T1 , CT2,T2 , CT2,T3 ,

CT3,T1 , CT3,T2 , CT3,T3}

Aλ2 = Span{CS,T | S, T ∈ W(µ) and µ < a3b},

Aλ3 = Span{CS,T | S, T ∈ W(µ) and µ < ab3}.

Thus

Aλ2 = Aλ3 = Span{CT1,T1 , CT1,T2 , CT1,T3 , CT2,T1 , CT2,T2 ,

CT2,T3 , CT3,T1 , CT3,T2 , CT3,T3},

Aλ4 = Span{CS,T | S, T ∈ W(µ) and µ < ab} = ∅.
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Now, to find the cell modules of the algebra FC3 we will use Definition 1.3.2.

We have four cell modules:

∆3(λ1) = Span{S1}, ∆3(λ2) = Span{S2}, ∆3(λ3) = Span{S3},

and

∆3(ab) = Span{T1, T2, T3},

where the action is as defined in Definition 1.3.15.

To explain the action of FC3 on the cell modules, let D = CT2,T3 ∈ FC3 and

S2 ∈ ∆3(a3b), then we have

D · S2 = = = 0,

because this diagram has two through strings and S2 has four through strings.

That is, l(DS2) 6= l(S2).

Let T1 ∈ ∆3(ab), then

D · T1 = = 6= 0,

because l(DT1) = l(T1).

Example 1.3.18. Consider the cell module ∆3(ab) for the algebra FC3, with

the action that defined in Definition 1.3.15. We have ∆3(ab) = Span{T1, T2, T3},

where T1, T2, T3 are as defined in Example 1.3.17.

Recall that the bilinear form Φλ is defined by the equation

Cλ
s1,t1

Cλ
s2,t2
≡ Φλ(Ct1 , Cs2)C

λ
s1,t2

mod Aλ

where s1, s2, t1, t2 ∈ W(λ).
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(i) For i = 1, 2, 3, let Ct1 = Cs2 = Ti and Cs1,t2 = CTi,Ti , then we have

CTi,TiCTi,Ti = Φ(Ti, Ti)CTi,Ti

Since, CTi,TiCTi,Ti = abCTi,Ti for all i = 1, 2, 3, then we get

Φ(Ti, Ti) = ab.

(ii) Let Ct1 = T3, Cs2 = T2 and Cs1,t2 = CT3,T2 , then we have

CT3,T3CT2,T2 = Φ(T3, T2)CT3,T2 = a CT3,T2 ,

and hence,

Φ(T3, T2) = a.

By doing similar calculations we can show that

Φ(T3, T1) = 1 and Φ(T2, T1) = b.

Now, we can find rad(ab), the radical of the cell module ∆3(ab), which is

defined by

rad(λ) = {x ∈ ∆(λ) | Φλ(x, y) = 0 for all y ∈ ∆(λ)}.

For u, v ∈ ∆3(ab), where

u = α1T1 + α2T2 + α3T3,

v = β1T1 + β2T2 + β3T3,

suppose that u is in the radical of ∆3(ab), thus, we have Φ(u, v) = 0 for all

v ∈ ∆3(ab). Then we get

Φ(α1T1 + α2T2 + α3T3, β1T1 + β2T2 + β3T3) = 0.
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By using the properties of the bilinear form, and substituting the values of

Φ(Ti, Tj) for i, j = 1, 2, 3, we get

(α1ab+ α2b+ α3)β1 + (α1b+ α2ab+ α3a)β2 + (α1 + α2a+ α3ab)β3 = 0.

Since u is in the radical this equation is true for all values of β1, β2, β3. Thus

we have the following system:

α1ab+ α2b+ α3 = 0,

α1b+ α2ab+ α3a = 0,

α1 + α2a+ α3ab = 0.

We can write this system of equations in matrix form
ab b 1

b ab a

1 a ab



α1

α2

α3

 = 0.

The values of α1, α2, α3 can only be non-zero when

det


ab a 1

a ab b

1 b ab

 = 0.

That is, when ab(a2 − 1)(b2 − 1) = 0.

Therefore, if a, b 6= 0, ±1 then α1 = α2 = α3 = 0. Thus we conclude that

u = 0 and so rad(ab) = 0. Hence, ∆3(ab) is irreducible for all a, b ∈ C\{0, 1,−1}.

1.4 Properties of the Labels

In this section we give some properties related to λ ∈ Λ(n).

Definition 1.4.1. Let λ = al1bl2 · · · zlp be a label, where z = a if n is even and

z = b if n is odd, and li > 0 for all 1 ≤ i ≤ p. Then we call p the number of parts

of λ.
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Remark 1.4.2. Let λ = al1bl2 · · · zlp be a label, such that li > 0 for all 1 ≤ i ≤ p.

If n is even then we have

(i) z = a (by Lemma 1.2.5).

(ii) ∅ ∈ Λ(n) (by Lemma 1.2.5).

(iii) p is odd and p ≥ 1, since λ = al1bl2 · · · alp .

(iv) l1 = l is even if p = 1. Otherwise, l1 and lp are odd, and li is even for all

1 < i < p. This is from the definition of the Fuss-Catalan diagrams.

If n is odd then we have

(i) z = b (by Lemma 1.2.5).

(ii) ∅ /∈ Λ(n) (by Lemma 1.2.5).

(iii) p is even and p ≥ 2, since λ = al1bl2al3 · · · blp .

(iv) l1 and lp are odd, and li is even for all 1 < i < p. This is from the definition

of the Fuss-Catalan diagrams.

Definition 1.4.3. Let dn(p, l) be the number of the labels λ = al1bl2 · · · zlp ∈ Λ(n)

such that λ has length l and exactly p-parts. If λ = ∅ then we consider that p = 1

and l = 0.

The initial values of dn(p, l) are d1(2, 2) = d2(1, 2) = 1 and dn(1, 0) = 1 while

dn(p, 0) = 0 for all p > 1 and dn(0, l) = 0 for all l ≥ 0.

Proposition 1.4.4. For n ≥ 3, we have

dn(p, l) =

(
l
2

p− 1

)
,

for all l = 2p − 2, 2p, . . ., n + p − 1, and p = 1, 3, . . ., n + 1 if n is even and

p = 2, 4, . . ., n+ 1 if n is odd.

Proof. We start by finding the lower and the upper values of p and l. The lower

bound of p is 1 if n is even (when λ = ∅), and 2 if n is odd (when λ = ab).
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The upper bound of p occurs when λ is the identity element where all strings are

through strings. Then λ has the form λ = (ab2a)
n
2 if n even, and λ = (ab2a)

n−1
2 ab

if n odd. Thus the number of parts of λ is 2(n
2
) + 1 = n + 1 if n even, and it is

(2(n−1
2

) + 1) + 1 = n+ 1 if n odd.

For fixed p, the lower bound of l(λ), where λ has exactly p-parts, happens

when λ has the form λ = ab2a2 . . . b2a, (resp. λ = ab2a2 . . . a2b) if n even, (resp.

if n odd). For the even and the odd case we get l(λ) = 2(p − 2) + 2 = 2p − 2.

From Proposition 1.3.16, to get

[
n

λ

]
> 0, we have n ≥ 2r = l − p+ 1 if n is even

and n− 1 ≥ 2r = l − p if n is odd. Then, for both cases, l ≤ n+ p− 1.

Now, to find dn(p, l), we have three cases:

Case I: If p = 1, then λ has the form λ = ∅ or λ = al, and for every even l such

that 0 ≤ l ≤ n, we have a distinct label, hence dn(1, l) = 1 =
(
l/2
0

)
.

Case II: If p = 2, then λ = al1bl2 where l = l1 + l2 such that l1 and l2 are odd.

The number of distinct words λ = al1bl2 is equivalent to finding the number of

integer solutions of the equation l = l1 + l2 satisfying the conditions that l1 and

l2 are odd. This is equivalent to finding the coefficient of xl in E, where

E = (x+ x3 + x5 + · · · )(x+ x3 + x5 + · · · ) = x2(1 + x2 + x4 + · · · )2

= x2 1

(1− x2)2
= x2

∞∑
i=0

(
i+ 1

1

)
x2i =

∞∑
i=0

(
i+ 1

1

)
x2i+2

Let l = 2i + 2, then i + 1 = l
2
, hence the coefficient of xl in E is

(
l/2
1

)
. Thus,

dn(2, l) =
(
l/2
1

)
for every even l such that 2 ≤ l ≤ n+ 1.

Case III: If p > 2, then λ = al1bl2 · · · zlp where z = a if n is even and z = b if n is

odd. In this case, we need to find the number of integer solutions of the equation

l = l1 + l2 + · · ·+ lp where l1 and lp are odd and li > 0 are even for all 1 < i < p.

This is equivalent to finding the coefficient of xl in E, where

E = (x+ x3 + x5 + · · · )(x2 + x4 + x6 + · · · )p−2(x+ x3 + x5 + · · · )

= x2(1 + x2 + x4 + · · · )2x2p−4(1 + x2 + x4 + · · · )p−2

= x2p−2(
1

1− x2
)p = x2p−2

∞∑
i=0

(
i+ p− 1

p− 1

)
x2i =

∞∑
i=0

(
i+ p− 1

p− 1

)
x2i+2p−2

Let l = 2i+2p−2, then i+p−1 = l
2
, hence the coefficient of xl in E is

(
l/2
p−1

)
.
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Proposition 1.4.5. Let p ≥ 1, l ≥ 2 and n ≥ 3 then we have

dn(p, l) = dn−1(p− 1, l − 2) + dn−2(p, l − 2).

Proof. We have

dn−1(p− 1, l − 2) + dn−2(p, l − 2) =

(
1
2
(l − 2)

p− 2

)
+

(
1
2
(l − 2)

p− 1

)
=

(
l/2

p− 1

)
= dn(p, l).

Definition 1.4.6. We define the set Ej
i to be the set of all even numbers in the

interval [i, j], and the set Oj′

i′ to be the set of all odd numbers in the interval

[i′, j′], where i, j, i′, j′ ∈ Z.

Proposition 1.4.7. Let n ≥ 3. The order of the set Λ(n) is

|Λ(n)| =
∑
p

(
1
2
(n+ p+ 1)

p

)
,

where p runs over On+1
1 if n is even, and p runs over En+1

2 if n is odd.

Proof. Since, dn(p, l) is the number of labels with length l and have p-parts. Thus

|Λ(n)| =
∑
p

∑
l∈En+p−1

2p−2

dn(p, l)

where p ∈ On+1
1 if n is even and p ∈ En+1

2 if n is odd. Let

R =
∑

l∈En+p−1
2p−2

dn(p, l) =
∑

l∈En+p−1
2p−2

(
l/2

p− 1

)
.

Set h = l/2. When l = 2p − 2 then h = p − 1, when l = n + p − 1 then

h = 1
2
(n+ p− 1). We can rewrite R as the following

R =

1
2

(n+p−1)∑
h=p−1

(
h

p− 1

)
.

By using the fact that
∑q

j=k

(
j
k

)
=
(
q+1
k+1

)
, we get R =

( 1
2

(n+p+1)
p

)
.
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Proposition 1.4.8. Consider the sets Λ(n), Λ(n−1) and Λ(n−2) where n ≥ 3.

Then |Λ(n)| = |Λ(n− 1)|+ |Λ(n− 2)|+ s, where s = 1 if n is even and s = 0 if

n is odd.

Proof. If n is even, we have

|Λ(n− 1)| =
∑
p∈En2

(
1
2
(n+ p)

p

)
=

(
n
2

+ 1

2

)
+

(
n
2

+ 2

4

)
+ · · ·+

(
n− 1

n− 2

)
+

(
n

n

)
,

and

|Λ(n− 2)| =
∑

p∈On−1
1

(
1
2
(n+ p− 1)

p

)
=

(
n
2

1

)
+

(
n
2

+ 1

3

)
+ · · ·+

(
n− 1

n− 1

)
.

So, we have

|Λ(n− 1)| + |Λ(n− 2)|

=

(
n
2

1

)
+

[(
n
2

+ 1

2

)
+

(
n
2

+ 1

3

)]
+

[(
n
2

+ 2

4

)
+

(
n
2

+ 2

5

)]
+ · · ·+

[(
n− 1

n− 2

)
+

(
n− 1

n− 1

)]
+

(
n

n

)
=

(
n
2

1

)
+

(
n

n

)
+

(
n
2

+ 2

3

)
+

(
n
2

+ 3

5

)
+ · · ·+

(
n

n− 1

)

=

(
n
2

+ 1

1

)
+
∑

p∈On−1
3

(
1
2
(n+ p+ 1)

p

)

=
∑

p∈On−1
1

(
1
2
(n+ p+ 1)

p

)
.

Hence, 1 +
∑

p∈On−1
1

(
1
2
(n+ p+ 1)

p

)
=

∑
p∈On+1

1

(
1
2
(n+ p+ 1)

p

)
= |Λ(n)|.

Now, if n is odd, we have

|Λ(n− 1)| =
∑
p∈On1

(
1
2
(n+ p)

p

)
, and |Λ(n− 2)| =

∑
p∈En−1

2

(
1
2
(n+ p− 1)

p

)
.
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So, we have

|Λ(n− 1)| + |Λ(n− 2)|

=

[(
1
2
(n+ 1)

1

)
+

(
1
2
(n+ 1)

2

)]
+

[(
1
2
(n+ 3)

3

)
+

(
1
2
(n+ 3)

4

)]

+ · · ·+
[(
n− 1

n− 2

)
+

(
n− 1

n− 1

)]
+

(
n

n

)

=

(
n

n

)
+
∑

p∈En−1
2

(
1
2
(n+ p+ 1)

p

)

=
∑

p∈En+1
2

(
1
2
(n+ p+ 1)

p

)
= |Λ(n)|.

Remark 1.4.9. Any basis diagram D of FCn−1 is a basis diagram of FCn by

adding two through strings to the right end of D and the additional strings are

labelled with ab if n is odd and ba if n is even. Thus if λ ∈ Λ(n − 1) then

λab ∈ Λ(n) if n odd and λba ∈ Λ(n) if n even. Furthermore, if D is a basis

diagram of FCn−2 with label λ ∈ Λ(n− 2) then by adding the sub diagram

D′ =

to the right end of D we get a basis diagram of FCn with label λa2 (resp. λb2) if

n is even (resp. odd), since D′ has label a2 (resp. b2) if n is even (resp. odd). Let

z ∈ {aa, ab, ba, bb}, and suppose that Λ(i)z = {λz | λ ∈ Λ(i)}. Notice that, there

is no intersection between the sets Λ(n − 2)a2 and Λ(n − 1)ba. In addition, the

label λ = ∅ does not exist in these two sets. Then by using Proposition 1.4.8, if

n is even, we have that

Λ(n) = Λ(n− 1)ba ∪ Λ(n− 2)aa ∪ {λ = ∅}.

In a similar way we can show that if n is odd we have

Λ(n) = Λ(n− 1)ab ∪ Λ(n− 2)bb.
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We can find all possible labels of the cell modules, ∆n(λ), inductively by

using Remark 1.4.9. Alternatively, we can find them by using Proposition 1.4.8

as explained in the following example.

Example 1.4.10. Let n = 5. To find the elements of the set Λ(5), we use

Proposition 1.4.8. Since n is odd, then 2 ≤ p ≤ n+ 1, and 2p− 2 ≤ l ≤ 5 + p− 1.

Recall that dn(p, l) =
(
l/2
p−1

)
.

When p = 2, the values of l are {2, 4, 6} . Any label with two parts has the

form λ = al1bl2 such that l1, l2 are odd, and l = l1 + l2. Now, when l = 2, we have

d5(2, 2) = 1. That is, we have one label with length 2 and 2-parts. It is clear that

l1 = l2 = 1 is the only solution. Hence, λ1 = ab.

When l = 4, we have d5(2, 4) = 2, then we have two labels with length 4 and

2-parts. The solutions of l1 + l2 = 4 are (l1, l2) = (1, 3) and (l1, l2) = (3, 1), thus

λ2 = ab3 and λ3 = a3b.

When l = 6, we have d5(2, 6) = 3, then we have three labels with length 6

and 2-parts. The solutions of l1 + l2 = 6 are (l1, l2) ∈ {(1, 5), (3, 3), (5, 1)}, thus

λ4 = ab5, λ5 = a3b3, and λ6 = a5b.

Now, we move to the case p = 4, we have l ∈ {6, 8}, and λ = al1bl2al3bl4 .

When l = 6, we have d5(4, 6) = 1, then we have one solution to the equation

l1 + l2 + l3 + l4 = 6 such that l1, l4 are odd and l2, l3 are even. The only solution is

(1, 2, 2, 1). Hence, λ7 = ab2a2b. When l = 8, we have d5(4, 8) = 4, then we have

four solutions to the equation l1 + l2 + l3 + l4 = 8 such that l1, l4 are odd and

l2, l3 are even. The only solutions are {(1, 2, 4, 1), (1, 4, 2, 1), (1, 2, 2, 3), (3, 2, 2, 1)}.

Hence,

λ8 = ab2a4b, λ9 = ab4a2b,

λ10 = ab2a2b3, λ11 = a3b2a2b.

Finally, when p = 6, we have l = 10, and d5(6, 10) = 1. In fact, the maximum

value of p will give us the label of the identity diagram which is λ12 = ab2a2b2a2b.

Thus we have the set Λ(5) below.

{ab, ab3, a3b, ab5, a5b, a3b3, ab2a2b, ab2a4b, ab4a2b, ab2a2b3, a3b2a2b, ab2a2b2a2b}.
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Proposition 1.4.11. Let x = ba, and y = aa if n is even, while x = ab, and

y = bb if n is odd.

(i) If ∆n−1(λ) is one dimensional, then ∆n(λx) is one dimensional. And

if ∆n−1(λ) has dimension greater than one, then ∆n(λx) has dimension

greater than one.

(ii) If ∆n−2(λ) is one dimensional, then ∆n(λy) is one dimensional. And

if ∆n−2(λ) has dimension greater than one, then ∆n(λy) has dimension

greater than one.

Proof. We use Proposition 1.3.16, to count the dimension for each case.

Recall that, the dimension of ∆n(λ) is

[
n

λ

]
=


s

3(m−r)+s

(
3(m−r)+s
m−r

)
if m ≥ r

0 if m < r

where s = 3l−2p+4
2

, and r = l−p+1
2

if n = 2m, while r = l−p
2

if n = 2m + 1. In

addition, l, p are the length and the number of parts of λ respectively. We can

see that if m = r then

[
n

λ

]
= 1, but if m > r then

[
n

λ

]
> 1.

Let r(µ), p(µ) be the values of r, p related to any label µ.

(i) Suppose n = 2m+ 1, then n− 1 = 2m. In this case, we have[
n− 1

λ

]
=

[
2m

λ

]
, and

[
n

λab

]
=

[
2m+ 1

λab

]
.

If

[
2m

λ

]
= 1, then m = r(λ), and if

[
2m

λ

]
> 1, then m > r(λ).

Now, l(λab) = l(λ) + 2 because we add only two letters to λ, moreover, we

have p(λab) = p(λ) + 1 because (n− 1) is even, then λ ends with the letter

a so that when we add ab to the end of λ we add only one new part. So,

r(λab) =
1

2

(
l(λab)− p(λab)

)
=

1

2

(
l(λ) + 2−

(
p(λ) + 1

))
=

1

2

(
l(λ)− p(λ) + 1

)
= r(λ).
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Therefore, when m = r(λ), we get m = r(λab), hence,

[
n

λab

]
= 1.

In addition, when m > r(λ), we get m > r(λab), hence,

[
n

λab

]
> 1.

By same argument we can prove the even case, n = 2m.

(ii) Suppose n = 2m, then n− 2 = 2(m− 1).

In this case

[
n− 2

λ

]
=

[
2(m− 1)

λ

]
and

[
n

λaa

]
=

[
2m

λaa

]
.

Now, we have l(λaa) = l(λ) + 2, and p(λaa) = p(λ). This is because n− 2

is even which means that λ ends with the letter a, so that when we add aa

to the right end of λ there is no change to the number of parts of λaa. So,

we have

r(λaa) =
1

2

(
l(λaa)− p(λaa) + 1

)
=

1

2

(
l(λ)− p(λ) + 1

)
+ 1

= r(λ) + 1.

Therefore, when

[
n− 2

λ

]
=

[
2(m− 1)

λ

]
= 1, then m − 1 = r(λ), that is,

m = r(λ) + 1. This implies m = r(λaa), hence,

[
n

λaa

]
= 1.

Furthermore, when

[
n− 2

λ

]
=

[
2(m− 1)

λ

]
> 1, then m− 1 > r(λ), that is,

m > r(λ) + 1. This implies m > r(λaa), hence,

[
n

λaa

]
> 1.

We can prove the odd case, n = 2m+ 1, in a similar way.
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Towers of recollement

In 2006, Cox, Martin, Parker and Xi [12], introduced an axiomatic framework

for studying the representation theory of towers of algebras, and each family of

algebras that satisfy these axioms will be called a tower of recollement. To show

the utility of this framework they defined a new family of algebras called contour

algebras and proved that it is a tower of recollement [3, Section 2]. There are

interesting algebras that are tower of recollements. For instance, the Temperley-

Lieb algebras [28], cyclotomic Temperley-Lieb algebras [39], the blob algebra [32],

the Partition algebra [5, 21, 29, 30], and the Brauer algebra [6, 7, 36, 37].

In this chapter we are going to discuss and apply these axioms to our algebras,

the Fuss-Catalan algebras, to prove that FCn are a tower of recollement. This

axiomatic framework will help us to classify the simple FCn-modules inductively,

and to determine which of the algebras in the family are semi-simple.

2.1 Axioms for towers of recollement

Let An with n ≥ 0 be a family of finite-dimensional algebras over an algebraically

closed field, with idempotents en in An. Let us first introduce some definitions

before we state the axioms for a tower of recollement.

Definition 2.1.1. Let Λn be the label set for the simple An-modules, and Λn be

the label set for the simple An/AnenAn-modules.

Let e be an idempotent of an algebra A, then we have this theorem.
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Theorem 2.1.2 ([20, Theorem 6.2g]). Let {L(λ) | λ ∈ Λ} be a full set of simple

A-modules, and set Λe = {λ ∈ Λ | eL(λ) 6= 0}. Then {eL(λ) | λ ∈ Λe} is a full

set of simple eAe-modules. Further, the simple modules L(λ) with λ ∈ Λ \Λe are

a full set of simple A/AeA-modules.

We apply Definition 2.1.1 to Theorem 2.1.2 by setting A = An, e = en and

Λ = Λn then we have Λe = Λn−2 and Λn = Λn \ Λn−2.

Definition 2.1.3. For m,n ∈ N with n −m ≥ 0 even, we define Λm
n to be the

set of labels in Λn that first appeared in the labelling set Λm. If n−m < 0 then

Λm
n = ∅ .

Example 2.1.4. Consider the algebra FC4, then the labelling sets Λ4
4 = Λ4 and

Λ2
4 are given by

Λ4
4 = Λ4 = {ab2a2b2a, a3b2a, ab4a, ab2a3, a4}

Λ2
4 = Λ2 = {ab2a, a2, ∅}.

We will see later that the Fuss-Catalan algebras are quasi-hereditary algebras,

thus we introduce this definition.

Definition 2.1.5 ([43, Definition 1.4]). Let A be a k-algebra. An ideal J in A is

called an heredity ideal if J is idempotent, J(radA)J = 0 and J is a projective

left (or, right) A-module. The algebra A is called quasi-hereditary provided there

is a finite chain

0 = J0 ⊂ J1 ⊂ J2 ⊂ · · · ⊂ Jn = A

of ideals in A such that Jj/Jj−1 is a heredity ideal in A/Jj−1 for all j. Such a

chain is then called a heredity chain of the quasi-hereditary algebra A.

Now we are ready to present the axioms of a tower of recollement as stated

in [12, Section 1]:

(A1) For each n ≥ 2 we have an isomorphism ψn : An−2 → enAnen.

We define the localisation functors

Fn : An-mod→ An−2-mod by Fn(M) = enM,
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and the globalisation functors

Gn : An-mod→ An+2-mod by Gn−2(N) = Anen ⊗enAnen N,

where the isomorphism in (A1) have been used in each case. Note that Gn−2 is

the right inverse to Fn.

From Theorem 2.1.2 and axiom (A1), we have

Λn = Λn t Λn−2. (2.1)

(A2) (i) The algebra An/AnenAn is semisimple.

(ii) Set en,0 = 1 in An, and for 1 ≤ i ≤ n/2 define new idempotents in An

by setting en,i = ψn(en−2,i−1). Set An,i = An/(Anen,i+1An). For each

n ≥ 0 and 0 ≤ i ≤ n/2, setting e = en,i and A = An,i, the surjective

multiplication map Ae⊗eAe eA→ AeA is a bijection.

By using [15, Statement 7] or ([34, Definition 3.3.1] and the remarks after it),

the axiom (A2) can be replaced by

(A2’) For each n ≥ 0 the algebra An is quasi-hereditary, with heredity chain of

the form

0 ⊂ · · · ⊂ Anen,iAn ⊂ · · · ⊂ Anen,0An = An.

When An is quasi-hereditary algebra, we have that for each label λ ∈ Λn a

standard module ∆n(λ) with simple head Ln(λ). For λ ∈ Λn
n we have ∆n(λ) ∼=

Ln(λ), and that this is just the lift of a simple module for the quotient algebra

An/AnenAn. From [31, Proposition 3], we have

Gn(∆n(λ)) ∼= ∆n+2(λ). (2.2)

In similar way (see for example [17, A1]) we have

Fn(∆n(λ)) ∼=

∆n−2(λ) if λ ∈ Λn−2,

0 if λ ∈ Λn.

(2.3)
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(A3) For each n ≥ 0 the algebra An can be identified with a subalgebra of An+1.

(A4) For all n ≥ 1 we have Anen ∼= An−1 as a left An−1-, right An−2-bimodule.

Before we state axiom A5, we need these two definitions.

Definition 2.1.6. A ∆-filtration is defined to be a filtration of a module

such that successive quotients isomorphic to ∆(µ) for some µ ∈ Λ.

Definition 2.1.7. If a module M in An-mod has a ∆-filtration then the set

of labels λ for which ∆(λ) occurs in this filtration defined to be the support

of M , and is denoted by suppn(M).

(A5) For each λ ∈ Λm
n we have that res(∆n(λ)) has a ∆-filtration and

supp
(

res(∆n(λ))
)
⊆ Λm−1

n−1 t Λm+1
n−1 .

(A6) For each λ ∈ Λn
n there exist µ ∈ Λn−1

n+1 such that λ ∈ supp
(

res(∆n+1(µ)
)
.

The axioms (A1) to (A6) will reduce the study of finding a non-zero homo-

morphism between two cell modules to the case when one is simple, as illustrated

by the following theorem.

Theorem 2.1.8 ([12, Theorem 1.1]). (i) For all pairs of weights λ ∈ Λm
n and

µ ∈ Λl
n we have

Hom(∆n(λ),∆n(µ)) ∼=

Hom(∆m(λ),∆m(µ)) if l ≤ m,

0 otherwise.

(ii) Suppose that for all n ≥ 0 and pairs of weights λ ∈ Λn
n and µ ∈ Λn−2

n we have

Hom(∆n(λ),∆n(µ)) = 0 then each of the algebras An is semisimple.

2.2 Proof of axioms A1 to A4

In this section we are going to prove that FCn satisfies the axioms A1 to A4. The

axioms A5 and A6 will be discussed in the next section.
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Definition 2.2.1. For n ≥ 3, we define en ∈ FCn to be the diagram

en =
1

ab
2n−4

where 2n− 4 in the diagram en represents 2n− 4 consecutive through strings.

For example,

e4 =
1

ab

It is easy to see that en is an idempotent of FCn by checking that e2
n = en.

Proposition 2.2.2. For n ≥ 3, we have

FCn−2
∼= enFCnen

so FCn satisfies axiom (A1).

Proof. For all basis element D ∈ FCn−2, we define ψn : FCn−2 → enFCnen by

D 7→ 1

ab
D .

We will show that ψn is a bijection by proving that FCn−2 and enFCnen have the

same dimension.

Consider the set B4
n ⊂ Bn, the set of all basis elements of FCn obtained by

adding four consecutive through strings to the right end of each basis element of

FCn−2. For all v ∈ B4
n we have

enven =

1
ab

2n−4

D

1
ab

2n−4

=
1

ab
D

Recall that D is a basis element in FCn−2, therefore,

dim(enFCnen) ≥ dim(FCn−2).
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On the other hand, for all D′ ∈ Bn with D′ /∈ B4
n, we have

enD
′en =

1
ab

2n−4

D′

1
ab

2n−4

= δ D′′

where D′′ is a diagram with 2n− 4 vertices on each line and δ ∈ C. We can see

that there is no connection between the diagrams D′′ and the four non-through

strings at the right end of the diagram, . So D′′ must be in Bn−2, that is, D′′

is a basis element in FCn−2. Thus,

dim(enFCnen) ≤ dim(FCn−2)

and hence,

dim(enFCnen) = dim(FCn−2).

Once we know that ψn is a homomorphism this will imply that ψn is bijective

since it sends a basis element in FCn−2 to a distinct basis element in enFCnen.

Now, to show that ψn is a homomorphism. Let D and D′ are basis elements

of FCn−2, then

ψn(D)ψn(D′) =

1
ab D

1
ab D′

=
1

ab
DD′ = ψn(DD′).

Therefore, ψn is an isomorphism.

We now move onto the proof of axiom (A2)(i). To prove that the algebra

FCn/FCnenFCn is semisimple, we recall certain results from [3] that we shall

require.

Proposition 2.2.3. Let ∆n(λ) be a cell module for the algebra FCn. Then the

following are equivalent
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(i) dim ∆n(λ) = 1.

(ii) No basis diagram for ∆n(λ) has two consecutive non-through strings.

(iii) ∆n−2(λ) = 0.

Where we mean by two consecutive non-through strings the patterns

and .

Proof. See [3, Proposition 3.2.5].

Definition 2.2.4. [3, Definition 3.2.6] Let ∆n(λ) be a cell module for the algebra

FCn. We say that λ is a new label at level n if one of the equivalent conditions

of Proposition 2.2.3 are satisfied.

Remark 2.2.5. Since the dimension of ∆n(λ) is one when λ is a new label at level

n, then there is only one basis diagram D with label λ. That is, D is completely

determined by its label. Furthermore, Definition 2.1.3 is equivalent to Definition

2.2.4, thus Λn
n is the set of all new label at level n, and hence, for all λ ∈ Λn

n we

have dim ∆n(λ) = 1.

Recall that 1Ui is the generator of FCn that is defined in Proposition 1.1.9.

Definition 2.2.6. Define Jn = {x | x = pj1pj2 · · · pjh}, where |js− jt| ≥ 2, s 6= t,

1 ≤ j1 < j2 < · · · < jh ≤ n− 1, and pi = (1
c
)1Ui where 1 ≤ i ≤ n− 1, and c = a

if i even and c = b if i odd.

Lemma 2.2.7. Let D ∈ FCn be a diagram with label λ. Then λ is a new label at

level n, that is, λ ∈ Λn
n, if and only if D ∈ Jn.

Proof. See [3, Lemma 4.1.6(i)].

Lemma 2.2.8 ([3, Lemma 4.1.7]). Let Yn be the two sided ideal in FCn generated

by en. Then the basis for FCn/Yn is the set Jn

Theorem 2.2.9 ([9, Theorem 1]). Suppose F is a field and A is an F -algebra

generated by idempotents. The following are equivalent

(i) A is commutative,

(ii) A has no non-zero nilpotent elements,

(iii) A is F -isomorphic to a direct product of copies of F .
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Proposition 2.2.10. The algebra FCn/(FCnenFCn) is commutative semisimple,

and so satisfies axiom (A2)(i).

Proof. Let Q = FCn/FCnenFCn. Since FCnenFCn is two sided ideal of FCn

generated by en, then by using Lemma 2.2.8, the basis elements of Q is the set

{x | x = pj1pj2 · · · pjh}, where |js − jt| ≥ 2, s 6= t, 1 ≤ j1 < j2 < · · · < jh ≤ n− 1,

and pi = (1
c
)1Ui where 1 ≤ i ≤ n− 1, and c = a if i even and c = b if i odd.

In addition, by Proposition 1.1.7, we have p2
i = pi and pipj = pjpi, for all

1 ≤ i, j ≤ n− 1. Then Q is generated by a set of commuting idempotents. That

is, Q is commutative algebra. Therefore, by Theorem 2.2.9, we have Q has no

non-zero nilpotent elements. But rad(Q) is nilpotent, thus rad(Q) = 0 and hence

Q is semisimple.

We now turn to proving axiom (A2)(ii). Set en,0 = 1 in FCn, and for 1 ≤ i ≤

n/2 define new idempotents in FCn by setting en,i = ψn(en−2,i−1), as in Figure 2.1

where ψn is as defined in Proposition 2.2.2.

1

(ab)i
2n−4i

···

···

i times

Figure 2.1: The diagram en,i.

Recall that we say λ ≤ µ if we can get λ from µ by removing some or no

letters from µ.

Lemma 2.2.11. Let λD be the label of a diagram D. For each diagram D ∈ FCn,

we have λD ≤ λen,i+1
if and only if D is in FCnen,i+1FCn.

Proof. It is clear that if D ∈ FCnen,i+1FCn then λD ≤ λen,i+1
.

On the other hand, suppose that D ∈ FCn such that λD ≤ λen,i+1
. We will

claim that D can be written as uen,i+1v = cD for some u, v ∈ FCn and c ∈ C.

Recall that the initial part S, (resp. the final part T ), of a diagram is its

upper (resp. lower) half diagram which is defined in Definition 1.2.3. In addition,

if S and T have label λ then Cλ
S,T is a diagram with label λ that obtained by

connecting S with T .
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Let D1, u1 and v1 are the initial parts of D, u and v respectively, and D2, u2

and v2 are the final parts of D, u and v respectively. Set D1 = u1 and D2 = v2.

Now, to determine the diagrams u and v such that uen,i+1v is a scalar multiple

of D we only need to find u2 and v1.

Since λen,i+1
is the label of the identity diagram for FCn−2i−2, then there exist

at least one diagram, say w, in FCn−2i−2 such that λw = λD ≤ λen,i+1
. Let w′ be

the initial part of w and we construct v1 as following: let v1 be the diagram such

that the first 2n − 4(i + 1) vertices, (from the left), represented by w′ and the

last 4(i+ 1) vertices represented by i+ 1 consecutive nested pairs of non-through

strings, moreover, we choose u2 to be v∗1 where v∗1 is obtained by turning v1 upside

down. By this setup we have λv1 = λv2 = λu1 = λu2 = λD, and en,i+1v = v where

v = CλD
v1,v2

and as explained in Figure 2.2.

v2

v1

en,i+1 =
1

(ab)i+1

w′
· · ·

i+1 times

2n−4(i+1)

Figure 2.2: The diagram en,i+1v

Similarly, we can show that uen,i+1 = u, where u = CλD
u1,u2

. Hence, we have

uen,i+1v = uv

= CλD
u1,u2

CλD
v1,v2

= CλD
u1,v∗1

CλD
v1,v2

Note that v∗1v1 is a scalar multiple of the identity diagram for FC` where 2` is

the length of v1. So, we get

uen,i+1v = c CλD
u1,v2

= c CλD
D1,D2

= cD

where c ∈ C.
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To explain this lemma, we give this example.

Example 2.2.12. Let n = 8 and i = 1, then λe8,2 = ab2a2b2a. Consider the

diagram D ∈ FC8, where

D =

then we have λD = ab4a ≤ λe8,2 . We will show that D ∈ FC8e8,2FC8 by finding

two diagrams u, v ∈ FC8 such that ue8,2v = cD and as explained in Lemma

2.2.11. Let D1, u1 and v1, (resp. D2, u2 and v2), are the initial, (resp. final ),

parts of D, u and v respectively. Put u1 = D1 and v2 = D2. since λD ≤ λe8,2

then there exist a diagram w ∈ FC4 such that λw = λD. Since λD is obtained

by removing some letters from λe8,2 , So we can find the diagram w by comparing

λD = ab4a with λe8,2 = ab2a2b2a and then represent each letter in λD that not be

removed from λe8,2 by a through string while each letter that be removed from

λe8,2 by a non-through string. Then w has the form

w =

a ab b b b

Let v1 be the initial part of w and u2 = v∗1, then ue8,2v has the form

a a a a a a a ab b b b b b b b

u1 = D1

u2

e8,2 =
1

a2b2

v1

v2 = D2

We can see that, ue8,2v = a3b2 D.
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Proposition 2.2.13. For each n ≥ 1 and 0 ≤ i ≤ n/2, setting e = en,i and

A = FCn/(FCnen,i+1FCn), the surjective multiplication map Ae⊗eAe eA → AeA

is a bijection. Thus FCn satisfies axiom (A2)(ii).

Proof. To prove this proposition we will show that Ae ⊗eAe eA and AeA have

same dimensions.

Define Γ = {λ ≤ λe | λ � λen,i+1
}. By Lemma 2.2.11 we have, for all D ∈ FCn,

that if λD ≤ λen,i+1
then D ∈ FCnen,i+1FCn, and if D′ ∈ A then λD′ � λen,i+1

.

Therefore, Ae, eA and AeA have the diagrams with label λ ∈ Γ as a basis. We

divide the proof into three steps.

(1) We will show that diagrams with same label in Ae, (resp. eA), must have

unique final, (resp. initial) part.

Recall that Λ(n) is the label set for the basis diagrams in FCn, and let D1

be the initial part of D ∈ eA. Since the last 4i vertices of D1 are connected to

non-through strings then the label of D1, which is the same as the label of D, is

completely determined from the first 2n− 4i vertices of D1. So the label for D1

can be any label for a diagram in FCn−2i, that is, the possible labels for D1 are

the set Λ(n− 2i). From equation 2.1, we have

Λ(n− 2i) = Λ(n− 2i− 2) ∪ Λn−2i
n−2i.

Since λe=en,i is the label of the identity diagram for FCn−2i and λen,i+1
is the label

of the identity diagram for FCn−2i−2. Thus for all µ ∈ Λ(n − 2i − 2) we have

µ ≤ λen,i+1
and hence µ is not a label for D1. In addition, for all µ′ ∈ Λn−2i

n−2i

we have µ′ ≤ λe because Λn−2i
n−2i have labels for diagrams in FCn−2i, moreover,

µ′ � λen,i+1
otherwise µ′ must be in Λ(n− 2i− 2) and this contradict to being µ′

a new label at level n− 2i. Thus µ′ ∈ Γ and Λn−2i
n−2i ⊆ Γ. By the definition of Γ we

have Γ ⊆ Λn−2i
n−2i. Hence, Γ = Λn−2i

n−2i. That is, the possible labels for D1 are the set

Λn−2i
n−2i. By Remark 2.2.5, we have, for all λ ∈ Λn−2i

n−2i, that dim ∆n−2i(λ) = 1. Thus

we have only one possible initial part D1 for all diagrams D ∈ eA with label λ.

Similarly we can show that if diagrams in Ae have same label then they must

have the same final part.

(2) We can read the label of a diagram from its initial part or from its final part.
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So one obtains all diagrams of label λ ∈ Γ by choosing an initial part and a final

part of the same label λ and then the diagram can be uniquely determined by

connecting their through strings. From (1), we have that the basis diagrams for

Ae, (resp. eA), that have same label must have unique final, (resp. initial), part.

Thus the basis for Ae, (resp. eA), are diagrams that obtained by connecting all

possible initial, (resp. final), parts with label λ ∈ Γ with the unique final, (resp.

initial), part that have label λ. But all initial parts with label λ are precisely the

basis for the cell module ∆n(λ). Thus dimAe = dim eA =
∑
λ∈Γ

dλ where dλ is the

dimension of the cell module ∆n(λ).

For each λ ∈ Γ, the diagrams that obtained by connecting all possible initial

parts of the diagrams in Ae that have label λ with all possible final parts of the

diagrams in eA that have label λ are basis for AeA. Then we have d2
λ choices,

and hence, dimAeA =
∑
λ∈Γ

d2
λ .

(3) Now, to find dimension of R := Ae⊗eAe eA, we have

dimR ≤ dim(Ae)2 =

(∑
λ∈Γ

dλ

)2

.

We will show that if λue 6= λev then ue⊗ ev = (ue)′ ⊗ (ev)′ where (ue)′ and (ev)′

have same label.

From (1), we have that Γ = Λn−2i
n−2i, that is, Γ is the set of all new labels at

level n− 2i, then, by Lemma 2.2.7, Γ is the label set for the diagrams in Jn−2i.

By Definition 2.2.6, the diagrams in Jn−2i must have the form

1 2 3 4 5 6 7 8 2n−4i

· · ·

Figure 2.3: Diagram in Jn−2i

where any two adjacent free vertices are either connected with through strings

or connected with a non-through string, for example, the first four vertices either

have the form or . Therefore, the first 2n− 4i vertices of the final and

the initial parts for the diagrams in Ae and eA respectively have pattern similar

to the pattern of the diagram in Figure 2.3.
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We assign the numbers 1, 2, . . . , 2n− 4i to the vertices (from left to right) of

the final part of ue and the initial part of ev, and let yh be a non-through string

that connect 2h-th vertex with (2h+ 1)th-vertex where 1 < 2h < 2n− 4i.

Assume that ue ∈ Ae and ev ∈ eA have different label then the final part of

ue and the initial part of ev have different label as well. So there is at least one

non-through string in one half diagram (the final of ue or the initial of ev) that

is not exist in the corresponding position in the other half diagram.

Without loss of generality, suppose that the final part of ue has a non-through

string yh whereas the 2h-th and (2h + 1)th-vertices in the initial part of ev are

connected with through strings as explained in the following diagrams

1 2 3 4 2h 2n−4i

· · · · · ·
···

yh i times

Figure 2.4: The diagram ue

1 2 3 4 2h 2n−4i

· · · · · · ···
i times

Figure 2.5: The diagram ev

Note that if a diagram D ∈ FCn has a non-through string connected with two

adjacent vertices at the bottom line of D, (for example, the diagram in Figure

2.4 ), then D = cD 1Uj for some 1 ≤ j ≤ n − 1, where c ∈ {a, b} and 1Uj is the

generator of FCn which was defined in Proposition 1.1.9. In addition, e 1Uj = 1Uje

and e 1Uj = e2
1Uj = e 1Uje for 1 ≤ j ≤ n− 2i− 1.

Thus we have ue = cue 1Uh = cu e 1Uh e, and

ue⊗ ev = cu e 1Uh e⊗ ev

= cu⊗ e 1Uh ev

= cu⊗ 1Uh ev.



Chapter 2. Towers of recollement 44

Consider the diagram 1Uh ev

1 2 3 4 2h 2n−4i

· · · · · · ···
i times

Figure 2.6: The diagram 1Uh ev

We see that the non-through string yh in the final part of ue are created in

the initial part of ev and in the corresponding position as in ue. Similarly, we

can create any non-through string that exist in the final part of ue and does not

exist in the initial part of ev and vice versa. Eventually, the final part of ue will

be the same as the initial part of ev (after turning ev upside down). Hence, the

two diagrams have the same label. (Sometimes, creating non-through strings in

a half diagram gives us a label ≤ λen,i+1
and hence the tensor product is zero).

Therefore, to give an upper bound for the dimension of R, we need only count

elements of the form ue⊗eAe ev with λue = λev. So, dimR ≤
∑
λ∈Γ

(dλ)
2. Since the

multiplication map is naturally surjective we must have that dimR ≥
∑
λ∈Γ

(dλ)
2.

Finally, we get dimR = dim(AeA).

Since the algebra FCn satisfies axiom A2, we have

Theorem 2.2.14. The Fuss-Catalan algebras FCn(a, b) are quasi-hereditary with

heredity chain of the form

0 ⊂ . . . ⊂ FCnen,iFCn ⊂ . . . ⊂ FCnen,0FCn = FCn

where a, b ∈ C are non-zero.

We turn now to proving axiom (A3), namely that the algebra FCn−1 is iso-

morphic to a subalgebra of FCn for n ≥ 2.

Remark 2.2.15. Any basis element D ∈ Bn−1 can be viewed as a basis element

D̄ ∈ B2
n ⊂ Bn by adding two straight through strings to the right end of D with

labelling ab if (n−1) is even and ba if (n−1) is odd. Therefore, the sets Bn−1 and

B2
n have equal number of elements. In addition, we can see that Hn = Span(B2

n)

is a subalgebra of FCn.
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Proposition 2.2.16. For all n ≥ 2, we have FCn−1
∼= Hn.

Proof. For all D ∈ Bn−1, we define

ιn : FCn−1 → Hn

by

ιn(D) = D̄.

As a diagram, this means that

D 7→ D .

Recall that Hn = Span(B2
n), and FCn−1 = Span(Bn−1). In addition, the sets

B2
n and Bn−1 have the same number of elements, then we have

dim(FCn−1) = dim(Hn).

Since ιn maps a basis element to a distinct basis element, it must be bijective.

Now, we need to show that ιn is a homomorphism. For D,D′ ∈ Bn−1, we have

ιn(D)ιn(D′) =

D

D′

= DD′ = ιn(DD′).

Therefore, ιn is an isomorphism.

We now prove axiom (A4) namely that for all n ≥ 2, we have FCn−1
∼= FCnen

as a left FCn−1-, right FCn−2-bimodule. We shall prove this module isomorphism

by showing that FCn−1 and FCnen have the same dimension. Then we define a

bijective map between them, and show that it is a homomorphism as left FCn−1-

module, and right FCn−2-module.
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Proposition 2.2.17. For all n ≥ 2, we have

dim(Hnen) = dim(FCn−1).

Proof. Suppose q = dim(FCn−1). By Proposition 2.2.16, we have dim(Hn) =

dim(FCn−1) so dim(Hn) = q. We can represent a basis diagram of Hn as following

hR = R

where the subdiagram

R ∈ Bn−1

and the subdiagram R has (2n− 2) vertices on the top line and (2n− 4) vertices

on the bottom line.

Suppose B2
n = {hRi | 1 ≤ i ≤ q}. Then the hRi are distinct diagrams for all

i = 1, . . ., q. So the Ri are distinct diagrams for all i = 1, . . ., q.

Consider the multiplication of the diagrams in B2
n by en:

B2
nen =


R1

2n−4

,

R2

2n−4

, . . . ,

Rq

2n−4


=

{
R1 , R2 , . . . , Rq

}

Let vi = hRien. To show that all the diagrams in B2
nen are distinct, we can

ignore the last two non-through strings in the bottom line in each vi.

Now, for all 1 ≤ i ≤ q, when we multiply an element hRi ∈ B2
n with en,

we just move the two red strings from the bottom line to the top line and the

subdiagram Ri has no changes (since it is still has (2n−2) vertices on the top line

and (2n−4) vertices on the bottom line), that is, we do the same movement to get

each diagram vi, thus, two diagrams vi, vj ∈ B2
nen are equal if their subdiagrams

Ri and Rj are equal. However, Ri are distinct for all 1 ≤ i ≤ q, then vi are all

distinct as well. Therefore, dim(Hnen) = q.
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Proposition 2.2.18. Let n ≥ 2. Then dim(FCnen) = dim(FCn−1).

Proof. Since B2
nen ⊂ Bn and by Proposition 2.2.17, we get

dim(FCn−1) ≤ dim(FCnen).

Every basis element v ∈ FCnen has the form v = R and it can be

decomposed as following

v = R =

R

2n−4

= hRen,

where hR ∈ B2
n, and R is a subdiagram with (2n− 2) vertices in the top line and

(2n−4) vertices on the bottom line. Then dim(FCnen) ≤ dim(Hn) = dim(FCn−1).

Therefore, FCnen and FCn−1 have the same dimension.

Remark 2.2.19. Considering the functions ψn that are defined in Proposition

2.2.2 and the ιn that are defined in Proposition 2.2.16, we have

(i) FCnen is a left FCn−1-module, where the action is defined by

x ·D = ιn(x)D

for all basis elements x ∈ FCn−1 and D ∈ FCnen.

(ii) FCnen is a right FCn−2-module, where the action is defined by

D · y = Dψn(y)

for all basis elements y ∈ FCn−2 and D ∈ FCnen.

(iii) FCn−1 is a right FCn−2-module, where the action is defined by

D · y = Dιn−1(y)

for all basis elements D ∈ FCn−1 and y ∈ FCn−2.
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Proposition 2.2.20. For all n ≥ 2, we have that FCn−1
∼= FCnen as a left

FCn−1-, right FCn−2-bimodule.

Proof. For all D ∈ FCn−1, define θ : FCn−1 → FCnen by

θ(D) = ιn(D)en

Since θ maps every basis element in FCn−1 to a distinct basis element in FCnen

and by Proposition 2.2.18, we get θ is a bijective.

To show that θ is a homomorphism as a left FCn−1-module, Suppose that D

and D′ are basis elements in FCn−1. We have

θ(D ·D′) = θ(DD′) = ιn(DD′)en

= ιn(D) ιn(D′)en

= ιn(D) θ(D′)

= D · θ(D′)

To show that θ is a homomorphism as a right FCn−2-module, suppose that D1 is

a basis element in FCn−1, and D2 is a basis element in FCn−2. Then we have

θ(D1 ·D2) = θ(D1 ιn−1(D2))

= ιn(D1 ιn−1(D2))en

= ιn(D1) ιn(D̄2)en

= ιn(D1) ¯̄D2 en

=
(
ιn(D1)en

)
(en

¯̄D2)

= θ(D1)

(
1

ab
D2

)
= θ(D1) ψn(D2)

= θ(D1) ·D2

Hence, θ is an module isomorphism.
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2.3 The Restriction of the cell module ∆n(λ)

In this section we are going to study the restriction of the cell modules. We need

it to complete the proof of the last two axioms for the tower of recollement.

Definition 2.3.1. Let M be a basis diagram in ∆n(λ) such that the last two

vertices are connected to non-through strings. Then we say such a diagram has

Form 0 as depicted in Figure 2.7.

Figure 2.7: Diagram of Form 0.

Definition 2.3.2. Let M be a basis diagram in ∆n(λ) such that the 2n-th vertex

(the last vertex) is connected to a through string while the (2n− 1)-th vertex is

connected to a non-through string. Then we say such diagram has Form 1 as

depicted in Figure 2.8.

Figure 2.8: Diagram of Form 1.

Any other basis diagrams will have two through strings from the last two

vertices and will be known as Form 2. This won’t be used in the sequel however.

We will use the convention that when js and jt are strings connected to vertices

that the subscript indicates the labels s and t respectively on the strings, where

s, t ∈ {a, b}. We define the following procedures.

Definition 2.3.3 (The Add-procedure). Let M be a diagram with 2n−2 vertices

and label λ1st. If we add two vertices to M and connect the last through string jt

with the (2n− 1)-th vertex, and connect a new through string js with the 2n-th

vertex (the last vertex), we get a diagram M ′ with 2n vertices and its label will

be (λ1ss). This process is depicted in Figure 2.9.
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λ1

s t

jt

M

→ λ1

s t s

jt js

t

M ′

Figure 2.9: The Add-procedure.

Definition 2.3.4 (The Cut-procedure). Let M be a diagram with 2n vertices

and label λ1st, and let jt be the string which is connected to the 2n-th vertex

and js be the string which is connected to the (2n − 1)-th vertex. If we remove

the last two vertices of M and sliding down js and jt, we have

(i) If js and jt are non-through strings, then we get a diagram M ′ with 2n− 2

vertices and its label will be λ1stts.

(ii) If js is a non-through string and jt is a through string, then we get a diagram

M ′ with 2n− 2 vertices and its label will be λ1ss.

This process is depicted in Figure 2.10.

λ1st

tt ss

js
jt

→

M

λ1st

t

jt

s

js

M ′

(a) (i)

t

jt →λ1s

s s

js

M

s

jsλ1s

M ′

(b) (ii)

Figure 2.10: The Cut-procedure.

Let n be an odd number, then every label must end with the letter b. That is,

if ∆n(λ) is a cell module for FCn, then λ = λ1ab or λ = λ1bb. Let us first discuss

the restriction of ∆n(λ) when the last two letters are different and consider the

restriction of ∆n(λ1ab).



Chapter 2. Towers of recollement 51

Recall that Wn(λ) is the set of basis diagrams Mλ of the cell module ∆n(λ).

Let ∆n−1(λ1) be a cell module for FCn−1 with basis diagrams in Wn−1(λ1),

and define W2
n(λ1ab) to be the set of elements M̄λ1ab obtained by adding two

straight through strings to the right end of each diagram Mλ1 inWn−1(λ1). Then

W2
n(λ1ab) is a subset of Wn(λ1ab), and we can define the inclusion map

φn : ∆n−1(λ1)→ res(∆n(λ)) (2.4)

via

φn(Mλ1) = M̄λ1ab

and extend it by linearity to ∆n−1(λ1).

To show that φn is a FCn−1-homomorphism, suppose D ∈ FCn−1 and

M = Mλ1 ∈ Wn−1(λ1) then we have

φn(D ·M) = D·M

=

D

M

= ιn(D)φn(M)

= D · φn(M)

where ιn is the inclusion map of FCn−1 into FCn.

Let Qn(λ1ab) = res(∆n(λ1ab))/∆n−1(λ1). Now Qn(λ1ab) is the linear span of

elements in

{v + ∆n−1(λ1) | v ∈ Wn(λ1ab) \W2
n(λ1ab)}

and every such element v+ ∆n−1(λ1) has a unique coset representative in the set

Wn(λ1ab)\W2
n(λ1ab). Thus we may view basis elements of Qn(λ1ab) as diagrams.
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Since for all Mλ1ab ∈ W2
n(λ1ab), there exist Mλ1 ∈ ∆n−1(λ1) such that

φn(Mλ1) = Mλ1ab, then every diagram Mλ1ab ∈ Qn(λ1ab) must have less than

two through strings at the right end. That is, the basis diagrams of Qn(λ1ab)

must be of Form 0 or Form 1. The basis diagrams for Qn(λ1ab) has the form

hλ1ab

bb aa

Form 0

and

hλ1

a a ba

Form 1

where hλ1ab and hλ1 are subdiagrams with label λ1ab and λ1 respectively.

We can identify the basis of Qn(λ1ab) with the basis diagrams in the cell

modules ∆n−1(λ1abba) and ∆n−1(λ1aa) as following:

• Let v ∈ ∆n−1(λ1aa) be a basis diagram. Then, v has 2n − 2 vertices with

label λ1aa. If we apply the Add-procedure to v, we get a new diagram, v′

say, with 2n vertices and label λ1ab. So, v′ ∈ Qn(λ1ab) and it has Form 1.

• Let v ∈ Qn(λ1ab) be a basis diagram. Then v has 2n vertices and its label

is λ1ab. If we apply the Cut-procedure to v, we have

(i) If v has Form 0: We get a diagram, say v′, with 2n − 2 vertices and

its label is λ1abba. Thus v′ ∈ ∆n−1(λ1abba).

(ii) If v has Form 1: We get a diagram, say v′, with 2n − 2 vertices and

its label is λ1aa. Thus v′ ∈ ∆n−1(λ1aa).
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Proposition 2.3.5. Suppose that Qn(λ) = res(∆n(λ))/∆n−1(λ1) where λ = λ1ab.

Let f and g be the functions that represent the Add-procedure and the Cut-

procedure respectively. Then f and g are FCn−1-module homomorphisms, where

f ∈ Hom
(
∆n−1(λ1aa), Qn(λ)

)
and g ∈ Hom

(
Qn(λ),∆n−1(λba)

)
.

Proof. (1) Define f : ∆n−1(λ1aa)→ Qn(λ1ab) by

hλ1

a a

7→ hλ1

a a ba

where hλ1 is a subdiagram with label λ1.

Suppose that D ∈ FCn−1, and M ∈ ∆n−1(λ1aa) are basis diagrams. Consider

the diagram

D ·M =

D

jahλ1

a a

If ja is a through string in D ·M then we get

f(D ·M) =

D

hλ1

a

ja

a b

=

D

a b

hλ1

a

ja

So,

f(D ·M) = ιn(D)f(M) = D · f(M)

If ja is a non-through string in the diagram D·M then we have l(DM) < l(M),

that is, D ·M = 0. In addition, ja in the diagram D · f(M) = ιn(D)f(M) will

be a through string. That is, D · f(M) will ends with two consecutive through

strings. Thus D · f(M) = 0 because any basis diagram of Qn(λ1ab) are must be

of Form 0 and Form 1. Hence, f is FCn−1-module homomorphism.
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(2) Let M be a basis diagram in Qn(λ1ab). Define g : Qn(λ1ab)→ ∆n−1(λ1abba)

by

(i) hλ1ab

bb aa

7→ hλ1ab

b a

if M is of Form 0 and where hλ1ab is a subdiagram with label λ1ab.

(ii) M 7→ 0 if M is of Form 1.

To prove g is an FCn−1-module homomorphism, suppose that D ∈ FCn−1 and

M is a diagram in Qn(λ1ab). We have the following cases.

(i) M is of Form 0, then

g(D ·M) = g (ιn(D)M) = g


D

a b

hλ1ab


D

hλ1ab

b a

= = Dg(M)

(ii) M is of Form 1. We have

g(D ·M) = g (ιn(D)M) = g


D

a b

hλ1

a


Recall that the basis of Qn(λ1ab) consists only of diagrams of Form 0

and Form 1. If D · M is a non-zero diagram, then D · M = ιn(D)M must

be of Form 1, (it is not possible to be of Form 0 because it ends with one through

string). Therefore, by the definition of g, we have g(D ·M) = 0. On the other

hand, it is clear that D·g(M) = 0. Thus g is a FCn−1-module homomorphism.
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Proposition 2.3.6. Let Qn(λ) = res(∆n(λ))/∆n−1(λ1), where λ = λ1ab. In

addition, let f and g be as defined in Proposition 2.3.5. Then

0→ ∆n−1(λ1aa)
f−→ Qn(λ1ab)

g−→ ∆n−1(λ1abba)→ 0

is a short exact sequence of FCn−1-modules.

Proof. We proved that f and g are homomorphisms in Proposition 2.3.5. Since

f maps every basis diagram to a basis diagram with one through string at the

right end, we must have g ◦ f = 0. Hence, Im(f) ⊆ Ker(g).

On the other hand,

Ker(g) = Span

M = hλ1

a a ba
∣∣∣∣∣∣∣ M ∈ Qn(λ)

 .

Since the diagrams of Ker(g) are of Form 1, then we can get these diagrams by

applying the Add-procedure (which is represented by the function f ) to the basis

diagrams of ∆n−1(λ1aa). Thus, for all M ∈ Ker(g), there exist M ′ ∈ ∆n−1(λ1aa)

such that M = f(M ′). Then Ker(g) ⊆ Im(f) and, hence, Ker(g) = Im(f).

Putting this altogether, we may now state our first proposition about the

restriction of ∆n(λ1ab).

Proposition 2.3.7. As an FCn−1-module ∆n(λ1ab) has a filtration

0 ⊂ V1 ⊂ V2 ⊂ V3 = ∆n(λ1ab)

where V1
∼= ∆n−1(λ1), V2/V1

∼= ∆n−1(λ1aa), and V3/V2
∼= ∆n−1(λ1abba).

We now turn to considering the restriction of the module ∆n(λ1bb).

Suppose λ = λ1bb, with ∆n(λ) a cell module, then ∆n−1(λ1ba) is a cell module.

Any basis diagram M of ∆n−1(λ1ba) can be viewed as a basis diagram M ′ of

∆n(λ) if we apply the Add-procedure to M .
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Proposition 2.3.8. Let f and g be functions that represent the Add-procedure

and the Cut-procedure on the module ∆n(λ1bb) respectively. Then f and g are

FCn−1-module homomorphisms, where f ∈ Hom
(
∆n−1(λ1ba), res(∆n(λ1bb)

)
and

g ∈ Hom
(
res(∆n(λ1bb),∆n−1(λ1bbba)

)
.

Proof. (1) Define f : ∆n−1(λ1ba)→ res(∆n(λ1bb)) via

hλ1

b a

7→ hλ1

b a ba

where hλ1 is a subdiagram with label λ1.

To see that f is a homomorphism, let D ∈ FCn−1 and M ∈ ∆n−1(λ1ba) be

basis diagrams. Then

D ·M =

D

hλ1 ja

b a

If ja is a through string in D ·M then

f(D ·M) =

D

hλ1

b

a

ja

b

=

D

a b

hλ1 jb

b

ja

So

f(D ·M) = ιn(D)f(M) = D · f(M).

If ja is a non-through string in D · M then l(D · M) < l(M) which leads to

D ·M = 0. While ja becomes a through string in D · f(M) = ιn(D)f(M), this

means that ja is connected with an a-through string in the subdiagram hλ1 but

this will enforce jb to be a non-through string in D ·f(M) to avoid the intersection

with ja. Thus l(D · f(M)) < l(f(M)), and D · f(M) = 0. Then we get f is a

FCn−1-module homomorphism.
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(2) Note that the basis diagrams of ∆n(λ1bb) are of Form 0 and Form 1, (if there

is a basis of ∆n(λ1bb) that ends with two consecutive through strings then the

last two letters of its label must be ab not bb). Let M ∈ res(∆n(λ1bb)) be a basis

diagram, and define g : res(∆n(λ1bb))→ ∆n−1(λ1bbba) by

(i) hλ1bb

bb aa

7→ hλ1bb

b a

if M is of Form 0 and where hλ1bb is a subdiagram with label λ1bb.

(ii) M 7→ 0 if M is of Form 1.

Let D ∈ FCn−1 be a basis diagram. We now show that g is a homomorphism.

(i) If M is of Form 0, then

g(D ·M) = g
(
ιn(D)M

)
= g


D

a b

hλ1bb


D

=

hλ1bb

b a

= D · g(M)

(ii) If M is of Form 1, then D · g(M) = 0, and

g(D ·M) = g (ιn(D)M) = g


D

a b

hλ1

b

ja


If ja is a through string in D ·M = ιn(D)M , then D ·M has label ends with (ab)

and hence, D ·M = 0. If ja is a non-through string in D ·M , then D ·M is of

Form 1, and hence, g(D ·M) = 0. Thus g is a FCn−1-module homomorphism.
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Proposition 2.3.9. Let f and g be as defined in Proposition 2.3.8. Then

0→ ∆n−1(λ1ba)
f−→ res(∆n(λ1bb))

g−→ ∆n−1(λ1bbba)→ 0

is a short exact sequence of FCn−1-modules.

Proof. By Proposition 2.3.8, f and g are FCn−1-module homomorphisms.

Let M be a basis element of ∆n−1(λ1ba), then, by the definition of f , the

diagram f(M) is of Form 1. But g sends any diagram of Form 1 to zero, thus

g ◦ f = 0, and

Im(f) ⊆ Ker(g).

Now, Ker(g) spanned by the diagrams M ∈ ∆n(λ1bb) of Form 1, but any such

diagrams can be obtained by applying f to the basis element M ′ ∈ ∆n−1(λ1ba).

That is, for all M ∈ Ker(g), there is M ′ ∈ ∆n−1(λ1ba) such that M = f(M ′).

Thus

Ker(g) ⊆ Im(f).

Hence, we get

Ker(g) = Im(f).

Remark 2.3.10. If n is even then the general form for the labels of the cell

modules ∆n(λ) is either λ = λ1ba or λ = λ1aa. All the results that we discussed

when n is odd are true when n is even if we swap ab with ba and bb with aa.

Then we have

Proposition 2.3.11. As an FCn−1-module ∆(λ1ba) has a filtration

0 ⊂ V1 ⊂ V2 ⊂ V3 = ∆(λ1ba)

where V1
∼= ∆n−1(λ1), V2/V1

∼= ∆n−1(λ1bb), and V3/V2
∼= ∆n−1(λ1baab).
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Proposition 2.3.12. Let f and g be functions that represent the Add-procedure

and the Cut-procedure on the module ∆n(λ1aa) respectively. Then

0→ ∆n−1(λ1ab)
f−→ res(∆n(λ1aa))

g−→ ∆n−1(λ1aaab)→ 0

is a short exact sequence of FCn−1-modules.

Thus in all cases the restriction of the cell module has a ∆-filtration and thus

satisfies the first part of axiom (A5).

Remark 2.3.13. Assume that (s, t) = (a, b) if n even and (s, t) = (b, a) if n odd.

By using Proposition 1.3.16 and the same technique as that used in Proposition

1.4.11 to find the dimension of a cell module, we have

(1) If ∆n(λ1st) is a one dimensional cell module, then

res ∆n(λ1st) = ∆n−1(λ1)

because the cell modules ∆n−1(λ1ss) and ∆n−1(λ1stts) have dimensions

equal zero. In addition, we have

(i) ∆n−1(λ1) is a one dimensional cell module.

(ii) ∆n+1(λ1ss) is a one dimensional cell module.

(iii) ∆n+1(λ1stts) is a one dimensional cell module.

(2) If ∆n(λ1tt) is a one dimensional cell module, then

res ∆n(λ1tt) = ∆n−1(λ1ts)

because ∆n−1(λ1ttts) has dimension equal zero. In addition, we have

(i) ∆n−1(λ1ts) is a one dimensional cell module.

(ii) ∆n+1(λ1ttts) is a one dimensional cell module.
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Proposition 2.3.14. For each λ ∈ Λm
n we have

supp
(

res(∆n(λ))
)
⊆ Λm−1

n−1 t Λm+1
n−1 .

Proof. Let n be odd. Then the labels λ of any cell module ∆n(λ) either end with

(ab) or with (bb).

Case 1: Suppose λ = λ1ab then, by Proposition 2.3.6, we have

E := supp
(

res(∆n(λ))
)

= {λ1, λ1aa, λba}

We need to prove that every label in E is in the set Λm−1
n−1 t Λm+1

n−1 . Since λ ∈ Λm
n

then λ is a label of a one dimensional cell module ∆m(λ) for some m < n. Then

(i) By Remark 2.3.13 (1)(i), λ1 is a label of a one dimensional cell module

∆m−1(λ1) and hence λ1 ∈ Λm−1 = Λm−1
n−1 .

(ii) By Remark 2.3.13 (1)(ii) and (iii), we have λ1aa and λba are labels of one

dimensional cell modules ∆m+1(λ1aa) and ∆m+1(λba) respectively. Hence,

λ1aa, λba ∈ Λm+1 = Λm+1
n−1 .

Case 2: Suppose λ = λ1bb then, by Proposition 2.3.9, we have

E := supp
(

res(∆n(λ))
)

= {λ1ba, λba}.

We need to prove that every label in E is in Λm−1
n−1 t Λm+1

n−1 . Since λ ∈ Λm
n then λ

is a label of a one dimensional cell module ∆m(λ) for some m < n. Then

(i) By Remark 2.3.13 (2)(i), λ1ba is a label of a one dimensional cell module

∆m−1(λ1ba) and hence λ1ba ∈ Λm−1 = Λm−1
n−1 .

(ii) By Remark 2.3.13 (2)(ii), λba is a label of a one dimensional cell module

∆m+1(λba). Hence, λba ∈ Λm+1 = Λm+1
n−1 .

We can prove this proposition for n even in a similar way as we did for n is

odd.
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We now prove that FCn satisfies axiom (A6).

Proposition 2.3.15. For each λ ∈ Λn
n, there exist µ ∈ Λn−1

n+1 such that

λ ∈ supp
(

res(∆n+1(µ))
)
.

Proof. We will prove the case when n is odd, the case n is even is proved similarly.

Case 1: Suppose λ = λ1ab. Since λ ∈ Λn
n = Λn, then the cell module ∆n(λ) is

one dimensional. Suppose µ = λ1, then, by Remark 2.3.13 (1)(i), µ is the label

for the one dimensional cell module ∆n−1(µ) and the label for the cell module

∆n+1(µ) that has dimension greater than one. Thus µ ∈ Λn−1
n+1.

If λ1 = λ2ba then, by Proposition 2.3.6,

supp
(

res(∆n+1(µ))
)

= {λ2, λ2bb, λ1ab}.

If λ1 = λ2aa then, by Proposition 2.3.9,

supp
(

res(∆n+1(µ))
)

= {λ2ab, λ1ab}.

We can see that if λ1 = λ2ba or λ1 = λ2aa, we have

λ = λ1ab ∈ supp
(

res(∆n+1(µ))
)
.

Case 2: Suppose λ = λ1bb. Since λ ∈ Λn
n = Λn, then the cell module ∆n(λ) is

one dimensional. Suppose µ = λ1ba, then, by Remark 2.3.13 (2)(i), µ is a label

for a one dimensional cell module ∆n−1(µ) and a label for a cell module ∆n+1(µ)

that has dimension greater than one. Thus µ ∈ Λn−1
n+1. By Proposition 2.3.6,

supp
(

res(∆n+1(µ))
)

= {λ1, λ1bb, λ1baab}.

Therefore, λ = λ1bb ∈ supp
(

res(∆n+1(µ))
)
.

Now, we have proved that FCn satisfies all the axioms A1 to A6 of the tower

of recollement. We now have the main theorem in this chapter.

Theorem 2.3.16. The Fuss-Catalan algebras form a tower of recollement.



Chapter 3

The Gram determinant

In this chapter we shall define a bilinear form on each cell module and we introduce

the Gram matrices related to it. In addition, we compute the determinant of the

Gram matrices, in order to determine the values of a and b such that the Fuss-

Catalan algebras FCn(a, b) are semisimple over the complex field C.

3.1 Definition of the Gram matrix

In chapter one we proved that FCn are cellular algebras. Thus we can define a

unique bilinear form associated to each cell module for the Fuss-Catalan algebras.

Furthermore, by Theorem 1.3.9, a cell module is irreducible if its Gram matrix is

non-degenerate. That is, if the determinant of the Gram matrix is non-zero.

Definition 3.1.1. Let M1, M2 be basis elements of a cell module ∆n(λ). We

define a bilinear form 〈−,−〉: ∆n(λ)×∆n(λ)→ C as follows: Turning M2 upside

down and placing it above M1 such that each vertex in M1 is connected with the

corresponding vertex in M2. If any through string in M1 becomes a non-through

string in this composition then 〈M1,M2〉 = 0, otherwise 〈M1,M2〉 = ar1br2 where

r1 and r2 are the number of a and b-loops constructed in this composition. We

can extend this form bilinearly to all of ∆n(λ).

Suppose that D1 = Cλ
S1,T1

, D2 = Cλ
S2,T2

∈ FCn where S1, S2 are the initial parts

and T1, T2 are the final parts of D1, D2 respectively. We have that if D3 = D1D2

has label λ then D3 = c Cλ
S1,T2

where c ∈ C is product of a′s and b′s that obtained
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from the composition of T1 with S2. If D3 = D1D2 has label λ′ < λ then D3 is

zero in ∆n(λ), (see proof of Theorem 1.3.14 case I). Now, consider the bilinear

form Φλ that defined in Definition 1.3.4. We can see that Φλ(CT1 , CS2) = c if D3

has label λ and Φλ(CT1 , CS2) = 0 if D3 has label λ′ < λ. Therefore, the bilinear

form, 〈−,−〉, that defined in Definition 3.1.1 is equivalent to Φλ.

Lemma 3.1.2. For all basis diagrams M1, M2 ∈ ∆n(λ) and D ∈ FCn, we have

(i) 〈M1,M2〉 = 〈M2,M1〉

(ii) 〈M1, DM2〉 = 〈D∗M1,M2〉

where D∗ is the reflection of D about a horizontal line which was defined in

Lemma 1.3.13

Proof. We can check these relations by drawing the diagrams for each side to

show that the left and the right hand sides are equal for (i) and (ii).

Definition 3.1.3. Let ∆n(λ) be a cell module with ordered basis

{M1,M2, . . . ,Mr}.

We define the Gram matrix, Gn(λ), associated with ∆n(λ) to be the matrix

Gn(λ)i,j = 〈Mi,Mj〉

where i, j = 1, 2, . . ., r.

Example 3.1.4. Consider the algebra FC4, and the cell module ∆4(aa). The

basis of ∆4(aa) is the set {M1,M2,M3,M4}, where

M1 M2 M3 M4

.

We can apply Definition 3.1.1 to find the inner product of any two basis
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elements of ∆4(aa). For instance,

〈M1,M2〉 =

b b

= b2, 〈M1,M4〉 = = 0

To find the Gram matrix of ∆4(aa) we need to compute 〈Mi,Mj〉

for all i, j = 1, . . ., 4, then we have

G4(aa) =


ab2 b2 b 0

b2 ab2 ab b2

b ab ab2 b

0 b2 b ab2

 .

Calculating the determinant of G4(aa) we find that

detG4(aa) = a2b6(a2 − 2)(b2 − 1).

The problem of finding the zeros of determinant of the Gram matrix Gn(λ) for

general λ will be very difficult. However, the machinery of tower of recollement

can give us much simpler conditions for this problem. By Theorem 2.1.8(ii), we

have

Corollary 3.1.5. The algebras FCn(a, b) are semisimple over C if and only if

the parameters a, b are such that

∏
n′≤n

∏
λ∈Λn

′−2
n′

det (Gn′(λ)) 6= 0.

From this corollary we deduce that in order to find the values of a, b ∈ C

such that the algebras FCn(a, b) are not semisimple we only need to find the

determinant for the Gram matrix Gn(λ) for all λ ∈ Λn−2
n .
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3.2 The Gram matrices for the cell modules

In this section we shall use the restriction rules to give a general form of the Gram

matrix, Gn(λ), for a cell module ∆n(λ), where λ ∈ Λn−2
n .

Throughout this chapter, we will use the notation (s, t) to distinguish between

the even and the odd case and as following:

Definition 3.2.1. Let a, b ∈ C be the parameters of the algebra FCn(a, b). We

define the ordered pair (s, t) to be

(s, t) =

(a, b) if n is even,

(b, a) if n is odd.

Remark 3.2.2. Let λ ∈ Λn−2
n , then λ ∈ Λn−2

n−2 and by Remark 2.2.5 we have

dim ∆n−2(λ) = 1, and hence, the Gram matrix Gn−2(λ) represents the inner

product of a diagram with itself. Then Gn−2(λ) = ahbh
′
, for some integers h, h′.

We know that a, b are non-zero, then Gn−2(λ) is just a non-zero complex number.

Remark 3.2.3. We can use similar calculations as that used in Proposition 1.4.11

to get the following.

(1) If λ = λ1ss ∈ Λn−2
n , then

(i) dim ∆n−1(λ1ssst) = 1.

(ii) dim ∆n−1(λ1st) > 1.

(iii) λ1st ∈ Λn−3
n−1, that is, dim ∆n−3(λ1st) = 1.

2) If λ = λ1st ∈ Λn−2
n , then

(i) dim ∆n−1(λ1) > 1.

(ii) dim ∆n−1(λ1ss) = 1.

(iii) dim ∆n−1(λ1stts) = 1.

(iv) λ1 ∈ Λn−3
n−1, that is, dim ∆n−3(λ1) = 1.
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Now, suppose that λ = λ1ss ∈ Λn−2
n , and note that if the short exact sequence

∆n−1(λ1st)→ res(∆n(λ1ss))→ ∆n−1(λ1s
3t)

is split, then there is a splitting

τ : res(∆n(λ1ss))→ ∆n−1(λ1st)⊕∆n−1(λ1s
3t).

If we arrange the basis of ∆n(λ1ss) such that those of ∆n−1(λ1st) come first,

we can represent τ by a matrix of the form

Qn,λ =

I Q1
n,λ

0 I

 ,
where Q1

n,λ represents the embedding of ∆n−1(λ1s
3t) into res(∆n(λ1ss)). We

define a bilinear form on ∆n−1(λ1st)⊕∆n−1(λ1s
3t) by

〈〈x+ x′, y + y′〉〉 = 〈τ−1(x+ x′), τ−1(y + y′)〉n,λ1ss

for x, y ∈ ∆n−1(λ1st) and x′, y′ ∈ ∆n−1(λ1s
3t). This form is symmetric and

invariant, thus, arguing as in [38, Lemma 4.3], we have

〈〈x+ x′, y + y′〉〉 = t〈x, y〉n−1,λ1st + αn,λ1ss〈x′, y′〉n−1,λ1s3t

for some αn,λ1ss ∈ C. In matrix form this becomes

tGn−1(λ1st)⊕ αn,λ1ssGn−1(λ1s
3t) = (Q−1

n,λ)
TGn(λ1ss)Q

−1
n,λ.

Then

Gn(λ1ss) = QT
n,λ

tGn−1(λ1st) 0

0 αn,λ1ssGn−1(λ1s
3t)

Qn,λ. (3.1)
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Multiplying the matrices in the right hand side of (3.1) we get

Gn(λ1ss) =

G′11 G′12

G′21 G′22

 (3.2)

where

G′11 = tGn−1(λ1st) G′12 = tGn−1(λ1st)Q
1
n,λ

G′21 = t(Q1
n,λ)

TGn−1(λ1st) G′22 = t(Q1
n,λ)

TGn−1(λ1st)Q
1
n,λ + αn,λGn−1(λst).

Now, we turn to the case when λ = λ1st ∈ Λn−2
n . If the short exact sequence

0→ ∆n−1(λ1ss)→ res(∆n(λ))/∆n−1(λ1)→ ∆n−1(λts)→ 0.

is split, then there is a splitting

χ : res(∆n(λ))→ ∆n−1(λ1)⊕∆n−1(λ1ss)⊕∆n−1(λts)

If we arrange the basis of ∆n(λ) such that those of ∆n−1(λ1) come first, then

basis of ∆n−1(λ1ss), and finally, the basis of ∆n−1(λts), then we can represent χ

by a matrix of the form

Pn,λ =


I P 1

n,λ P 2
n,λ

0 I P 3
n,λ

0 0 I


We define a bilinear form on ∆n−1(λ1)⊕∆n−1(λ1ss)⊕∆n−1(λts) by

〈〈x+ x′ + x′′, y + y′ + y′′〉〉 = 〈χ−1(x+ x′ + x′′), χ−1(y + y′ + y′′)〉n,λ1st

for x,y ∈ ∆n−1(λ1), x′, y′ ∈ ∆n−1(λ1ss), x
′′, y′′ ∈ ∆n−1(λts).

〈〈x+ x′ + x′′, y + y′ + y′′〉〉

= 〈x, y〉n−1,λ1 + βn,λ〈x′, y′〉n−1,λ1ss + δn,λ〈x′′, y′′〉n−1,λts
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for some βn,λ, δn,λ ∈ C. In matrix form, we get

Gn−1(λ1)⊕ βn,λGn−1(λ1ss)⊕ δn,λGn−1(λts) = (P−1
n,λ)TGn(λ1st)P

−1
n,λ.

Then

Gn(λ1st) = P T
n,λ


Gn−1(λ1) 0 0

0 βn,λGn−1(λ1ss) 0

0 0 δn,λGn−1(λts)

Pn,λ. (3.3)

Multiplying the matrices in the right hand side of (3.3), we get

Gn(λ1ab) =


G′11 G′12 G′13

G′21 G′22 G′23

G′31 G′32 G′33

 (3.4)

where

G′11 = Gn−1(λ1),

G′12 = Gn−1(λ1)P 1
n,λ,

G′13 = Gn−1(λ1)P 2
n,λ,

G′21 = (P 1
n,λ)

TGn−1(λ1),

G′22 = (P 1
n,λ)

TGn−1(λ1)P 1
n,λ + βn,λGn−1(λ1ss),

G′23 = (P 1
n,λ)

TGn−1(λ1)P 2
n,λ + βn,λGn−1(λ1ss)P

3
n,λ,

G′31 = (P 2
n,λ)

TGn−1(λ1),

G′32 = (P 2
n,λ)

TGn−1(λ1)P 1
n,λ + (P 3

n,λ)
Tβn,λGn−1(λ1ss),

G′33 = (P 2
n,λ)

TGn−1(λ1)P 2
n,λ + (P 3

n,λ)
Tβn,λGn−1(λ1ss)P

3
n,λ + δn,λGn−1(λts).

Let r[M ] and c[M ] be number of rows and number of columns of a matrix M

respectively, and we denote the dimension of M by r × c. To keep the multipli-

cation rules of matrices, the dimension of Qn,λ and Pn,λ and its blocks are given

in the following lemmas.
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Lemma 3.2.4. Suppose λ = λ1ss ∈ Λn−2
n , and consider the matrix

Qn,λ =

I Q1
n,λ

0 I

 =

Q11 Q12

Q21 Q22

 .
Then we have :

dimQ11 = dimGn−1(λ1st),

dimQ22 = dimGn−1(λst) = 1× 1,

dimQ21 = r[Gn−1(λst)]× c[Gn−1(λ1st)] = 1× c[Gn−1(λ1st)],

dimQ12 = dimQ1
n,λ = r[Gn−1(λ1st)]× c[Gn−1(λst)] = r[Gn−1(λ1st)]× 1.

Lemma 3.2.5. Suppose λ = λ1ss ∈ Λn−2
n , and Q1

n,λ =


Q11
n,λ

Q12
n,λ

Q13
n,λ

. Then we have

dimQ11
n,λ = r[Gn−2(λ1)]× c[Gn−2(λ)] = r[Gn−2(λ1)]× 1,

dimQ12
n,λ = r[Gn−2(λ)]× c[Gn−2(λ)] = 1× 1,

dimQ13
n,λ = r[Gn−2(λ1stts)]× c[Gn−2(λ)] = 1× 1.

Lemma 3.2.6. Suppose λ = λ1st ∈ Λn−2
n , and consider the matrix

Pn,λ =


I P 1

n,λ P 2
n,λ

0 I P 3
n,λ

0 0 I

 =


P11 P12 P13

P21 P22 P23

P31 P32 P33

 .

Then we have

dimP11 = dimGn−1(λ1),

dimP22 = dimGn−1(λ1ss) = 1× 1,

dimP33 = dimGn−1(λts) = 1× 1,

dimP21 = r[Gn−1(λ1ss)]× c[Gn−1(λ1)] = 1× c[Gn−1(λ1)],

dimP31 = r[Gn−1(λts)]× c[Gn−1(λ1)] = 1× c[Gn−1(λ1)],
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dimP32 = r[Gn−1(λts)]× c[Gn−1(λ1ss)] = 1× 1,

dimP12 = dim(P 1
n,λ) = r[Gn−1(λ1)]× c[Gn−1(λ1ss)] = r[Gn−1(λ1)]× 1,

dimP13 = dim(P 2
n,λ) = r[Gn−1(λ1)]× c[Gn−1(λts)] = r[Gn−1(λ1)]× 1,

dimP23 = dim(P 3
n,λ) = r[Gn−1(λ1ss)]× c[Gn−1(λts)] = 1× 1.

Lemma 3.2.7. Suppose λ = λ1st ∈ Λn−2
n , and assume that P 3

n,λ =

P 31
n,λ

P 32
n,λ

. Then

we have

dimP 31
n,λ = dimGn−2(λ) = 1× 1,

dimP 32
n,λ = r[Gn−2(λ1s

3t)]× c[Gn−2(λ)] = 1× 1.

Lemma 3.2.8. Suppose λ = λ1st ∈ Λn−2
n such that λ1 = λ2ts, and assume that

P 1
n,λ =


P 11
n,λ

P 12
n,λ

P 13
n,λ

 , and P 2
n,λ =


P 21
n,λ

P 22
n,λ

P 23
n,λ


Then we have

dimP 11
n,λ = dimP 21

n,λ = r[Gn−2(λ2)]× c[Gn−2(λ)] = r[Gn−2(λ2)]× 1,

dimP 12
n,λ = dimP 22

n,λ = r[Gn−2(λ2tt)]× c[Gn−2(λ)] = 1× 1,

dimP 13
n,λ = dimP 23

n,λ = dimGn−2(λ)] = 1× 1.

Lemma 3.2.9. Suppose λ = λ1st ∈ Λn−2
n such that λ1 = λ2ss and assume that

P 1
n,λ =

P 11
n,λ

P 12
n,λ

 , and P 2
n,λ =

P 21
n,λ

P 22
n,λ


Then we have

dimP 11
n,λ = dimP 21

n,λ = r[Gn−2(λ2st)]× c[Gn−2(λ)] = r[Gn−2(λ2st)]× 1,

dimP 12
n,λ = dimP 22

n,λ = dimGn−2(λ) = 1× 1
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3.3 Another form of the Gram matrices for the

cell modules

We can find another form of the Gram matrix for a cell module ∆n(λ), where

λ ∈ Λn−2
n , and then we can compare it with the Gram matrices that we found in

the previous section. This will help us to find the values of αn,λ, βn,λ, and δn,λ,

and then to find the Gram determinant for these modules.

Depending on how we restrict each cell module, we describe the general form

of the basis diagrams for ∆n(λ) where λ ∈ Λn−2
n . We start with the case when

λ = λ1ss. In Table 3.1, we introduce the general form of the basis diagrams for

∆n(λ) when λ = λ1ss ∈ Λn−2
n . We divide these basis diagrams into four subsets

V1, V2, V3, and V4, such that the set of basis diagramsWn(λ1ss) = V1∪V2∪V3∪V4.

For i = 1, . . . , 4, the diagrams in Vi has the form vi, where vi are as described in

Table 3.1.

When we restrict ∆n(λ), we get the modules in the second row, and when we

restrict the modules in the second row we get the modules in the third row. In

addition, any basis diagram for the modules in row (3) must have the form of the

diagrams in row (4). The diagrams in row (5) are the basis for the modules in row

(2) and it is obtained by applying the appropriate restriction rule for each diagram

in row (4). That is, the diagrams m′2 = f(m2), m3 = g(m′3), m′1 = φn−1(m1),

and m′4 = φn−1(m4), where f and g are the Add and the Cut-procedures on the

module ∆n(λ1ss), and φn is the inclusion map that defined in equation 2.4. In

similar way, (applying the restriction rules to the diagrams in row (5)), we can get

the diagrams in row (6) which represent the basis for the cell module ∆n(λ1ss).

Since, λ1ss ∈ Λn−2
n then, by Remark 3.2.3(1)(iii), we have λ1st ∈ Λn−3

n−1. Hence,

by Remark 3.2.3(2)(i), we have dim ∆n−2(λ1) > 1, by Remark 3.2.3(2)(ii) and

(iii), we have dim ∆n−2(λ1ss) = dim ∆n−2(λ1stts) = 1.

Note that, the cardinality of V1 is equal the dimension of ∆n−2(λ1) which is

greater than one, whereas the cardinality of V2, V3 and V4 is one because it rep-

resents the dimension of ∆n−2(λ1ss), ∆n−2(λ1stts) and ∆n−2(λ1ss) respectively.
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Table 3.1: Basis forms for ∆n(λ1ss)
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Proposition 3.3.1. Let λ = λ1ss ∈ Λn−2
n and V1 ∪ V2 ∪ V3 ∪ V4, be the basis of

∆n(λ) such that the diagrams in Vi has the form of vi that is described in Table

3.1. Suppose that the Gram matrix of ∆n(λ) is constructed such that the basis of

∆n−1(λ1st) comes first. That is, Gn(λ) has the form

G11 G12

G21 G22

 =

〈−,−〉 V1 v2 v3 v4

V1

v2

v3

G11 G12

v4 G21 G22

(3.5)

where G11 is the matrix of inner products of elements from V1 ∪ V2 ∪ V3,

G12 is the column vector of inner products of elements of V1 ∪ V2 ∪ V3 with v4,

and G22 = 〈v4, v4〉. Then we have

(i) G11 = tGn−1(λ1st), (ii) G12 =


0

tGn−2(λ)

Gn−2(λ)

, (iii) G22 = stGn−2(λ).

Proof. Since each basis diagram in V1 has the form v1 and V2 = {v2}, V3 = {v3},

V4 = {v4}, thus we will use the notations v1, v2, v3, v4 for the basis diagrams for

∆n(λ1ss) and as described in Table 3.1.

Let v′i be the diagram obtained by removing the last two vertices of vi and

sliding down the non-through string jt. Thus v′i is a basis diagram with 2n − 2

vertices and its label is λ1st, that is, v′i is a basis diagram of ∆n−1(λ1st).

(i) G11 represents the inner product of vi with vj for all i, j = 1, 2, 3. Thus we

need to prove that 〈vi, vj〉 = t〈v′i, v′j〉 for all i, j = 1, 2, 3. To find 〈v1, v1〉, we have

v1 · v1 =

Mλ1

s s

jt

Mλ1

, and v′1 · v′1 =

Mλ1

s t

jt

Mλ1

where Mλ1 is a diagram that has 2n− 4 vertices and its label is λ1 . We can see

that 〈v1, v1〉 = t〈Mλ1 ,Mλ1〉 = t〈v′1, v′1〉 .
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By the same argument, we can show that 〈v2, v2〉 = t〈v′2, v′2〉, 〈v3, v3〉 = t〈v′3, v′3〉

and 〈v1, v2〉 = t〈v′1, v′2〉.

To prove that 〈v1, v3〉 = t〈v′1, v′3〉, consider the following diagrams

v1 · v3 =

s s

jsMλ1

M ′
λ1

s s

jtj′s

and v′1 · v′3 =

s t
js

j′s

Mλ1

M ′
λ1

s t

jt

where Mλ1 and M ′
λ1

are subdiagrams (their label is λ1) of v1 and v3 respectively.

The string js in v1 becomes either a non-through string or a through string in

v1 · v3. We will discuss these two cases:

Case I: If js in v1 · v3 is a non-through string, then it is a non-through string in

v′1 · v′3 as well. We thus conclude that 〈v1, v3〉 = 0, and 〈v′1, v′3〉 = 0.

Case II: If js in v1 · v3 is a through string. Then js is either connected with j′s

or with an s-string in the subdiagram M ′
λ1

. In both cases the string jt must

construct a t-loop in v1 · v3, otherwise, jt will cross js. Thus, when we remove the

last two vertices of v1 and v3, we are cutting the t-loop while the other loops (if

they exist) have no changes. Hence, the result.

We now show that 〈v2, v3〉 = t〈v′2, v′3〉. Recall that

v2 = Mλ1

s s s t t

jt

s

, v3 = M ′
λ1

s t tt ts s s

.

We will discuss all the possibilities for the shape of jt in the diagram v2 · v3.

Case I: If the string jt constructs a t-loop in the diagram v2 · v3, then

v2 · v3 =
jt

M ′
λ1

s

and v′2 · v′3 =

jt

M ′
λ1
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The t-loop in v2 · v3 becomes a through string in v′2 · v′3, therefore,

〈v2, v3〉 = t〈v′2, v′3〉.

Case II: If jt is a non-through string in v2 · v3. Then

v2 · v3 =
jt

t t

M ′
λ1

s

and v′2 · v′3 =

t

jt

t t

M ′
λ1

It is clear that

〈v2, v3〉 = 〈v′2, v′3〉 = 0.

Case III: If jt is a through string as indicated in this diagram,

v2 · v3 =
jt

t

M ′
λ1 js

s

then jt must be connected with a t-string in the subdiagram M ′
λ1

. This will force

js to be a non-through string that leads to 〈v2, v3〉 = 〈v′2, v′3〉 = 0. (If js is a

through string in v2 · v3 then jt must cross js).

(ii) We want to find 〈vi, v4〉 for i = 1 ,2, 3. The zero submatrix in G12 represents

the inner product of v1 with v4. Since,

v1 · v4 =

Mλ1

M ′
λ

then

〈v1, v4〉 = 0.

The block matrix tGn−2(λ1ss) in G12 represents the inner product of v2 with v4.
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Recall that,

v2 = Mλ1

s s s

js

t t s

, v4 = M ′
λ .

Suppose v′′2 is the diagram obtained by removing the last four vertices of v2 and

sliding down js, and v′′4 is the diagram obtained by removing the last four vertices

of v4. Then v′′2 and v′′4 have 2n − 4 vertices and their label is λ1ss, that is, they

are basis diagrams of ∆n−2(λ1ss). As diagrams

v′′2 = Mλ1

s s

js
, v′′4 = M ′

λ , and v′′4 · v′′2 =
M ′

λ

Mλ1 js

.

In addition, we have

v4 · v2 =
M ′

λ

Mλ1 js jt

=

M ′
λ

Mλ1 js
jt

=
M ′

λ

Mλ1 js
jt

.

By comparing the last diagram with v′′4 · v′′2 , we can deduce that

〈v4, v2〉 = t〈v′′4 , v′′2〉.

We now show that 〈v3, v4〉 = Gn−2(λ1ss). Consider the diagrams

v4 · v3 =

Mλ

M ′
λ1

s s
jt

and v′′4 · v′′3 =

Mλ

M ′
λ1

s
jt

s

.

We notice that these two diagrams have the same inner product. In addition, v′′3 ,

v′′4 are diagrams with 2n − 4 vertices and their label is λ1ss, that is, v′′3 , v
′′
4 are

basis elements of ∆n−2(λ1ss).
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(iii) stGn−2(λ1ss) in G22 represents the inner product of v4 with itself. Now since,

v4 · v4 =
Mλ

Mλ

then

〈v4, v4〉 = st〈v′′4 , v′′4〉,

where v′′4 is as defined in (ii).

Now, we turn to the case when λ = λ1st ∈ Λn−2
n . In this case, we have two

sub-cases, λ1 = λ2ss and λ1 = λ2ts. By using the restriction, then the basis

diagrams for ∆n(λ1st) such that λ1 = λ2ss and λ1 = λ2ts are described in Tables

3.2 and 3.3 respectively, where the modules in the second row are the restriction

of ∆n(λ1st), the modules in the third row are the restriction of the modules in

the second row. In addition, the diagrams in row(4) (resp. row(5) and row(6)),

represent the basis diagrams for the modules in row(3) (resp. row(2) and row(1)).

Consider the case λ = λ1st ∈ Λn−2
n such that λ1 = λ2ts. Then the basis

diagrams for ∆n(λ) is the union of the sets Wi, i = 1, . . . , 5, where Wi is the set

of diagrams of form wi that described in Table 3.3. From Remark 3.2.3, we can

find that the cardinality of W1 is greater than one, while Wi, i = 1, . . . , 4 has

only one diagram.
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Table 3.2: Basis forms for ∆n(λ2ssst)
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Table 3.3: Basis forms for ∆n(λ2tsst)
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Proposition 3.3.2. Let λ = λ1st ∈ Λn−2
n with λ1 = λ2ts, and W1 ∪ . . . ∪W5 be

the basis of ∆n(λ) such that the diagrams in Wi has the form of wi that described

in Table 3.3. Suppose that the Gram matrix of ∆n(λ) is constructed such that the

order of the basis is: the basis of ∆n−1(λ1), the basis of ∆n−1(λ1ss), and then the

basis of ∆n−1(λ1stts). That is, Gn(λ) has the form


G11 G12 G13

G21 G22 G23

G31 G32 G33

 =

〈−,−〉 W1 w2 w3 w4 w5

W1

w2

w3

G11 G12 G13

w4 G21 G22 G23

w5 G31 G32 G33

(3.6)

where G11 is the matrix of inner products of elements of W1 ∪ W2 ∪ W3,

the column vectors G12 and G13 are inner products of elements of W1 ∪W2 ∪W3

with w4 and w5 respectively, and G22 = 〈w4, w4〉, G23 = 〈w4, w5〉, G33 = 〈w5, w5〉.

Then we have

(i) G11 = Gn−1(λ1) (ii) G12 =


0

0

tGn−2(λ)

 (iii) G13 =


0

0

Gn−2(λ)


(iv) G22 = stGn−2(λ) (v) G23 = sGn−2(λ) (vi) G33 = stGn−2(λ).

Proof. We will use the notations w1, . . . , w5 for the basis diagrams for ∆n(λ).

(i) The matrix G11 represents the inner product of wi with wj for i, j = 1, 2, 3.

Let w′i be the diagram obtained by removing the last two vertices of wi. Then w′i

is a basis diagram of ∆n−1(λ1). Since wi ends with at least two through strings

for all i = 1, 2, 3, then these two through strings will not effect the value of the

inner product. Hence 〈wi, wj〉 = 〈w′i, w′j〉.

(ii) The first (resp. the second) block matrix of G12 which is the zero matrix

represents the inner product of w1 (resp. w2) with w4. It is easy to check that

〈w1, w4〉 = 〈w2, w4〉 = 0. The submatrix tGn−2(λ) in G12 comes from the inner
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product of w3 with w4. Recall that

w3 = Mλ1

st s t

js
jt , and w4 = M ′

λ1

s

js

t t s s t

jt

Suppose w′′3 and w′′4 are diagrams obtained by removing the last four vertices of

w3 and w4 respectively, and sliding down every non-through string still connected

to w3 and w4, (sliding down js, jt from w3, and jt from w4). Thus

w′′3 = Mλ1

s

js

t

jt
, and w′′4 = M ′

λ1

s

js

t

jt .

In addition, the diagrams w′′3 and w′′4 have 2n − 4 vertices and its label is λ1st,

therefore, they are basis diagrams of ∆n−2(λ1st). Consider the diagram

w4 · w3 =

....

Mλ1 js
jt

we can see that, the inner product of w4 with w3 is not effected when we remove

the last three vertices and cut the non-through string js in w3 because it will

never construct loop in the diagram w4 · w3. However, jt always makes a t-loop

in w4 · w3. To prove this, we discuss the following cases:

Case I: If js in the diagram w4 · w3 is connected with a vertex in w3, then

〈w3, w4〉 = 〈w′′3 , w′′4〉 = 0,

as explained in these diagrams

w4 · w3 =

js
jt

w′′4 · w′′3 =

js jt

Case II: If js in w4 · w3 is connected with a vertex in w4, then jt must construct
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a t-loop, otherwise, js will cross jt as explained in this diagram

w4 · w3 =

....

Mλ1 js
jt

This indicate that when we remove the last four vertices of w3 and w4, we cut

only one t-loop. Therefore, 〈w3, w4〉 = t〈w′′3 , w′′4〉.

(iii) The first (resp. the second) block matrix of G13 which is the zero matrix is

represents the inner product of w1 (resp. w2) with w5. It is easy to check that

〈w1, w5〉 = 〈w2, w5〉 = 0. The submatrix Gn−2(λ) in G13 represents the inner

product of w3 with w5.

w3 = Mλ1

st s t

js
jt w5 = M ′

λ

t s ts

Suppose w′′3 is as defined in (ii), and let w′′5 be the diagram obtained by removing

the last four vertices of w5. Then w′′3 and w′′5 are basis diagrams of ∆n−2(λ).

Consider the diagram

w5 · w3 =

M ′
λ

Mλ1

s t

=

M ′
λ

Mλ1

s t

which show that the inner product of the diagrams w5 with w3 has no change

when we remove the last four vertices form them. Hence the result.

(iv) The first block matrix, stGn−2(λ), of G22 is represents the inner product of

w4 with itself. The last four vertices of the diagram w4 ·w4 make one s-loop and

one t-loop, thus when we remove these vertices we lost the factor st.

(v) The submatrix sGn−2(λ) in G23 represents the inner product of w4 with w5.

The last four vertices of of w4 and w5 contribute s to the inner product of them.

Thus removing these vertices leads to lost the factor s.

(vi) The inner product of w5 with itself represents the submatrix stGn−2(λ) in
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G33. The result follows immediately from the diagram w5 · w5.

Now, Let λ = λ1st ∈ Λn−2
n with λ1 = λ2ss. The basis diagrams for ∆n(λ) is

the union of the sets Ui, i = 2, . . . , 5, (for convenience we start from 2), where Ui

is the set of diagrams of form ui that described in Table 3.2. By Remark 3.2.3,

we have that U2 has more than one diagrams, and the sets U3, U4 and U5 has

only one diagram.

Proposition 3.3.3. Let λ = λ1st ∈ Λn−2
n be such that λ1 = λ2ss, and U2∪. . .∪U5

be the basis of ∆n(λ) such that the diagrams in Ui has the form ui that described

in Table 3.2. Suppose that the Gram matrix of ∆n(λ) is constructed such that the

order of the basis is the basis of ∆n−1(λ1), the basis of ∆n−1(λ1ss), and then the

basis of ∆n−1(λ1stts). That is, Gn(λ) has the form


G11 G12 G13

G21 G22 G23

G31 G32 G33

 =

〈−,−〉 U2 u3 u4 u5

U2

u3

G11 G12 G13

u4 G21 G22 G23

u5 G31 G32 G33

(3.7)

where G11 is the matrix of inner products of elements of U2 ∪ U3, the column

vectors G12 and G13 are inner products of U2 ∪ U3 with u4 and u5 respectively,

moreover, G22 = 〈u4, u4〉, G23 = 〈u4, u5〉, G33 = 〈u5, u5〉. Then we have

(i) G11 = Gn−1(λ1) (ii) G12 =

 0

tGn−2(λ)

 (iii) G13 =

 0

Gn−2(λ)


(iv) G22 = stGn−2(λ) (v) G23 = sGn−2(λ) (vi) G33 = stGn−2(λ).

Proof. Consider the diagrams u2, . . . , u5 that have been given in Table 3.2 as a

basis diagrams for ∆n(λ).

From Tables 3.2 and 3.3, we can notice that, for i, j = 3, 4, 5, we have the

diagrams ui and wi has the same form as diagrams. Thus 〈ui, uj〉 = 〈wi, wj〉. In

addition, 〈u2, ui〉 = 〈w2, wi〉 for all i = 2, . . . , 5. Hence, the result.
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3.4 The determinant of the Gram matrices

The values of a and b are such that the algebra FCn(a, b) is semisimple is deter-

mined by finding the determinant of the Gram matrices for the cell modules. We

start by finding the values of αn,λ, βn,λ, and δn,λ. Then we introduce the general

form for the Gram determinant for any cell module ∆n(λ) such that λ ∈ Λn−2
n .

Lemma 3.4.1. For λ ∈ Λn−2
n , we have Gn−2(λ) = Gn−1(λts).

Proof. Since, λ ∈ Λn−2
n then by Remark 3.2.2, we have dim ∆n−2(λ) = 1, and by

Proposition 1.4.11(i), we have dim ∆n−1(λts) = 1. Suppose that v is the basis

diagram for ∆n−2(λ), then v has (2n − 4) vertices and its label is λ. Let v̄ be a

diagram that obtained from v by adding two straight through strings (with label

ts) to the right end of v. Then v̄ is a diagram with (2n− 2) vertices and its label

is λts. Thus v̄ must be the basis diagram for ∆n−1(λts). We can notice that

〈v, v〉 = 〈v̄, v̄〉 because the last two through strings in v̄ will not contribute to the

value of the inner product. Hence, Gn−1(λts) = Gn−2(λ).

Proposition 3.4.2. For n ≥ 4, let λ = λ1st ∈ Λn−2
n with λ1 = λ2ts, then

βn,λ =
s(s2 − 2)

s2 − 1
and δn,λ =

s

t
(t2 − 1).

Proof. To find the values of βn,λ and δn,λ, we will compare the Gram matrix

Gn(λ1tsst) in (3.4) with the Gram matrix Gn(λ1tsst) in (3.6). The block matrices

G′i,j in (3.4) must be equal to the corresponding block matrices Gi,j in (3.6) for

i, j = 1, 2, 3. The reason is that we use the same ordered basis in both cases to

construct the Gram matrix Gn(λ). Then we have:

(1) G′12 = G12. That is,

Gn−1(λ1)P 1
n,λ =


0

0

tGn−2(λ)

 (3.8)

Since λ = λ1st ∈ Λn−2
n , then by Remark 3.2.3(2)(iv), λ1 = λ2ts ∈ Λn−3

n−1.

Thus Gn−1(λ1) is the matrix in (3.4) with replacing n by n − 1, λ by λ1, λ1
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by λ2, and swap s with t. The matrix P 1
n,λ is as defined in Lemma 3.2.8,

that is, P 1
n,λ =


P 11
n,λ

P 12
n,λ

P 13
n,λ

. Now, we multiply Gn−1(λ1) with P 1
n,λ and compare it

with the R.H.S. in (3.8), we get

0 = Gn−2(λ2)
(
P 11
n,λ + P 1

n−1,λ1
P 12
n,λ + P 2

n−1,λ1
P 13
n,λ

)
(3.9a)

0 = (P 1
n−1,λ1

)TGn−2(λ2)
(
P 11
n,λ + P 1

n−1,λ1
P 12
n,λ + P 2

n−1,λ1
P 13
n,λ

)
(3.9b)

+ βn−1,λ1Gn−2(λ2tt)
(
P 12
n,λ + P 3

n−1,λ1
P 13
n,λ

)
tGn−2(λ) = (P 2

n−1,λ1
)TGn−2(λ2)

(
P 11
n,λ + P 1

n−1,λ1
P 12
n,λ + P 2

n−1,λ1
P 13
n,λ

)
(3.9c)

+ βn−1,λ1(P
3
n−1,λ1

)TGn−2(λ2tt)
(
P 12
n,λ + P 3

n−1,λ1
P 13
n,λ

)
+ δn−1,λ1Gn−2(λ)P 13

n,λ

Substitute (3.9a) in (3.9b), we get

βn−1,λ1Gn−2(λ2tt)
(
P 12
n,λ + P 3

n−1,λ1
P 13
n,λ

)
= 0. (3.10)

Substitute (3.9a) and (3.10) in (3.9c), we get

tGn−2(λ) = δn−1,λ1Gn−2(λ)P 13
n,λ.

Since λ ∈ Λn−2
n then, by Remark 3.2.2, Gn−2(λ) is a non-zero complex number,

thus

P 13
n,λ =

t

δn−1,λ1

. (3.11)

(2) G′13 = G13. That is,

Gn−1(λ1)P 2
n,λ =


0

0

Gn−2(λ)

 (3.12)

where Gn−1(λ1) is as in (1), and P 2
n,λ is as defined in Lemma 3.2.8, that is
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P 2
n,λ =


P 21
n,λ

P 22
n,λ

P 23
n,λ

. If we multiply Gn−1(λ1) with P 2
n,λ and compare it with the

R.H.S. in (3.12), we get

0 = Gn−2(λ2)
(
P 21
n,λ + P 1

n−1,λ1
P 22
n,λ + P 2

n−1,λ1
P 23
n,λ

)
(3.13a)

0 = (P 1
n−1,λ1

)TGn−2(λ2)
(
P 21
n,λ + P 1

n−1,λ1
P 22
n,λ + P 2

n−1,λ1
P 23
n,λ

)
(3.13b)

+ βn−1,λ1Gn−2(λ2tt)
(
P 22
n,λ + P 3

n−1,λ1
P 23
n,λ

)
Gn−2(λ) = (P 2

n−1,λ1
)TGn−2(λ2)

(
P 21
n,λ + P 1

n−1,λ1
P 22
n,λ + P 2

n−1,λ1
P 23
n,λ

)
(3.13c)

+ βn−1,λ1(P
3
n−1,λ1

)TGn−2(λ2tt)
(
P 22
n,λ + P 3

n−1,λ1
P 23
n,λ

)
+ δn−1,λ1Gn−2(λ)P 23

n,λ

Substitute (3.13a) in (3.13b), we get

βn−1,λ1Gn−2(λ2tt)
(
P 22
n,λ + P 3

n−1,λ1
P 23
n,λ

)
= 0. (3.14)

Substitute (3.13a) and (3.14) in (3.13c), we get

Gn−2(λ) = δn−1,λ1Gn−2(λ)P 23
n,λ,

again by Remark 3.2.2, Gn−2(λ) is a non-zero complex number, thus

P 23
n,λ =

1

δn−1,λ1

. (3.15)

(3) G′22 = G22. That is,

stGn−2(λ) = (P 1
n,λ)

TGn−1(λ1)P 1
n,λ + βn,λGn−1(λ1ss) (3.16)

From (1), we have Gn−1(λ1)P 1
n,λ =


0

0

tGn−2(λ)

, and

(P 1
n,λ)

T =
[
(P 11

n,λ)
T (P 12

n,λ)
T (P 13

n,λ)
T

]
.
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Substitute them in (3.16), we get

stGn−2(λ) =
[
(P 11

n,λ)
T (P 12

n,λ)
T (P 13

n,λ)
T

]
·


0

0

tGn−2(λ)

+ βn,λGn−1(λ1ss)

= (P 13
n,λ)

T tGn−2(λ) + βn,λGn−1(λ1ss). (3.17)

Since, λ = λ1st ∈ Λn−2
n then, by Remark 3.2.3, dim ∆n−1(λ1ss) = 1, and by

Remark 3.2.2, we have dim ∆n−2(λ) = 1. Thus Gn−1(λ1ss) and Gn−2(λ = λ1st)

are one by one matrices. We can argue as in the proof of Proposition 3.3.1(i) to

show that

Gn−1(λ1ss) = tGn−2(λ) (3.18)

Thus (3.17) becomes

stGn−2(λ) = (P 13
n,λ)

T tGn−2(λ) + βn,λtGn−2(λ).

By substituting (P 13
n,λ)

T =
t

δn−1,λ1

(from (3.11)), and dividing by tGn−2(λ), we

get

βn,λ = s− t

δn−1,λ1

(3.19)

(4) G′23 = G23. That is,

sGn−2(λ) = (P 1
n,λ)

TGn−1(λ1)P 2
n,λ + βn,λGn−1(λ1ss)P

3
n,λ (3.20)

Recall that, by Lemma 3.2.8, we have (P 1
n,λ)

T =
[
(P 11

n,λ)
T (P 12

n,λ)
T (P 13

n,λ)
T

]
, and

from (3.12) we have

Gn−1(λ1)P 2
n,λ =


0

0

Gn−2(λ)

 .
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Substitute them in (3.20), we get

sGn−2(λ) =
[
(P 11

n,λ)
T (P 12

n,λ)
T (P 13

n,λ)
T

]
·


0

0

Gn−2(λ)

+ βn,λGn−1(λ1ss)P
3
n,λ

= (P 13
n,λ)

TGn−2(λ) + βn,λGn−1(λ1ss)P
3
n,λ. (3.21)

From (3.11), we have (P 13
n,λ)

T =
t

δn−1,λ1

, and from (3.18), we have

Gn−1(λ1ss) = tGn−2(λ). Substituting these two values in (3.21), we get

sGn−2(λ) =
t

δn−1,λ1

Gn−2(λ) + tβn,λGn−2(λ)P 3
n,λ.

Dividing by Gn−2(λ) and, from (3.19), substitute βn,λ = s− t

δn−1,λ1

, we get

P 3
n,λ =

1

t
. (3.22)

(5) G′33 = G33. That is,

stGn−2(λ) = (P 2
n,λ)

TGn−1(λ1)P 2
n,λ + (P 3

n,λ)
Tβn,λGn−1(λ1ss)P

3
n,λ + δn,λGn−1(λts)

(3.23)

By Lemma 3.4.1, we have Gn−1(λts) = Gn−2(λ), moreover, by (3.22), we have

P 3
n,λ =

1

t
, and by (3.18), we have Gn−1(λ1ss) = tGn−2(λ), then (3.23) becomes

stGn−2(λ) = (P 2
n,λ)

TGn−1(λ1)P 2
n,λ +

1

t
βn,λGn−2(λ) + δn,λGn−2(λ) (3.24)

By (3.12), we have Gn−1(λ1)P 2
n,λ =


0

0

Gn−2(λ)

, and by Lemma 3.2.8, we have

(P 2
n,λ)

T =
[
(P 21

n,λ)
T (P 22

n,λ)
T (P 23

n,λ)
T

]
. Put them in (3.24), we get

stGn−2(λ) = (P 23
n,λ)

TGn−2(λ) +
1

t
βn,λGn−2(λ) + δn,λGn−2(λ). (3.25)
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From (3.15), substitute (P 23
n,λ)

T =
1

δn−1,λ1

, and from (3.19), substitute

βn,λ = s− t

δn−1,λ1

, then divide by Gn−2(λ), to get

δn,λ =
s

t
(t2 − 1)

where λ = λ1st = λ2tsst ∈ Λn−2
n .

Now, by Remark 3.2.3(2)(iv), we have λ1 = λ2ts ∈ Λn−3
n−1, thus

δn−1,λ1 =
t

s
(s2 − 1),

(we swap s with t because λ ends with st while λ1 ends with ts). Put δn−1,λ1 in

βn,λ = s− t

δn−1,λ1

, we get

βn,λ =
s(s2 − 2)

(s2 − 1)
.

Proposition 3.4.3. For n ≥ 4, let λ = λ1st ∈ Λn−2
n be such that λ1 = λ2ss.

Then

βn,λ = s− t

αn−1,λ1

and δn,λ =
s

t
(t2 − 1).

Proof. We will use the same technique that we used in the above proposition

to find the values of βn,λ and δn,λ. The block matrices G′ij for the Gram matrix

Gn(λ) in (3.4) must be equal to the block matrices Gij for the Gram matrix Gn(λ)

in (3.7) because we use the same ordered basis in both cases. Then we have:

(1) G′12 = G12. That is,

Gn−1(λ1)P 1
n,λ =

 0

tGn−2(λ)

 (3.26)

Since λ = λ1st ∈ Λn−2
n , then by Remark 3.2.3(2)(iv), λ1 = λ2ss ∈ Λn−3

n−1. Then

Gn−1(λ1) is the matrix in (3.2) with replacing n by n− 1, λ by λ1, and λ1 by λ2.
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The matrix P 1
n,λ is as defined in Lemma 3.2.9, that is,

P 1
n,λ =

P 11
n,λ

P 12
n,λ

 . (3.27)

If we multiply Gn−1(λ1)with the matrix P 1
n,λ and compare it with the R.H.S. in

(3.26), we get

0 = tGn−2(λ2st)
(
P 11
n,λ +Q1

n−1,λ1
P 12
n,λ

)
(3.28a)

tGn−2(λ) = t(Q1
n−1,λ1

)TGn−2(λ2st)
(
P 11
n,λ +Q1

n−1,λ1
P 12
n,λ

)
(3.28b)

+ αn−1,λ1Gn−2(λ)P 12
n,λ

Substituting (3.28a) into (3.28b), we get

tGn−2(λ) = αn−1,λ1Gn−2(λ)P 12
n,λ. (3.29)

By Remark 3.2.2, Gn−2(λ) is a non-zero complex number, so we may divide (3.29)

by Gn−2(λ). We have

P 12
n,λ =

t

αn−1,λ1

. (3.30)

(2) G′13 = G13. That is,

Gn−1(λ1)P 2
n,λ =

 0

Gn−2(λ)

 , (3.31)

where Gn−1(λ1) is as in (1), and P 2
n,λ is as defined in Lemma 3.2.9, that is,

P 2
n,λ =

P 21
n,λ

P 22
n,λ

. If we multiply Gn−1(λ1) with the matrix P 2
n,λ and compare it

with the R.H.S. in (3.31), we get

0 = tGn−2(λ2st)
(
P 21
n,λ +Q1

n−1,λ1
P 22
n,λ

)
(3.32a)

Gn−2(λ) = t(Q1
n−1,λ1

)TGn−2(λ2st)
(
P 21
n,λ +Q1

n−1,λ1
P 22
n,λ

)
(3.32b)

+ αn−1,λ1Gn−2(λ)P 22
n,λ
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Substitute (3.32a) in (3.32b), and dividing by Gn−2(λ), we get

P 22
n,λ =

1

αn−1,λ1

. (3.33)

(3) G′22 = G22. That is,

stGn−2(λ) = (P 1
n,λ)

TGn−1(λ1)P 1
n,λ + βn,λGn−1(λ1ss) (3.34)

Substitute (3.26) and (3.27) in (3.34), we have

stGn−2(λ) =
[
(P 11

n,λ)
T (P 12

n,λ)
T

] 0

tGn−2(λ)

+ βn,λGn−1(λ1ss)

= (P 12
n,λ)

T tGn−2(λ) + βn,λGn−1(λ1ss) (3.35)

From (3.30), we have P 12
n,λ =

t

αn−1,λ1

, and by (3.18), we have

Gn−1(λ1ss) = tGn−2(λ). Put these values in (3.35), we get

stGn−2(λ) =
t

αn−1,λ1

tGn−2(λ) + βn,λtGn−2(λ).

Dividing by tGn−2(λ), we get

βn,λ = s− t

αn−1,λ1

. (3.36)

(4) G′23 = G23. That is,

sGn−2(λ) = (P 1
n,λ)

TGn−1(λ1)P 2
n,λ + βn,λGn−1(λ1ss)P

3
n,λ (3.37)

Substitute (3.27) and (3.31) in (3.37), we get

sGn−2(λ) =
[
(P 11

n,λ)
T (P 12

n,λ)
T

] 0

Gn−2(λ)

+ βn,λGn−1(λ1ss)P
3
n,λ

= (P 12
n,λ)

TGn−2(λ) + βn,λGn−1(λ1ss)P
3
n,λ (3.38)

From (3.30), we have P 12
n,λ =

t

αn−1,λ1

, and from (3.18), we have
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Gn−1(λ1ss) = tGn−2(λ). Put these values in (3.38), we get

sGn−2(λ) =
t

αn−1,λ1

Gn−2(λ) + tβn,λGn−2(λ)P 3
n,λ.

From (3.36), substitute βn,λ = s− t

αn−1,λ1

, and dividing by Gn−2(λ), we get

P 3
n,λ =

1

t
. (3.39)

(5) G′33 = G33. That is,

stGn−2(λ) = (P 2
n,λ)

TGn−1(λ1)P 2
n,λ + (P 3

n,λ)
Tβn,λGn−1(λ1ss)P

3
n,λ + δn,λGn−1(λts)

(3.40)

From Lemma 3.4.1, we have Gn−1(λts) = Gn−2(λ), moreover, from (3.18), we

have Gn−1(λ1ss) = tGn−2(λ), and from (3.39), we have P 3
n,λ =

1

t
. Thus (3.40)

give us

stGn−2(λ) = (P 2
n,λ)

TGn−1(λ1)P 2
n,λ +

1

t
βn,λGn−2(λ) + δn,λGn−2(λ) (3.41)

Substitute (P 2
n,λ)

T =
[
(P 21

n,λ)
T (P 22

n,λ)
T

]
(from Lemma 3.2.9), and (3.31) into

(3.41), we get

stGn−2(λ) =
[
(P 21

n,λ)
T (P 22

n,λ)
T

] 0

Gn−2(λ)

+
1

t
βn,λGn−2(λ) + δn,λGn−2(λ)

= (P 22
n,λ)

TGn−2(λ) +
1

t
βn,λGn−2(λ) + δn,λGn−2(λ)

From (3.33), substitute P 22
n,λ =

1

αn−1,λ1

, and divided by Gn−2(λ) we get

st =
1

αn−1,λ1

+
1

t
βn,λ + δn,λ.

By (3.36), substitute βn,λ = s− t

αn−1,λ1

, we get

δn,λ =
s

t
(t2 − 1).



Chapter 3. The Gram Determinant 93

Proposition 3.4.4. For n ≥ 4, let λ = λ1ss ∈ Λn−2
n . Then

αn,λ = st− t

βn−1,λ1st

.

Proof. The block matrices G′ij in (3.2) are equals to the block matrices Gij in

(3.5). Then we have

(1) G′12 = G12. That is,

Gn−1(λ1st)Q
1
n,λ =

1

t


0

tGn−2(λ)

Gn−2(λ)

 (3.42)

Since, λ = λ1ss ∈ Λn−2
n then by Remark 3.2.3(1)(iii), λ1st ∈ Λn−3

n−1. Thus

Gn−1(λ1st) is the matrix in (3.4) with replacing n by n − 1. The matrix Q1
n,λ is

as defined in Lemma 3.2.5, that is, Q1
n,λ =


Q11
n,λ

Q12
n,λ

Q13
n,λ

. We are going to multiply

Gn−1(λ1st) with Q1
n,λ and compare it with the R.H.S. in (3.42), we get

0 = Gn−2(λ1)
(
Q11
n,λ + P 1

n−1,λ1st
Q12
n,λ + P 2

n−1,λ1st
Q13
n,λ

)
(3.43a)

Gn−2(λ) = (P 1
n−1,λ1st

)TGn−2(λ1)
(
Q11
n,λ + P 1

n−1,λ1st
Q12
n,λ + P 2

n−1,λ1st
Q13
n,λ

)
(3.43b)

+ βn−1,λ1stGn−2(λ)
(
Q12
n,λ + P 3

n−1,λ1st
Q13
n,λ

)
1

t
Gn−2(λ) = (P 2

n−1,λ1st
)TGn−2(λ1)

(
Q11
n,λ + P 1

n−1,λ1st
Q12
n,λ + P 2

n−1,λ1st
Q13
n,λ

)
(3.43c)

+ (P 3
n−1,λ1st

)Tβn−1,λ1stGn−2(λ)
(
Q12
n,λ + P 3

n−1,λ1st
Q13
n,λ

)
+ δn−1,λ1stGn−2(λ1stts)Q

13
n,λ

By substituting (3.43a) in (3.43b), we get

Gn−2(λ) = βn−1,λ1stGn−2(λ)
(
Q12
n,λ + P 3

n−1,λ1st
Q13
n,λ

)
(3.44)
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Substitute (3.43a) and (3.44) in (3.43c), we get

1

t
Gn−2(λ) = (P 3

n−1,λ1st
)TGn−2(λ) + δn−1,λ1stGn−2(λ1stts)Q

13
n,λ (3.45)

In Propositions 3.4.2 and 3.4.3, we found that when λ = λ1st ∈ Λn−2
n with

λ1 = λ2ss or λ1 = λ2ts then we have P 3
n,λ =

1

t
. Recall that λ1st ∈ Λn−3

n−1,

therefore, P 3
n−1,λ1st

=
1

t
. Put this value in (3.45) will give us

δn−1,λ1stGn−2(λ1stts)Q
13
n,λ = 0.

Note that, Gn−2(λ1stts) is a one by one matrix because λ1st ∈ Λn−3
n−1 and then by

Remark 3.2.3(2)(iii), dim ∆n−2(λ1stts) = 1. This means that Gn−2(λ1stts) is a

non-zero complex number, and we know that δn−1,λ1st is a non zero as well. Thus

Q13
n,λ = 0.

Hence, form (3.44), we get

Q12
n,λ =

1

βn−1,λ1st

.

(2) G′22 = G22. That is,

stGn−2(λ) = t(Q1
n,λ)

TGn−1(λ1st)Q
1
n,λ + αn,λGn−1(λst) (3.46)

Substituting (Q1
n,λ)

T as defined in (1), and (3.42) in (3.46), we get

stGn−2(λ) =
[
(Q11

n,λ)
T (Q12

n,λ)
T (Q13

n,λ)
T

]
0

tGn−2(λ)

Gn−2(λ)

+ αn,λGn−1(λst).

We know that (Q12
n,λ)

T =
1

βn−1,λ1st

and (Q13
n,λ)

T = 0, then we have

stGn−2(λ) =
t

βn−1,λ1st

Gn−2(λ) + αn,λGn−1(λst).
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By Lemma 3.4.1, we have Gn−1(λst) = Gn−2(λ), and dividing by Gn−2(λ), we get

αn,λ = st− t

βn−1,λ1st

.

Remark 3.4.5. To find the values of βn,λ and δn,λ for n = 3, consider the set

of labels Λ(3) = {ab2a2b, a3b, ab3, ab}, and Λ1
3 = {ab}. From Example 1.3.18, we

have detG3(ab) = ab(a2 − 1)(b2 − 1). Using (3.3), we have

detG3(ab) = detG2(∅)× β3,ab detG2(aa)× δ3,ab detG2(abba).

It is easy to check that detG2(abba) = 1, detG2(aa) = b , and detG2(∅) = ab.

For convenience, suppose δ3,ab =
a

b
(b2 − 1), then β3,ab =

1

a
(a2 − 1).

Definition 3.4.6. Let q ∈ C. The box number, [n]q, is defined by the equation

[n]q =
qn − q−n

q − q−1
.

If q = ±1 then [n]q = nqn−1.

Proposition 3.4.7. Let a = qa + q−1
a , b = qb + q−1

b ∈ C be the parameters of the

algebra FCn(a, b). Suppose λ ∈ Λn−2
n , µ ≥ ∅, µ′ > ∅, and z ≥ 1. We have

(i)

δn,λ =


a

b
[3]qb , if λ = µab (n is odd),

b

a
[3]qa , if λ = µ′ba (n is even).

(ii)

βn,λ =


[z + 2]qa
[z + 1]qa

, if λ = µazb (n is odd),

[z + 2]qb
[z + 1]qb

, if λ = µ′bza (n is even).

(iii)

αn,λ =


b
[z + 3]qa
[z + 2]qa

, if λ = µaz+1 (n is even),

a
[z + 3]qb
[z + 2]qb

, if λ = µ′bz+1 (n is odd).
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Proof. Note that, by the definition of the box number, we have

a = [2]qa , a2 − 1 = [3]qa ,

b = [2]qb , b2 − 1 = [3]qb .

(i) This is clear from Propositions 3.4.2 and 3.4.3.

(ii) We will use induction on z to prove (ii).

When z = 1, this happens only when n = 3 and λ = ab. By Remark 3.4.5, we

have βn,ab =
1

a
(a2 − 1) =

[3]qa
[2]qa

. When z = 2, if n is odd then λ = λ1ba
2b, where

λ1 > ∅. By Proposition 3.4.2, we have βn,λ =
a(a2 − 2)

a2 − 1
=

[4]qa
[3]qa

. If n is even then

λ = λ1ab
2a, where λ1 ≥ ∅. By Proposition 3.4.2, we have βn,λ =

b(b2 − 2)

b2 − 1
=

[4]qb
[3]qb

.

Suppose (ii) is true for all positive integers less than z.

If n is odd then, by Proposition 3.4.3, we have

βn,µazb = a− b

αn−1,µaz−1

. (3.47)

Since n is odd, then n− 1 is even, hence, by Proposition 3.4.4,

αn−1,µaz−1 = ab− b

βn−2,µaz−2b

. (3.48)

Applying (3.48) in (3.47), we get

βn,µazb = a− b

ab− b

βn−2,µaz−2b

= a−
βn−2,µaz−2b

aβn−2,µaz−2b − 1
. (3.49)

By the inductive hypothesis, we have

βn−2,µaz−2b =
[z]qa

[z − 1]qa
(3.50)
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Applying (3.50) in (3.49), we have (recall that a = qa + q−1
a )

βn,µazb = a−

[z]qa
[z − 1]qa

a
[z]qa

[z − 1]qa
− 1

= a− [z]qa
a[z]qa − [z − 1]qa

= a− (qza − q−za )

(qa + q−1
a )(qza − q−za )− (qz−1

a − q−(z−1)
a )

= a− (qza − q−za )

qz+1
a − q−(z−1)

a + qz−1
a − q−(z+1)

a − qz−1
a + q

−(z−1)
a

= (qa + q−1
a )− (qza − q−za )

qz+1
a − q−(z+1)

a

=
(qa + q−1

a )(qz+1
a − q−(z+1)

a )− (qza − q−za )

qz+1
a − q−(z+1)

a

=
qz+2
a − q−(z+2)

a

qz+1
a − q−(z+1)

a

=
[z + 2]qa
[z + 1]qa

By the same way, we can prove that βn,µ′bza =
[z + 2]qb
[z + 1]qb

if n is even.

(iii) Suppose n is even, and λ = µaz+1 . By Proposition 3.4.4, we have that

αn,µaz+1 = ab− b

βn−1,µazb

. Since βn−1,µazb =
[z + 2]qa
[z + 1]qa

, then we have

αn,µaz+1 = ab− b

[z + 2]qa
[z + 1]qa

= b

(
a− [z + 1]qa

[z + 2]qa

)

= b
[z + 3]qa
[z + 2]qa

By the same way, we can show that αn,µ′bz+1 = a
[z + 3]qb
[z + 2]qb

when n is odd.
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Remark 3.4.8. (i) Since the values of αn,λ and βn,λ depend only on the last

part and the second to last part of the label λ respectively, we will write αsi

when λ = al1bl2 · · · si, (i > 1), and we will write βtj when λ = al1bl2 · · · tjs where

(s, t) = (a, b) if n is even, while (s, t) = (b, a) if n is odd.

(ii) δn,λ has only two different values depending on whether n is even or odd thus

we will use δa if λ ends with a. That is, δa = b
a
[3]qa when n is even, and we will

use δb if λ ends with b. That is, δb = a
b
[3]qb when n is odd.

Proposition 3.4.9. Let ∆n(λ) be a cell module such that λ ∈ Λn−2
n . We have

(i) If λ = µtjsi with i > 1, then

detGn(λ) = ahbh
′
αsi detGn−1(µtjsi−1t).

(ii) If λ = µtjs, then

detGn(λ) = arbr
′
βtjδs detGn−1(µtj−1),

where h, h′, r, r′ are integers.

Proof. (i) From (3.1), if λ = µtjsi with i > 1, then

detGn(λ) = det
(
tGn−1(µtjsi−1t)

)
det
(
αsiGn−1(λst)

)
.

Since λ ∈ Λn−2
n then by Remark 3.2.3(1)(i), we have Gn−1(λst) is a one dimen-

sional matrix and thus its determinant is ah1bh2 for some integers h1, h2. Hence,

detGn(λ) = th3(ah1bh2)αsi detGn−1(µtjsi−1t)

where h3 is the dimension of ∆n−1(µtjsi−1t).

(ii) From (3.3), if λ = µtjs then

detGn(λ) = detGn−1(µtj−1) det
(
βtjGn−1(µtj+1)

)
det
(
δsGn−1(λst)

)
.

Since λ ∈ Λn−2
n then by Remark 3.2.3(2)(ii) and (iii), we have Gn−1(µtj+1) and

Gn−1(λst) are one dimensional matrices, then the product of their determinants

have the form arbr
′

for some integers r, r′.
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We shall introduce the Gram determinant for the cell module ∆n(λ) for some

special forms of λ ∈ Λn−2
n .

Proposition 3.4.10. For n ≥ 4, the Gram determinant of the module ∆n(an−2)

is detGn(an−2) = ar1br2 [3]
n−2/2
qb [n]qa, for some integers r1, r2 .

Proof. Since an−2 ∈ Λn−2
n then, by Proposition 3.4.9 (i), we have

detGn(an−2) = det(bGn−1(an−3b)) det(αan−2Gn−1(an−2ab))

We will use the induction on n. When n = 4 then

detG4(a2) = det(bG3(ab)) det(αa2G3(a2ab)).

From Remark 3.4.5, we have detG3(ab) = ab(a2 − 1)(b2 − 1), in terms of box

number detG3(ab) = [2]qa [2]qb [3]qa [3]qb . In addition, detG3(a3b) = b, and from

Proposition 3.4.7, αa2 = b
[4]qa
[3]qa

, we get

detG4(a2) = ab6[3]qb [4]qa .

Note that, [3]qb = b2 − 1, and [4]qa = a(a2 − 2), thus it is the same result that we

have in Example 3.1.4.

Suppose it is true for all integers less than n. To get the result at n, we have

detGn(an−2) = ai1bj1αan−2 detGn−1(an−3b) (3.51)

Since an−3b ∈ Λn−3
n−1 then

detGn−1(an−3b) = ai2bj2βan−3δb detGn−2(an−4) (3.52)

Applying (3.52) in (3.51), we get

detGn(an−2) = ai1+i2bj1+j2αan−2βan−3δb detGn−2(an−4)

By the assumption of the induction we have
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detGn−2(an−4) = ar
′
1br
′
2 [3]n−4/2

qb
[n− 2]qa

for some integers r′1, r
′
2 . Thus

detGn(an−2) = a(r′1+i1+i2)b(r′2+j1+j2)[3]n−4/2
qb

[n− 2]qab
[n]qa

[n− 1]qa

[n− 1]qa
[n− 2]qa

a

b
[3]qb

= ar1br2 [3]n−2/2
qb

[n]qa

where r1 = r′1 + i1 + i2 + 1, r2 = r′2 + j1 + j2.

Proposition 3.4.11. For n ≥ 5, the Gram determinant of the module ∆n(an−2b)

is detGn(an−2b) = ar1br2 [3]
n−1/2
qb [n]qa for some integers r1, r2.

Proof. Since an−2b ∈ Λn−2
n , then by Proposition 3.4.9 (ii),

detGn(an−2b) = ai1bj1βan−2δb detGn−1(an−3)

for some integers i1, j1. By Proposition 3.4.10, we get

detGn−1(an−3) = ai2bj2 [3]n−3/2
qb

[n− 1]qa

for some integers i2, j2. Hence,

detGn(an−2b) = ai1+i2bj1+j2 [3]n−3/2
qb

[n− 1]qaβan−2δb

= ai1+i2bj1+j2 [3]n−3/2
qb

[n− 1]qa
[n]qa

[n− 1]qa

a

b
[3]qb

= ar1br2 [3]n−1/2
qb

[n]qa

where r1 = i1 + i2 + 1 and r2 = j1 + j2 − 1 .

Proposition 3.4.12. For n ≥ 5, the Gram determinant of the module ∆n(abn−2)

is detGn(abn−2) = br1ar2 [3]
n−1/2
qa [n]qb for some integers r1, r2.

Proof. If we reflect any basis diagram of ∆n(an−2b) about a vertical line and we

swap a with b then we will get a basis diagram of ∆n(abn−2). We thus conclude

that the Gram matrix of ∆n(abn−2) is the same as the Gram matrix of ∆n(an−2b)

after we swap a with b. Hence the result.
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Proposition 3.4.13. For n ≥ 4, the Gram determinant of ∆n(abn−2a) is

detGn(abn−2a) = ar1br2 [3]n/2qa [n]qb

for some integers r1, r2.

Proof. Since abn−2a ∈ Λn−2
n , then by Proposition 3.4.9(ii), we have

detGn(abn−2a) = ai1bj1βbn−2δa detGn−1(abn−3)

for some integers i1, j1. By Proposition 3.4.12, we have

detGn−1(abn−3) = bj2ai2 [3]n−2/2
qa [n− 1]qb

for some integers j2, i2. Then

detGn(abn−2a) = ai1+i2bj1+j2 [3]n−2/2
qa [n− 1]qbβbn−2δa

= ai1+i2bj1+j2 [3]n−2/2
qa [n− 1]qb

[n]qb
[n− 1]qb

b

a
[3]qa

= ar1br2 [3]n/2qa [n]qb

where r1 = i1 + i2 − 1 and r2 = j1 + j2 + 1.

Proposition 3.4.14. Let λ = µsitjs ∈ Λn−2
n . Then

detGn(µsitjs) = ar1br2 δj/2s

[j + 2]qt
[3]qt

detGn−(j−1)(µs
it)

where (s, t) = (a, b) if n is even, and (s, t) = (b, a) if n is odd.

Proof. By using Proposition 3.4.9, we get

detGn(µsitjs) = ah1bh2βtjδs detGn−1(µsitj−1)

= ah3bh4(βtjδsαtj−1) detGn−2(µsitj−2s)

= ah5bh6(βtjδsαtj−1)(βtj−2δsαtj−3) detGn−4(µsitj−4s).
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Eventually we have

detGn(µsitjs)

= ah7bh8(βtjδsαtj−1)(βtj−2δsαtj−3) · · · (βtj−(j−4)δsαtj−(j−3))

× detGn−(j−2)(µs
itj−(j−2)s)

= ah7bh8(βtjδsαtj−1)(βtj−2δsαtj−3) · · · (βt4δsαt3) detGn−(j−2)(µs
it2s)

= ah9bh10(βtjδsαtj−1)(βtj−2δsαtj−3) · · · (βt4δsαt3)(βt2δs) detGn−(j−1)(µs
it)

We can see that δs appeared with each βt2 , βt4 , . . ., βtj . Thus δs has power equal

to j/2. Now,

(βtjαtj−1)(βtj−2αtj−3) · · · (βt4αt3)βt2

=
[j + 2]qt
[j + 1]qt

[j + 1]qt
[j]qt

[j]qt
[j − 1]qt

[j − 1]qt
[j − 2]qt

· · · [6]qt
[5]qt

[5]qt
[4]qt

[4]qt
[3]qt

=
[j + 2]qt

[3]qt

Hence, the result.

Theorem 3.4.15. For n ≥ 3, if the algebras FCn(a, b) are semisimple, then for

each λ = al1bl2 · · · tlp−1slp ∈ Λn−2
n , we have

detGn(λ) = ar1br2 [3]
1
2

(lb−p+1)
qa [3]

1
2

(la−p+1)
qb

p∏
i=1

[li + 2]qc

where la and lb are the number of the a and b-through strings in λ respectively.

In addition, c = a if i is odd and c = b if i is even.

Proof. We will discuss the case when n odd, that is, λ = al1bl2 · · · alp−1blp ∈ Λn−2
n .

Set x = lp, y = lp−1, and suppose that lp > 1 . If we apply Theorem 3.4.9(i),

we get

detGn(λ) = ai1bj1αbx detGn−1(al1bl2 · · · aybx−1a).
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Substituting αbx =
[x+ 2]qb
[x+ 1]qb

and applying Proposition 3.4.14 to evaluate

detGn−1(al1bl2 · · · aybx−1a) we get

detGn(λ) = ai2bj2
[x+ 2]qb
[x+ 1]qb

δ(x−1)/2
a

[x+ 1]qb
[3]qb

detGn−(x−1)(a
l1bl2 · · · ayb).

Applying Proposition 3.4.14 again we get

detGn(λ)

= ai3bj3
[x+ 2]qb

[3]qb
δ(x−1)/2
a δ

y/2
b

[y + 2]qa
[3]qa

detGn−(x−1)−(y−1)(a
l1bl2 · · · blp−2a)

If we re-apply Proposition 3.4.14 many times we will get

detGn(λ) = ai4bj4δ(x−1)/2
a

[x+ 2]qb
[3]qb

δ
y/2
b

[y + 2]qa
[3]qa

δlp−2/2
a

[lp−2 + 2]qb
[3]qb

· · ·

· · · δl2/2a

[l2 + 2]qb
[3]qb

δ
(l1−1)/2
b

[l1 + 2]qa
[3]qa

detG3(ab)

Substitute x = lp, y = lp−1, and detG3(ab) = [3]qa [3]qb [2]qa [2]qb we get

detGn(λ) = ai4bj4δ(lp−1)/2
a

[lp + 2]qb
[3]qb

δ
lp−1/2
b

[lp−1 + 2]qa
[3]qa

δlp−2/2
a

[lp−2 + 2]qb
[3]qb

· · ·

· · · δl2/2a

[l2 + 2]qb
[3]qb

δ
(l1−1)/2
b

[l1 + 2]qa
[3]qa

[3]qa [3]qb

From the last equation we can see that for each lp, lp−2, . . . , l2 in detGn(λ), we

have [3]qb in the denominator. As well as, for each lp−1, lp−3, . . . , l1 in detGn(λ),

we have [3]qa in the denominator. Thus [3]qa and [3]qb in the denominator of

detGn(λ) has power equal to p/2 . In addition, we can see that δa has power

equal to

1
2
(lp − 1 + lp−2 + lp−4 + · · ·+ l2)

and δb has power equal to

1
2
(lp−1 + lp−3 + · · ·+ l3 + l1 − 1).
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Set la = lp−1 + lp−3 + · · ·+ l3 + l1 and lb = lp + lp−2 + lp−4 + · · ·+ l2. Then la and lb

is the number of a and b-through strings in λ respectively. This makes the power

of δa is equal to 1
2
(lb− 1) and the power of δb is equal to 1

2
(la− 1). Now, we have

detGn(λ) = ai4bj4
δ

1
2
(lb − 1)

a δ
1
2
(la − 1)

b

([3]qa [3]qb)
p/2

[3]qa [3]qb

p∏
i=1

[li + 2]qc

where c = a if i odd, and c = b if i even. Recall that δa =
b

a
[3]qa and δb =

a

b
[3]qb .

If we consider that
b

a
and

a

b
of δa and δb respectively, are multiplied with ai4bi4 ,

then we get

detGn(λ) = ai5bj5 [3]
1
2

(lb−p+1)
qa [3]

1
2

(la−p+1)
qb

p∏
i=1

[li + 2]qc

By doing similar calculations, we can show that this formula is true if lp = 1, or

λ = al1bl2 · · · blp−1alp .

Note that the above theorem is true when the algebras FCn(a, b) are

semisimple. To generalise it to the case when FCn(a, b) are not semisimple, we

need this corollary.

Corollary 3.4.16 ([3, Corollary 2.2.5]). The algebras FCk,n(a1, . . . , ak) are

semisimple for an open dense (even a Zariski open) subset of parameters

(a1, . . . , ak) ∈ Ck.

This corollary says that FCn(a, b) are semisimple for an open dense subset

of parameters (a, b) ∈ C2. The algebras FCn can be defined over the Laurent

polynomial ring Z[a, b][a−1, b−1] and these algebras are cellular. The FCn over C

are obtained from the above algebras by specialising the parameters, that is, base

change according to a ring homomorphism Z[a, b][a−1, b−1]→ C.

The Gram determinants for the FCn over C are obtained by specialising the

ones for the FCn over Z[a, b][a−1, b−1]. The latter are Laurent polynomials in a

and b and they must be equal to the ones from Theorem 3.4.15, since they agree

on a Zariski open dense subset of the parameter space C∗ × C∗. Thus we have
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Theorem 3.4.17. For each λ = al1bl2 · · · tlp−1slp ∈ Λn−2
n , and n ≥ 3, we have

detGn(λ) = ar1br2 [3]
1
2

(lb−p+1)
qa [3]

1
2

(la−p+1)
qb

p∏
i=1

[li + 2]qc

where la and lb are the number of the a and b-through strings in λ respectively.

In addition, c = a if i is odd and c = b if i is even.

Proposition 3.4.18. For n ≥ 3 and λ = al1bl2 · · · tlp−1slp ∈ Λn−2
n .

If Jλ = {l1, l2, . . . , lp} and J =
⋃

λ∈Λn−2
n

Jλ, then J is precisely the set

J = {1, 2, . . . , n− 2}.

Proof. Since λ = al1bl2 · · · tlp−1slp ∈ Λn−2
n , then dim ∆n−2(λ) = 1. Thus, from

Proposition 1.3.16, we have

n− 2 = l − p+ 1 (3.53)

where l =
∑p

i=1 li. First, we will show that there is no λ ∈ Λn−2
n such that

li > n−2. Consider the equation n−2 = l−p+1 then l = n+p−3. If li = n−1

for some 1 ≤ i ≤ p, this means that the remaining p− 1 parts of λ are connected

to the remaining l− (n− 1) = p− 2 through strings. It is impossible, and hence,

li < n− 1 .

Now, to show that for n ≥ 3, li = 1, 2, . . ., n − 2, we will discuss the even and

the odd case.

Let n is even, then p must be odd. Suppose p = 3, then, from (3.53), we get

l = n, and λ has the form λ = al1bl2al3 ∈ Λn−2
n . Some integer solutions for the

equation l1 + l2 + l3 = n such that l1, l3 are odd and l2 even are

(l1, l2, l3) = {(1, n− 2, 1), (3, n− 4, 1), . . . , (n− 5, 4, 1), (n− 3, 2, 1)}.

From the case p = 3, we can see that li take the values {1, 2, . . . , n− 2} .

Let n is odd, then p must be even. Suppose p = 2, then, from (3.53), we get

l = n − 1, and λ has the form λ = al1bl2 ∈ Λn−2
n . The integer solutions for the
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equation l1 + l2 = n− 1, such that l1 and l2 are odd, are that

(l1, l2) = {(1, n− 2), (3, n− 4), . . . , (n− 2, 1)}

Suppose p = 4 then, from (3.53), we get l = n + 1, and λ has the form λ =

al1bl2al3bl4 ∈ Λn−2
n . Some integer solutions for the equation l1 + l2 + l3 + l4 = n+1,

such that l1, l4 are odd and l2, l3 are even, are that

(l1, l2, l3, l4) = {(1, 2, n− 3, 1), (1, 4, n− 5, 1), . . . , (1, n− 3, 2, 1)}.

From the case p = 2 and p = 4, we can see that li take the values

{1, 2, . . . , n− 2}.

Theorem 3.4.19. The Fuss-Catalan algebras FCn(a, b) are semi-simple except

when [i]qa = 0 or [i]qb = 0 for some i = 2, 3, . . ., n, where a = qa + q−1
a and

b = qb + q−1
b .

Proof. By Theorem 3.4.17, for each λ ∈ Λn−2
n we have

detGn(λ) = ar1br2 [3]
1
2

(lb−p+1)
qa [3]

1
2

(la−p+1)
qb

p∏
i=1

[li + 2]qc .

Furthermore, from Theorem 3.4.18, for all i = 1, 2, . . ., p we have that

li ∈ {1, 2, . . . , n− 2}. Thus for all λ ∈ Λn−2
n the Gram matrix of ∆n(λ) has zero

determinant only when

[2]qa [2]qb [3]qa [3]qb · · · [n]qa [n]qb = 0.



Chapter 4

Homomorphisms

The homomorphisms for a special kind of cell modules for the Fuss-Catalan al-

gebras will be introduced in this chapter. It is sufficient to find homomorphisms

between cell modules such that one of them is one dimensional. Then by Theo-

rem 2.1.8, we can reduce all the family of homomorphisms to morphisms between

these modules.

4.1 Homomorphisms for specified cell modules

Let U = {1U1, 1U2, . . . , 1Un−1, 2U1, 2U2, . . . , 2Un−1} be the set of the generators of

FCn. For i = 1, 2, . . ., n − 1, suppose that vi is the upper half diagram of 1Ui,

and λi is the label of vi. By counting the dimension, we have ∆n(λi) is a one

dimensional cell module with basis vi. We are going to show that, for n ≥ 3 and

for certain values of the parameters a and b, there is a non-zero homomorphism

from ∆n(λi) to ∆n(µn), where i = 1, 2, . . ., n− 1 and

µn =

(abba)m−1ab if n = 2m+ 1

(abba)m−1 if n = 2m.

(4.1)

In fact, µn is the label of the identity diagram for FCn−2, and the first initial

values of µn are listed in Table 4.1 .
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n µn
3 ab
4 ab2a
5 ab2a2b
6 ab2a2b2a
7 ab2a2b2a2b
8 ab2a2b2a2b2a

Table 4.1: The label µn

Proposition 4.1.1. Let n ≥ 3, and µn be as defined in 4.1. Then we have

dim ∆n(µn) = 2n− 3.

Proof. We will discuss the even and then the odd case for µn.

Case I: Suppose that n = 2m where m ≥ 2. Then µn = (abba)m−1. The

length of µn is l(µn) = 4(m− 1). We can write µn in the form µn = awa, where

w = (b2a2)m−2b2. Suppose that wa is the number of a2’s in w and wb is the

number of b2’s in w. We can see that wa = m − 2 while wb = m − 1, thus the

number of parts, p, of µn is p = 1 +wa +wb + 1 = 2m− 1. Now, we use Theorem

1.3.16 to calculate the dimension of ∆n(µn). We have

r = m− 1 and s = 4m− 3.

Hence, [
n

µn

]
=

4m− 3

4m

(
4m

1

)
= 2n− 3.

Case II: Suppose that n = 2m + 1 where m ≥ 1. Then µn = (abba)m−1ab.

The length of µn is l(µn) = 4(m− 1) + 2 = 4m− 2. We can write µn in the form

µn = awb, where w = (b2a2)m−1. Suppose that wa is the number of a2’s in w

and wb is the number of b2’s in w. We can see that wa = wb = m − 1, thus the

number of parts of µn is p = 1 +wa +wb + 1 = 2m. By using Theorem 1.3.16 to

calculate the dimension of ∆n(µn), we have

r = m− 1 and s = 4m− 1.

Hence, [
n

µn

]
=

4m− 1

4m+ 1

(
4m+ 1

1

)
= 2n− 3.
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Definition 4.1.2. For j = 1, 2, . . ., n− 2, and k = 1, 2, . . ., n− 1, we define the

half diagrams Mj and Nk, as following:

Mj =
2j−1 ...

s s t t

Nk =
2k−2 ...

s st t

where (s, t) = (a, b) if j, k are even, and (s, t) = (b, a) if j, k are odd.

Note that, if we remove the two non-through strings from the diagrams Mj

and Nk then we will get the identity diagram for FCn−2. Hence, For j = 1, 2, . . .,

n− 2, and k = 1, 2, . . ., n− 1, the diagrams Mj and Nk have label equal to µn.

Proposition 4.1.3. Let n ≥ 3 and µn be as defined in 4.1. The basis for ∆n(µn)

is the set {N1,M1, N2,M2, . . . , Nn−2,Mn−2, Nn−1}, where Mj and Nk are as de-

fined in Definition 4.1.2 above.

Proof. We prove this proposition by using induction on n.

When n = 3, then µ3 = ab, dim ∆3(ab) = 3 and the basis elements of ∆3(ab)

are 
a b

,

a b

,

a b
 = {N1,M1, N2}.

When n = 4, then µ4 = abba, dim ∆4(ab2a) = 5 and its basis is


abba

,

a bba

,

ba ba

,

abb a

,

abba


= {N1,M1, N2,M2, N3}.

Suppose that this claim is true for all integers that are less than n. Then the

basis elements of ∆n−1(µn−1) form the set

H ′ = {N ′1,M ′
1, . . . , N

′
n−3,M

′
n−3, N

′
n−2},

where N ′k, M
′
j are the diagrams obtained by removing the last two through strings

from Nk, Mj respectively.
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Now, when we add two through strings to the right end of each element in H ′

then we get a set, H say, of diagrams with 2n vertices and their label is µn, thus

these diagrams all belong to the basis of ∆n(µn). The number of elements in H

is 2n− 5, and the dimension of ∆n(µn) is 2n− 3, so we miss two elements. Since

every diagram in H has at least two through strings at the right end, then Mn−2

and Nn−1, that have one and zero through strings at the right end respectively,

are not in H. However, these diagrams have label µn thus they are basis diagrams

for ∆n(µn). This completes the proof.

Proposition 4.1.4. Let 1Ui, 2Ui be the generators of FCn, and consider the cell

module ∆n(µn) that is spanned by the diagrams Mj, Nk. Then we have:

(i) 1UiMj =


sMi if j = i

sMi−1 if j = i− 1

0 otherwise.

(ii) 1UiNk =



sNi if k = i

Mi−1 if k = i− 1

Mi if k = i+ 1

0 otherwise.

(iii) 2UiMj =

sNi if j = i or j = i− 1

0 otherwise.

(iv) 2UiNk =


stNi if k = i

Ni if k = i± 1

0 otherwise.

where i, k = 1, 2, . . ., n − 1, j = 1, 2, . . ., n − 2, and (s, t) = (a, b) if i is even

and (s, t) = (b, a) if i is odd.

Proof. Recall that

1Ui = 2i−1 ...

s s

and, 2Ui = 2i−2 ...

t ts s

.
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(i) 1UiMi =

2i−1 ...

s s

2i−1

= s 2i−1 ...

s s t t

= sMi,

1UiMi−1 =

2i−3 ...

s s

2i−3

= s 2i−3 ...

t t s s

= sMi−1.

These are the only possible ways that gives a non-zero diagram in ∆n(µn), since

if the two non-through strings of Mj are connected to through strings in 1Ui then

we get a diagram with three non through strings. That is, a diagram with length

2n − 6. Thus it is not a basis diagram of ∆n(µn) because the basis diagrams of

∆n(µn) has length equal to 2n− 4.

(ii) 1UiNi =
2i−2 ...

2i−2 ...

s st t

= s 2i−2 ...

s st t

= sNi,

1UiNi−1 =

2i−4 ...

2i−4 ...
= 2i−3 ... = Mi−1,

1UiNi+1 =

2i−1 ...

2i−1 ...
= 2i−1 ... = Mi.

As in (i), if i− 1 > j > i + 1 then 1UiNj will contain three non-through strings,

hence it is not a basis diagram of ∆n(µn). That is,

1UiNj = 0.
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(iii) 2UiMi =
2i−2 ...

t ts s

2i−2 ...
= s 2i−2 ...

s st t

= sNi,

2UiMi−1 =
2i−3 ...

t ts s

2i−3 ...
= s 2i−2 ...

s st t

= sNi.

If j 6= i, i− 1 then 2UiMj is a diagram with three non through strings. Hence, it

is zero in ∆n(µn).

(iv) 2UiNi =
2i−2 ...

t ts s

2i−2 ...
= st 2i−2 ...

s st t

= stNi,

2UiNi−1 =
2i−4 ...

t tss

2i−4 ...
= 2i−2 ...

s st t

= Ni,

2UiNi+1 =
2i−2 ...

t ts s

2i−2 ...
= 2i−2 ...

s st t

= Ni.

Again, if i−1 > j > i+1 then 2UiNj will give us a diagram with three non-through

strings that means it is zero in the module ∆n(µn).

Theorem 4.1.5. Let λj be the label of the generators 1Uj, where j = 2, 3, . . .,

n − 2. Let vj be the basis element of the one dimensional cell module ∆n(λj).

Then θ : ∆n(λj) → ∆n(µn) defined by θ(vj) = Mj − cNj + Mj−1 is a module

homomorphism when c = b and b2 = 2 if j even while c = a and a2 = 2 if j odd.
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Proof. Let U = {1U1, 1U2, . . . , 1Un−1, 2U1, 2U2, . . . , 2Un−1} be the set of the gener-

ators of FCn. In ∆n(λj), we can see that

rUivj =

svj if i = j and r = 1,

0 otherwise,

for all i = 1, 2, . . ., n − 1, and j = 2, 3, . . ., n − 2, where s = a if j even

and s = b if j odd. To show that θ is a homomorphism, we need to prove that

θ(uvj) = uθ(vj) for all u ∈ U , and j = 2, 3, . . ., n− 2.

If 0 6= uvj ∈ ∆n(λj), then u = 1Uj, and θ(1Ujvj) = θ(svj) = sθ(vj). On

the other hand, 1Ujθ(vj) = 1Uj(Mj − cNj + Mj−1), by Proposition 4.1.4, we get

1Ujθ(vj) = s(Mj − cNj +Mj−1) = sθ(vj). Hence, θ(1Ujvj) = 1Ujθ(vj).

Now we turn to the case when 0 = uvj ∈ ∆n(λj), this happens only when

u = 1Ui with i 6= j or when u = 2Ui. Let us discuss these two cases:

(i) For i 6= j, we have 1Uivj = 0. Therefore we need to show that 1Uiθ(vj) = 0

when i 6= j. We have 1Uiθ(vj) = 1Ui(Mj − cNj + Mj−1). By Proposition 4.1.4,

we have 1UiMj is a non-zero diagram only if i = j and i = j + 1. Furthermore,

1UiNj is a non-zero diagram only if i = j and i = j± 1. Since i 6= j, thus we only

need to show that 1Uiθ(vj) = 0 when i = j ± 1. Let i = j ± 1, then

1Uj−1θ(vj) = 1Uj−1(Mj − cNj +Mj−1)

1Uj+1θ(vj) = 1Uj+1(Mj − cNj +Mj−1)

If j odd, then c = a and we get

1Uj−1θ(vj) = 0− aMj−1 + aMj−1

1Uj+1θ(vj) = aMj − aMj + 0.

If j even, then c = b and we get

1Uj−1θ(vj) = 0− bMj−1 + bMj−1

1Uj+1θ(vj) = bMj − bMj + 0.

Hence, 1Uiθ(vj) = 0.



Chapter 4. Homomorphisms 114

(ii) For all i = 1, 2, . . ., n−1, and j = 2, 3, . . ., n−2, we have 2Uivj = 0. Thus we

need to show that 2Uiθ(vj) = 0 as well. We have 2Uiθ(vj) = 2Ui(Mj−cNj+Mj−1),

by Proposition 4.1.4, the diagram 2UiMj is a non-zero only when i = j and

i = j + 1. In addition, 2UiNj is a non-zero diagram when i = j and i = j ± 1.

Thus it sufficient to show 2Uiθ(vj) = 0 for i = j and i = j± 1. Let i = j± 1 then

2Uj−1θ(vj) = 2Uj−1(Mj − cNj +Mj−1),

2Uj+1θ(vj) = 2Uj+1(Mj − cNj +Mj−1).

If j odd, then c = a, and we get

2Uj−1θ(vj) = 0− aNj−1 + aNj−1,

2Uj+1θ(vj) = aNj+1 − aNj+1 + 0.

If j even, then c = b, and we get

2Uj−1θ(vj) = 0− bNj−1 + bNj−1,

2Uj+1θ(vj) = bNj+1 − bNj+1 + 0.

Let i = j, then

2Ujθ(vj) = 2Uj(Mj − cNj +Mj−1).

If j even, then c = b and

2Ujθ(vj) = aNj − b(abNj) + aNj

= a(2− b2)Nj.

If j odd, then c = a and

2Ujθ(vj) = bNj − a(abNj) + bNj

= b(2− a2)Nj.

Since a2 = 2, (resp. b2 = 2) if j odd, (resp. even) then we get 2Ujθ(vj) = 0.
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Theorem 4.1.6. Suppose that ∆n(λ1) and ∆n(λn−1) are the one dimensional cell

modules that generated by the initial parts v1 and vn−1 of the generators 1U1 and

1Un−1 respectively. Then we have

(i) There is a non-zero homomorphism θ : ∆n(λ1)→ ∆n(µn) defined by

θ(v1) = N1 − aM1

when a2 = 1 .

(ii) There is a non-zero homomorphism θ : ∆n(λn−1)→ ∆n(µn) defined by

θ(vn−1) = Mn−2 − cNn−1

when c = a and a2 = 1 if n even while c = b and b2 = 1 if n odd.

Proof. Let U be the set of the generators of FCn.

(i) For all u ∈ U such that u 6= 1U1, we have uv1 = 0, and 1U1v1 = bv1 in the

cell module ∆n(λ1). In addition, θ(1U1v1) = θ(bv1) = bθ(v1), and

1Uiθ(v1) = 1Ui(N1 − aM1) = b(N1 − aM1).

Hence, θ(1Uiv1) = 1Uiθ(v1). For 1Ui 6= u ∈ U , we want to show that uθ(v1) = 0.

From Proposition 4.1.4, 1UiN1 and 1UiM1 are non-zero diagrams only if i = 1, 2.

Since we discuss the case i = 1 then we need only to discuss the case i = 2. That

is, we have to show that 1U2θ(v1) = 0. For,

1U2θ(v1) = 1U2(N1 − aM1) = M1 − a(aM1) = (1− a2)M1.

Since a2 = 1, then 1U2θ(v1) = 0.

Now, by Proposition 4.1.4, 2UiN1 and 2UiM1 are non-zero diagrams only if

i = 1, 2. Therefore, we have to prove that 2Uiθ(v1) = 0 when i = 1, 2. We have

2U1θ(v1) = 2U1(N1 − aM1) = abN1 − abN1 = 0,

2U2θ(v1) = 2U2(N1 − aM1) = N2 − a2N2 = 0.
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(ii) For all u ∈ U , we are going to show that θ(uvn−1) = uθ(vn−1). If u = 1Un−1

then 1Un−1vn−1 = svn−1 where s = a if n− 1 even and s = b if n− 1 odd. Thus

θ(1Un−1vn−1) = sθ(vn−1). On the other hand,

1Un−1θ(vn−1) = 1Un−1(Mn−2 − cNn−1) = s(Mn−2 − cNn−1).

Hence, 1Un−1θ(vn−1) = sθ(vn−1).

For 1Un−1 6= u ∈ U , we have uvn−1 = 0. Thus we need to show uθ(vn−1) = 0.

From Proposition 4.1.4, the diagrams 1UiMn−2 and 1UiNn−1 are non-zero only if

i = n− 2, n− 1, but we already discussed the case i = n− 1 then we only need

to discuss the case i = n − 2. That is, we have to show that 1Un−2θ(vn−1) = 0.

For,

1Un−2θ(vn−1) = 1Un−2(Mn−2 − cNn−1).

If n even, then c = a, and hence,

1Un−2θ(vn−1) = aMn−2 − aMn−2.

If n odd, then c = b, and hence,

1Un−2θ(vn−1) = bMn−2 − bMn−2.

Again by Proposition 4.1.4, the diagrams 2UiMn−2 and 2UiNn−1 are non-zero in

∆n(µn) only if i = n− 2, n− 1. We have

2Un−2θ(vn−1) = 2Un−2(Mn−2 − cNn−1)

2Un−1θ(vn−1) = 2Un−1(Mn−2 − cNn−1).

If n even, then c = a, and

2Un−2θ(vn−1) = aNn−2 − aNn−2

2Un−1θ(vn−1) = bNn−1 − a(abNn−1)

= b(1− a2)Nn−1.
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If n odd, then c = b, and

2Un−2θ(vn−1) = bNn−2 − bNn−2

2Un−1θ(vn−1) = aNn−1 − b(abNn−1)

= a(1− b2)Nn−1

Since a2 = 1, (resp. b2 = 1) if n even, (resp. odd), then 2Uiθ(vn−1) = 0.

We recall the globalisation functor that defined in chapter two

Gn : FCn-mod→ FCn+2-mod

via

Gn−2(N) = FCnen ⊗enFCnen N.

In addition, from equation 2.2, we have Gn(∆n(λ)) ∼= ∆n+2(λ). The functor

Gn preserves all morphisms that are defined in Theorems 4.1.5 and 4.1.6.

Corollary 4.1.7. Let λi be the label of the diagram generator 1Ui of FCn(a, b)

where i = 1, 2, . . . , n−1, and µn is as defined in equation 4.1. Then for all m ≥ n

such that m−n is even we have a non-zero homomorphism θ : ∆m(λi)→ ∆m(µn)

subject to the following values of a and b

(i) a2 = 1 when i = 1 or i = n− 1 odd.

(ii) b2 = 1 when i = n− 1 even.

(iii) a2 = 2 when 2 ≤ i ≤ n− 2 odd.

(iv) b2 = 2 when 2 ≤ i ≤ n− 2 even.



Conclusion

In this thesis we introduce some results on the representation theory of the

Fuss-Catalan algebras over C. However, we think that there are areas of future

research. In this thesis we stated that the Fuss-Catalan algebras are cellular,

quasi-hereditary algebras and they form a tower of recollement. These results can

give the opportunity to study these algebras and get new results. For example, one

way is to study homomorphisms between cell modules in general. In addition, the

problem of finding composition numbers. Another problem one can investigate is

finding the structure of the Fuss-Catalan algebras when they are not semi-simple.

Furthermore, we think that there are some results can be extended to FCk,n for

all k > 2, for example, the cellularity of the Fuss-Catalan algebras.
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