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Abstract 

Changes in the hydrological cycle are one of the most important aspects of climate 

change prediction. Globally, precipitation change is well understood in terms of the 

atmospheric energy budget, whereby the latent heat released is balanced by net 

atmospheric cooling. As a result, forcing agents affect precipitation directly through 

forcing-dependent adjustments, as well as through temperature-driven feedbacks. 

However, the physical processes driving regional precipitation changes are less 

understood, particularly over land, and regional projections exhibit significant 

uncertainties.  

The global energetic perspective can be extended to regional scales through 

incorporating horizontal transport of dry static energy. Therefore, the aim of this thesis 

was to utilize analysis of the local atmospheric energy budget to improve 

understanding of how forcing agents affect regional precipitation patterns through 

both forcing-dependent adjustments and temperature-driven feedbacks. The 

precipitation response to a range of atmospheric forcing agents was analysed using the 

Met Office Hadley Centre climate model, HadGEM2, as well as output from a large 

number of the latest generation of global climate models. 

Land-mean precipitation was shown to have a weak sensitivity to global temperature 

change. Therefore, adjustment processes have a strong influence on land-mean 

precipitation trends. During the historical period temperature-driven intensification of 

land-mean precipitation has been entirely masked by negative adjustments in response 

to anthropogenic sulphate and volcanic forcing. However, as projected sulphate 

concentrations decline, temperature-driven changes will soon dominate. 

The rapid land surface response to forcing was found to play a key role in driving 

regional precipitation adjustment patterns. Adjustment processes were found to be 

particularly important for precipitation in the eastern Amazon. Projected drying of the 

eastern Amazon was shown to be dominated by the physiological effects of CO2 on 

plant stomata, through reducing evapotranspiration. 

These results highlight the importance of short-timescale adjustment processes in 

understanding historical and future precipitation changes over land. 
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Chapter 1: Introduction 

 

1.1 Motivation 

Over the past century the Earth’s climate has warmed, most of which can be attributed 

to anthropogenic greenhouse gas emissions from the burning of fossil fuels (Stocker 

et al., 2014). This warming is expected to continue in the future, as greenhouse gas 

emissions continue to rise. One of the most important aspects of climate change 

prediction is understanding how regional precipitation may be affected by 

anthropogenic and natural drivers. Precipitation plays a key role in human society due 

to its importance for freshwater availability and food production (Hoekstra and 

Mekonnen, 2011). Significant changes in precipitation could have severe 

humanitarian and financial implications (Piao et al., 2010; Wake, 2013). However, 

unlike temperature, precipitation projections still exhibit considerable uncertainty, and 

physical understanding remains incomplete (Stephens et al., 2010; Knutti and 

Sedláček, 2012; Stevens and Bony, 2013; Greve et al., 2014; Shepherd, 2014). 

As the climate warms global mean precipitation is expected to increase (Allan et al., 

2014), but changes will likely exhibit substantial spatial variation. Observations have 

shown both wetting and drying trends over land areas over the past century (Greve et 

al., 2014). During the 21st century, as the climate continues to warm, precipitation 

changes are expected to become more evident (Stocker et al., 2014). Current global 

climate models exhibit some robust changes in regional precipitation patterns for the 

industrial era and future climate, including enhanced precipitation at high latitudes and 

drying in many subtropical arid regions (Knutti and Sedláček, 2012). However, 

projections remain uncertain in many regions, particularly in the tropics where there 

is considerable diversity among models. Despite the uncertain spatial pattern, models 

consistently predict large precipitation changes in the tropics (Chadwick et al., 2015). 

Precipitation is constrained by both atmospheric moisture availability and the 

atmospheric energy budget, due to the latent heat released (Mitchell et al., 1987; Allen 

and Ingram, 2002). Globally, the latent heating of the atmosphere is balanced by the 

net atmospheric radiative cooling and sensible heat flux from the surface (Mitchell et 
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al., 1987; O’Gorman et al., 2011). The energy budget tightly controls global 

precipitation, and explains the low apparent hydrological sensitivity (precipitation 

change per unit Kelvin of global surface temperature change) of 1-3% K-1 predicted 

by climate models (Pendergrass and Hartmann, 2014), despite a larger increase in 

moisture availability following Clausius-Clapeyron scaling (~7% K-1). 

As a result of the energetic constraint on precipitation, climate drivers can produce 

near-instantaneous changes in precipitation, independent of global temperature change 

(Mitchell et al., 1987; Lambert and Faull, 2007; Bala et al., 2009; Andrews et al., 

2010b). This is due to their near-instantaneous effect on the atmospheric energy 

budget, due to direct radiative effects and rapid adjustments of the troposphere and 

land surface. These short-timescale changes in response to forcing agents are known 

as rapid precipitation adjustments. Separating the response of global mean 

precipitation into a forcing-dependent adjustment and temperature-driven feedback 

helps explain the different apparent hydrological sensitivities for different climate 

drivers (Andrews et al., 2010b; Kvalevåg et al., 2013; Fläschner et al., 2016). The 

adjustment and feedback framework is therefore vital in understanding projected 

global precipitation changes.  

The global energetic perspective on precipitation change can be extended to regional 

scales by taking into account horizontal transport of dry static energy (Muller and 

O’Gorman, 2011). The local dry static energy budget provides a simple framework for 

analysing the regional precipitation response to forcing, directly relating radiative 

effects to precipitation change. However, on regional scales most previous work has 

made use of the atmospheric moisture budget to understand precipitation changes (e.g. 

Held and Soden, 2006; Seager et al., 2010; Huang, 2013), and few have made the 

adjustment and feedback separation.  

Regional precipitation changes in response to warming have generally been 

understood in terms of thermodynamic changes associated with increasing specific 

humidity, and dynamic changes associated with circulation (Held and Soden, 2006; 

Seager et al., 2010; Bony et al., 2013). Using this approach some key mechanisms for 

driving precipitation changes have been identified. The wet-get-wetter and dry-get-

drier mechanism (WeGW) acts to increase precipitation in regions of convergence, 

and decrease precipitation in regions of divergence, due to increasing tropospheric 
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water vapour with increasing temperature (Chou et al., 2009). Deviations from the 

WeGW pattern occur due to the warmer-get-wetter mechanism (WaGW), whereby 

areas of convergence shift following regions with greater surface temperature increase 

(Xie et al., 2010; Chadwick et al., 2013; Huang, 2013). However, these mechanisms 

do not hold well over land, where precipitation changes have the most impact. 

Observations indicate only a very small fraction of land areas follow the WeGW trend 

(Greve et al., 2014).  

To improve our understanding of regional precipitation changes over land it is 

important we understand the influence of forcing-dependent precipitation adjustments. 

Increasing CO2 levels have been shown to drive a significant precipitation adjustment 

which exhibits substantial spatial variability (Bony et al., 2013; Samset et al., 2016; 

Tian et al., 2016). Bony et al. (2013) showed that around half the 30-year mean change 

in tropical overturning circulation due to quadrupling CO2 occurs within the first five 

days, driving much of the tropical precipitation pattern. Recently, Samset et al. (2016) 

showed that precipitation adjustments dominate the long-term precipitation response 

for various land regions, including South America and Africa, across a range of 

drivers.  

The principal aim of this research is to improve understanding of how forcing agents 

affect regional precipitation patterns through both rapid adjustments and temperature-

driven feedbacks, using analysis of the local atmospheric energy budget. There is 

considerable potential for improving understanding of regional precipitation change 

processes by extending the global energetic perspective to regional scales. Through 

analysis of the local atmospheric energy budget, the radiative effects of forcing agents 

can be directly related to regional precipitation and circulation change, enabling us to 

identify the key drivers, and mechanisms by which they affect change. This 

understanding is vital for improving our ability to predict and mitigate regional 

precipitation changes, particularly over land where changes will be most felt by 

society.   
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1.2 Observed and projected precipitation change 

It is virtually certain that global mean precipitation will increase with surface 

temperature (Allan et al., 2014). Climate models predict the rate of change to be in the 

region of 1-3% K-1 (Held and Soden, 2006; Lambert and Webb, 2008; Andrews et al., 

2010b; Fläschner et al., 2016). Some observational studies find evidence supporting 

this increasing trend. However, the magnitude is highly variable, and due to large 

internal climate variability, results are very dependent on the time period analysed 

(Arkin et al., 2010; Allan et al., 2014).  

 

 

Figure 1.1: CMIP5 multi-model mean change in annual precipitation for 2081-2100 

relative to 1986-2005 under the Representative Concentration Pathway 8.5 

(RCP8.5) scenario. Stippling represents areas with robust changes and hatching 

indicates areas where the multi-model mean is less than one standard deviation of 

internal variability. (Taken from Stocker et al. 2014). 

 

On regional scales, it is expected there will be substantial spatial variation in 

precipitation change, as seen in Figure 1.1. The mid-to-high latitudes are projected to 

experience increased precipitation, whereas many subtropical and semi-arid regions 

are likely to experience reductions. Significant increases in precipitation are projected 

along the equatorial Pacific, Maritime Continent, North Indian Ocean and Southern 

Asia. The largest changes are projected to occur in the tropics. There remain many 

regions where model agreement is low, particularly over tropical land regions. 
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Observations indicate a likely increasing trend in northern hemisphere mid-latitude 

land mean precipitation since 1901 (Hartmann et al., 2013). Spatially, over land both 

wetting and drying trends have been observed (Greve et al., 2014).  

 

1.3 Constraints on Precipitation 

1.3.1 Atmospheric moisture budget 

Atmospheric moisture provides an important constraint on regional precipitation 

(Allen and Ingram, 2002; Held and Soden, 2006). Neglecting variations in surface 

pressure the local atmospheric moisture budget can be written as shown in Equation 

1.1: 

𝑃 = 𝐸 − ∫ 𝒖 ∙ 𝛁𝑞 − ∫ 𝑞𝛁 ∙ 𝒖 − ∫ 𝛁 ∙ (𝒖′𝑞′),                            (1.1) 

where, P is precipitation, E is evaporation, u is the horizontal wind vector, 𝜵 is the 

horizontal gradient, q is specific humidity,  overbars denote monthly means, primes 

indicate departures from the monthly mean, and ∫ denotes mass-weighted vertical 

integration over the column: 

∫ = ∫
𝑑𝑝

𝑔
,                                                          (1.2) 

Where, p is pressure and g is acceleration due to gravity. Many studies have made use 

of the atmospheric moisture budget to understand regional precipitation changes (e.g. 

Held and Soden, 2006; Chou et al., 2009; Seager et al., 2010; Huang, 2013). The 

changes are often decomposed into dynamic and thermodynamic components (Emori, 

2005; Seager et al., 2010). The dynamic component is due to changes in atmospheric 

motion, and the thermodynamic component due to changes in atmospheric moisture 

content. The changes in atmospheric circulation have in turn been analysed using the 

moist static energy budget (Chou and Neelin, 2004). The dynamic component is 

responsible for a large portion of the uncertainty in projected regional precipitation 

changes, due to uncertain circulation changes (Shepherd, 2014). 
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1.3.2 Atmospheric energy budget 

The Earth’s weather and climate are determined by the energy flows driven by 

incoming solar radiation. A schematic of the Earth’s global-annual energy budget is 

shown in Figure 1.2. Precipitation provides a link between the hydrological cycle and 

Earth’s energy balance through latent heating of the atmosphere. Globally the latent 

heat released through precipitation is balanced by the net atmospheric longwave 

cooling, shortwave absorption and sensible heat flux from the surface. Analysis of the 

tropospheric energy budget (Mitchell et al., 1987; Allen and Ingram, 2002; Andrews 

et al., 2010b) or surface energy budget (Andrews et al., 2009; Wild and Liepert, 2010) 

can therefore be used to place constraints on precipitation.  

 

Figure 1.2: The Earth’s annual global energy budget for the period March 2000 to 

May 2004 (W m-2). (Taken from Trenberth et al. 2009) 

 

In the context of climate change this means for a given perturbation in the climate 

system, precipitation must respond accordingly to maintain energy balance. 

Conservation of energy presents a more severe constraint on global precipitation 

change than the availability of atmospheric moisture (Mitchell et al., 1987; Allen and 

Ingram, 2002). This accounts for the low hydrological sensitivity observed in current 

climate models (1-3% K-1). 
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Muller and O’Gorman (2011) demonstrated that the energy budget framework for 

analysing precipitation change can be extended to regional scales through 

incorporating horizontal transport of dry static energy. A perturbation between two 

climates may be expressed in terms of the local atmospheric energy budget using 

Equation 1.3: 

𝐿𝑐𝛿𝑃 = 𝛿𝑄 + 𝛿𝐻 = 𝛿𝐿𝑊𝐶 − 𝛿𝑆𝑊𝐴 − 𝛿𝑆𝐻 + 𝛿𝐻,                       (1.3) 

where Lc is the latent heat of condensation, P is precipitation, Q is the net diabatic 

cooling of the atmosphere (excluding latent heat), H is the column-integrated dry static 

energy flux divergence associated with circulation, LWC is net atmospheric longwave 

cooling, SWA is net atmospheric shortwave absorption, SH is the sensible heat flux 

from the surface, and δ represents a perturbation between climates. Equation 1.3 

assumes that changes in atmospheric energy storage are negligible. This has 

previously been shown to be true for one model (Muller and O’Gorman, 2011). 

Equation 1.3 can be usefully employed to analyse transient changes due to the small 

heat capacity of the atmosphere (O’Gorman et al., 2011), which means the energy 

budget responds on very short timescales (within days) (Cao et al., 2012). The dry 

static energy flux divergence term H, can be calculated using Equation 1.4: 

𝐻 = ∫ 𝒖 ∙ 𝛁𝑠 + ∫ 𝑠𝛁 ∙ 𝒖 + ∫ 𝛁 ∙ (𝒖′𝑠′),                               (1.4) 

where, H is dry static energy flux divergence, u is the horizontal wind vector, 𝜵 is the 

horizontal gradient, s is dry static energy,  overbars denote monthly means, primes 

indicate departures from the monthly mean, and ∫ denotes mass-weighted vertical 

integration over the column (Eq. 1.2). For the analysis in this thesis the transient 

component (third term in Eq. 1.4) is calculated as a residual. This assumes that the 

atmospheric energy budget closes for the climate models used. This has previously 

been shown to be true for one model (Muller and O’Gorman, 2011), but may vary in 

some models. All models used for energy budget analysis were verified to be energy 

conserving globally for the atmospheric energy budget. In the tropics, H can be well 

approximated from the first two terms in equation 1.4, based on monthly means. This 

is because eddy dry static energy fluxes are negligible in the tropics because of the 

weak local temperature gradients (Trenberth and Stepaniak, 2003). Outside of the 

tropics, changes in eddy dry static energy fluxes may contribute to changes in H due 
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to changes in the pole-to-equator temperature gradient or storm track winds (Muller 

and O’Gorman, 2011).  

The change in dry static energy flux divergence by mean motions due to a perturbation 

in climate can be calculated as shown in Equation 1.5. For this formulation, the second 

term in Equation 1.4 was rewritten in terms of vertical velocity (obtainable by using 

the continuity equation and neglecting surface pressure variations). 

𝛿𝐻 = ∫ 𝛿(𝒖) ∙ 𝛁𝑠 + ∫ 𝒖 ∙ 𝛿(𝛁𝑠) + ∫ 𝛿(𝜔)
𝜕𝑠

𝜕𝑝
+ ∫ 𝜔𝛿 (

𝜕𝑠

𝜕𝑝
),            (1.5) 

where, H is dry static energy flux divergence, u is the horizontal wind vector, 𝜵 is the 

horizontal gradient, s is dry static energy,  ω is vertical velocity, p is pressure, overbars 

denote monthly means, ∫ denotes mass-weighted vertical integration over the column 

(Eq. 1.2), and δ denotes a perturbation between climates. 

By decomposing the change in dry static energy flux divergence into the separate 

terms in Equation 1.5, the contribution to precipitation change from changes in 

different atmospheric parameters can be identified. In a similar manner to moisture 

budget analyses, the change in dry static energy flux divergence can be separated into 

a dynamic and thermodynamic component. The dynamic term includes change 

associated with changes in atmospheric motion (terms 1 and 3 in Eq. 1.5), and the 

thermodynamic term includes change associated with changes in dry static energy 

gradients (terms 2 and 4 in Eq. 1.5). In the tropics, where horizontal gradients in dry 

static energy are generally small, the first two terms in Equation 1.5 can be neglected.   

Analysis of the local atmospheric energy budget enables precipitation change to be 

directly related to the radiative effects of forcing agents, through their impact on net 

atmospheric cooling as well as atmospheric circulation. 

 

1.4 Radiative Forcing of Climate 

1.4.1 Concept 

The ubiquitous framework for analysing climate change involves an external forcing 

that induces a change in the global top of the atmosphere (TOA) energy balance, an 

opposing climate response to regain equilibrium, and feedbacks which amplify or 



Chapter 1: Introduction 

9 

 

dampen the overall climate response (Myhre et al., 2013; Sherwood et al., 2015). 

Radiative forcing is a key concept in understanding the climate response to 

anthropogenic and natural drivers of change. There are various ways in which radiative 

forcing can be defined, which are important to distinguish between. 

Radiative forcing was first defined as the instantaneous change in the Earth’s radiative 

balance due to an external driver. It was soon established that allowing stratospheric 

temperatures to adjust to a new radiative equilibrium before calculating the radiative 

forcing provided a more useful result. The stratospherically adjusted method became 

the standard approach for computing radiative forcing (RF) (Ramaswamy et al., 2001). 

However, more recently it has been established that short timescale adjustments, 

which are largely independent of surface temperature change, can also occur in the 

troposphere (Andrews and Forster, 2008; Andrews et al., 2011; Boucher et al., 2013). 

The rapid adjustments can either enhance or reduce the initial radiative perturbation 

through changes in tropospheric properties such as clouds. Including these effects into 

the radiative forcing calculation provides a better indication of the overall climate 

response (Chung and Soden, 2015; Sherwood et al., 2015). The case where rapid 

adjustments in the stratosphere and troposphere are incorporated into the forcing 

calculation is termed the effective radiative forcing (ERF). 

Various methods can be used to diagnose ERF in climate models (Forster et al., 2016). 

ERF can be calculated by regressing global mean surface temperature change against 

the TOA radiative flux change in abrupt forcing simulations (Gregory, 2004). 

Alternatively, ERF can be isolated by fixing sea surface temperatures to inhibit surface 

temperature dependent feedbacks (Hansen et al., 2005). This definition includes the 

effects of changes in land surface temperature in the ERF calculation. It has also been 

suggested to fix both land and sea surface temperatures to provide a more useful 

predictive measure of ERF (Shine et al., 2003). However, fixing land temperatures is 

more difficult to implement in models that include physical and biological processes 

at the land surface and requires prescription of additional parameters. Therefore, in 

some models it can be difficult to obtain results which are a good predictor of the 

climate response when also fixing land temperature (Hansen et al., 2005).  
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1.4.2 Forcing Agents 

There are a large number of anthropogenic and natural forcing agents which can alter 

the global energy balance and thus affect the climate. Greenhouse gases (GHGs) drive 

warming primarily through enhanced atmospheric absorption of longwave radiation. 

GHGs reduce the outgoing longwave radiation at the TOA, and increase by a smaller 

amount the downwelling longwave radiation at the surface. This reduces the net 

radiative cooling of the atmosphere, and the climate system as a whole. In response, 

surface temperature increase to restore balance in the Earth’s energy budget. Carbon 

dioxide is the largest contributor to present day ERF since the preindustrial period due 

to significant anthropogenic emissions increasing atmospheric concentrations (Myhre 

et al., 2013).   

Carbon dioxide is a well-mixed greenhouse gas (WMGHG), meaning it is 

homogeneously distributed due to its long atmospheric lifetime. Other WMGHGs that 

are important for the climate include methane, nitrous oxide and halocarbons (Myhre 

et al., 2013). Greenhouse gases with shorter atmospheric lifetimes, such as ozone, 

produce more heterogeneous forcing patterns (Myhre et al., 2013). 

Atmospheric aerosols can affect the Earth’s energy budget both through their radiative 

properties (aerosol-radiation interactions) and due to their role as cloud condensation 

nuclei (CCN) and ice nuclei (IN) (aerosol-cloud interactions) (Boucher et al., 2013). 

Different aerosol species can drive very different radiative forcing responses 

depending on their radiative and microphysical properties. Two of the most important 

aerosol species for observed climate change since the preindustrial period are sulphate 

and black carbon, which are the focus of various analyses in this thesis. Sulphate is 

mainly a scattering aerosol across the solar spectrum, and therefore reduces the net 

downwelling shortwave radiation both at the TOA and surface (Ramanathan et al., 

2001). Sulphate also acts as CCN and IN (Twomey, 1974), and therefore affects the 

atmospheric energy budget through aerosol-cloud interactions. Increased sulphate 

concentrations can increase the albedo of clouds through increasing the number of 

small cloud droplets (Twomey, 1977). Smaller cloud droplets may also reduce 

precipitation efficiency and increase the lifetime of clouds (Rosenfeld et al., 2008).  

Black carbon is a strong absorber of shortwave radiation, so an increased abundance 

reduces downwelling shortwave radiation at the surface and increases net 
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downwelling shortwave radiation at the TOA (Bond et al., 2013). As a result, black 

carbon strongly heats the atmosphere, but has a weaker effect on surface temperature 

(Stjern et al., Submitted). Black carbon can also affect cloud properties through a 

variety of processes. Changes in the vertical temperature structure of the troposphere 

can affect cloud distribution (semi-direct effect), changes in the number concentration 

of CCN and IN can affect cloud albedo and lifetime and by changing phase 

partitioning and precipitation in mixed-phase clouds (Bond et al., 2013). However the 

effects of black carbon on clouds remain highly uncertain (Boucher et al., 2013). 

The total global mean ERF due to anthropogenic drivers between 1750 and 2011 is 

estimated to be 2.3 (1.1 to 3.3) W m-2, with a positive contribution from WMGHGs of 

2.83 (2.26 to 3.40) W m-2, and negative contributions of -0.45 (-0.95 to +0.05) W m-2 

from aerosol-radiation interactions, and -0.45 (-1.2 to 0.0) W m-2 from aerosol-cloud 

interactions (Myhre et al., 2013).  

Natural forcing agents can also drive changes in the atmospheric energy budget, such 

as volcanic forcing and solar irradiance. Volcanic eruptions can significantly reduce 

the net downwelling shortwave radiation at the TOA and surface due to injection of 

SO2 into the stratosphere (Forster et al., 2007). Similarly changes in solar irradiance 

alter the incoming shortwave radiation at the TOA.  

 

1.5 Adjustment and feedback framework 

1.5.1 Concept and utility 

Precipitation is directly affected by individual forcing agents (Lambert and Faull, 

2007; Andrews et al., 2010b; Kvalevåg et al., 2013), as well as global warming (Held 

and Soden, 2006; Previdi, 2010). On a global scale this is well understood through 

energetic arguments. The response of global mean precipitation to forcing can be 

separated into a forcing-dependent adjustment, and a temperature-driven feedback 

(Bala et al., 2009; Andrews et al., 2010b; Kvalevåg et al., 2013; MacIntosh et al., 2016; 

Samset et al., 2016). The adjustment is due to changes in the atmospheric energy 

budget driven by the direct radiative effects of the forcing agent, as well as rapid 

adjustments of the troposphere and land surface (Gregory and Webb, 2008; Wyant et 

al., 2012; Sherwood et al., 2015), which are independent of global mean surface 
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temperature change. The feedback response is due to radiative feedbacks driven by 

changes in global mean surface temperature (Previdi, 2010). 

The adjustment and feedback framework explains the different apparent hydrological 

sensitivities in response to different forcing agents (Andrews et al., 2010b; Kvalevåg 

et al., 2013; Fläschner et al., 2016). The apparent hydrological sensitivity here refers 

to the precipitation change per unit global mean surface temperature change, without 

separating out any non-linear effects independent of temperature change. The 

variation in apparent hydrological sensitivities is almost entirely a result of the forcing-

dependent adjustments. For example, carbon dioxide produces a smaller increase in 

global mean precipitation than solar forcing for a given surface warming (Andrews et 

al., 2010b; Samset et al., 2016). This is because carbon dioxide significantly enhances 

atmospheric LW absorption, which is balanced by a reduction in latent heating, and 

consequently a negative precipitation adjustment. In contrast, solar forcing has little 

effect on atmospheric absorption, and therefore only drives precipitation change 

through the temperature-driven feedback. After the initial adjustment, the feedback 

response per unit Kelvin (hydrological sensitivity) is very consistent between the 

forcing agents, as shown in Figure 1.3.  

The adjustment and feedback framework is vital in understanding projected global 

precipitation changes. A simple energetically constrained adjustment and feedback 

model can be used to accurately emulate historical and 21st century global mean 

precipitation changes predicted by current climate models (Thorpe and Andrews, 

2014). 

There is much less understanding of precipitation adjustments on a regional scale. 

Most previous work on regional precipitation change has not separated out adjustment 

and feedback responses. However, recent studies have shown that precipitation 

adjustments can play a significant role in the regional precipitation response to forcing 

(Bony et al., 2013; Samset et al., 2016). The adjustment component may contribute 

significantly to the long-term precipitation response in many regions (Samset et al., 

2016). Understanding the mechanisms that drive the spatial pattern of precipitation 

adjustments is important for improving understanding of regional precipitation 

change. 
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Figure 1.3: The change in global mean precipitation against global mean change in 

surface air temperature for HadSM3 abrupt doubling of CO2 and 2% increase in 

insolation. (Taken from Andrews et al. 2009)  

 

1.5.2 Computation Methods 

There is no definitive method for making the decomposition into precipitation 

adjustment and feedback components. There are a range of methods which can be used 

to calculate the terms, similar to the ERF computation methods outlined in section 

1.4.1. These include using fixed sea surface temperature (SST) experiments (Bala et 

al., 2009; Andrews et al., 2010b; Samset et al., 2016; Tian et al., 2016), linear 

regression of precipitation change against surface temperature change (Lambert and 

Faull, 2007; Andrews et al., 2009), or separating based on timescale (Cao et al., 2012; 

Bony et al., 2013). However, these different methods result in subtly different 

adjustment and feedback definitions. Chapter 2 investigates how different 

methodological choices affect results and uncertainties, and how they relate to 

physical understanding.  

Fixing both land and sea surface temperatures in model simulations could also be used 

to isolate the rapid adjustment, as Shine et al. (2003) showed for calculating ERF. 

However, as noted in section 1.4.1, fixing land surface temperatures is difficult to 

implement in a consistent manner in models which include physical and biological 
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processes at the land surface (Hansen et al., 2005). In addition, given that the 

atmosphere and land surface respond on a similar timescale, which is distinct from the 

slower ocean response, it may not be physically useful to separate them. Fixing both 

land and sea temperatures to isolate the adjustment component is therefore not 

investigated in this thesis.  

 

1.6 Regional Precipitation Change Mechanisms 

1.6.1 Response to Warming 

Various mechanisms have been identified by which warming drives regional 

precipitation change. At large scales over the oceans, precipitation change exhibits a 

‘wet-get-wetter’ and ‘dry-get-drier’ spatial pattern (Mitchell et al., 1987; Held and 

Soden, 2006; Chou et al., 2009; Seager et al., 2010). This arises due to the higher 

atmospheric water vapour content with warming. The saturation vapour pressure can 

be related to temperature using the Clausius-Clapeyron relation as shown in equation 

1.6. 

𝑑𝑒𝑠

𝑑𝑇
=

𝐿𝑣

𝑅𝑇2 ≡ 𝛼(𝑇),                                            (1.6) 

where, es is the saturation vapour pressure, T is temperature, Lv is the latent heat of 

vaporization and R is the gas constant. For typical temperatures in the lower 

troposphere, α ≈ 0.07 K-1. Therefore the saturation vapour pressure increases by 

approximately 7% per Kelvin of temperature increase.  As a result, the existing 

atmospheric circulation transports more moisture from dry regions to wet regions, 

creating a wet-get-wetter and dry-get-drier pattern of change. The wet-get-wetter 

mechanism is incorporated in the thermodynamic component of equation 1.5. 

The WeGW mechanism is partially counteracted, particularly in dry regions, by an 

expected slowdown of atmospheric circulation due to changes in dry static stability 

with warming (Chou et al., 2009; Chadwick et al., 2013). Globally, precipitation can 

be approximated in terms of convective mass flux from the boundary layer to the free 

troposphere using equation 1.7. 

𝑃 ≈ 𝑀𝑞𝑏,                                                   (1.7) 
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where, P is precipitation, M is mass flux from the boundary layer to the free 

troposphere, and qb is a typical boundary layer water vapour mixing ratio. Given that 

lower tropospheric specific humidity is expected to increase by approximately 7% K-

1, yet global mean precipitation is expected to increase at a rate of 1-3% K-1 due to the 

energetic constraints discussed in section 1.3.2, this implies a weakening of 

circulation, M. 

The ‘warmer-get-wetter’ (WaGW) mechanism drives significant local deviations from 

the WeGW pattern (Xie et al., 2010; Huang, 2013; Chadwick et al., 2014). Sea surface 

temperatures in the tropics tend to warm more in regions where winds are weak, and 

consequently have a smaller damping effect on warming. In addition, the larger 

increase in land temperatures compared to the oceans can also influence atmospheric 

circulation and precipitation (Joshi et al., 2007). However, understanding of regional 

precipitation change over land remains low (Boucher et al., 2013), and soil moisture-

precipitation feedbacks remain uncertain in global climate models (Hohenegger et al., 

2009).  

1.6.2 Response to Forcing 

Forcing agents can drive regional precipitation adjustments independent of global 

mean surface temperature change as discussed in section 1.4. CO2 has been shown to 

have a strong direct effect on tropical circulation (Bony et al., 2013; Merlis, 2015). 

Bony et. al. (2013) suggest that the reduced net atmospheric cooling weakens tropical 

overturning circulation. Rapid warming of the land surface in response to CO2 is also 

thought to produce shifts in tropical circulation patterns due to the land-sea thermal 

contrast (Chadwick et al., 2014; Tian et al., 2016). Samset et al. (2016) showed that a 

range climate forcings, including greenhouse gases and aerosols, can drive significant 

precipitation adjustments in various regions (Samset et al., 2016). However, the 

regional adjustment processes are not well understood. 

CO2 causes rapid adjustments in precipitation not only due to radiative effects, but 

also due to effects on plant stomata (Cao et al., 2009; Andrews et al., 2010a). Higher 

CO2 concentrations mean plant stomata do not open as wide, resulting in reduced 

evapotranspiration flux to the atmosphere, known as the CO2 physiological effect 

(Field et al., 1995; Sellers et al., 1996; Betts et al., 1997). This effect tends to reduce 

precipitation over forested regions, particularly in the tropics (Andrews et al., 2010a). 
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Aerosols can have complex interactions with key tropical dynamical systems affecting 

local precipitation. The spatially heterogeneous nature of aerosols means that local 

precipitation change is highly sensitive to the location of the forcing (Shindell et al., 

2012). Various studies have linked aerosols with historical drying in the Sahel 

(Ackerley et al., 2011; Kawase et al., 2011). Reduced precipitation over southern 

Africa has been attributed to drying of the atmosphere due to local black carbon and 

organic carbon emissions (Hodnebrog et al., 2016). Aerosols can affect the position of 

the inter-tropical convergence zone due to the hemispheric asymmetry of the forcing, 

thus shifting tropical precipitation patterns (Ridley et al., 2015).  

Aerosols are thought to have complex interactions with tropical monsoon systems, 

with a large number of studies investigating the Asian monsoon systems (Ramanathan 

et al., 2005; Meehl et al., 2008; Bollasina et al., 2011, 2014; Guo et al., 2015). Negative 

surface forcing due to aerosols is thought to reduce the meridional SST gradient and 

reduce surface evaporation over land (Ramanathan et al., 2005; Bollasina et al., 2011; 

Ganguly et al., 2012; Guo et al., 2015). This weakens the South Asian summer 

monsoon circulation and reduces the associated precipitation.  

Black carbon is thought to be a key aerosol species in affecting the South Asian 

monsoon, but there are significant uncertainties (Meehl et al., 2008; Ramanathan and 

Carmichael, 2008; Bond et al., 2013). Atmospheric heating from absorbing aerosols 

(e.g. black carbon and dust) may induce a water cycle feedback via the Elevated Heat 

Pump (EHP) effect (Lau et al., 2006). According to the EHP hypothesis, during the 

early monsoon period aerosol driven atmospheric heating over the Indo-Gangetic 

Plain and central India enhances rising motion and increases advection of moisture to 

northern India and the Himalayan foothills. This may drive enhanced precipitation in 

the early monsoon season, but reduced precipitation later in the season (Lau and Kim, 

2006; Meehl et al., 2008; Bollasina et al., 2013). Aerosol impacts on the East Asian 

monsoon are even more complex due to the influence of various natural and 

anthropogenic aerosol sources and greater scale of the monsoon system (Rosenfeld et 

al., 2014). 

In addition to their radiative effects aerosols can also affect precipitation through their 

role as cloud condensation nuclei (CCN) and ice nuclei (IN) (Ramanathan et al., 2001; 

Rosenfeld et al., 2008, 2014; Tao Wei-Kao, 2012; Boucher et al., 2013). In regions of 
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low aerosol loading increased aerosol concentration leads to an increase in droplet 

concentration and decrease in droplet size, but the magnitude of this effect remains 

uncertain (Boucher et al., 2013). How the changes in droplet characteristics affect 

precipitation is complex and depends on various parameters.  

In warm-rain formation smaller rain droplets are expected to suppress light 

precipitation due to lower fall speeds, smaller collision efficiencies and narrowing of 

the cloud droplet size spectrum (Albrecht, 1989; Boucher et al., 2013). Conversely, 

delaying the onset of precipitation and the formation of ice particles may invigorate or 

intensify convective storms due to changes in the vertical distribution and total amount 

of latent heating (Koren et al., 2005; Rosenfeld et al., 2008, 2014; Tao Wei-Kao, 2012; 

Alizadeh-Choobari and Gharaylou, 2017). There is some evidence for effects on 

convective precipitation intensity from both modelling and observations (Koren et al., 

2005, 2014; Rosenfeld et al., 2014; Alizadeh-Choobari and Gharaylou, 2017), but the 

magnitude and sign of the effects remain highly uncertain. Aerosol-cloud interactions 

are highly complex and the effects on precipitation remain highly uncertain (Boucher 

et al., 2013). 

 

1.7 Thesis aims and structure 

This thesis aims to use analysis of the local atmospheric energy budget to improve 

understanding of how forcing agents affect regional precipitation patterns through 

both rapid adjustments and temperature-driven feedbacks. The precipitation response 

to a range of drivers will be assessed through targeted climate simulations using the 

Met Office Hadley Centre Global Environment Model version 2 (HadGEM2) (Martin 

et al., 2011), as well as output from the Coupled Model Intercomparison Project Phase 

5 (CMIP5) (Taylor et al., 2011), and the Precipitation Driver and Response Model 

Intercomparison Project (PDRMIP) (Myhre et al., 2016). A summary of the specific 

aims and content for each chapter is given below. 

Chapter 2 assesses different computation methods for separating precipitation 

adjustment and feedback components in response to forcing. There is currently no 

definitive method for making the decomposition, with different studies using a variety 

of techniques. Current methods employed include fixing sea surface temperatures, 
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using linear regression of precipitation change against surface temperature change, or 

separating based on timescale. This chapter quantifies the effects of different 

methodological choices on the adjustment and feedback results and uncertainties, and 

how they relate to physical understanding on both global and regional scales. The 

analysis focuses on the responses of two global climate models (HadGEM2 and 

CESM1-CAM4) to five different forcing scenarios. 

Chapter 3 investigates the mechanisms which drive the spatial pattern of the 

precipitation adjustment in response to CO2 and aerosol forcing in CMIP5 models. 

The precipitation and energy budget responses to CO2, sulphate and all anthropogenic 

aerosol are analysed using fixed sea surface temperature simulations for 16 global 

climate models. This chapter determines the key processes driving spatial changes in 

the tropics and mid-latitudes, and how they differ between forcings. Regions where 

the spatial pattern of change is robust between models are established. 

Chapter 4 analyses the global, land and sea mean precipitation and energy budget 

responses to five forcing agents (CO2, CH4, SO4, black carbon and solar), across the 

Precipitation Driver and Response Model Intercomparison Project (PDRMIP) model 

ensemble. This chapter establishes how global mean precipitation adjustment and 

feedback responses are partitioned between land and sea, and uses analysis of the 

atmospheric energy budget to understand the processes driving change, and isolate 

sources of uncertainty. The PDRMIP results are used to assess the extent to which 

historical and projected precipitation changes over land and sea can be emulated using 

a simple model based on the adjustment and feedback framework. The simple model 

is compared with CMIP5 ensemble mean output and observational datasets. The 

simple model is used to try and isolate the contribution of different drivers to historical 

and future precipitation change over land and sea.  

Chapter 5 investigates the influence of different atmospheric drivers on Amazonian 

precipitation, and in particular the physiological forcing of CO2. The Amazon 

rainforest is a key component of the climate system but precipitation projections are 

uncertain and poorly understood. This chapter assesses the sensitivity of Amazonian 

rainfall change to five forcing agents across the PDRMIP models. Analysis of the 

atmospheric energy and moisture budgets is used to understand the mechanisms 

driving change. The effects of CO2 physiological forcing are isolated using CMIP5 
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simulations. This chapter aims to quantify the contribution of CO2 physiological 

forcing to projected Amazonian precipitation change.  

Chapter 6 provides a summary and discussion of the findings outlined in chapters 2-

5, as well as recommendations for future research. Appendices include the 

supplementary materials for chapters 2-5. 
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Abstract The precipitation adjustment and feedback framework is a useful tool for understanding global
and regional precipitation changes. However, there is no definitive method for making the decomposition. In
this study we highlight important differences which arise in results due to methodological choices. The
responses to five different forcing agents (CO2, CH4, SO4, black carbon, and solar insolation) are analyzed
using global climate model simulations. Three decompositionmethods are compared: using fixed sea surface
temperature experiments (fSST), regressing transient climate change after an abrupt forcing (regression), and
separating based on timescale using the first year of coupled simulations (YR1). The YR1 method is found to
incorporate significant SST-driven feedbacks into the adjustment and is therefore not suitable for making the
decomposition. Globally, the regression and fSST methods produce generally consistent results; however, the
regression values are dependent on the number of years analyzed and have considerably larger
uncertainties. Regionally, there are substantial differences between methods. The pattern of change
calculated using regression reverses sign in many regions as the number of years analyzed increases. This
makes it difficult to establish what effects are included in the decomposition. The fSST method provides a
more clear-cut separation in terms of what physical drivers are included in each component. The fSST results
are less affected by methodological choices and exhibit much less variability. We find that the precipitation
adjustment is weakly affected by the choice of SST climatology.

1. Introduction

Global mean precipitation is tightly constrained by the tropospheric energy budget, whereby the latent heat
released from precipitation balances tropospheric cooling [Mitchell, 1983; Allen and Ingram, 2002; O’Gorman
et al., 2011; Pendergrass and Hartmann, 2014]. As a result, the change in global mean precipitation in response
to forcing can be decomposed into a rapid adjustment and feedback response. The adjustment is due to
direct changes in atmospheric cooling in response to the forcing and any associated rapid adjustments in
the climate system which affect the atmospheric energy budget, such as rapid changes in atmospheric tem-
perature, water vapor, and clouds [Lambert and Faull, 2007; Bala et al., 2009; Andrews et al., 2010]. The feed-
back response is driven by surface temperature-dependent radiative feedbacks [Previdi, 2010]. The
decomposition is highly useful for understanding the different hydrological responses to different forcing
agents [Andrews et al., 2010; Cao et al., 2011; Kravitz et al., 2013; Kvalevåg et al., 2013; Fläschner et al., 2016;
Samset et al., 2016]. The simple energetically constrained adjustment and feedback model can be used to
accurately emulate historical and 21st century global mean precipitation changes predicted by general circu-
lation models [Thorpe and Andrews, 2014]. A recent study [Cao et al., 2015] found that the linear combination
of adjustment and feedback can be used to emulate precipitation change predicted by climate models under
different CO2 and solar forcing scenarios.

One problem with the adjustment and feedback framework is that there is no definitive method for making
the decomposition. There are a range of methods which can be used to calculate the precipitation adjust-
ment and feedback components. These include using fixed sea surface temperature (SST) experiments
[Bala et al., 2009; Andrews et al., 2010; Richardson et al., 2016; Samset et al., 2016; Tian et al., 2016], linear regres-
sion of precipitation change against surface temperature change [Lambert and Faull, 2007; Andrews et al.,
2009], or separating based on timescale [Cao et al., 2012; Bony et al., 2013]. However, these different methods
result in subtly different adjustment and feedback definitions. It is not well understood how the results and
uncertainties vary between methods. It is important to understand the effects of different methodological
choices on the adjustment and feedback framework and how they relate to physical understanding.
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On regional scales the decomposition becomes more complicated as local precipitation is strongly influ-
enced by circulation changes [Bony et al., 2013; Chadwick et al., 2013; Huang, 2013; Richardson et al., 2016].
As a result any surface temperature change which may be included in the rapid adjustment calculation
can strongly affect the spatial pattern of precipitation change [Chadwick et al., 2014; Richardson et al.,
2016]. This makes the regional decomposition nontrivial, and careful consideration is required for methodol-
ogy. In this study we compare methods for calculating adjustment and feedback precipitation responses to
five different forcing scenarios, on global and regional scales using two global climate models.

2. Methods
2.1. Adjustment and Feedback Calculation

Three different methodologies are analyzed for decomposing the precipitation adjustment and feedback
terms in response to forcing: using fixed sea surface temperature experiments (fSST), separating based on
timescale (YR1), and linear regression during transient climate change (regression). The decomposition is
used to aid physical understanding, and there is no true value with which to compare. In this study we com-
pare how the different methods affect the physical interpretation of results and assess their usefulness based
on error characteristics and consistency.
2.1.1. fSST Method
The adjustment component can be estimated using fixed sea surface temperature experiments (fSST) [Bala
et al., 2009; Andrews et al., 2010]. In these simulations the fixed SST inhibits oceanic temperature-dependent
feedbacks, thus isolating the adjustment component. Land surface temperatures can change, which will
influence the precipitation adjustment. The feedback response (ΔPfb) is calculated by subtracting the fixed
SST precipitation change (ΔPra) from the total response in fully coupled simulations (ΔPtot). The hydrological
sensitivity (precipitation feedback per unit kelvin) is calculated by dividing the feedback response by global
mean surface temperature change, as shown in equation (1). It should be noted that this differs from the
apparent hydrological sensitivity [Fläschner et al., 2016; Samset et al., 2016] which is the total precipitation
response per unit kelvin.

HS ¼ ΔPfb
ΔT tot � ΔT ra

¼ ΔPtot � ΔPra
ΔT tot � ΔT ra

(1)

where HS is the hydrological sensitivity, ΔPfb is the precipitation feedback response, ΔPtot is the total preci-
pitation response, ΔPra is the precipitation adjustment, ΔTtot is the total surface temperature response, and
ΔTra is any surface temperature change included in the adjustment calculation. Fully coupled climate models
can take millennia to reach true equilibrium after large step forcings [Caldeira and Myhrvold, 2013]; however,
this is not necessary for calculating the precipitation feedback per unit temperature change (hydrological
sensitivity). For slab ocean model simulations, as used for CESM1-CAM4, a shorter time period is required to
reach a new equilibrium (several decades). Here the total precipitation/temperature response is taken as the
mean change 50 years after introducing a forcing, by which time significant temperature change has occurred.
In our uncertainty analysis the meaning period is adjusted in length along with the fSST integration length.
2.1.2. Regression Method
The adjustment and hydrological sensitivity can also be estimated through linear regression during transient
climate change [Gregory andWebb, 2008; Andrews et al., 2009], hereafter denoted as the “regression”method.
By regressing precipitation change against global mean surface temperature change after an abrupt forcing,
the adjustment is given by the intercept and the hydrological sensitivity obtained from the slope. This meth-
odology implies that no global mean surface temperature effects are included in the adjustment component.
However, it has been noted that rapid SST change can produce a spatial pattern with zero global mean but
which still affects the atmospheric energy budget [Andrews et al., 2015]. This method has typically only been
used for global mean analysis; however, we will also assess the suitability of regression for local precipitation.
The local precipitation at each grid point is regressed against the global mean temperature change to calcu-
late the regional adjustment and hydrological sensitivity.
2.1.3. YR1 Method
The precipitation response to forcing can also be separated based on timescale [Cao et al., 2012; Bony et al.,
2013], defining the adjustment as any changes which occur within a designated time period after a forcing is
applied. Following Bony et al. [2013], we take the first year precipitation response as the adjustment, hereafter
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denoted as the “YR1” method. Using this method, any change in precipitation which occurs within 1 year of
an abrupt forcing is included. Consequently, some changes in precipitation driven by surface temperature
change are included in the adjustment component, as both land and sea surface temperatures are free to
change. The feedback response can be calculated by subtracting the first year response (ΔPra) from the total
response (ΔPtot). The total response is calculated using the mean change in precipitation for years 51–70 in
the abrupt forcing coupled simulations. The hydrological sensitivity is then calculated by dividing the feed-
back response by surface temperature change, as shown in equation (1).

2.2. Simulations

We analyze simulations from the Precipitation Driver Response Model Intercomparison Project (PDRMIP)
[Samset et al., 2016]. The uncertainty analysis focuses on output from HadGEM2 [Martin et al., 2011] and
CESM1-CAM4 [Neale et al., 2010; Gent et al., 2011] for which extended runs were performed. Data from nine
PDRMIP models (CanESM2, GISS-E2-R, HadGEM2, HadGEM3, MPI-ESM, CESM1-CAM4, CESM1-CAM5,
NorESM1, and MIROC-SPRINTARS) are used for an overall comparison of the three methods (Figure 3). For
details on PDRMIP protocols, see Samset et al. [2016]. Five different abrupt forcing scenarios were implemen-
ted: a doubling of CO2 concentration (2xCO2), tripling of CH4 concentration (3xCH4), 2% increase in solar
insolation (SOL), 5 times SO4 concentration or emissions (5xSO4), and 10 times black carbon concentration
or emissions (10xBC).

HadGEM2 and CESM1 implemented the scenarios with some differences, so responses would not be
expected to be quantitatively similar. HadGEM2 used a preindustrial baseline for all simulations, whereas
CESM1 used a present-day baseline. For the aerosol experiments HadGEM2 scaled emissions, whereas
CESM1 scaled concentrations based on AeroCom Phase II [see, e.g., Samset et al., 2013]. In addition,
HadGEM2 employed a fully coupled ocean model, whereas CESM1 used a slab-ocean model. All simulations
were performed both with sea surface temperatures held fixed (fSST) and coupled to an ocean. The fSST
simulations were run for 30 years and the coupled runs for 100 years. Five 20 year coupled 2xCO2 ensemble
runs were also performed in CESM1.

An additional set of simulations were performed using HadGEM2 to investigate the effect of SST climatology
on the precipitation adjustment. Two fixed SST simulations with CO2 levels quadrupled were run for 20 years,
one with preindustrial SST climatology (sstClim4xCO2) and one with a uniform increase of 4 K from preindus-
trial SST climatology (sstClim4K4xCO2). Corresponding baseline simulations were run for the two SST cli-
matologies, denoted sstClim and sstClim4K, respectively. The precipitation adjustment was calculated as
the difference between the forced run and corresponding control run averaged across the full 20 years.

2.3. Error Calculations

The standard error for the precipitation adjustment and hydrological sensitivity is computed to compare
methods. For fSST simulations equation (2) is used to calculate the standard error (SE), where “σ” is the stan-
dard deviation of the annual mean anomaly and “n” is the length (in years) of the run:

SE ¼ σffiffiffi
n

p (2)

Because the coupled runs have not reached true equilibrium, there is still a temperature-dependent trend in
the precipitation response. Therefore, the standard deviation (σ) is computed based solely on the control run.
The annual mean standard deviation of the control run is multiplied by the square root of 2 to account for the
fact that the precipitation response is the difference between two means.

The standard error for the regression adjustment (SEra) is taken as the standard error of the intercept using
equation (3) and the standard error of the hydrological sensitivity (SEhs) taken as the standard error of the
slope using equation (4):

SEra ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑xi2∑ yi � yið Þ2

n n� 2ð Þ∑ xi � xið Þ2

s
(3)

SEhs ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑ yi � yið Þ2
n� 2ð Þ∑ xi � xið Þ2

s
(4)
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where xi is temperature change each year, yi is precipitation change each year, n is the number of years
regressing over, and overbars denote the average value of that quantity.

3. Results and Discussion
3.1. Global Mean Method Comparison

The choice of integration length and regression length impacts on both the adjustment and hydrological
sensitivity results and their error characteristics. Figure 1 shows how the precipitation adjustment and

Figure 1. Global mean rapid adjustment (RA) and hydrological sensitivity (HS) terms against integration length for (a, c, e,
and g) fSST and (b, d, f, and h) regression methods. Results are shown for the five forcing scenarios (colored lines) imple-
mented in HadGEM2 and CESM1. Also shown in the CESM1 regression plots are RA and HS values obtained from regression
of five 2xCO2 ensemblemembers (dotted line). The grey shading denotes the standard error. Diamonds indicate regression
values after 100 years.
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hydrological sensitivity vary with
changing integration/regression
length. For all forcing scenarios
the fSST precipitation adjustment
is very consistent irrespective of
the number of years analyzed
(Figures 1a and 1c). Integration
length has a larger effect on the
fSST hydrological sensitivity
(Figures 1e and 1g) in response to
3xCH4 and 10xBC. This is likely
because these forcing scenarios

drive smaller temperature changes (see Figure 4), thus resulting in larger errors per unit kelvin. There is also
more natural variability associated with the hydrological sensitivity calculation, arising from the coupled
ocean. The variation in the fSST hydrological sensitivity is small for all forcing scenarios when using over
15 years for the calculation.

Regression length has amuch larger impact on the adjustment and hydrological sensitivity (Figures 1b, 1d, 1f,
and 1h). Particularly with a regression length less than 15 years, the adjustment and hydrological sensitivity
vary considerably dependent on the number of years analyzed. Using a five-member ensemble for regression
reduces the variability (Figures 1d and 1h dotted line). The hydrological sensitivity generally reduces as
regression length increases (Figures 1f and 1h), particularly for CESM1. It has previously been shown that
top of the atmosphere energy budget feedbacks are not constant in many models following abrupt forcings
[Andrews et al., 2012]. The changing hydrological sensitivity with regression length implies that net atmo-
spheric energy budget feedbacks are also not constant throughout the abrupt forcing simulations. Table 1
shows the hydrological sensitivity calculated separately using the first 10 years and the following 90 years
of the simulations. For both models the hydrological sensitivity is generally larger when computed using
the first 10 years. This slight nonlinearity means that methodological choices will affect results. As a conse-
quence, it should be noted that using a longer regression to improve statistics (as shown in Figure 2) may
not be beneficial for capturing the initial adjustment component.

Increasing the integration length and regression length reduces the adjustment and hydrological sensitivity
uncertainties (Figure 2). Across most forcing agents a standard error of less than 1mmyr�1 for the fSST
adjustment can be obtained with a minimum integration length of 8 years. The only exception is 10xBC for
HadGEM2 which exhibits a slightly larger variability than the other scenarios. Using the regression method,
it is not possible to constrain the adjustment response to within 1mmyr�1, even after 100 years, for any for-
cing scenario. Using five 20 year ensemble members, regression still fails to constrain the adjustment to
within 1mmyr�1 (Figure 2d). The fSST adjustment error is not strongly affected by forcing scenario, whereas
the regression adjustment error is generally larger for stronger forcings. The YR1 adjustment uncertainty is
large due to the short time period (4.6mmyr�1 and 4.7mmyr�1 for HadGEM2 and CESM1, respectively).
Multiple ensemble members could be used to reduce this uncertainty.

For the hydrological sensitivity regression errors are again larger than the fSST errors; however, the difference
is smaller. Errors in the hydrological sensitivity for both methods are strongly influenced by the magnitude of
surface temperature change. Forcing scenarios which produce more surface temperature change in the
coupled runs (see Figure 4) have smaller errors in the hydrological sensitivity. The use of a five-member
ensemble for regression reduces the hydrological sensitivity uncertainty, and a standard error of less than
1mmyr�1 can be achieved using 10 years (Figure 2h).

Figure 3 shows the PDRMIPmultimodelmean precipitation adjustment and hydrological sensitivity calculated
using the fSST, regression, and YR1 methods diagnosed using an integration/regression length of 15 years.
Across the forcing scenarios the fSST and regression precipitation adjustments (Figures 3a and 3b) are
generally in close agreement. The YR1 adjustments show more disagreement, particularly in response to
2xCO2 and 5xSul. This is due to the influence of temperature-dependent feedbacks occurring in the first
year of coupled simulations. In particular, significant surface temperature change occurs in the first year
of the 2xCO2, 5xSO4, and SOL simulations (Figure 4), which have the largest radiative forcings of the five

Table 1. Hydrological Sensitivity Calculated Using Regression Technique
Over Years 1–10 and 11–100 of Abrupt Forcing Simulations for HadGEM2
and CESM1-CAM4a

HadGEM2 CESM1-CAM4

Years 1–10 Years 11–100 Years 1–10 Years 11–100

2xCO2 28.1 ± 1.5 22.9 ± 1.5 29.9 ± 2.7 22.7 ± 2.9
3xCH4 29.0 ± 5.9 21.4 ± 1.9 37.5 ± 6.9 18.4 ± 4.2
5xSul 26.5 ± 1.6 19.5 ± 1.5 27.0 ± 4.4 19.9 ± 4.5
10xBC 23.0 ± 1.9 20.1 ± 2.6 26.0 ± 12.3 20.0 ± 4.0
SOL 21.8 ± 1.7 24.5 ± 2.1 32.6 ± 2.6 19.2 ± 3.9

aUncertainty values are the standard error of the regression slope.
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scenarios. Some surface temperature change also occurs in the fSST experiments, but it is much smaller in
magnitude. In addition, accounting for the fSST surface temperature change generally does not bring the
adjustment value into better agreement with the alternate methods, also discussed in Samset et al. [2016].
Similar findings have been shown in previous studies for top of the atmosphere effective radiative forcing
calculated using fSST methods [Hansen et al., 2005; Sherwood et al., 2015]. Using a shorter time period, such
as 1month, to calculate the adjustment reduces the incorporation of temperature-dependent effects.

Figure 2. Standard error of global mean rapid adjustment (RA) and hydrological sensitivity (HS) values against integration
length for (a, c, e, and g) fSST and (b, d, f, and h) regression methods. Results are shown for the five different forcing sce-
narios (colored lines) implemented for HadGEM2 and CESM1. The dotted line in CESM1 regression plots shows the RA and
HS standard error computed using five 2xCO2 ensemble members.
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However, the uncertainty becomes very large due to monthly natural variability, and the results differ
greatly from the other methods (see supporting information Table S1).

The hydrological sensitivity (Figures 3c and 3d) is mostly consistent between the three methodologies across
forcing scenarios, but there are some noteworthy differences. The fSSTmethod gives a systematically larger sen-
sitivity, but the methods generally agree within their uncertainties. There is a notable difference between the
10xBC hydrological sensitivity calculated using fSST and the other methods. The fSST hydrological sensitivity
is very consistent with other forcing scenarios, whereas the regression and YR1 values for 10xBC are somewhat
lower. The precipitation response to black carbon does not scale as well with surface temperature change in the
first few years after introducing a forcing, as seen from the varying hydrological sensitivity with regression length

in Figures 1f and 1h. This could lead
to discrepancies between decom-
position methods. Rugenstein et al.
[2016] found that shortwave cloud
radiative effects in response to for-
cing do not scale well with surface
temperature and are, in fact, driven
by ocean-atmosphere adjustments
with a characteristic timescale of a
few years. Black carbon strongly
affects atmospheric shortwave cool-
ing, and it can be seen that the
difference between methods arises
mainly from the top of the atmo-
sphere shortwave feedback (see
supporting information Figure S7).
It should be noted that ocean-
driven effects on adjustments will
not be included in the fSST adjust-
ment results. For the regression
method it is unclear how potential
ocean adjustments would be parti-
tioned as they occur over multiple
years and do not scale with global
surface temperature change.

Figure 3. PDRMIP multimodel global mean rapid adjustment (RA) and hydrological sensitivity (HS) values across forcing
scenarios diagnosed using fSST, regression, and YR1 methods. A run and regression length of 15 years is utilized. Error
bars denote the standard deviation of the model spread.

Figure 4. Global mean surface temperature change (δT) in response to the
five forcing scenarios for the fSST simulations (averaged over full 30 years),
first year of coupled simulations (YR1), and final 50 years of coupled simula-
tions (Total). Results are shown for (a) HadGEM2 and (b) CESM1-CAM4.
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3.2. Regional Method Comparison

Figure 5 shows how integration/regression length affects the zonal mean precipitation adjustment and
hydrological sensitivity in response to doubling CO2 for HadGEM2. It can be seen that the fSST zonal mean
adjustment and hydrological sensitivity are fairly independent of integration length, with only small varia-
tions within the tropics. In contrast, the adjustment and sensitivity calculated using regression are highly
dependent on the number of years analyzed. Particularly for the adjustment component, in many regions
the response is completely reversed as the regression length increases. This is likely because local shifts in
precipitation patterns may not scale well with global mean temperature change and therefore lead to erro-
neous regression results. This makes the choice of regression length very difficult, as increasing the number
of years will improve statistics, but may not give a good representation of the initial adjustment. Similar
results are seen for CESM1 and the other forcing scenarios (see supporting information Figures S1–S3).

A comparison of the 2xCO2 regional adjustment and hydrological sensitivity calculated using the three meth-
odologies for CESM1-CAM4 is shown in Figure 6 (for 5xSul and HadGEM2 responses, see supporting informa-
tion Figures S4–S6). An integration/regression length of 20 years is used for the calculations. The spatial
pattern of the adjustment and hydrological sensitivity exhibit significant differences between methods, par-
ticularly for the adjustment component. In many regions the methods disagree substantially on the magni-
tude and sign of precipitation changes. Even the zonally averaged responses exhibit large differences,
particularly in the tropics. The regression and YR1 responses have large uncertainties; over most of the globe
the signal is smaller than the standard error (stippling denotes where signal is greater than the standard
error), particularly for the adjustment component. In contrast, in most regions where large changes occur
using the fSST method, the signal is larger than the standard error.

Figure 5. HadGEM2 zonally averaged precipitation adjustment (RA) and hydrological sensitivity (HS) in response to 2xCO2
calculated using (a, c) fSST and (b, d) regression methods. Each shaded line shows the response calculated using an inte-
gration/regression length increasing incrementally by 5 years.
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The hydrological sensitivity shows slightly more agreement betweenmethods, especially in the midlatitudes.
This is likely because precipitation change is mainly thermodynamically driven in the midlatitudes [Emori,
2005; Seager et al., 2010] and follows global mean temperature change well. In the tropics, however, where
dynamic changes play a key role [Chou et al., 2009; Bony et al., 2013], large differences arise. Given that these

Figure 6. CESM1-CAM4 regional (a, c, e, and g) precipitation adjustment (RA) and (b, d, f, and h) hydrological sensitivity (HS) response to doubling CO2 calculated
using fSST (Figures 6a and 6b), regression (Figures 6c and 6d), and YR1 (Figures 6e and 6f) methods. Figures 6g and 6h show the zonally averaged response for
all threemethods. Stippling shows where the signal is greater than the standard error. An integration/regression length of 20 years is used to compute the responses.
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dynamic changes do not necessarily
scale well with global mean tempera-
ture change, regional regression may
not yield useful information within
the adjustment and feedback frame-
work. It can be seen in Figure 6 that
the pattern of adjustment and
hydrological sensitivity using regres-
sion tend to be similar but opposite
in sign in the tropics. This could be
indicative of a statistical artifact
arising due to the regression metho-
dology, rather than a physically
meaningful result.

The fSST method provides a more
clear-cut decomposition in terms of
which drivers are included in the pre-
cipitation adjustment and feedback
components regionally. Within the
fSST simulations, only the direct
impact of the forcing agent on the
troposphere and the effects of
land surface temperature change
are included. This enables a better
mechanistic understanding of what
processes drive precipitation change.
The YR1 method incorporates signif-
icant global surface temperature
change over both land and sea into
the adjustment and therefore is not
a useful tool in separating drivers
of precipitation change. The huge
variation in regression results as the
number of years analyzed changes
makes it difficult to understand
what effects are being included. In
addition, it has previously been
noted that rapid SST adjustment in
response to CO2 can produce a spa-
tial pattern of surface temperature
change, but with zero global mean
[Andrews et al., 2015]. These local
SST changes may impact the local
precipitation adjustment.

3.3. SST Climatology

Another methodological choice which must be considered is the base state climatology. To investigate the
effect of different sea surface temperature (SST) climatologies, we analyze the precipitation response to
quadrupling CO2 with preindustrial SST climatology, and preindustrial plus 4 K SST climatology, using
HadGEM2 as outlined in section 2.2. Globally, there is a small difference in precipitation adjustments, with
a reduction of �65.0 ± 0.5mmyr�1 and �73.3 ± 0.6mmyr�1 for sstClim4xCO2 and sstClim4K4xCO2, respec-
tively. The difference arises mainly due to the change in longwave cooling of the troposphere (see supporting
information Figure S8). In the warmer climate the upwelling longwave radiation at the surface and top of the
atmosphere are increased, and the atmospheric temperature and humidity profiles altered. As a result, an

Figure 7. HadGEM2 precipitation adjustment in response to quadrupling
CO2 calculated using fixed SST simulations with (a) preindustrial SST clima-
tology, (b) preindustrial plus 4 K SST climatology, and (c) the difference
between the two.
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equivalent increase in CO2 concentration produces a larger reduction in longwave cooling from the atmo-
sphere. Although there is a significant difference in the absolute precipitation response, the percentage
change in precipitation is in close agreement, with changes of �5.77 ± 0.04% and �5.82 ± 0.05%.

Figure 7 shows the regional precipitation adjustment for the two experiments and difference between the
two. The spatial pattern of the precipitation response is largely unaffected by the different SST climatologies.
There are locally some larger differences in precipitation change within the tropics, due to small shifts in the
pattern of change resulting from the different SST climatologies. If the spatial pattern of SST climatology was
significantly altered, this may have a larger effect on the regional adjustment.

4. Conclusions

The adjustment and feedback framework is a useful tool for understanding global and regional precipitation
changes. However, it has been highlighted here that important differences arise in results based upon the
decomposition method employed, which are important to understand and consider. Globally, the precipita-
tion adjustment and hydrological sensitivity calculated using fSST and regression methods are generally in
good agreement. However, the regression values can vary considerably when using a short regression length
(less than ~20 years). In addition, the fSST method gives a systematically larger and more consistent hydro-
logical sensitivity. The YR1 method exhibits significant differences to the other methods, particularly in
response to doubling CO2. This is due to the substantial surface temperature change which occurs within
the first year of coupled simulations. The YR1method is therefore not a very useful tool for making the adjust-
ment and feedback decomposition. Using a shorter timescale, such as 1month, considerably increases
the uncertainty.

The uncertainties associated with the regression method are much larger than for fSST. To an extent this can
be improved through the use of ensembles; however, the regression errors for the adjustment in response to
2xCO2 are still larger with a five-member ensemble. Increasing integration and regression length improves
the error characteristics for both fSST and regression methods. Using a fSST integration length of at least
8 years reduces the standard error for the global mean precipitation adjustment to under 1mmyr�1. The
errors are larger for the hydrological sensitivity, and a longer integration is recommended.

Regionally, significant differences arise betweenmethods. Using regression, the adjustment and hydrological
sensitivity are highly dependent on regression length, with the pattern of change completely reversing in
many regions as the number of years increases. This makes it difficult to understand what effects are being
represented in the regression decomposition. In contrast, the fSST method gives a consistent spatial pattern
of adjustment and hydrological sensitivity irrespective of integration length. The YR1 response includes a
high level of noise and is influenced by rapid SST changes within the first year. There is better agreement
between methods for the hydrological sensitivity in the midlatitudes, where the precipitation response is
thermodynamically driven, scaling well with global mean temperature change.

The choice of SST climatology has a weak effect on the absolute precipitation adjustment. An increase in SST
of 4 K increases the magnitude of the global mean precipitation adjustment from �65.0 ± 0.5mmyr�1 to
�73.3 ± 0.6mmyr�1. However, the percentage change in precipitation from the control state is in close
agreement despite the different SST climatologies. The spatial pattern of precipitation adjustment is largely
unaffected by a warmer SST climatology. Locally, in the tropics there are some differences in precipitation
change due to small shifts in the pattern of change.

Based on these results, we find that the fSST method provides a more clearly defined separation. The adjust-
ment term includes the direct impact of a forcing agent on the troposphere and the effects of land surface
temperature change. The feedback term includes any effects mediated by SST change. The fSST method is
less affected by methodological choices and exhibits much less variability. An integration length of at least
15 years is recommended to reduce uncertainties, particularly for regional analysis.
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ABSTRACT

Precipitation exhibits a significant rapid adjustment in response to forcing, which is important for un-

derstanding long-term climate change. In this study, fixed sea surface temperature (SST) simulations are used to

analyze the spatial pattern of the rapid precipitation response. Three different forcing scenarios are investigated

using data obtained from phase 5 of CMIP (CMIP5): an abrupt quadrupling of CO2, an abrupt increase in

sulfate, and an abrupt increase in all anthropogenic aerosol levels from preindustrial to present day. Analysis of

the local energy budget is used to understand the mechanisms that drive the observed changes.

It is found that the spatial pattern of the rapid precipitation response to forcing is primarily driven by rapid land

surface temperature change, rather than the change in tropospheric diabatic cooling. As a result, the pattern of

response due to increased CO2 opposes that due to sulfate and all anthropogenic aerosols, because of the opposing

surface forcing. The rapid regional precipitation response to increasedCO2 is robust amongmodels, implying that the

uncertainty in long-term changes is mainly associated with the response to SST-mediated feedbacks. Increased CO2

causes rapidwarming of the land surface, which destabilizes the troposphere, enhancing convection andprecipitation

over land in the tropics. Precipitation is reduced over most tropical oceans because of a weakening of overturning

circulation and a general shift of convection to over land. Over most land regions in the midlatitudes, circulation

changes are small. Reduced tropospheric cooling therefore leads to drying over many midlatitude land regions.

1. Introduction

Regional precipitation change is one of the most un-

certain aspects of climate change prediction (Stephens

et al. 2010; Liepert and Previdi 2012; Stevens and Bony

2013) and can have major societal implications (Wake

2013). On a global scale, the precipitation response

to a forcing can be understood through atmospheric

energy budget arguments (Mitchell et al. 1987; Allen

and Ingram 2002; O’Gorman et al. 2012). Tropospheric

radiative cooling tightly constrains global precipitation

(Pendergrass and Hartmann 2014), leading to a slow sea

surface temperature (SST)-dependent response due to

radiative feedbacks (Previdi 2010) and a forcing-

dependent rapid adjustment (or fast response) due to

the near-instantaneous change in atmospheric cooling

(Lambert and Faull 2007; Bala et al. 2010; Andrews et al.

2010; Kvalevåg et al. 2013; Kravitz et al. 2013). The rapid
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adjustment is vital for understanding the different hy-

drological sensitivities between forcing agents (Andrews

and Forster 2010; Andrews et al. 2010; Cao et al. 2011).

On a regional scale, precipitation changes are more

difficult to predict because of complex variations in

circulation patterns (Bony et al. 2013). Many studies on

regional precipitation have utilized the water vapor

budget (Emori 2005; Bony et al. 2013; Huang et al. 2013)

to analyze change. There has been very little previous

work on understanding the regional drivers of pre-

cipitation as a response to forcing. However, local pre-

cipitation change can be understood in a similar fashion

to global change, through incorporating horizontal dry

static energy transport into the atmospheric energy

budget (Muller and O’Gorman 2011). The local energy

budget provides a simple framework for analyzing the

regional precipitation response to forcing.

It has been shown that increasing CO2 levels

produces a significant rapid reduction in precipitation

(Mitchell et al. 1987; Andrews et al. 2010), which ex-

hibits substantial spatial variation (Bony et al. 2013;

Chadwick et al. 2014). Bony et al. (2013) showed that

around half the 30-yr mean change in tropical over-

turning circulation due to quadrupling CO2 occurs

within the first five days, driving much of the tropical

precipitation pattern. The rapid adjustment makes an

important contribution to long-term precipitation

change, and therefore it is important to understand the

mechanisms involved.

The rapid tropical precipitation response is likely af-

fected by land surface temperature adjustments influ-

encing atmospheric stability (Cao et al. 2012; Chadwick

et al. 2014) and reduced tropospheric radiative cooling

affecting general circulation (Bony et al. 2013). How-

ever, it is not well established which of these mecha-

nisms is the principal driver of the spatial pattern. In

addition, it is not known what mechanisms drive the

precipitation pattern outside of the tropics. In this study,

we utilize the local energy budget framework to help

understand the spatial pattern of rapid precipitation

adjustments.We use idealized experiments from phase 5

of the Coupled Model Intercomparison Project (CMIP5)

to investigate the mechanisms driving the regional rapid

precipitation response to CO2 and aerosol forcing.

2. Methods

a. Data and experiments

There are three methods available to isolate the rapid

precipitation adjustment: fixed sea surface temperature

experiments, regression, or using the first year of fully

coupled simulations. However, regression is noisy on a

regional scale, and using the first year of coupled simu-

lations incorporates a significant amount of SST change

(Sherwood et al. 2014). Therefore, we chose to isolate

the rapid adjustment using 30-yr fixed SST experiments,

in which only the land surface and atmosphere are al-

lowed to adjust. In these simulations, SSTs and sea ice

are prescribed using data from preindustrial control

runs, thus suppressing any feedbacks mediated by SST

change. Vegetation maps for land are also prescribed,

but the vegetation may respond (e.g., through stomatal

opening or leaf area index) (Taylor et al. 2009).

Datawere obtained frommodels participating inCMIP5

(see Table A1). We analyze the precipitation response to

three different forcing scenarios: an abrupt quadrupling of

CO2 levels (sstClim4xCO2), an abrupt increase of sulfate

levels from preindustrial to present day (sstClimSulfate),

and an abrupt increase of all anthropogenic aerosol

from preindustrial to present day (sstClimAerosol). The

models analyzed in this study represent the effects of

aerosols in varying detail, as shown in Table S1 in the

supplementary information (Allen et al. 2015). Changes in

climate variables were calculated by subtracting the 30-yr

mean of control runs from the 30-yr mean of forced runs.

Multimodel mean errors are taken as the 5%–95% un-

certainty range assuming a normal distribution.

b. Global and local atmospheric energy budget

Weutilize both the global and local atmospheric energy

budgets to help understand the precipitation response to

forcing. Globally the latent heat released by precipitation is

balanced by the longwave (LW) and shortwave (SW) cool-

ingof the troposphere and the surface sensibleheat flux (SH)

(O’Gorman et al. 2012). Following Muller and O’Gorman

(2011), we decompose regional precipitation P by in-

corporating dry static energy flux divergence H into the

global budget, as shown in Eq. (1):

L
c
dP5 dQ1 dH5 dLW1 dSW2 dSH1 dH , (1)

where Lc is the latent heat of condensation, Q is the

diabatic cooling of the troposphere (excluding latent

heat), and d denotes the perturbation between climates.

Change in H is given by the sum of mean Hm and eddy

Htrans components. The total change inH andHtrans are

calculated as residuals. The change inHm is calculated as

the sum of components due to advection across hori-

zontal Hhor, and vertical Hvert gradients of mean dry

static energy, as shown in Eq. (2):

dH
m
5 dH

hor
1 dH

vert
5 d

ð
u � =s1 d

ð
v

›s

›p
, (2)

where u is the horizontal velocity, s is dry static energy,v

is the vertical velocity, and p is pressure. Integral signs
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represent mass-weighted integration over the column,

and overbars denote climate means. The horizontal-

advective term is further decomposed into components

associated with changes in horizontal winds Hu, and

changes in horizontal gradients of dry static energy Hs,

as shown in Eq. (3):

dH
hor

5 dH
u
1 dH

s
5

ð
d[u] � =s1

ð
u � d[=s] . (3)

The vertical component is decomposed into a thermody-

namic termHtherm, associated with changes in the vertical

gradient of dry static energy, and a dynamic term Hdyn

associated with changes inmean vertical velocity [Eq. (4)]:

dH
vert

5 dH
dyn

1 dH
therm

5

ð
d[v]

›s

›p
1

ð
vd

�
›s

›p

�
. (4)

All energy budget terms are converted into precipitation

units (mmyr21).

3. Results and discussion

a. Global mean adjustment

Figure 1 shows the multimodel mean globally aver-

aged precipitation and atmospheric energy budget re-

sponse for the three forcing scenarios. The dominant

effect of quadrupling CO2 (Fig. 1a) is a strong re-

duction in LW cooling at the top of the atmosphere

(TOA), and a smaller magnitude increase in down-

welling LW radiation at the surface, producing a net

increase in atmospheric absorption. Overall, the dia-

batic cooling of the troposphere is reduced by251.286
14.7mmyr21, and is balanced by a global mean re-

duction in precipitation of250.026 14.4mmyr21. This

is consistent with previous studies showing rapid re-

ductions in global mean precipitation following in-

creased CO2 (Andrews et al. 2010; Cao et al. 2012;

Kvalevåg et al. 2013). The reduction is significant in

comparison to the feedback response, which is cur-

rently estimated at around 20–30mmyr21K21 (2%–

3%K21) (Andrews et al. 2010).

For increased sulfate levels, the dominant effect is a

decrease in the net downwelling SW radiation at both

the TOA and surface, resulting in a negligible change in

global mean tropospheric cooling and precipitation

(Fig. 1b). This is consistent with previous global mean

studies (Andrews et al. 2010; Kvalevåg et al. 2013). In-

creasing all anthropogenic aerosol levels also mainly

affects the SW radiative fluxes (Fig. 1c). In addition to

the sulfate effects, black carbon causes increased SW

absorption in the troposphere. Because of the black

carbon, global mean tropospheric cooling is reduced

by 24.31 6 3.2mmyr21 and precipitation by 24.30 6
3.2mmyr21. The changes in tropospheric cooling due to

the different forcing agents tightly constrain the global

mean rapid precipitation adjustment across the models,

in agreement with previous work (Andrews et al. 2010;

Kvalevåg et al. 2013).

b. Regional adjustment

The precipitation response to quadrupling CO2

exhibits a robust spatial pattern across models, with

FIG. 1. Multimodel mean energy budget response at the TOA

(upper line) and surface (lower line), and the net result for the tropo-

sphere (middle dashed line) for (a) sstClim4xCO2, (b) sstClimSulfate,

and (c) sstClimAerosol. The columns depict change in longwave

radiation, shortwave radiation, sensible heat flux, tropospheric

diabatic cooling, and precipitation (all converted to mmyr21). All

values are positive upward at the TOA and surface. For the tro-

posphere, positive values represent increased net emission (Emi)

of energy, and negative values represent net absorption (Abs) of

energy. Error bars represent the 5%–95% uncertainty assuming

a normal distribution.
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disagreement in sign mainly confined to regions of neg-

ligible change (Fig. 2a). The most prominent features

are observed in the tropics, with significant reductions

in regions of climatological large-scale ascent over the

Indian Ocean, equatorial Atlantic, and western and

eastern Pacific. Conversely, significant increases are

observed over southern Asia, the Maritime Continent,

Australia, Africa, and western South America.

Figure 3a shows the mean precipitation response in the

midlatitudes and tropics over land and sea for all

models. It can be seen that, excluding one outlier, all

the models agree on the sign of the change for each

region, further demonstrating the robustness of the

precipitation response. The robust spatial pattern im-

plies uncertainty in long-term predictions is mainly

associated with the response to SST-driven feedbacks

(Ma and Xie 2013).

There is a significant shift of precipitation from over

oceans to over land (Fig. 3a), with a mean increase of

15.36 32.4mmyr21 over land and a decrease of281.46
19.7mmyr21 over oceans (Table 1). This land–sea

contrast indicates the importance of the rapid land sur-

face adjustment to increasing CO2. The increased

downwelling LW radiation due to increased CO2 levels

causes rapid warming of the land surface (Fig. 2b). Over

land, there is an increase in mean near-surface air tem-

perature of 1.22 6 0.4K, which tends to destabilize

the troposphere, enhancing convection and precipita-

tion. The contrast in precipitation change is most prom-

inent in the tropics (Fig. 3a), where precipitation increases

by 54.6 6 60.2mmyr21 over land, and decreases

by2111.66 30.1mmyr21 over the sea. A similar land–

sea contrast in precipitation is observed in the first month

of fully coupled simulations with increased CO2 (Cao

FIG. 2. Multimodel mean precipitation P (mmyr21) change for (a) sstClim4xCO2, (c) sstClimSulfate, and

(e) sstClimAerosol simulations. Multimodel mean near-surface air temperature T (K) change for (b) sstClim4xCO2,

(d) sstClimSulfate, and (f) sstClimAerosol. Stippling indicates where less than 80% of the models agree on sign. The

color scale is reversed for (left) precipitation and (right) temperature such that blue represents increased pre-

cipitation and reduced temperature. Also note the changes in magnitude of color scales between experiments.
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et al. 2012). The enhanced land–sea temperature contrast

strengthens the African and Asian summer monsoons.

However, there are large regions over land, pre-

dominantly in the midlatitudes, for which precipitation

decreases. Notably, precipitation also decreases in the

northeastern of South America.

The sstClimSulfate and sstClimAerosol multimodel

mean precipitation adjustments exhibit very similar spatial

patterns to one another (Figs. 2c,e). Significant reductions

in precipitation occur over Africa, southern Asia, and the

Maritime Continent. There is a shift of precipitation from

land to sea for both simulations (see Table 1), most

prominent in the tropics (Figs. 3b,c). The precipitation

pattern shown in both the sulfate and aerosol simulations is

clearly opposed to that observed in the CO2 experiment.

Given the lack of opposing tropospheric forcing (see

Fig. 1), this indicates that the surface forcing is the principal

driver of the precipitation pattern through influencing land

surface temperatures. The reduced downwelling SW ra-

diation at the surface in both the aerosol experiments

causes cooling of the land (Figs. 2d,f) and therefore

tends to increase atmospheric stability over land regions.

The small difference between the sstClimSulfate and

sstClimAerosol global mean tropospheric forcing and pre-

cipitation (Fig. 1) has little effect on the spatial pattern, as

the regional changes induced by the land surface adjust-

ment are significantly larger in magnitude. The feedback

responses of precipitation to increased greenhouse gases

and reduced aerosols have also been shown to project onto

similar spatial patterns to one another because of similar

SST pattern change (Xie et al. 2013).

The largest reduction in precipitation for the

sstClimSulfate and sstClimAerosol simulations occurs

over southernAsia. This is consistent withGanguly et al.

(2012), who found that the rapid adjustment to in-

creased aerosol of one model exhibited significant re-

ductions in precipitation over Southeast Asia. Reducing

the land–sea surface temperature contrast weakens the

South Asian summer monsoon. The reduction in pre-

cipitation over Africa and southern Asia is fairly con-

sistent between models (Figs. 2c,e). However, over most

of the globe there is significantly more variability be-

tween models in the sstClimSulfate and sstClimAerosol

simulations, most likely because the forcing at the TOA

and surface is significantly less than for the CO2 exper-

iment. The resulting change in precipitation is therefore

small relative to natural internal variability.

Aerosols can also affect precipitation through their

role as cloud condensation and ice nuclei. The spatial

pattern of precipitation change for the aerosol experi-

ments is very similar betweenmodels that include aerosol

effects on precipitation efficiency (second indirect ef-

fect) and those that do not (Figs. S5 and S6 in the sup-

plementary information). This indicates that the

radiative effects primarily drive the spatial pattern of

precipitation change. The second indirect effect may

enhance the spatial pattern through further reduc-

ing precipitation over tropical land regions. For the

sstClimAerosol simulation, the cloud albedo effect

contributes significantly to the changes in land surface

temperature and precipitation pattern (Fig S6).

c. 4 3 CO2 local energy budget

To understand the mechanisms driving the regional

rapid precipitation adjustment to increased CO2 inmore

FIG. 3. Mean precipitation change (mmyr21) over the globe (G),

land (L), sea (S), midlatitude land (ML), midlatitude sea (MS),

tropical land (TL), and tropical sea (TS) for (a) sstClim4xCO2,

(b) sstClimSulfate, and (c) sstClimAerosol. Black lines indicate multi-

model mean values, and blue lines indicate individual model values.
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detail, we analyze the local energy budget response of

one model, HadGEM2-A. The rapid precipitation re-

sponse and tropospheric energy budget components

are shown in Fig. 4. The dry static energy flux divergence

components are shown in Fig. 5. The spatial pattern of

the precipitation response (Fig. 4a) is very consistent

with the multimodel mean response (Fig. 2a).

The change in dry static energy flux divergence H

(Fig. 4b) accounts for most of the large regional var-

iations observed within the tropics and exhibits a clear

land–sea contrast. The contribution from transient

eddies (Fig. 5b) is small relative to that by mean mo-

tions (Fig. 5a), particularly in the tropics. The ther-

modynamic component (Fig. 5d) is negligible over

much of the globe because of the fixed SSTs. The dy-

namic component, associated with changes in mean

vertical velocity (Fig. 5c), dominates the adjustment in

H in the tropics. Bony et al. (2013) similarly found that

the first year tropical precipitation response in fully

coupled simulations is dominated by changes in cir-

culation patterns. Over most land areas dHdyn is pos-

itive, with notable exceptions over northeastern South

America and northern Asia. This indicates enhanced

convection over land regions, due to increased land

surface temperatures, destabilizing the troposphere.

Over the ocean, in regions of large-scale ascent there

are large reductions in Hdyn. In contrast, in descent

regions, Hdyn generally increases. This implies an

overall weakening of overturning circulation, coupled

with a shift of convection to over land. This is con-

sistent with the rapid circulation response observed in

fully coupled simulations (Bony et al. 2013).

Outside of the tropics, the horizontal-advective

components Hu and Hs (Figs. 5e,f) become more sig-

nificant because of the large meridional dry static en-

ergy gradients. The spatial patterns of changes in Hu

andHs are generally opposed; however, the magnitude

of changes inHu is significantly larger. The net effect is

that changes in horizontal advection of dry static en-

ergy counteract the dynamic component (Fig. 5c). As a

result, changes in horizontal energy transport are re-

duced in the mid-to-high latitudes. Therefore, this re-

duces the magnitude of precipitation changes required

for energy balance.

Over much of the globe, the tropospheric cooling is re-

duced (Fig. 4c), contributing to a decrease in precipitation

and dominating the global mean. The reduction is mainly

due to increased absorption of LW radiation by CO2

(Fig. 4e), as well as increased SHflux from the surface over

many land areas (Fig. 4d). The change in SW cooling is

negligible over most of the globe (Fig. 4f).

The change in cloud fraction, atmospheric cloud ra-

diative effect (CRE), and radiative fluxes at the TOA

and surface are shown in Fig. 6. The CRE is defined as

the difference between net radiative fluxes out of the

troposphere in all-sky and clear-sky conditions. The

change in CRE includes ‘‘cloud masking’’ effects

(Soden et al. 2004). CRE changes (Fig. 6a) strongly

influence the spatial pattern of the LW tropospheric

cooling (Fig. 4e) (Lambert et al. 2014). In the tropics,

dCRE (Fig. 6a) and dHdyn (Fig. 5c) are strongly nega-

tively correlated (r520.85). In regions where dHdyn is

positive, indicating enhanced convection, there is de-

creased radiative cooling because of clouds. Con-

versely, in regions with negative dHdyn, there is

increased radiative cooling because of clouds. This ef-

fect slightly dampens the large regional variations driven

by circulation changes in the tropics.

Over most land in the midlatitudes (North and South

America, Europe, and western/central Asia), where dH

is small, the change in tropospheric cooling dominates

the precipitation response (Fig. 4c). A significant in-

crease in surface sensible heat flux, due to increased

surface temperature, contributes strongly to the reduced

tropospheric cooling in these regions (Fig. 4d). There is

little change in TOA LW cooling (Fig. 6e), whereas net

downwelling LW radiation at the surface decreases

(Fig. 6c). The net reduction in tropospheric cooling leads

to reduced precipitation. The surface warming does not

trigger enhanced moist convection, as seen over most

tropical land regions. Cloud cover decreases significantly

(Fig. 6b), which increases downwelling SW radiation at

the surface and TOA (Figs. 6d,f). This enhances the land

surface warming, causing further increases in upwelling

LW and SH fluxes. The tropospheric cooling in the

northeast of South America behaves similarly to the

midlatitudes, though the dynamical mechanisms likely

differ. This, coupled with a reduction in dry static energy

TABLE 1. Multimodel mean precipitation P, tropospheric diabatic coolingQ, and land surface temperature T response. Errors represent

the 5%–95% uncertainties assuming a normal distribution.

Experiment

Global mean dP

(mmyr21)

Global mean dQ

(mmyr21)

Land mean dP

(mmyr21)

Sea mean dP

(mmyr21)

Land mean dT

(K)

sstClim4xCO2 250.3 6 14.9 251.2 6 14.5 15.3 6 32.4 281.4 6 19.7 1.22 6 0.4

sstClimSulfate 0.24 6 1.3 0.30 6 1.3 28.19 6 6.3 4.59 6 5.3 20.13 6 0.1

sstClimAerosol 24.30 6 3.2 24.31 6 3.2 212.2 6 15.9 20.03 6 6.8 20.11 6 0.1
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flux divergence, causes the reduction in precipitation

observed there (discussed further in section 3d).

d. 4 3 CO2 tropospheric vertical profile

To help understand the tropospheric response in dif-

ferent regions to quadrupling CO2, we analyze the

change in vertical profiles of temperature T, equivalent

potential temperature ue, relative humidity RH, and

specific humidity q for HadGEM2-A, as shown in Fig. 7.

The global mean response (Fig. 7a) is dominated by the

response of the oceans (Fig. 7c). Tropospheric temper-

ature change grows with height above the surface, with a

maximum increase at 850hPa and a corresponding re-

duction in relative humidity. This warming and drying

around the upper part of the boundary layer inhibits

vertical motion, stabilizing the atmosphere and reducing

precipitation. In contrast, over land the largest temper-

ature increase is at the surface, specific humidity in-

creases throughout most of the troposphere, and there

is a weaker reduction in lower-tropospheric relative

humidity than over the ocean (Fig. 7b). This pattern

destabilizes the troposphere, enhancing convection and

precipitation. Dong et al. (2009) observed similar dif-

ferences in the rapid tropospheric response over land

and sea to increased CO2.

The tropospheric response varies greatly between

different regions, as seen in Figs. 7d–g (geographical

locations of the regions are shown in Fig. 4a). Over

central Africa, where precipitation increases signifi-

cantly, the tropospheric temperature increases near the

surface (Fig. 7d). This is accompanied by an increase in

specific humidity at around 500–800 hPa. As a result,

FIG. 4. Local energy budget changes for HadGEM2-A sstClim4xCO2 simulation: (a) precipitation, (b) dry static

energy flux divergence, (c) tropospheric diabatic cooling, (d) negative surface sensible heat flux, (e) LW cooling,

and (f) SW cooling. All values are converted into precipitation units (mmyr21), and blue represents positive

contributions to precipitation in all panels. Global mean (GM) values are given for each panel. The boxes in

(a) show the regions Europe, Africa, South America, and the Atlantic Ocean (for which the vertical profiles are

analyzed in Fig. 7). Note that the color scale magnitude is larger for (a) and (b).
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the equivalent potential temperature is significantly

increased in the lower half of the troposphere, while

temperature remains almost unchanged in the upper

troposphere. This combination increases the deep

convective instability and drives increased convection

and precipitation. Over Europe, where precipitation

decreases, the temperature increases throughout most

of the troposphere, with a peak at around 900 hPa

(Fig. 7e). Unlike over Africa, the specific humidity does

not increase anywhere in the troposphere and de-

creases below 600 hPa. As a result, the relative hu-

midity reduces significantly, causing a reduction in

precipitation. This indicates that a lack of available

moisture prevents enhanced moist convection, as seen

over tropical land regions.

Figure 7f shows the tropospheric adjustment in a

region of significantly reduced precipitation over the

tropical Atlantic. It can be seen that there is an in-

crease in temperature between 850 and 500 hPa, which

inhibits vertical motion. There is also a reduction in

specific and relative humidity above 800 hPa. As a re-

sult, precipitation decreases considerably in this re-

gion. Figure 7g shows the tropospheric adjustment

over northeastern South America, which responds

differently to most tropical land regions, with a sig-

nificant reduction in precipitation. The temperature

increases near the surface, which would tend to de-

stabilize the troposphere. However, there is a large

reduction in moisture levels near the surface,

causing a peak in equivalent potential temperature

at around 850 hPa, and almost no change in the sur-

face values. This pattern implies a lifted cloud base,

which, combined with the warming just above the

boundary layer, inhibits moist convection and reduces

FIG. 5. (a) Mean Hm and (b) eddy Htrans components of the change in dry static energy flux divergence for

HadGEM2-A sstClim4xCO2 simulation. (c)–(f) The mean term decomposed into (c) dynamic Hdyn,

(d) thermodynamicHtherm, (e) horizontal windHu, and (f) horizontal gradientHs components, as outlined in Eqs.

(2)–(4). All values are converted to precipitation units (mmyr21), with blue representing a positive contribution to

precipitation.

590 JOURNAL OF CL IMATE VOLUME 29

eetbr
Text Box
50




precipitation. Various studies have found that the

physiological forcing of CO2 significantly reduces

evapotranspiration over the Amazonian basin

(Andrews et al. 2011; Pu and Dickinson 2014). This

occurs because, under increased CO2 concentra-

tion, plant stomata do not open as wide. This likely

contributes to the large reduction in humidity over

South America.

4. Conclusions

The rapid climate response to forcing can have im-

portant implications for long-term climate change

(Andrews et al. 2010; Bony et al. 2013). In this study, we

find that the spatial pattern of rapid precipitation ad-

justment due to forcing is primarily driven by the rapid

land surface response, rather than the change in tropo-

spheric diabatic cooling. As a result, the spatial pattern

due to quadrupling CO2 opposes that due to increased

sulfate or all anthropogenic aerosols. Increasing CO2

levels causes warming of the land surface because of

enhanced downwelling LW radiation. This destabilizes

the atmosphere by warming the lower troposphere,

producing an overall shift of convection and precipitation

to over land. The opposite happens in response to aero-

sols: increased sulfate levels cool the land surface because

of reduced downwelling SW radiation. This stabilizes the

troposphere and reduces precipitation over land. The

same effect occurs for an increase in all anthropogenic

aerosol levels.

Current climate models exhibit a robust pattern of

rapid precipitation change due to quadrupling CO2. This

implies that the uncertainty in long-term predictions is

mainly associated with the response to SST-mediated

feedbacks. The most significant regional changes occur

in the tropics, mainly because of circulation adjustments

FIG. 6. HadGEM2-A sstClim4xCO2 changes in (a) atmospheric CRE (mmyr21), (b) total cloud fraction (%),

(c) net downward LW radiation at the surface (mmyr21), (d) net downward SW radiation at the surface (mmyr21),

(e) net upward LW radiation at the TOA (mmyr21), and (f) net upward SW radiation at the TOA (mmyr21). All

radiative changes are converted to precipitation units (mmyr21).
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associated with changes in vertical motions. Increased

land surface temperature drives enhanced moist con-

vection over central Africa, southern Asia, the Mari-

time Continent, and western South America. Over the

tropical oceans, there are significant reductions in pre-

cipitation due to a weakening of overturning circulation

and a general shift of convection to over land. In-

creased tropospheric temperature, due to LW absorp-

tion by CO2, above unchanged SST strongly inhibits

vertical motion.

Over midlatitude land regions, the change in tropo-

spheric cooling generally dominates the precipitation

FIG. 7. HadGEM2-A vertical profile adjustment in temperature T (K), equivalent potential temperature ue (K), relative humidity RH

(%), and specific humidity q (gKg21) for (a) the global mean, (b) land mean, (c) sea mean, (d) a region of increased precipitation over

Africa, (e) a region of decreased precipitation over Europe, (f) a region of decreased precipitation over the tropical Atlantic, and (g) a

region of decreased precipitation over northeastern South America. The specific locations of the regions are shown in Fig. 4a.
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response to CO2. Horizontal advection of dry static

energy counteracts energy imbalances due to changes

in vertical motions. This, combined with lower moisture

levels, prevents enhanced moist convection. Reduced

tropospheric cooling therefore leads to drying over

many midlatitude land regions.

In the future it would be useful to investigate the rapid

precipitation response to black carbon using a larger

forcing, as the rapid adjustment can be larger than the

feedback response (Andrews et al. 2010; Ming et al.

2010), and the forcing can vary depending on the height

at which it is situated (Ban-Weiss et al. 2012). In ad-

dition, given the short time scale of rapid precipitation

adjustments, higher-resolution convection-permitting

models could be utilized for analysis. Convection-

permitting models can improve simulations of con-

vective circulations (Sato et al. 2009; Oouchi et al.

2009) and could improve our understanding of long-

term climate change.
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APPENDIX

List of Models

The list of models participating in CMIP5 from which

the data were obtained is presented in Table A1.
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4.1 Abstract 

Different drivers of climate change cause different hydrological responses due to 

impacts on the atmospheric energy budget. In this study precipitation and energy 

budget responses to five forcing agents are analysed using ten global climate models 

participating in the Precipitation Driver Response Model Intercomparison Project 

(PDRMIP). The responses are split into a forcing-dependent adjustment, due to near-

instantaneous changes in the atmospheric energy budget, and a temperature-driven 

hydrological sensitivity. Globally, CO2 and black carbon produce the largest negative 

adjustments in precipitation per unit top of the atmosphere (TOA) radiative forcing, 

due to enhanced atmospheric absorption. Over land, sulphate and solar forcing drive 

the strongest precipitation adjustments due to circulation changes, but CO2 and black 

carbon exhibit more model spread. Globally, the hydrological sensitivity is consistent 

across forcings, driven mainly by increased longwave cooling. The land-mean 

hydrological sensitivity is considerably weaker due to limited moisture availability. 

The PDRMIP results are used to construct a simple model for land-mean and sea-mean 

precipitation change based on surface temperature change and TOA forcing. The 

model matches well with CMIP5 ensemble mean historical and future projections, and 

is used to understand the contributions of different drivers. During the 20th century, 

temperature-driven intensification of land-mean precipitation has been entirely 

masked by reductions due to anthropogenic sulphate and volcanic forcing, consistent 

with the small observed trend. However, as projected sulphate forcing decreases, and 

warming continues, increased land-mean precipitation may soon become clearly 

observable. Sea-mean precipitation is projected to increase more rapidly, due to the 

higher sensitivity to temperature. 
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4.2 Introduction 

Understanding changes in the hydrological cycle is of great importance due to the 

potential impact on society (Wake, 2013). Precipitation is directly affected by 

individual forcing agents (Lambert and Faull, 2007; Andrews et al., 2010b; Kvalevåg 

et al., 2013) as well as global warming (Held and Soden, 2006; Previdi, 2010). This is 

because precipitation is tightly constrained by the atmospheric energy budget, such 

that globally the latent and sensible heat fluxes are balanced by net atmospheric 

radiative cooling (Mitchell et al., 1987; Allen and Ingram, 2002; O’Gorman et al., 

2011; Pendergrass and Hartmann, 2014). As a result, the precipitation response to 

forcing can be split into a rapid adjustment, due to the near-instantaneous impact on 

the atmospheric energy budget, and a feedback response, driven by surface 

temperature change (Bala et al., 2009; Andrews et al., 2010b; Kvalevåg et al., 2013; 

Sherwood et al., 2015; MacIntosh et al., 2016; Samset et al., 2016). The precipitation 

adjustment includes the direct radiative effects of the forcing agent, as well as any 

rapid adjustments of the troposphere and land surface.  

The adjustment framework has significantly improved understanding of global 

precipitation changes, and has been used to accurately emulate historical and 21st 

century changes predicted by global climate models (Thorpe and Andrews, 2014). 

However, uncertainties and inter-model differences in the precipitation response to 

forcing remain, particularly (but not only) for the effects of black carbon (Fläschner et 

al., 2016; Samset et al., 2016). Uncertainty in shortwave absorption feedbacks, due to 

atmospheric moistening, is thought to drive significant model spread in the 

temperature-mediated precipitation response to forcing (DeAngelis et al., 2015). 

Improving understanding of the uncertainties and mechanisms involved is vital for 

improving prediction of future precipitation changes. 

On local scales precipitation is strongly affected by circulation changes (Seager et al., 

2010; Bony et al., 2013; Chadwick et al., 2013; Richardson et al., 2016a). Rapid 

circulation changes have been linked to changes in atmospheric absorption (Bony et 

al., 2013) as well as the rapid land surface response (Richardson et al., 2016a). Due to 

the importance of the short-timescale land surface response, forcings which have little 

effect on atmospheric absorption can still drive rapid spatial shifts in precipitation due 

to the surface forcing (Dong et al., 2014). Precipitation adjustments and feedbacks 
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have been shown to differ significantly over land and sea for many climate drivers 

(Samset et al., 2016). It is important to understand the differing processes involved, 

particularly over land where changes will be most felt by society. The different 

regional responses can be analysed energetically by taking into account horizontal 

energy transport as well as atmospheric cooling (Muller and O’Gorman, 2011). 

In this study we present the global, land and sea mean precipitation and atmospheric 

energy budget responses to five different climate drivers (CO2, CH4, black carbon, 

sulphate and insolation) across ten global climate models participating in the 

Precipitation Driver Response Model Inter-comparison Project (PDRMIP) (Myhre et 

al., 2016a). The responses are split into a forcing-dependent adjustment and a 

temperature-driven feedback. We analyse the atmospheric energy budget to 

understand the processes driving precipitation changes and isolate sources of 

uncertainty and inter-model spread. We use the PDRMIP results to construct a simple 

model for land-mean and sea-mean precipitation change based on global mean surface 

temperature change and top of the atmosphere (TOA) forcing. The simple model is 

used to emulate historical and future precipitation changes, and compared with CMIP5 

output and observational records. 

 

4.3 Methods 

4.3.1 Data 

We analyse data from ten global climate models (see Table S1) participating in 

PDRMIP (Myhre et al., 2016a; Samset et al., 2016). References and more details can 

be found in Table 3 in Myhre et al. (2016). Five abrupt climate forcing scenarios were 

implemented: doubling CO2 concentration (2xCO2), tripling methane concentration 

(3xCH4), five times sulphate concentration or SO2 emissions (5xSO4), ten times black 

carbon concentration or emissions (10xBC), and a two percent increase in solar 

insolation (2%SOL).  Perturbations are relative to either present-day or pre-industrial 

values depending on the model (see Table S1).  

For models which are able to prescribe aerosol concentration fields, a common set of 

baseline and perturbed fields were used. The baseline concentrations were constructed 

from the multi-model mean of phase 2 of the Aerosol Comparisons between 
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Observations and Models (AeroCom) initiative (see Myhre et al., 2013a, 2016). For 

the perturbation runs the baseline aerosol fields were scaled by the appropriate scaling 

factor. For models in which it was not possible to impose the given baseline 

concentrations, the models native baseline emissions were scaled by the prescribed 

factors (see Table S1). Full details of the PDRMIP experiment design and 

implementation of aerosol perturbations are outlined in Myhre et al. (2016b). 

Simulations were performed with fixed sea surface temperatures (fSST) for 15 years, 

and with a slab ocean or fully coupled ocean (coupled) for 100 years.  

Precipitation and near-surface air temperature time-series data were also obtained for 

26 models (Table S2) participating in the Coupled Model Intercomparison Project 

Phase 5 (CMIP5) for the historical period (1850-2005), and two Representative 

Concentration Pathway (RCP) scenarios out to 2100: RCP4.5 and RCP8.5 

(Meinshausen et al., 2011). Two precipitation observational datasets are used: the 

Global Precipitation Climatology Centre (GPCC) full data reanalysis version 7.0 at 

0.5° resolution (1901-2013) (Becker et al., 2013), and the Climate Research Unit time-

series (CRU TS) version 3.23 at 0.5° resolution (1901-2014) (Harris et al., 2014). The 

HadCRUT4 observational time-series dataset is used to provide global mean near-

surface air temperature from 1901-2015 (Morice et al., 2012). 

4.3.2 Rapid Adjustment and Hydrological Sensitivity 

The precipitation response in the PDRMIP experiments is split into a rapid adjustment 

component, which scales with atmospheric forcing, and a feedback component, which 

scales with global mean surface temperature change. Following Richardson et al. 

(2016b), the precipitation adjustment (Padj) is given by the fSST response to forcing 

(mean difference between perturbed and control simulations for years 2-15). The 

precipitation feedback response per unit Kelvin of global mean surface temperature 

change (Hydrological Sensitivity) is calculated using Eq. (1): 

𝐻𝑆 =
𝑃𝑡𝑜𝑡−𝑃𝑎𝑑𝑗

𝑇𝑡𝑜𝑡−𝑇𝑎𝑑𝑗
,                                                  (1) 

where, HS is the hydrological sensitivity, Ptot is the total coupled precipitation 

response, Padj is the precipitation adjustment, Ttot is the total coupled global mean 

surface temperature response, and Tadj is the fSST global mean surface temperature 

response (due to land surface adjustment). The total coupled response is taken as the 
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mean difference between perturbed and control simulations for years 51-100 after the 

abrupt forcing is imposed. It should be noted that our definition of the hydrological 

sensitivity differs from the apparent hydrological sensitivity commonly referred to in 

papers (Held and Soden, 2006; Pendergrass and Hartmann, 2014; Fläschner et al., 

2016; Samset et al., 2016), which incorporates the adjustment component.  

4.3.3 Atmospheric Energy Budget 

Globally the latent heat released by precipitation is balanced by the net atmospheric 

cooling. We therefore decompose the global precipitation adjustment and feedback 

response into contributions from atmospheric longwave cooling (LWC), shortwave 

absorption (SWA), and sensible heating (SH). On local scales horizontal energy 

transport must also be taken into account. Following Muller and O’Gorman (2011) we 

introduce a dry static energy flux divergence term, as shown in Eq. (2): 

𝐿𝑐∆𝑃 = ∆𝑄 + ∆𝐻 = ∆𝐿𝑊𝐶 − ∆𝑆𝑊𝐴 − ∆𝑆𝐻 + ∆𝐻,                     (2) 

where Δ denotes the perturbation between the two climate states, Lc is the latent heat 

of condensation, P is precipitation, Q is the net atmospheric cooling, H is dry static 

energy flux divergence, LWC is atmospheric longwave cooling, SWA is atmospheric 

shortwave absorption, and SH is the sensible heat flux from the surface. Equation 2 is 

used to analyse the precipitation response to forcing over land and sea separately. H is 

calculated as a residual. Energy budget terms are split into adjustment and feedback 

components using the same method outlined for precipitation in Section 4.3.2.  

4.3.4 Simple Precipitation Model 

Using the PDRMIP output we construct a simple model for land mean and sea mean 

precipitation change based upon the adjustment and feedback framework. 

Precipitation change is estimated using a linear combination of forcing dependent 

adjustments, and a temperature dependent feedback as shown in Eq. (3) and (4): 

∆𝑃L(𝑡) = ∑ 𝑅L𝑖𝐹𝑖(𝑡)𝑖 + 𝐻𝑆L × ∆𝑇(𝑡),                                (3) 

∆𝑃S(𝑡) = ∑ 𝑅S𝑖𝐹𝑖(𝑡)𝑖 +𝐻𝑆S × ∆𝑇(𝑡),                                (4) 

where ∆𝑃L(𝑡) (or ∆𝑃S(𝑡)) is the change in land (or sea) mean precipitation at time t, 

Fi(t) is the global mean top of the atmosphere forcing for a given climate driver i at 

time t, and  ΔT(t) is the global mean surface temperature change at time t. 𝑅L𝑖  is the 



Chapter 4 

61 

 

land (or sea for 𝑅S𝑖) mean precipitation adjustment per unit top of the atmosphere 

forcing for a given climate driver i. The R factors are calculated from the PDRMIP 

simulations and shown in Table S3. To reduce the impact of outlying models the multi-

model median values from the PDRMIP results are used for the simple model. 𝐻𝑆L 

(or 𝐻𝑆S) is the land (or sea) mean hydrological sensitivity. For each model, the 

hydrological sensitivity is taken as the mean of the 2xCO2, 5xSO4, and 2%SOL 

experiments (10xBC and 3xCH4 are not included as they generally produce much less 

surface temperature change, which introduces large uncertainties when computing the 

hydrological sensitivity). The median HS of the PDRMIP models is used for the simple 

model.  

The simple model is used to estimate historical and future precipitation change 

following RCP4.5 and RCP8.5. Fi time-series data is taken from Meinshausen et al. 

(2011), as shown in Figure S8. ΔT time-series data is taken as the CMIP5 ensemble 

mean. The black carbon forcing time-series includes only the direct radiative effects. 

Sulphate direct radiative forcing is grouped with cloud albedo (indirect) forcing. Other 

aerosol species will contribute to the cloud albedo changes, but sulphate is consistently 

found to dominate aerosol indirect effects on clouds (Takemura, 2012; Shindell et al., 

2013). Some of the CMIP5 models only include sulphate effects on cloud albedo (see 

Table 12.1 in (Collins et al., 2013).   

As well as the five PDRMIP climate drivers, forcings due to volcanoes and greenhouse 

gases (GHGs) other than CO2 and CH4 are included in the simple model. Volcanic 

forcing is assumed to have the same R factor as 2%SOL, as the predominant effect is 

a reduction in incoming solar irradiance (Myhre et al., 2013b). GHGs apart from CH4 

are assumed to have the same R factor as CO2, as they affect the atmospheric energy 

budget through the same mechanism of LW absorption. Given that CO2 dominates 

GHG forcing we do not expect this assumption to significantly affect the results. It 

should be noted that various forcings such as Ozone, land-use change and biomass 

burning are not included.  

The simple model is also compared against precipitation observations over land, using 

the HadCRUT4 dataset instead of CMIP5 data for the ΔT time-series. 
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4.4 Results and Discussion 

4.4.1 Precipitation and Energy Budget Response 

We first decompose the multi-model global, land and sea mean precipitation response 

to the five PDRMIP drivers into a rapid adjustment and hydrological sensitivity (Fig. 

1 and 2). The global hydrological sensitivity (Fig. 1b) is very consistent between 

drivers ranging from 31.2 to 34.9 mm yr-1 K-1 (2.9-3.2% K-1). This lies at the higher 

end of results from previous studies (Andrews et al., 2010b; Kvalevåg et al., 2013; 

Fläschner et al., 2016). Differencing fSST and coupled simulations to calculate the 

hydrological sensitivity, as used in the present study, tends to produce higher values 

than regression techniques (Richardson et al., 2016b). The adjustment term (Fig. 1a) 

varies significantly between drivers, with 2xCO2 and 10xBC producing large 

reductions in precipitation consistent with previous single-model studies (Andrews et 

al., 2010b; Kvalevåg et al., 2013). 

The global precipitation changes can be explained through the impact of each forcing 

agent on the atmospheric energy budget (also shown in Fig. 1). Doubling CO2 

produces a large negative adjustment in global mean precipitation due to the initial 

reduction in atmospheric LW cooling. This is robust across the PDRMIP models (see 

Fig. S1a), however the model spread in the energy budget response is larger than for 

2%SOL, 3xCH4 and 5xSO4. The greater spread can largely be explained by the 

stronger forcing, the global adjustment per unit TOA forcing exhibits a similar spread 

to other scenarios (Fig. 3). The change in SH flux contributes more strongly to the 

spread in the CO2 precipitation adjustment than for other forcings (except black 

carbon). The cross-model correlation between Padj and SH flux (r = -0.77) is 

considerably larger than for LW cooling (r = 0.32) or SW absorption (r = -0.14).  This 

is mainly attributable to the land surface response discussed below. Tripling methane 

produces a smaller reduction in net atmospheric cooling (Fig. 1a), however the forcing 

is somewhat smaller for this scenario (Fig. S6). The CH4 precipitation adjustment per 

unit TOA forcing is more comparable to the CO2 response (Fig. 3).  
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Figure 1: Multi-model global mean (a) precipitation adjustment (Padj, blue) and (b) 

hydrological sensitivity (HS, blue) in response to the five PDRMIP forcing 

scenarios. Padj and HS are decomposed into the contributions from the atmospheric 

energy budget: net longwave cooling (LWC, yellow), net shortwave absorption 

(SWA, orange), sensible heat flux from the surface (SH, red) and the net atmospheric 

cooling (Q, light grey). The sign of change in each component is given such that a 

positive value contributes positively to precipitation change. Results are shown in 

both energetic units (left axis) [(a) W m-2, (b) W m-2 K-1], and precipitation units 

(right axis) [(a) mm yr-1 and (b) mm yr-1 K-1]. Error bars denote the standard 

deviation of model spread, and crosses show the median value. 

 

 

10xBC produces a large negative precipitation adjustment due to a substantial increase 

in atmospheric shortwave absorption (Fig. 1a). Warming of the atmosphere causes 

increased LW cooling and a reduction in surface SH flux, which partially counteracts 

the increased shortwave absorption. Per unit TOA forcing black carbon causes an 

adjustment in precipitation over 3.5 times larger than any other driver (Fig. 3), due to 
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its strong impact on SW radiation. Therefore, given the large uncertainty associated 

with industrial era radiative forcing from black carbon (Bond et al., 2013; Samset et 

al., 2014; Boucher et al., 2016), and the complex relationship between BC forcing and 

surface temperature change (Chung et al., 2012; Bond et al., 2013; Myhre and Samset, 

2015), the influence on global precipitation is considerably more uncertain than for 

the other drivers. The black carbon adjustment exhibits considerable model spread 

(Fig. S1a), with the increase in SW absorption ranging from 2.9 to 10.3 Wm-2. The 

large spread mainly arises from the emissions-based models (Fig. S1a), which will be 

affected by the individual model setup and how the emissions perturbation translates 

into concentration and atmospheric forcing. However, the model spread in the 

precipitation adjustment per unit TOA forcing is also considerably larger than for other 

drivers (Fig. 3). Therefore, there is a large uncertainty in the precipitation response to 

a uniform black carbon forcing.  

Sulphate has very little impact on the net atmospheric cooling, and therefore produces 

a negligible precipitation adjustment (Fig. 1a). Increased solar irradiance causes a 

small negative adjustment due to increased atmospheric SW absorption (Fig. 1a), 

compensated partially by an increase in LW cooling.  

The hydrological sensitivity for all forcing scenarios is driven mainly by an increase 

in LW cooling as the climate warms (Fig. 1b). There is a small negative feedback due 

to increased SW absorption attributable to Clausius-Clapyron driven increases in 

water vapour. Surface sensible heat flux is affected very little by changing surface 

temperature. This is generally consistent across forcing scenarios and models. Inter-

model spread in the hydrological sensitivity mainly arises from the LW cooling 

feedback (Fig. S1b). For 2xCO2 the cross-model correlation coefficient between the 

hydrological sensitivity and LW cooling (r = 0.82) is considerably larger than for SW 

absorption (r = -0.19), or SH flux (r = -0.44). This is in contrast to previous studies 

which attribute a significant portion of the inter-model spread to shortwave absorption 

(Takahashi, 2009; DeAngelis et al., 2015). This may be linked to uncertain cloud 

feedbacks which have little effect on atmospheric shortwave absorption (Lambert et 

al., 2014), but contribute strongly to inter-model spread in net atmospheric cooling 

(O’Gorman et al., 2011).   
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Figure 2: Multi-model land and sea mean (a) precipitation adjustment (Padj, blue) 

and (b) hydrological sensitivity (HS, blue) in response to the PDRMIP forcing 

scenarios. Padj and HS are decomposed into the contributions from the local 

atmospheric energy budget: net longwave cooling (LWC, yellow), net shortwave 

absorption (SWA, orange), sensible heat flux from the surface (SH, red) and the dry 

static energy flux divergence (H, dark grey). The hydrological sensitivity over land 

and sea is normalized by global mean temperature change. The sign of change in 

each component is given such that a positive value contributes positively to 

precipitation change. Results are shown in both energetic units (left axis) [(a) W m-

2, (b) W m-2 K-1], and precipitation units (right axis) [(a) mm yr-1 and (b) mm yr-1 K-

1]. Error bars denote the standard deviation of model spread, and crosses show the 

median value. 

   

In Figure 2, we split the precipitation and energy budget responses to forcing into land 

and sea means. It can be seen that the adjustment and feedback components are very 

different over land and sea. In response to CO2 the land mean precipitation adjustment 

is negligible, whereas over the sea there is a reduction of -39.3 mm yr-1 (Fig. 2a). As 

seen for the global mean, over both land and sea doubling CO2 causes a large reduction 

in atmospheric LW cooling. However, over land this is counteracted by changes in 

horizontal energy transport associated with induced circulation changes. This is due 
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to warming of the land surface in response to forcing, which occurs on very short 

timescales. Higher CO2 concentrations cause increased downwelling LW radiation at 

the surface (Fig. S3a). To restore balance, over land there is an increase in upwelling 

LW radiation and surface sensible heat flux (Fig. S4a). This warms the lower 

troposphere, thus increasing instability and driving enhanced convection and 

precipitation. This does not occur over the oceans where the sea surface temperature 

is fixed in our experiments (Fig. S5a). Therefore, over the oceans the increased 

atmospheric LW absorption, combined with a shift of convection to over land, results 

in a large negative precipitation adjustment. A similar response is seen for 3xCH4, but 

with a somewhat smaller magnitude.  

The precipitation adjustment over land in response to CO2 exhibits the largest model 

spread of any forcing scenario (Fig. S2a). For all drivers, the horizontal heat transport 

associated with circulation changes contributes significantly to the land adjustment 

model spread. For 2xCO2, land SH flux also contributes significantly to the spread in 

land Padj, with a higher cross-model correlation (r = -0.60) than for any other scenario. 

This is likely due to the physiological effects of CO2, which affect stomatal closure 

leading to reduced evapotranspiration (Andrews et al., 2010a; Cao et al., 2010; Pu and 

Dickinson, 2014). This can be seen from the reduced latent heat (LH) flux from the 

surface over land (Fig. S4a), which also exhibits more variability in response to CO2 

than any other driver. Given the dependency of the CO2 land precipitation adjustment 

on physiological effects, the importance of reducing uncertainty associated with 

vegetation schemes is evident. The global mean Padj model spread is even more 

dependent on land surface fluxes, with a cross-model correlation coefficient between 

land SH flux and global Padj of -0.79, as has also been seen in CMIP5 simulations 

(DeAngelis et al., 2016).  

Changes in SO4 and solar insolation drive the largest precipitation adjustments over 

land, despite having little effect on the global mean (Fig. 2a). Per unit TOA forcing 

sulphate produces the strongest land precipitation adjustment out of the five drivers 

(Fig. 3). Increased SO4 strongly reduces downwelling SW radiation at the surface (Fig. 

S3a). As a result, the land surface cools, resulting in a decrease in upwelling LW 

radiation, and sensible and latent heat fluxes over land (Fig. S4a). This stabilizes the 

troposphere, inhibiting convection and precipitation over land. Unlike CO2, there is 

very little effect on atmospheric radiative cooling, therefore the shift in precipitation 
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from land to sea dominates. Increased insolation drives the opposite effect, with 

precipitation shifting from sea to land, due to the enhanced downwelling SW radiation 

at the surface. A small increase in atmospheric shortwave absorption results in a 

smaller magnitude land precipitation adjustment per unit TOA forcing than for 

sulphate.  

Despite being shown to produce a large negative global mean precipitation adjustment 

(Andrews et al., 2010b; Samset et al., 2016), black carbon has very little effect on land 

mean precipitation (Fig. 2a). The reduction in precipitation is focused over the ocean. 

Atmospheric SW absorption increases significantly more over land than over sea (-9.5 

and -4.4 Wm-2, respectively), presumably due to the higher concentrations of BC over 

land (see Stjern et al. (Submitted)). However, the increase in SW absorption over land 

is largely offset by a decrease in SH flux and an increase in LW cooling and dry static 

energy flux divergence. The increased LW cooling will largely be due to warming of 

the atmosphere. SW dimming at the surface combined with atmospheric warming will 

reduce surface SH flux. The increase in dry static energy flux divergence indicates that 

circulation adjustments occur which act to enhance precipitation over land. Black 

carbon is thought to affect large-scale monsoonal circulation patterns (Ramanathan 

and Carmichael, 2008), particularly in India and South Asia (Ramanathan et al., 2005; 

Lau et al., 2006; Meehl et al., 2008; Kim et al., 2016). Increased SW absorption 

increases the atmospheric meridional heating gradient, therefore enhancing the south 

Asian monsoonal circulation (Lau et al., 2006; Meehl et al., 2008; Kim et al., 2016), 

which is consistent with the increased dry static energy flux divergence over land. For 

the adjustment there is no counteracting effect on circulation from changes in SST 

gradients. Over the oceans, the increased SW absorption dominates the adjustment, 

resulting in a large decrease in precipitation.  

As seen in the global 10xBC response, the emissions driven models introduce a large 

amount of model spread over both land and sea (see triangles in Fig. S2a). In 

particular, there is a very large model spread in the SW absorption over land ranging 

from 5.0 to 15.0 Wm-2. Both the land and ocean precipitation adjustments per unit 

TOA forcing also exhibit larger uncertainties than for any other driver (Fig. 3). This 

demonstrates there is also considerable uncertainty in the response which is not due to 

different perturbations in concentration.  
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Figure 3: Multi-model mean precipitation adjustment (Padj) per unit global mean 

top of the atmosphere forcing (FTOA) for the PDRMIP forcing scenarios. Results are 

shown for global (black), land (green) and ocean (blue) mean precipitation 

adjustments. The error bars denote the standard deviation of model spread, and the 

crosses show the median value. 

 

Excluding 10xBC (discussed below), the hydrological sensitivities over land and sea 

are fairly consistent between forcing scenarios, ranging from 8.0-15.1 mm yr-1K-1 over 

land, and 38.1-43.1 mm yr-1K-1 over sea (Fig. 2b). The hydrological sensitivity is 

considerably weaker over land than over sea for all scenarios. However, the radiative 

response is very similar, dominated by an increase in atmospheric LW cooling as 

temperature increases. There is also a small negative feedback due to enhanced SW 

absorption. Temperature has little effect on sensible heat flux over land, whereas over 

the sea there is a small negative feedback. The difference in hydrological sensitivity 

over land and sea mainly arises from the horizontal energy transport (Fig. 2b). As 

global mean surface temperature increases, dry static energy flux divergence increases 

over the ocean. This enhances the hydrological sensitivity over the ocean and reduces 

the hydrological sensitivity over land. This is likely driven by increased LH flux 

(evaporation) over the ocean as sea surface temperatures increase (Fig. S5b), 

providing moisture for convection and precipitation. Whereas over land, the increase 

in LH flux is limited by moisture availability (Fig. S4b). The enhanced heat transport 

from sea to land acts to suppress precipitation over land. 
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The feedback response for 10xBC is notably different to the other scenarios over both 

land and sea (Fig. 2b), and again exhibits the largest model spread (Fig. S2b). The very 

weak surface temperature response to black carbon (Stjern et al., Submitted) 

contributes to the high uncertainty of the feedbacks. Over land there is an increase in 

SH flux and a much larger decrease in dry static energy flux divergence. These effects 

result in a negative hydrological sensitivity over land. Conversely over the sea, the 

hydrological sensitivity for 10xBC is notably larger than for other drivers, caused by 

the larger dry static energy flux divergence. 

4.4.2 Simple Precipitation Model 

Based on the precipitation adjustment and feedback results from the PDRMIP 

simulations we construct a simple model to estimate land mean and sea mean 

precipitation change (for details on methods, see Section 4.3.4 and Eq. 3). Precipitation 

change at any given time is estimated using a linear combination of forcing-dependent 

adjustments (see Fig. 3), and a global mean temperature driven feedback. We use this 

simple model to emulate historical and future precipitation change over land and sea 

from 1850 to 2100 following RCP4.5 and RCP8.5 (Fig. 4).  

The simple model matches well with the CMIP5 ensemble mean over both land and 

sea for both future pathways. Up to the end of the 20th century there is very little long 

term trend over the sea, before a projected rise during the 21st century for both 

scenarios (Fig. 4b, d). The rate of increase is higher and more sustained for RCP8.5. 

Over land there is a small reduction in precipitation during the second half of the 20th 

century, before a projected increase during the 21st century for both scenarios (Fig. 4a, 

c). The predicted rate of increase is higher over the oceans than over the land. Good 

agreement between the simple model and the CMIP5 historical and future trends 

indicates that modelled precipitation change over land and sea can be well described 

using the adjustment and feedback framework. This enables us to isolate the 

contributions of each climate driver to precipitation change over land and sea as 

discussed below. 
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Figure 4: Historical and future (a, c) land-mean and (b, d) sea-mean precipitation 

change relative to pre-industrial for (a, b) RCP4.5 and (c, d) RCP8.5, calculated 

using the CMIP5 multi-model mean (black), and simple PDRMIP model (blue). 

Light grey shading denotes the standard deviation of CMIP5 model spread. In panel 

(e) the simple model (blue) is compared to observed land-mean precipitation change 

relative to the 1900-1930 climatology, calculated using the CRU TS v.3.23 data set 

(red), and the GPCC data set (green). The blue diamond denotes the predicted 

precipitation change by the year 2100 using the simple model following RCP8.5. 

For details of the simple model formulation see methods section 4.3.4. 
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The simple model is also used to estimate observed land mean precipitation change 

from 1900 to 2015 using observed temperature records (Fig. 4e). This is compared 

with CRU TS and GPCC land mean precipitation records. Despite an observed global 

mean warming trend of 0.07 K per decade from 1901 to 2010 (Morice et al., 2012), 

observations exhibit very little intensification of the hydrological cycle over land (Dai 

et al., 2009; Hartmann et al., 2013; Wu et al., 2013), as seen in Figure 4e. The simple 

model also exhibits an insignificant land precipitation trend during the 20th century 

when driven with observed temperatures. Anthropogenic aerosols are thought to have 

been important in reducing intensification of the global hydrological cycle over this 

period (Wu et al., 2013; Salzmann, 2016). To understand why the modelled and 

observed trend is small, and to isolate which individual drivers are important over land 

and over sea, we can analyse the individual components of the simple model as 

discussed below. 

Despite the model and observations being consistent in exhibiting no significant trend 

in land precipitation during the 20th century, it is clear from Figure 4e that the simple 

model does not capture much of the observed inter-annual variability. This indicates 

that the processes controlling inter-annual variability may be different from the 

adjustment and feedback processes driving the long-term trend represented in the 

simple model. Kramer and Soden (2016) found that on global scales the sensitivity of 

the hydrological cycle to surface warming differs fundamentally between internal 

variability and anthropogenically forced changes. Clear-sky radiative processes were 

found to dominate the global hydrological response to anthropogenic driven warming, 

while cloud processes dominate internal variability. 

Figure 5 shows the separate contributions to precipitation change in the simple model 

from rapid adjustments for each forcing agent and the temperature driven feedback 

(see Section 4.3.4 and Figure S8 for details on forcings). Over land (Fig. 5a, c) during 

the 20th century the positive influence of rising global mean temperature (red) is 

entirely cancelled out by the negative sulphate and cloud albedo adjustment (dark 

blue). The combination of anthropogenic sulphate and volcanic forcing (light blue) 

drives a slight decrease in land mean precipitation between around 1950 and 1980. No 

other drivers strongly impact land mean precipitation through adjustments. Notably, 

CO2 and black carbon have little direct impact on land mean precipitation, despite 
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significantly weakening the increase in global mean precipitation (Thorpe and 

Andrews, 2014).  

During the 21st century as sulphate concentrations decline, rising global mean 

temperature increasingly dominates land mean precipitation change (Fig. 5a, c). As 

forcing-driven adjustments become less important during the 21st century, 

intensification of land precipitation should become more clearly observable. The inter-

annual variability in the observations is large, with a de-trended standard deviation of 

16.6 mm yr-1 and 17.3 mm yr-1 for CRU TS and GPCC, respectively. However, the 

simple model predicts that the increase in land mean precipitation from pre-industrial 

levels will exceed the observational standard deviation by 2039 and 2044, for RCP8.5 

and RCP4.5, respectively. Therefore, anthropogenically driven intensification of land 

precipitation may become more evident in the near future. 

The rate of increase in land precipitation is lower than over the sea, due to the weaker 

sensitivity of land precipitation to global temperature, associated with limited moisture 

availability. Therefore, land-only based observations are not suited for inferring the 

global hydrological sensitivity to validate models.  

Sea mean precipitation change also exhibits very little trend over the 20th century, but 

it is different drivers which counteract the warming-driven intensification than seen 

for land. The influence of rising temperature is counteracted by the absorbing drivers, 

mainly CO2 (grey) and black carbon (purple) (Fig. 5b, d). During the 21st century, 

rising global mean temperature increasingly dominates sea mean precipitation 

changes. However, the rate of increase in sea mean precipitation is limited by the 

negative CO2 adjustment due to increasing concentrations. 
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Figure 5: Driver contributions to historical and future (a, c) land and (b, d) sea mean 

precipitation change relative to pre-industrial, for (a, b) RCP4.5 and (c, d) RCP8.5 

in the simple model. Coloured lines indicate the precipitation adjustment 

contribution from carbon dioxide (CO2, grey), methane (CH4, green), sulphate and 

cloud albedo (SO4+CA, dark blue), black carbon (BC, pink), solar insolation (Sol, 

yellow) and volcanoes (Vol, light blue). Precipitation change driven by global mean 

surface temperature change is shown in red. Total precipitation change is shown in 

black. For details on methods see section 4.3.4.  

 

 

4.5 Conclusions 

We have presented the adjustment and feedback responses of precipitation and the 

atmospheric energy budget to five different forcings, across ten global climate models. 

The response of global, land and sea mean precipitation can be well understood 

through energetic arguments. CO2 and black carbon produce the strongest global mean 

precipitation adjustments due to enhanced atmospheric absorption reducing 

precipitation, but they also exhibit considerable model spread. For CO2, this can be 

traced to a variable land precipitation adjustment driven by uncertainty in the response 

of land-atmosphere heat fluxes, likely resulting from physiological effects. For black 

carbon, emissions-based models introduce a large proportion of the spread, but there 
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is also considerable uncertainty in the precipitation response to black carbon for a 

given atmospheric forcing. The global hydrological sensitivity is primarily driven by 

an increase in LW cooling, which is highly consistent across forcings, but contributes 

most strongly to the inter-model spread. There is a small negative feedback, due to 

enhanced SW absorption, which exhibits very little model spread. 

Over land and sea, the adjustment and feedback responses to forcing are very different. 

Over land, rapid precipitation change is most sensitive to non-absorbing or weakly-

absorbing drivers (SO4, solar). This is due to the rapid land surface response affecting 

atmospheric stability, and driving large circulation changes. For drivers which 

strongly affect atmospheric absorption (CH4, CO2, black carbon), the circulation 

changes are largely balanced by the changes in net atmospheric cooling. Over the sea, 

it is the absorbing drivers which produce the largest adjustments. The hydrological 

sensitivity is significantly smaller over land than over sea for all forcings, despite very 

similar changes in radiative cooling. The difference is driven by enhanced horizontal 

energy transport from sea to land, which arises due to the larger increase in latent heat 

flux (evaporation) over the oceans fuelling enhanced divergence. 

Based on the adjustment and feedback framework, precipitation change over land and 

sea can be estimated using a linear combination of forcing-dependent adjustments, and 

a temperature-driven feedback. This simple model can be used to disentangle the roles 

of the different forcing-driven adjustments and the temperature-driven feedback. The 

model, based on PDRMIP results, matches well with CMIP5 ensemble mean historical 

and future precipitation changes for RCP4.5 and RCP8.5. The simple model suggests 

that throughout the 20th century the influence of rising global temperatures on land 

precipitation has been counteracted mainly by adjustments in response to 

anthropogenic sulphate and volcanic forcing. As a result, the estimated long-term 

trends are very small in comparison to inter-annual variability seen in observations. 

However, as sulphate forcing declines and global temperatures continue to rise in the 

21st century, a sustained positive trend in land precipitation is expected. This suggests 

that anthropogenically driven intensification of land mean precipitation may become 

clearly evident within the next few decades.  

Over the ocean, the simple model suggests that adjustments in response to absorbing 

drivers (mainly CO2 and black carbon) have largely negated the influence on 
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precipitation by rising temperatures during the 20th century. During the 21st century 

the temperature driven feedback increasingly dominates, leading to enhanced 

precipitation. Increasing CO2 concentrations limit the rate at which precipitation 

increases due to the associated negative adjustment. The projected rate of increase is 

higher over the sea than over land due to the considerably higher sensitivity to 

temperature change.    
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5.1 Abstract 

Future projections of east Amazonian precipitation indicate drying, but they are 

uncertain and poorly understood. In this study we analyse the precipitation response 

over the Amazon region to individual atmospheric forcings using a number of global 

climate models. Black carbon is found to drive reduced precipitation over the Amazon, 

due to temperature-driven circulation feedbacks, but the magnitude is uncertain. CO2 

drives reductions in precipitation concentrated in the east, mainly due to a robustly 

negative, but highly variable in magnitude, precipitation adjustment. We find that the 

physiological effect of CO2 is the dominant driver of the adjustment due to reduced 

latent heating, and is mainly responsible for the large model spread. Using a simple 

model we show that CO2 physiological effects may dominate future multi-model mean 

projections over the Amazon. However, in individual models temperature-driven 

circulation feedbacks can be large, but due to little agreement, they largely cancel out 

in the model-mean.  
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5.2 Introduction 

The Amazon rainforest is a key component of the global climate system, accounting 

for 40% of global tropical forest area (Aragão et al., 2014). An estimated 120 billion 

tonnes of carbon are stored in the Amazon rainforest (Malhi et al., 2006), playing an 

important role in the global carbon cycle. Vegetation and the carbon balance in the 

Amazon are sensitive to changes in precipitation patterns (Phillips et al., 2009; Gatti 

et al., 2014; Hilker et al., 2014; Zhang et al., 2015). Reduced forest productivity over 

the Amazon could exacerbate atmospheric CO2 levels, and consequently enhance 

global warming (Fung et al., 2005; Booth et al., 2012; Brienen et al., 2015). However, 

observed trends and future projections of Amazonian precipitation are highly 

uncertain (Fu et al., 2013; Joetzjer et al., 2013; Orlowsky and Seneviratne, 2013; 

Boisier et al., 2015; Duffy et al., 2015).  

Observations suggest an increasing trend in drought conditions (Li et al., 2008), and a 

lengthening of the dry season over parts of the Amazon (Fu et al., 2013). In spite of 

this, total precipitation is thought to have increased in recent decades due to a stronger 

wet season (Gloor et al., 2013). Global climate model future projections generally 

indicate drying and lengthening of the dry season (Joetzjer et al., 2013; Boisier et al., 

2015), but the spread is large. It is difficult to disentangle what drivers are responsible 

for the projected changes and associated uncertainties. A number of factors could 

influence precipitation over the Amazon, including a warming climate (Joetzjer et al., 

2013; Duffy et al., 2015), land-use change (Spracklen and Garcia-Carreras, 2015; 

Alves et al., 2017) and rapid adjustments in response to atmospheric forcing agents 

(Andrews et al., 2010a; Samset et al., 2016). Rapid adjustments occur due to the near-

instantaneous impact on the atmospheric energy budget (Mitchell et al., 1987; Lambert 

and Faull, 2007; Andrews et al., 2010b). Forcing agents, such as CO2 and black 

carbon, have been shown to induce significant circulation and regional precipitation 

adjustments in the absence of global mean warming (Bony et al., 2013; Richardson et 

al., 2016a; Samset et al., 2016). 

CO2 causes rapid adjustments in precipitation not only due to radiative effects, but 

also due to effects on plant stomata (Cao et al., 2009; Andrews et al., 2010a). Higher 

CO2 concentrations mean plant stomata do not open as wide, resulting in reduced 

evapotranspiration flux to the atmosphere, known as the CO2 physiological effect 
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(Field et al., 1995; Betts et al., 1997). Given the high level of vegetation and recycling 

of water which occurs in the Amazon, the CO2 physiological effect could strongly 

affect precipitation in this region. Previous studies have highlighted the Amazon as a 

region where physiological effects may be important (Andrews et al., 2010a; Pu and 

Dickinson, 2014; Abe et al., 2015; Chadwick et al., 2017). However, the precipitation 

and circulation response is uncertain and poorly understood. 

In this study we analyse output from a number of global climate models participating 

in the Precipitation Driver and Response Model Intercomparison Project (PDRMIP), 

and the Coupled Model Intercomparison Project Phase 5 (CMIP5). We investigate the 

precipitation response in the Amazon region to five individual forcing scenarios (CO2, 

CH4, SO4, black carbon and solar insolation), separating the response into forcing-

dependent adjustments and temperature-driven feedbacks. The precipitation response 

due to CO2 physiological forcing is isolated using CMIP5 simulations. The potential 

impact of CO2 on precipitation in the Amazon region by the end of the 21st century is 

estimated using a simple model, based on top of the atmosphere forcing and global 

surface temperature change. 

 

5.3 Methods 

We analyse output from ten global climate models (CanESM2, NorESM1, HadGEM2-

ES, HadGEM3-GA4, GISS-E2-R, IPSL-CM5A, CESM1-CAM4, CESM1-CAM5, 

MPI-ESM and MIROC-SPRINTARS) participating in PDRMIP (see Myhre et al., 

(2016) for details). Five abrupt global forcing scenarios are investigated: doubling CO2 

concentration (2xCO2), tripling methane concentration (3xCH4), ten times black 

carbon concentration or emissions (10xBC), five times sulphate concentration or SO2 

emissions (5xSO4), and a two percent increase in solar insolation (2%SOL). 

Perturbations were relative to either present-day or preindustrial values. The 

simulations were performed with sea surface temperatures (SSTs) fixed for 15 years, 

and with a slab or fully coupled ocean (coupled) for 100 years. All changes were 

calculated as the difference between the perturbed run and corresponding control run.  

We also use output from 21 CMIP5 global climate models for four sets of experiments 

(see Table S1). To isolate CO2 physiological effects on precipitation we analyse two 
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sets of CMIP5 atmosphere-only simulations in which SSTs are prescribed, and 

atmospheric CO2 quadrupled. The first set of simulations prescribe SSTs and sea ice 

based on the model-simulated preindustrial climatology (sstClim and sstClim4xCO2), 

and the second set prescribe SSTs and sea ice based on observations over the period 

1979-2008 (amip and amip4xCO2). A key difference between the two setups is that 

the sstClim simulations include CO2 physiological effects and the amip experiments 

do not (Taylor et al., 2011). There were some models which did not follow these 

protocols, but these have previously been identified and they are not included our 

analysis (DeAngelis et al., 2016a). The precipitation response for each set of 

experiments is calculated by differencing the perturbed run with the corresponding 

control run. We then isolate the physiological effects by differencing the sstClim and 

amip responses to CO2.  

The models used for the sstClim simulations include a sensitivity of stomatal 

conductance to CO2 concentration, whereby the stomatal conductance is 

parameterised as a function of CO2 concentration. The stomatal conductance 

determines the evapotranspiration flux to the atmosphere, influencing the hydrological 

cycle. For details on individual model vegetation schemes see the references listed in 

Table S2. In contrast, in the amip simulations the vegetation schemes are not affected 

by the increase in CO2 (Taylor et al., 2011). 

In our analysis, we use the comparison of the sstClim and amip experiments to infer 

the physiological effects of CO2 on precipitation. It should be noted, however, that the 

baseline SSTs are different which could influence results. Nevertheless, the changes 

in precipitation are shown to be driven locally through changes in land surface fluxes, 

rather than through changes in circulation or advection of moisture or energy (Figure 

3). This suggests that the different SSTs do not strongly affect the hydrological 

responses. In addition, it should be noted that not all the same models are available for 

both the sstClim and amip experiments (see Table S1). A comparison of the sstClim 

and amip responses using a subset of five models that performed both simulations is 

shown in Figure S6. The results are very consistent with those presented in Figure 3 

in the main text that includes all available models. This indicates that the use of 

different models for each experiment does not significantly affect the results. 
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To help understand the precipitation responses we analyse the atmospheric energy and 

moisture budgets. Due to the latent heat released, changes in global mean precipitation 

are tightly constrained by changes in net atmospheric cooling, and this can be extended 

to local scales by taking into account divergence in dry static energy flux as shown in 

Equation 1. Atmospheric moisture also provides an additional constraint on local 

precipitation as shown in Equation 1. 

𝐿𝛿𝑃 =  𝛿𝐿𝑊𝐶 − 𝛿𝑆𝑊𝐴 − 𝛿𝑆𝐻 + 𝛿𝐻 = 𝛿𝐿𝐻 + 𝐿𝛿𝑀,                   (1) 

where L is the latent heat of condensation, P is local precipitation, LWC is the net 

atmospheric longwave radiative cooling, SWA is the net atmospheric shortwave 

absorption, SH is the sensible heat flux from the surface, H is the dry static energy flux 

divergence, LH is the latent heat flux from the surface, M is moisture convergence, 

and δ represents a perturbation between climates. The δH and δM terms are calculated 

as residuals. 

Previous work has shown that it is useful to separate the precipitation response to 

climate drivers into a forcing-dependent adjustment and a temperature-driven 

feedback. Following the methods outlined by Richardson et al. (2016b), we separate 

the precipitation response to the PDRMIP scenarios into an adjustment and feedback. 

The adjustment is taken as the fixed SST response, in which temperature driven 

feedbacks are inhibited. The feedback response is calculated by subtracting the fixed 

SST response from the total response in the ocean coupled simulations. The total 

response is taken as the mean change for the last 50 years of the coupled simulations. 

It should be noted that the models will not have yet reached equilibrium, so some 

further temperature-driven feedbacks would be expected.  

Based on the PDRMIP 2xCO2 simulations, we construct a simple model to estimate 

the potential contribution of CO2 and increasing temperature to projected precipitation 

change at the end of the 21st century (2081-2100) over the Amazon region. Using 

similar methods to Richardson et al. (in prep) we calculate an R factor for CO2, which 

is the precipitation adjustment over the Amazon region per unit global mean top of the 

atmosphere (TOA) forcing, and a hydrological sensitivity (HS), which is the 

precipitation feedback over the Amazon region per unit global mean temperature 

change. The R factor and hydrological sensitivity is taken as the PDRMIP multi-model 

mean. We then use equation 2 to estimate the contribution of CO2 and temperature 



Chapter 5 

88 

 

change to precipitation change over the Amazon region for the end of the 21st century 

following two different Representative Concentration Pathways, RCP4.5 and RCP8.5. 

𝛿𝑃 = (𝑅 × 𝐹𝐶𝑂2) + (𝛿𝑇 × 𝐻𝑆),                                    (2) 

where, δP is the change in precipitation, FCO2 is the global mean TOA forcing, and δT 

is the global mean surface temperature change. FCO2 values for 2081-2100 are taken 

from Meinshausen et al. (2011), and δT is taken as the CMIP5 multi-model mean. 

Equation 2 is used to estimate precipitation change for the region mean shown in 

Figure 1a, and also spatially for the Amazon region by calculating R and HS for each 

gridpoint.    

 

5.4 Results and Discussion 

5.4.1 Precipitation response to forcing 

We first look at the precipitation response in the Amazon region to individual 

atmospheric forcings using the PDRMIP model ensemble. Figure 1 shows the 

PDRMIP multi-model mean precipitation response to abrupt increases in CO2, CH4, 

SO4, black carbon and solar insolation. In response to doubling CO2, precipitation is 

reduced over much of the Amazon, in particular the central and eastern regions (Fig 

1a). Conversely, along the western edge of South America precipitation is enhanced. 

The models exhibit good agreement on reduced precipitation in the northeast. 

However, the magnitude of the change, and how far it extends west is variable.  

The 10xBC response also shows considerable drying over the Amazon region (Fig 

1d). Over much of northern South America 80% of models agree on reduced 

precipitation in response to enhanced black carbon. The forcing scenarios 3xCH4, 

5xSO4 and 2%Sol produce only small multi-model mean responses in the central and 

eastern Amazon region (Fig. 1b, 1c, 1e). Sulphate and solar forcing affect precipitation 

more in the west, with increased solar insolation enhancing precipitation, and 

increased sulphate causing drying. 3xCH4 produces very little change in precipitation, 

but the tripling of methane concentrations induces a smaller forcing than the other 

scenarios. 
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Figure 1f shows the mean precipitation response for the region outlined in 1a, 

encompassing eastern and central Amazonia (ECA), for each of the PDRMIP forcing 

scenarios. The responses are also split into the contributions from forcing-dependent 

adjustments (grey), and temperature driven feedbacks (red). The ECA region mean 

responses to 3xCH4, 5xSO4 and 2%SOL are very small, though the model spread is 

large. The negligible precipitation response to SO4 and solar forcing arises due to 

opposing adjustment and feedback terms. Increased SO4 produces a negative 

adjustment, mainly due to reduced dry static energy flux divergence. This can be 

explained by the reduced downwelling shortwave radiation at the surface, which 

reduces the land-sea temperature contrast, reducing convection and precipitation over 

the land (Chadwick et al., 2014; Richardson et al., 2016a). The opposite effect occurs 

for solar forcing. The feedback response then counteracts these changes; increasing 

precipitation as global temperatures cool in response to SO4, and decreasing 

precipitation as the climate warms in response to solar forcing. The model-mean 

feedback response is negative per unit temperature change for all scenarios except 

3xCH4, but the magnitude varies. 

Increased CO2 causes a large reduction in precipitation over the ECA region. The 

model-mean response to doubling CO2 is dominated by the adjustment component (-

91.1 ± 90.6 mm yr-1), with temperature-driven feedbacks making only a small 

contribution (-19.9 ± 104.4 mm yr-1). Despite the large model spread, the negative 

adjustment is very consistent, with 90% of models producing a negative adjustment to 

CO2. Although the adjustment term dominates in the model-mean, the temperature 

driven feedback often contributes significantly to the precipitation response on an 

individual model basis. In 50% of the models the temperature driven feedbacks are of 

the same magnitude or larger than the adjustment, but there is little agreement on the 

sign of the feedback response between models. 
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Figure 1: PDRMIP multi-model mean precipitation response to idealized abrupt 

forcing scenarios (a) 2xCO2, (b) 3xCH4, (c) 5xSO4, (d) 10xBC and (e) 2%SOL. 

Hatching denotes where 80% of the models agree on the sign of change. Panel (f) 

shows the PDRMIP multi-model region mean precipitation response for the ECA 

region outlined in panel (a). The total response is shown in blue, the adjustment in 

grey, and feedback in red. It should be noted that the responses to the different 

forcing scenarios are not normalized. Error bars denote the model spread standard 

deviation.  

 

Increased black carbon also causes a large reduction in precipitation over the ECA 

region. In contrast to CO2, the model-mean response to 10xBC is dominated by the 

temperature driven feedbacks (-118.3 ± 122.3 mm yr-1), rather than the adjustment (-

44.0 ± 45.3 mm yr-1). There is considerable model spread in the magnitude of the 

precipitation response, but the sign of the change is very robust, with all models 

agreeing on reduced precipitation over the region. 



Chapter 5 

91 

 

 

 

Figure 2: PDRMIP multi-model region mean precipitation, energy budget and 

moisture budget (see Equation 1) responses to (a, b) 2xCO2 and (c, d) 10xBC, split 

into (a, c) adjustment and (b, d) feedback terms, for the ECA region highlighted in 

Figure 1a.  The sign for each term is given according to Equation 1. All values are 

converted in to precipitation units (mm yr-1). Crosses indicate the median value and 

error bars denote the model spread standard deviation. 

 

 

5.4.2 Energy and moisture budget changes  

To understand the mechanisms driving the precipitation response to CO2 and black 

carbon over the Amazon region we analyse the energy and moisture budget (Eq. 1) 

changes (Fig. 2). The negative adjustment in response to CO2 arises mainly due to a 

change in the partitioning of sensible and latent heat fluxes, as well as a reduction in 

LW cooling (Fig. 2a). The reduced LW cooling is due to enhanced CO2 concentrations 

absorbing more LW radiation. CO2 strongly affects the surface heat fluxes, reducing 
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LH flux and increasing SH flux. The large changes in surface heat fluxes are caused 

by the physiological forcing of CO2, as discussed in Section 3.3, and shown in Figure 

3. The changes in horizontal heat and moisture transport, associated with circulation 

changes, are very uncertain. The LH flux response also exhibits considerable model 

spread, and is highly correlated with the precipitation adjustment inter-model spread 

(r = 0.92). 

The negative precipitation adjustment in response to black carbon is driven by a large 

increase in the atmospheric shortwave absorption (Fig. 2c). This is partially 

counteracted by an increase in LW cooling and a decrease in SH flux. The uncertainty 

largely arises from the circulation response, with the change in moisture convergence 

contributing most strongly to the inter-model spread in the precipitation adjustment (r 

= 0.95). 

The temperature-driven feedback response to 2xCO2 is small due to counteracting 

energy budget feedbacks (Fig. 2b). LW cooling increases with warming, but this is 

countered by increased SW absorption, increased SH flux, and reduced divergence of 

dry static energy flux, resulting in a small negative precipitation feedback. The LW 

cooling, SW absorption and SH flux feedback responses per unit Kelvin of 

temperature change are very consistent between forcing scenarios, except for black 

carbon (see Fig. S3). The different precipitation feedbacks between forcing scenarios 

largely arises from the uncertain circulation responses.  

For 2xCO2, the change in horizontal dry static energy and moisture fluxes are very 

uncertain (Fig. 2b), and contribute strongly to the inter-model spread in the 

precipitation feedback (r = 0.96 and r = 0.92, respectively). Therefore, although the 

model-mean temperature-driven feedback is small, in individual models circulation 

feedbacks can drive large changes in precipitation. However, the feedback response 

shows little agreement in sign or magnitude for the region. Circulation changes are 

known to be important for tropical precipitation patterns (Chou et al., 2009; Seager et 

al., 2010; Chadwick et al., 2013). Future circulation changes are very uncertain and 

may be strongly influenced by chaotic natural variability and model errors (Shepherd, 

2014).  

Despite causing only a weak global temperature response, 10xBC produces a large 

negative precipitation feedback over the Amazon region. This is mainly driven by 
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circulation changes, indicated by reduced divergence of dry static energy flux and 

moisture convergence (Fig. 2d). There is also a shift in the partitioning of latent and 

sensible heat fluxes. Black carbon has been shown to drive northward shifts in the 

inter-tropical convergence zone (ITCZ) in global climate models (Chung and Seinfeld, 

2005; Jones et al., 2007; Kovilakam and Mahajan, 2015), due to the asymmetric nature 

of the forcing. These circulation changes drive the robust, but highly variable in 

magnitude, negative precipitation feedback. However, it should be noted that the 

10xBC perturbation is very large. If the total precipitation response is linearly scaled 

based on the TOA forcing to present-day levels (1981-2000), the PDRMIP results 

indicate a drying of -25.9 ± 8.3 mm yr-1. 

5.4.3 CO2 physiological effect 

In Figure 3 we show the role of physiological effects on plants in driving the CO2 

precipitation adjustment for CMIP5 models. Figure 3 shows the precipitation response 

to quadrupling CO2 in amip simulations (Fig. 3a), which do not include physiological 

effects, and in sstClim simulations (Fig. 3b), which do include physiological effects. 

In the amip simulations multi-model mean precipitation increases over most of 

tropical South America, except close to the eastern coast. In contrast, in the sstClim 

simulations drying extends much further inland from the east. The difference between 

the two scenarios is shown in Figure 3c. Over much of the Amazon region, particularly 

in the east, CO2 physiological effects drive considerable drying in the multi-model 

mean. CO2 physiological effects also appear to drive enhanced precipitation along the 

west coast. The multi-model mean response is generally in agreement with previous 

single-model studies (Andrews et al., 2010a; Pu and Dickinson, 2014; Abe et al., 

2015). 

The physiological effects on the energy and moisture budgets for the ECA region 

(outlined in Figure 1a) are shown in Figure 3d. It can be seen that the reduced 

precipitation due to CO2 physiological forcing is almost entirely due to the change in 

partitioning of surface sensible and latent heat fluxes. The increased atmospheric CO2 

concentrations drive reduced stomatal conductance (Field et al., 1995), which 

therefore reduces evaporation. In the Amazon region, where water recycling is very 

important for the hydrological cycle, the reduction in evaporation drives considerable 

drying. The surface energy balance is maintained through an increase in sensible heat 
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flux. There is very little change in the horizontal heat and moisture fluxes, indicating 

the importance of the local changes.  

 

 

Figure 3: CMIP5 multi-model mean precipitation response to quadrupling CO2 in 

(a) amip and (b) sstClim simulations and (c) the difference between the two 

(sstClim4xCO2-amip4xCO2). Hatching shows where 80% of the models agree on 

the sign of the change (not applied in panel (c) as not all of the same models 

performed each simulation). Panel (d) shows the difference between sstClim4xCO2 

and amip4xCO2 energy and moisture budget response for the ECA region. All 

values are converted in to precipitation units (mm yr-1). Error bars denote the model 

spread standard deviation.  

 

The physiological response to CO2 also drives a large fraction of the precipitation 

adjustment uncertainty. The precipitation adjustment inter-model standard deviation 

in the sstClim simulations (109 mm yr-1) is over double that for the amip simulations 

(42 mm yr-1). Including CO2 physiological effects considerably increases the 

uncertainty in the latent and sensible heat flux responses (see Fig. S4), which 

contribute strongly to the large model spread in the precipitation adjustment. In 

addition, the uncertain response of surface heat fluxes leads to a much larger 
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uncertainty in the change in horizontal transport of energy and moisture. Therefore, 

the uncertain circulation response to differing changes in latent heating, drives further 

uncertainty in the precipitation adjustment in response to CO2. DeAngelis et al. 

(2016b) showed that the physiological effects also contribute strongly to the spread in 

the global mean CO2 precipitation adjustment. 

 

5.4.4 Projections of precipitation change 

We have shown that the reduction in precipitation over central and eastern Amazonia 

in response to CO2 is dominated by the adjustment component, which is driven by the 

physiological effects on evapotranspiration. Therefore, given that CO2 forcing 

increasingly dominates in future emission scenarios (van Vuuren et al., 2011), the CO2 

physiological effect could play a key role in future precipitation change over the 

Amazon. To quantify the potential contribution of CO2 to precipitation change over 

the Amazon by the end of the 21st century we construct a simple model based on the 

PDRMIP results. Precipitation change over the Amazon is estimated by scaling the 

adjustment component based on TOA forcing for the end of the century, and scaling 

the feedback component based on global surface temperature change for the end of 

the century, as shown in Equation 2. The simple model estimates are compared with 

CMIP5 multi-model mean projections, including only models which include 

physiological effects (Collins et al., 2013), in Figure 4. 

The CMIP5 projections indicate drying over large areas of the Amazon region 

particularly in the east, south and north. In contrast, along the west coast of South 

America and western regions of the Amazon, projections indicate an increase in 

precipitation. The changes are much larger for RCP8.5 which follows a business as 

usual emissions scenario, but the spatial pattern is very similar.  Despite the large 

predicted changes, there is considerable variation between models. Over tropical 

South America there are very few regions in which more than 80% of the models agree 

on the sign of the change (hatching denotes 80% of models agree on sign). Although 

agreement on the spatial pattern is low, models consistently project large magnitude 

changes in this region (Chadwick et al., 2015).  

The simple model predicts a very similar drying (-151.1 ± 82 mm yr-1) over the ECA 

region as the CMIP5 multi-model mean projections (-160.9 ± 241 mm yr-1) for the end 
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of the 21st century following RCP8.5, driven almost entirely by the CO2 adjustment. 

For RCP4.5 the simple model predicts more drying (-87.1 ± 47 mm yr-1) than the 

CMIP5 projections (-34.5 ± 120 mm yr-1). The comparison suggests that projected 

drying in the ECA region is predominantly driven by CO2 physiological forcing. The 

projected drying is independent of global warming trends, as demonstrated by the lack 

of correlation between global mean warming and precipitation change between 

CMIP5 models (r = 0.16 and -0.09 for RCP4.5 and RCP8.5 respectively). 

 

 

Figure 4: Projected precipitation change for the period 2081-2100 compared to pre-

industrial, following (a, b, c) RCP4.5 and (d, e, f) RCP8.5, calculated using the (a, 

d) CMIP5 multi-model mean (including only models which include CO2 

physiological effects) and (b, e) a simple model based on the PDRMIP response to 

CO2, given by Equation 1. Hatching denotes where 80% of the models agree on the 

sign of the change. Panels (c) and (f) show the mean change for the ECA region. 

The total change is shown in blue, the adjustment in grey and the feedback in red. 

Error bars denote the standard deviation of the CMIP5 model spread, and the 

standard error of the simple model.   
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Spatially there are very similar features between the simple model and the CMIP5 

projections for both RCP4.5 and RCP8.5. These include the significant drying over 

the eastern, southern and northern Amazon, and the increase in precipitation in the 

west, all of which are predominantly driven by the CO2 adjustment. There are some 

notable differences between the CMIP5 projections and the simple model, such as in 

the northwest of the Amazon basin, where enhanced precipitation extends further east 

in the CMIP5 projections. The simple model indicates that CO2 physiological forcing 

could dominate multi-model mean future projections of precipitation change over 

large areas of the Amazon region. However, as discussed above, individual models 

show that temperature driven circulation feedbacks can often be large, but are highly 

uncertain and show little agreement. 

 

5.5 Conclusions 

CMIP5 projections indicate drying over large areas of the Amazon for the end of the 

21st century, particularly in the east, but the changes are highly uncertain. Amazonian 

drying could have significant implications on both the local and global climate system, 

and it is therefore important to reduce uncertainty and improve understanding of the 

key drivers of change. We have presented the precipitation response over the Amazon 

region to individual atmospheric forcings (CO2, CH4, SO4, black carbon and solar 

insolation) in idealized simulations using the PDRMIP global climate model 

ensemble. The responses were split into a forcing-dependent adjustment and 

temperature-driven feedback to help understand the driving mechanisms. The 

precipitation changes exhibit a large amount of inter-model spread, but there are some 

robust signals. 

Increased black carbon produces a robust drying over much of the Amazon region, 

however the magnitude of the change varies considerably between models. The 

reduction in precipitation is largely due to temperature-driven circulation feedbacks, 

associated with a northward shift in the ITCZ. The precipitation adjustment in 

response to black carbon also contributes to drying due to enhanced SW absorption 

over the Amazon region.  
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Increased CO2 concentrations drive reduced precipitation over the Amazon region, 

particularly in the east. The model-mean drying is dominated by the adjustment 

component, for which 90% of the models agree on a mean reduction in precipitation 

over the ECA region (outlined in Figure 1a). However, the magnitude of the reduction 

is highly variable between models. Through analysis of amip and sstClim simulations, 

using an ensemble of CMIP5 models, we isolate the contribution of CO2 physiological 

forcing to the precipitation adjustment. We find that physiological effects dominate 

the CO2 adjustment over the Amazon region, through a change in the partitioning of 

sensible and latent heat fluxes. Evapotranspiration decreases due to higher CO2 

concentrations reducing stomatal opening, which limits moisture availability and 

precipitation over much of the Amazon, particularly in the east. The physiological 

effects of CO2 also drive increased precipitation along the west coast. The 

physiological effects contribute strongly to the uncertainty in precipitation changes 

over the Amazon, over doubling the inter-model spread for the ECA region. 

Using a simple model based on TOA forcing and global surface temperature change 

we quantify the potential contribution of CO2 to precipitation changes over the 

Amazon region by the end of the century (2081-2100) from pre-industrial. The simple 

model suggests that CMIP5 multi-model mean projected drying over the ECA region 

is predominantly driven by the CO2 physiological effect. This implies projected 

Amazonian precipitation change is independent of rising temperatures, being 

predominantly driven by atmospheric CO2 concentration. However, it should be noted 

that analysis of individual models shows that temperature-driven circulation feedbacks 

can be large, but due to little agreement between models, they largely cancel out in the 

multi-model mean. Our findings illustrate the importance of reducing uncertainties 

associated with vegetation schemes and establishing whether the uncertainties in the 

temperature-driven circulation feedbacks can be constrained. In addition, given the 

importance of short-timescale adjustment processes on precipitation in this region, the 

use of high resolution convection-permitting models could be of real benefit in 

reducing uncertainty and improving prediction of long-term change.   
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Chapter 6: Conclusions and Recommendations 

 

6.1 Summary and Conclusions 

Global mean precipitation change is well understood in terms of the atmospheric 

energy budget, whereby the latent heat released is balanced by atmospheric radiative 

cooling and sensible heat flux from the surface (O’Gorman et al., 2011). As a result, 

forcing agents drive precipitation change through forcing-dependent adjustments and 

temperature-driven feedbacks. The adjustment and feedback framework has proved 

fundamental in understanding global mean precipitation change (Andrews et al., 

2010b; Samset et al., 2016). However, the most significant impacts of climate change 

are felt on regional scales. Regional projections are more uncertain and the physical 

processes are less understood. Some large-scale mechanisms over the ocean have been 

established through analysis of the atmospheric moisture and moist static energy 

budgets. These include the ‘wet-get-wetter’ and ‘warmer-get-wetter’ mechanisms 

(Held and Soden, 2006; Xie et al., 2010). However, understanding of regional 

precipitation changes over land has remained low (Boucher et al., 2013).  

The global energetic understanding of precipitation change can be extended to 

regional scales through incorporating horizontal transport of dry static energy into the 

atmospheric energy budget (Muller and O’Gorman, 2011). Very few studies have 

utilized the energetic approach on regional scales, or separated local precipitation 

adjustment and feedback responses. The principal aim of this thesis was to improve 

understanding of how forcing agents affect regional precipitation patterns through 

both rapid adjustments, and temperature-driven feedbacks, using analysis of the local 

atmospheric energy budget. 

Chapter 2 assessed different computation methods for separating precipitation 

adjustment and feedback components in response to forcing. There is no definitive 

method for making the decomposition, with different studies using a range of 

techniques. These include fixing sea surface temperatures (fSST) (e.g. Bala et al., 

2009; Andrews et al., 2010b; Samset et al., 2016), using linear regression of 

precipitation change against surface temperature change (Lambert and Faull, 2007; 
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Andrews et al., 2009), or separating based on timescale (Cao et al., 2012; Bony et al., 

2013). Results showed that important physical and quantitative differences in the 

precipitation adjustment and feedback values arise due to the computation method.  

Separating based on timescale is problematic due to the significant surface 

temperature change which occurs in the first year after abrupt forcings. Reducing the 

timescale considerably increases the uncertainty. Globally, fSST and regression 

methods are generally in good agreement, but the fSST hydrological sensitivity is 

systematically larger and more consistent across forcings. Regionally, there are 

significant differences between methods. Using regression, the adjustment and 

feedback results are highly dependent on the regression length due to shifting patterns 

of change. This makes the physical interpretation of the two components difficult. The 

fSST method provides a more clearly defined separation. The adjustment term 

includes the direct impact of a forcing agent on the atmospheric energy budget, as well 

as any adjustments of the troposphere and land surface. The feedback term includes 

any effects mediated by SST change. The fSST method is less affected by 

methodological choices, and exhibits less variability. Therefore, the fSST method 

outlined in Chapter 2 was used for the analysis undertaken in Chapters 3-5. 

Chapter 3 investigated the processes driving the spatial pattern of precipitation 

adjustments in response to CO2 and aerosol forcing across an ensemble of CMIP5 

models. Results showed that the precipitation adjustments in response to CO2 and 

anthropogenic aerosols exhibit opposing spatial patterns, despite both scenarios 

reducing global mean precipitation. This is a result of the opposing surface forcing in 

the two scenarios. The rapid land surface response was found to be the primary driver 

of the spatial pattern in the tropics, in agreement with Chadwick et al. (2014). 

Increased CO2 levels enhance LW surface radiative heating, which destabilizes the 

troposphere over tropical land regions, enhancing convection and precipitation. The 

opposite occurs in response to anthropogenic aerosols due to reduced downwelling 

SW radiation at the surface, caused by increased sulphate levels. The aerosol spatial 

distribution and direct influence on precipitation efficiency may also contribute to the 

precipitation pattern response to aerosol. 

The tropical precipitation changes due to CO2 forcing are much larger in magnitude 

over the ocean than over land. This is due to significantly reduced diabatic cooling of 
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the atmosphere over tropical land regions, which partially counteracts the enhanced 

convection. Over many mid-latitude land regions, precipitation change is dominated 

by the change in diabatic cooling. This produces widespread drying in response to 

CO2. The spatial pattern of the CO2 induced precipitation adjustment shows good 

agreement between models, indicating uncertainty in long-term changes are mainly 

associated with SST-driven feedbacks (Ma and Xie, 2013). 

Chapter 3 showed that in contrast to most tropical land regions, precipitation decreased 

over the eastern Amazon in response to CO2. This was due to significant drying of the 

lower troposphere. The Amazon has been highlighted as a region where the 

physiological effects of CO2 on plants could be important (Andrews et al., 2010a). The 

Amazonian precipitation response to atmospheric forcers, including CO2, was 

examined using the PDRMIP model ensemble in Chapter 5. 

Eastern Amazonian precipitation was found to be most sensitive to CO2 and black 

carbon, with both causing drying. The black carbon response was mainly due to 

temperature-driven circulation feedbacks, and exhibited considerable model spread. 

The CO2 response was mainly due to a robustly negative, but highly variable in 

magnitude, precipitation adjustment. Using a number of CMIP5 models, it was shown 

that the physiological effect of CO2 is the dominant driver of the adjustment. This is 

due to the reduced evapotranspiration caused by higher CO2 concentrations.  

Future multi-model mean projections indicate substantial drying over the eastern 

Amazon by the end of the 21st century (Joetzjer et al., 2013; Boisier et al., 2015). Using 

a simple model it was shown that the projected drying is predominantly driven by the 

CO2 physiological effect. This suggests that precipitation changes over the eastern 

Amazon are independent of global temperature change. However, analysis of 

individual models showed that temperature-driven circulation feedbacks can be large, 

but due to little agreement between models, they largely cancel out in the multi-model 

mean. 

Chapter 4 investigated how precipitation adjustment and feedback responses to forcing 

are partitioned between land and sea. Chapter 3 identified a considerable contrast 

between precipitation adjustments over land and sea. This was explored further in 

Chapter 4 by analysing the precipitation and energy budget responses to five 

individual forcing agents (CO2, CH4, SO4, black carbon and solar), across the 
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PDRMIP model ensemble. Results showed that the non-absorbing drivers (SO4 and 

solar) produce the strongest precipitation adjustments over land. This is due to the 

rapid land surface response affecting atmospheric stability, as outlined in Chapter 3. 

For drivers which strongly affect atmospheric absorption (CH4, CO2, black carbon), 

the circulation changes are largely balanced by the changes in atmospheric diabatic 

cooling over land. The land mean precipitation adjustment in response to CO2 

exhibited considerable inter-model spread. This can be traced to uncertain changes in 

land-atmosphere heat fluxes, likely due to physiological effects (DeAngelis et al., 

2016a).  

Across forcing agents the hydrological sensitivity was found to be significantly 

smaller over land than over sea, despite similar radiative cooling feedbacks. The 

difference is driven by enhanced horizontal energy transport from sea to land. This 

arises due to a larger increase in latent heat flux (evaporation) over the oceans, which 

fuels enhanced divergence. Therefore, forcing-dependent adjustments and natural 

variability have a large influence on land mean precipitation trends.  

Based on the adjustment and feedback framework, a simple model was constructed to 

estimate land and sea mean precipitation change using a linear combination of forcing-

dependent adjustments, and a temperature-driven feedback. The model, based on 

PDRMIP results, matches well with CMIP5 ensemble mean historical and future 

precipitation changes for RCP4.5 and RCP8.5. The simple model was used to 

disentangle the roles of the different forcing-driven adjustments. This indicated that 

throughout the 20th century the influence of rising global temperatures on land 

precipitation has been counteracted mainly by adjustments in response to 

anthropogenic sulphate and volcanic forcing. This helps explain why very little 

intensification of the hydrological cycle has been observed over land during the 20th 

century (Hartmann et al., 2013; Wu et al., 2013). However, as sulphate forcing 

declines and global temperatures continue to rise in the 21st century, a sustained 

positive trend in land precipitation is expected. 

The findings in this thesis highlight the importance of short-timescale adjustments in 

driving land precipitation changes. The processes driving forcing-dependent 

adjustments, as outlined in Chapter 3, are vital for understanding historical changes in 

the hydrological cycle over land, as shown in Chapter 4. In addition, adjustments could 



Chapter 6: Conclusions and Recommendations 

109 

 

dominate future precipitation changes in regions such as the Amazon, as shown in 

Chapter 5. This work illustrates the usefulness of analysing the atmospheric energy 

budget to understand precipitation change at both global and regional scales. 

 

6.2 Limitations and Recommendations for future research 

 Chapters 3-5 highlighted the importance of short-timescale adjustments in 

driving precipitation changes over land. Given the rapid nature of these 

processes, the use of short simulations with high-resolution convection-

permitting models could improve understanding and confidence in regional 

precipitation projections. The findings in this thesis are based on analysis of 

global climate models which parameterize convection. One of the main 

limitations of global climate models is inadequate representation of the 

coupling between atmospheric water and circulation (Stevens and Bony, 

2013). Uncertain tropical precipitation changes may arise due to the high 

dependence on poorly represented unresolved processes, such as moist 

convection and cloud formation (Oueslati and Bellon, 2013). Chapter 3 

showed the importance of circulation changes in driving the spatial pattern of 

precipitation adjustments. Therefore, using models which explicitly resolve 

convective processes to simulate the rapid climate response to abrupt forcing 

scenarios could significantly improve our ability to predict regional 

precipitation changes. 

 

Convection-permitting models could be of particular benefit for regions in 

which short-timescale adjustment processes dominate long-term precipitation 

change. Chapter 5 showed that the adjustment in response to CO2 dominates 

projected precipitation changes over the eastern Amazon. Uncertain 

circulation changes contribute strongly to the inter-model spread in the 

adjustment. Convection-permitting models could reduce this uncertainty and 

improve confidence in projections. Other land regions over which adjustment 

processes may dominate include Africa and Australia (Samset et al., 2016). 

 

In addition convection-permitting models could be used to investigate whether 

important meteorological systems are affected by the radiative effects of 
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forcing agents and associated tropospheric adjustments. For example, tropical 

cyclones have a significant impact on society due to their powerful and 

damaging effects. Do adjustment processes affect the frequency of formation, 

or characteristics of tropical cyclones? 

 

 Chapters 4 and 5 highlighted the strong influence of vegetation on the 

precipitation response to CO2 over land. Chapter 5 showed that the 

physiological forcing of CO2 dominates projected precipitation change over 

the eastern Amazon and contributes strongly to the inter-model spread. 

Physiological effects may also be important in other tropical forested regions 

(Chadwick et al., 2017), and have been shown to contribute to strongly to 

uncertainty in the global mean precipitation adjustment in response to CO2 

(DeAngelis et al., 2016b). Therefore future work should focus on evaluating 

the vegetation physiological response, including parameterizations of stomatal 

conductance. This could lead to significantly reduced uncertainty in the 

precipitation adjustment in response to CO2, both globally and regionally. 

 

 The analysis in this thesis has focused on annual mean changes in precipitation. 

It would be useful to investigate how adjustment processes affect precipitation 

extremes, as well as seasonal and diurnal characteristics. Extreme flooding or 

drought events can have devastating effects on society. Therefore improving 

understanding of how forcing agents may affect extreme precipitation is of 

great importance. 

 

 It would be useful for future work to gain observational evidence of adjustment 

processes. This is a complex task because in reality adjustment and feedback 

processes cannot be easily separated. Observational studies could focus on 

regions in which climate models indicate adjustment processes dominate 

precipitation changes, such as South America, Africa and Australia (Samset et 

al., 2016). 
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Introduction  

This supporting information includes supplementary plots showing additional spatial and zonal 

plots of precipitation adjustment and hydrological sensitivity in response to 2xCO2 and 5xSul 

calculated using the fSST, regression and YR1 methods for both HadGEM2 and CESM-CAM4 

(Figures S1-S6). Figure S7 shows the PDRMIP multi-model mean atmospheric energy budget 

feedback response to 10xBC calculated using the fSST and regression methods. Figure S8 shows 

the energy budget response to quadrupling CO2 for HadGEM2 with different SST climatologies. 

Table S1 shows precipitation adjustment results calculated using the first month of ocean coupled 

abrupt forcing simulations for HadGEM2 and CESM1-CAM4.  
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Figure S1:  CESM1-CAM4 zonally averaged precipitation adjustment (RA) and hydrological 

sensitivity (HS) in response to 2xCO2 calculated using (a, c) fSST and (b, d) regression methods. 

Each shaded line shows the response calculated using an integration/regression length increasing 

incrementally by 5 years. 
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Figure S2:  CESM1-CAM4 zonally averaged precipitation adjustment (RA) and hydrological 

sensitivity (HS) in response to 5xSul calculated using (a, c) fSST and (b, d) regression methods. 

Each shaded line shows the response calculated using an integration/regression length increasing 

incrementally by 5 years. 
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Figure S3:  HadGEM2 zonally averaged precipitation adjustment (RA) and hydrological 

sensitivity (HS) in response to 5xSul calculated using (a, c) fSST and (b, d) regression methods. 

Each shaded line shows the response calculated using an integration/regression length increasing 

incrementally by 5 years. 
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Figure S4:  HadGEM2 regional precipitation adjustment (left) and hydrological sensitivity (right) 

response to doubling CO2 calculated using (a, b) fSST, (c, d) regression, and (e, f) YR1 methods. 

The lower two plots (g, h) show the zonally averaged response for all three methods. Stippling 

shows where the signal is greater than the standard error. An integration/regression length of 20 

years is used to compute the responses. 
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Figure S5:  HadGEM2 regional precipitation adjustment (left) and hydrological sensitivity (right) 

response to 5xSul calculated using (a, b) fSST, (c, d) regression, and (e, f) YR1 methods. The 

lower two plots (g, h) show the zonally averaged response for all three methods. Stippling shows 

where the signal is greater than the standard error. An integration/regression length of 20 years is 

used to compute the responses. 
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Figure S6:  CESM1-CAM4 regional precipitation adjustment (left) and hydrological sensitivity 

(right) response to 5xSul calculated using (a, b) fSST, (c, d) regression, and (e, f) YR1 methods. 

The lower two plots (g, h) show the zonally averaged response for all three methods. Stippling 

shows where the signal is greater than the standard error. An integration/regression length of 20 

years is used to compute the responses. 
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Figure S7:  PDRMIP multi-model global mean atmospheric energy budget and precipitation 

feedback response to 10xBC calculated using the fSST and regression methods. Terms shown are 

the shortwave (SW) and longwave (LW) flux at the surface (SFC) and top of the atmosphere 

(TOA), surface sensible heat flux (SH), net tropospheric cooling (TC), and precipitation (P). The 

sign for all terms is such that a positive change contributes positively to precipitation. All values 

are shown in W m
-2

 K
-1

. 
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Figure S8: Atmospheric energy budget response to quadrupling CO2 calculated using fSST 

simulations with pre-industrial SST climatology (4xCO2) and pre-industrial plus 4K climatology 

(4K4xCO2). Energy budget terms shown are the change in net atmospheric longwave cooling 

(LW), shortwave cooling (SW), sensible heat flux from the surface (SH) and precipitation (P). All 

values are converted to precipitation units (mm yr
-1

). 
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Table S1: Rapid precipitation adjustment results calculated using the first month of 

coupled abrupt forcing simulations for HadGEM2 and CESM1-CAM4. Uncertainties are 

the monthly standard deviation due to natural variability. All values are given in mm yr
-1

. 

 

Forcing Scenario HadGEM2 CESM1-CAM4 

2xCO2 -21.7±30.5 -47.1±33.8 

3xCH4 -1.13±30.5 -24.7±33.8 

5xSul -1.96±30.5 -25.8±33.8 

10xBC -11.7±30.5 -43.8±33.8 

SOL 2.32±30.5 -28.9±33.8 
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Appendix 2 - Supporting Information for Chapter 3 
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Supplemental Material: Understanding the Rapid 

Precipitation Response to CO2 and Aerosol Forcing 

on a Regional Scale  

Thomas B. Richardson, Piers M. Forster Timothy Andrews, Doug J. Parker 

 

1. Supplementary Information 

1.1 Fixed SST Surface Energy Budget 

Figure S.4 shows the surface energy budget anomaly for the sstClim4xCO2 simulation 

over land and sea. The surface energy budget response to forcing is very different over 

land and sea partly due to the imposed SST. Over land, increased CO2 significantly 

increases downwelling LW radiation. The land surface responds with increasing 

temperature, therefore increasing upwelling LW radiation and SH. Over the sea, the 

temperature is fixed so the upwelling LW radiation and SH do not increase. The 

increased downwelling LW radiation, combined with a reduction in LH flux from the 

surface, produce a large net energy flux into the ocean. Therefore the fixed SST 

experiment emulates the initial response of fully coupled models, where the land 

surface adjusts, but the ocean continues to absorb energy and the surface temperature 

adjusts on much longer timescales. 

1.2 Aerosol Indirect Effects 

Aerosols can affect precipitation through their direct effect, and indirect effects due to 

their role as cloud condensation and ice nuclei. The direct effect alters the tropospheric 

energy budget, and hence precipitation, through scattering and absorbing radiation. 

The first indirect effect also affects precipitation through altering the tropospheric 

energy budget as a result of changes in cloud albedo. The second indirect effect takes 

into account the influence of aerosols on precipitation efficiency. The models used in 

this study differ on which aerosol effects they represent as shown in table S.1. Figures 

S.5 and S.6 show the precipitation and temperature response for models categorized 

by which aerosol effects they include for the sstClimSulphate and sstClimAerosol 

simulations respectively.  
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In figure S.5 it can be seen that the precipitation and temperature responses to 

increased sulphate are very similar between the different model categories. This 

indicates that the radiative effects of aerosols alone drive a similar spatial pattern of 

response to that when all aerosol effects are included. This is consistent with the 

radiatively driven mechanisms explained in the main text. In figure S.6 it can be seen 

that the precipitation response to increased all aerosol exhibits a very similar spatial 

pattern for models that include the first indirect effect, and models which include both 

the first and second indirect effects. However, the precipitation and temperature 

response to all aerosols are noticeably different when only the aerosol direct effect is 

included (top row, Figure S6). This implies that the cloud albedo effect has a 

significant impact on the tropospheric energy budget, land surface temperature and 

precipitation pattern.  

Aerosol effects on precipitation efficiency may further reduce precipitation over 

tropical land regions, but do not significantly alter the spatial pattern of change except 

for over South America.  

 

2. Supplementary Tables 

Table S1: Models categorized based on their representation of aerosol indirect 

effects. 

Direct Effect Direct + 1st Indirect 
Direct + 1st and 2nd 

Indirect Effects 

BCC-CSM1-1 CanESM2 CSIRO-Mk3.6.0 

FGOALS-s2 IPSL-CM5A-LR GFDL-CM3 

MPI-ESM-LR  HadGEM2-A 

  MIROC5 

  MRI-CGCM3 

  NorESM1-M 
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3. Supplementary Figures 

 

 

Figure S.1: CMIP5 models sstClim4xCO2 precipitation (mm yr-1) anomalies. It can 

be seen that the spatial pattern of precipitation change is very consistent between all 

models.  
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Figure S.2: CMIP5 models sstClimSulphate precipitation (mm yr-1) anomalies. Some 

features are evident in most models, such as drying over southeast Asia. However, 

there is considerably more spatial variation between different model responses than 

for the CO2 experiment. 
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Figure S.3: CMIP5 models sstClimAerosol precipitation (mm yr-1) anomalies. Similar 

to the sulphate experiment some features are evident in many of the models, such as 

drying over southeast Asia. However, there is considerably more spatial variation 

between different model responses than for the CO2 experiment. 
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Figure S.4: Multi-model mean sstClim4xCO2 surface energy budget anomaly over 

land and sea. Positive values represent an increase in energy flux from the surface to 

the atmosphere. Columns show the change in latent heat flux (LH), sensible heat flux 

(SH), longwave radiation (LW), shortwave radiation (SW), and net energy flux (Net). 

Subscripts ‘up’ and ‘dn’ denote that the change is in upwelling or downwelling 

radiation respectively. Error bars represent the 5-95% uncertainty assuming a normal 

distribution. 
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Figure S.5: Precipitation (mm yr-1) (left column) and near surface air temperature (K) 

(right column) anomaly for sstClimSulphate simulation. The models are split into 

those which include only the direct aerosol effect (a, b), those which include the direct 

and first indirect effect (c, d), and those which include the direct and first and second 

indirect effects as outlined in table S.1.  
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Figure S.6: Precipitation (left column) and near surface air temperature (right column) 

anomaly for sstClimAerosol simulation. The models are split into those which include 

only the direct aerosol effect (a, b), those which include the direct and first indirect 

effect (c, d), and those which include the direct and first and second indirect effects as 

outlined in table S.1.  
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Appendix 3 - Supporting Information for Chapter 4 
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Drivers of precipitation change: An energetic 

understanding: Supplementary Materials 

 

 

 

 
Table S1: PDRMIP model details. 

Model Version Ocean 

Setup 

Aerosol Setup 

 

Baseline 

CanESM2 2010 Coupled 

Ocean 

Emissions Present-day 

CESM1-

CAM4 

1.0.3 Slab Ocean Fixed 

Concentrations 

Present-day 

CESM1-

CAM5 

1.1.2 Coupled 

Ocean 

Emissions Present-day 

GISS-E2-R E2-R Coupled 

Ocean 

Fixed 

Concentrations 

Present-day 

HadGEM2 6.6.3 Coupled 

Ocean 

Emissions Pre-industrial 

HadGEM3 GA 4.0 Coupled 

Ocean 

Fixed 

Concentrations 

Present-day 

IPSL-CM5A CMIP5 Coupled 

Ocean 

Fixed 

Concentrations 

Present-day 

MPI-ESM 1.1.00p2 Coupled 

Ocean 

N/A Present-day 

NorESM1 M (intermediate 

resolution) 

Coupled 

Ocean 

Fixed 

Concentrations 

Present-day 

MIROC-

SPRINTARS 

5.9.0 Coupled 

Ocean 

Emissions Present-day 
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Table S2: CMIP5 models used for historical and future analysis. Crosses indicate 

model data was available and dashes indicate data was not available. 

Model Historical RCP4.5 RCP8.5 

 

CNRM-CM5 X X X 

CNRM-CM5.2 X - - 

FGOALs-g2 X X X 

GFDL-CM2.1 X - - 

GFDL-CM3 X X X 

GFDL-ESM2G X X X 

GFDL-ESM2M X X X 

GISS-E2-H X X X 

GISS-E2-H-CC X - X 

GISS-E2-R X X X 

GISS-E2-R-CC X X X 

HadCM3 X - - 

HadGEM2-AO X X X 

HadGEM2-CC X X X 

HadGEM2-ES X X X 

INM-CM4 X X X 

IPSL-CM5A-LR X X X 

IPSL-CM5A-MR X X X 

IPSL-CM5B-LR X X X 

MIROC5 X X X 

MIROC-ESM X X X 

MIROC-ESM-CHEM X X X 

MPI-ESM-LR X X X 

MPI-ESM-MR X X X 

MPI-ESM-P X - - 

MRI-CGCM3 X X X 

NorESM1-ME X X X 
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Table S3: PDRMIP multi-model mean (median in brackets) R factors (precipitation 

adjustment per unit global mean TOA forcing) and hydrological sensitivities (HS) in 

response to the five forcing scenarios. Values are given for the global, land and sea 

mean.  

Forcing 

Scenario 

R Factor (Padj/FTOA) (mm yr-1/W m-2) 

 

Global 

 

Land Sea 

2xCO2 -7.53 (-7.46) ± 1.5 0.17 (1.30) ± 4.4 -10.7 (-11.1) ± 1.2 

3xCH4 -5.52 (-5.35) ± 2.9 4.46 (3.83) ± 3.4 -9.62 (-9.04) ± 3.8 

5xSul 0.57 (0.11) ± 2.0 10.8 (11.0) ± 3.8 -3.62 (-4.08) ± 1.9 

10xBC -28.7 (-26.2) ± 6.8 -5.24 (-4.85) ± 10.3 -38.3 (-34.8) ± 7.7 

2%Sol -1.93 (-2.11) ± 0.5 8.17 (7.78) ± 1.3 -6.06 (-6.00) ± 0.6 

 HS (mm yr-1 K-1) 

 

Global 

 

Land Sea 

2xCO2 31.2 (30.0) ± 4.3 14.3 (14.2) ± 5.4 38.1 (36.2) ± 5.9 

3xCH4 34.9 (33.9) ± 7.1 15.1 (18.2) ± 10.5 43.1 (38.7) ± 10.2 

5xSul 32.0 (31.2) ± 4.9 12.1 (11.6) ± 6.3 40.1 (37.9) ± 7.3 

10xBC 32.3 (29.9) ± 10.6 -11.6 (-20.6) ± 20.0 50.2 (44.3) ± 18.7 

2%Sol 32.6 (32.4) ± 5.2 8.04 (8.76) ± 7.0 42.6 (39.7) ± 8.1 
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Figure S1: Global mean (a) precipitation adjustment (Pra, blue) and (b) hydrological 

sensitivity (HS, blue) in response to the five PDRMIP forcing scenarios. Pra and HS 

are decomposed in to the contributions from the atmospheric energy budget: net 

longwave cooling (LWC, yellow), net shortwave absorption (SWA, orange), sensible 

heat flux from the surface (SH, red) and the net atmospheric cooling (Q, light grey). 

Each cross denotes the response of one PDRMIP model. The multi-model mean is 

shown by the black cross. Triangles denote models which used emissions for the 

aerosol perturbations. The sign of change in each component is given such that a 

positive value contributes positively to precipitation change. Results are shown in both 

energetic units (left axis) [(a) W m-2, (b) W m-2 K-1], and precipitation units (right axis) 

[(a) mm yr-1 and (b) mm yr-1 K-1].  
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Figure S2: Land and sea mean (a) precipitation adjustment (Pra, blue) and (b) 

hydrological sensitivity (HS, blue) in response to the PDRMIP forcing scenarios. Pra 

and HS are decomposed in to the contributions from the local atmospheric energy 

budget: net longwave cooling (LWC, yellow), net shortwave absorption (SWA, 

orange), sensible heat flux from the surface (SH, red) and the dry static energy flux 

divergence (H, dark grey). Each cross denotes the response of one PDRMIP model. 

The multi-model mean is shown by the black cross. Triangles denote models which 

used emissions for the aerosol perturbations. The sign of change in each component is 

given such that a positive value contributes positively to precipitation change. Results 

are shown in both energetic units (left axis) [(a) Wm-2, (b) Wm-2K-1], and precipitation 

units (right axis) [(a) mm yr-1 and (b) mm yr-1K-1].  
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Figure S3: Multi-model global mean (a) forcing and (b) feedbacks for surface fluxes 

in response to the five PDRMIP forcing scenarios. Surface fluxes shown are 

downwelling longwave (LWdn), upwelling longwave (LWup), downwelling shortwave 

(SWdn), upwelling shortwave (SWup), sensible heat (SH) and latent heat (LH). Forcings 

are given in W m-2, and feedbacks in Wm-2K-1. Error bars denote the standard deviation 

of model spread, and crosses show the median value. 
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Figure S4: Multi-model land mean (a) forcing and (b) feedbacks for surface fluxes in 

response to the five PDRMIP forcing scenarios. Surface fluxes shown are 

downwelling longwave (LWdn), upwelling longwave (LWup), downwelling shortwave 

(SWdn), upwelling shortwave (SWup), sensible heat (SH) and latent heat (LH). Forcings 

are given in W m-2, and feedbacks in Wm-2K-1. Error bars denote the standard deviation 

of model spread, and crosses show the median value. 
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Figure S5: Multi-model sea mean (a) forcing and (b) feedbacks for surface fluxes in 

response to the five PDRMIP forcing scenarios. Surface fluxes shown are 

downwelling longwave (LWdn), upwelling longwave (LWup), downwelling shortwave 

(SWdn), upwelling shortwave (SWup), sensible heat (SH) and latent heat (LH). Forcings 

are given in W m-2 and feedbacks in Wm-2K-1. Error bars denote the standard deviation 

of model spread, and crosses show the median value. 

 

 

 

 

 



Appendix 3 

143 

  

 

 

Figure S6: Multi-model global mean forcing (left) and feedbacks (right) for top of the 

atmosphere (TOA) longwave (LW) and shortwave (SW) fluxes in response to the five 

PDRMIP forcing scenarios. Values are positive downward. Forcings are given in W 

m-2, and feedbacks in W m-2 K-1. Error bars denote the standard deviation of model 

spread, and crosses show the median value. 
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Figure S7: Multi-model mean (a) forcing and (b) feedbacks for top of the atmosphere 

(TOA) longwave (LW) and shortwave (SW) fluxes over land (left) and sea (right) in 

response to the five PDRMIP forcing scenarios. Values are positive downward. 

Forcings are given in W m-2, and feedbacks in W m-2 K-1. Error bars denote the 

standard deviation of model spread, and crosses show the median value. 
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Figure S8: Global mean top of the atmosphere radiative forcing from 1850 to 2100 

taken from Meinshausen et al. (2011) for each of the forcing agents included in the 

simple model. 
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Appendix 4 - Supporting Information for Chapter 5 
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Importance of carbon dioxide physiological forcing 

on projected Amazonian rainfall change – 

Supplementary Materials 

 

 

 

Table S1: List of CMIP5 model output used for analysis. Crosses indicate which 

models were used for each experiment. 

Model RCP4.5 RCP8.5 

 

amip4xCO2 sstClim4xCO2 

CanESM2 - - - X 

CCSM4 - - - X 

CNRM-CM5 - - X - 

GFDL-CM3 X X - - 

GFDL-ESM2G X X - - 

GFDL-ESM2M X X - - 

HadGEM2-AO X X X X 

HadGEM2-CC X X - - 

HadGEM2-ES X X - - 

IPSL-CM5A-LR X X X X 

IPSL-CM5A-MR X X - - 

IPSL-CM5B-LR X X X - 

MIROC5 X X - X 

MIROC-ESM X X - - 

MIROC-ESM-CHEM X X - - 

MPI-ESM-LR X X X X 

MPI-ESM-MR X X X X 

MPI-ESM-P - - - X 

MRI-CGCM3 - - X - 

NorESM1-M - - X X 

NorESM1-ME X X - - 
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Table S2: List of vegetation scheme references for models which performed sstClim 

simulations. 

Model Vegetation Scheme Reference 

 

CanESM2 (Arora, 2003) 

http://www.cccma.ec.gc.ca/ctem/ 

CCSM4 (Oleson et al., 2010) 

HadGEM2-ES (Cox et al., 1999) 

IPSL-CM5A-LR (Krinner et al., 2005) 

MIROC5 (Takata et al., 2003) 

MPI-ESM-LR http://www.mpimet.mpg.de/en/sci

ence/models/jsbach/ MPI-ESM-MR 

MPI-ESM-P 

NorESM1-M (Oleson et al., 2010) 
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Figure S1: PDRMIP multi-model mean precipitation adjustment in response to (a) 

2xCO2, (b) 3xCH4, (c) 5xSO4, (d) 10xBC and (e) 2%SOL. Hatching denotes where 

80% of the models agree on the sign of the change. 

 

 

 

 

 

 

 



Appendix 4 

150 

 

 

 

Figure S2: PDRMIP multi-model mean precipitation feedback response for (a) 

2xCO2, (b) 3xCH4, (c) 5xSO4, (d) 10xBC and (e) 2%SOL. Hatching denotes where 

80% of the models agree on the sign of the change. 
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Figure S3: PDRMIP multi-model mean (a) precipitation adjustment and (b) 

hydrological sensitivity (feedback response per unit kelvin) in response to the five 

forcing scenarios for the ECA region. The adjustment and feedback are decomposed 

into the contributions from the atmospheric energy budget as described by Equation 

1. The sign for each term is given according to Equation 1. Results are shown in 

precipitation units ((a) mm yr-1 and (b) mm yr-1 K-1). Error bars denote the standard 

deviation of model spread, and crosses show the median value. 
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Figure S4: CMIP5 multi-model mean atmospheric energy budget and moisture budget 

(described in Equation 1) responses to quadrupling CO2 in (a) amip and (b) sstClim 

simulations. The sign for each term is given according to Equation 1. Results are given 

in precipitation units (mm yr-1). Error bars denote the standard deviation of model 

spread, and crosses show the median value. 
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Figure S5: Contribution to predicted precipitation change from (a, c) CO2 adjustment 

and (b, d) temperature-driven feedback, for the period 2081-2100 compared to pre-

industrial, following (a, b) RCP4.5 and (c, d) RCP8.5, calculated using the simple 

model based on the PDRMIP response to CO2, described by Equation 2. 
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Figure S6: CMIP5 multi-model mean (including only 5 models which performed both 

sstClim and amip simulations) precipitation response to quadrupling CO2 in (a) amip 

and (b) sstClim simulations and (c) the difference between the two (sstClim4xCO2-

amip4xCO2). Hatching shows where all models agree on the sign of the change (not 

applied in panel (c) as not all of the same models performed each simulation). Panel 

(d) shows the difference between sstClim4xCO2 and amip4xCO2 energy and moisture 

budget response for the ECA region. All values are converted in to precipitation units 

(mm yr-1). Error bars denote the model spread standard deviation. 
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