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Abstract

Quantum information technologies require reliable sources of corre-

lated/entangled photons. To realize and use these technologies in real

life rather than just in laboratory, high efficiency and stable sources

of entangled photons are needed.

This work considers the design of various semiconductor heterostruc-

tures, based on AlxGa1−xAs/GaAs, that rely on intersubband tran-

sitions in the conduction or in the valence band, to deliver the sec-

ond order nonlinear process, known as spontaneous parametric down-

conversion (SPDC). The second-order SPDC can produce Bell state

entangled photons. Second harmonic generation (SHG) is a well

known and broadly discussed process, and using the fact that SHG

is the reverse process of SPDC, initial studies of SHG are used to

support the validity and accuracy of the methodology employed for

nonlinear susceptibility calculations.

In designing the heterostructures, genetic optimization is used to re-

duce the computational cost in finding the best structure. The het-

erostructures designed by considering the intersubband transitions in

the conduction band constitute good sources of spectrally entangled

photons. The efficiency of the process is estimated and the Schmidt

number calculation shows that the structure can produce twin pho-

tons with a reasonably good degree of entanglement.

Alternatively, using intersubband transitions in the valence band can

deliver the polarization entangled photons, which cannot be achieved

with conduction intersubband transitions. The genetic optimization

is again used to design the best structures for this purpose, and the

efficiency of the process is also calculated.



We then extend our work to multiparticle entangled states, also known

as Greenberger-Horne-Zeilinger (GHZ) states, by considering the third

order nonlinear SPDC (TOSPDC) process in designing the heterostruc-

tures for this purpose. This designed structure can be a good candi-

date as a direct TOSPDC source, since the second order nonlinearity

is here suppressed by considering symmetric structures only. The ef-

ficiency of the process is also calculated and discussed in the thesis.
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Abstract

Quantum information technologies require reliable sources of corre-

lated/entangled photons. To realize and use these technologies in real

life rather than just in laboratory, high efficiency and stable sources

of entangled photons are needed.

This work considers the design of various semiconductor heterostruc-

tures, based on AlxGa1−xAs/GaAs, that rely on intersubband tran-

sitions in the conduction or in the valence band, to deliver the sec-

ond order nonlinear process, known as spontaneous parametric down-

conversion (SPDC). The second-order SPDC can produce Bell’s state

entangled photons. Second harmonic generation (SHG) is a well

known and broadly discussed process, and using the fact that SHG is

a reverse process of SPDC, initial studies of SHG are used to support

the validity and accuracy of the methodology employed for nonlinear

susceptibility calculations.

In designing the heterostructures, genetic optimization is used to re-

duce the computational cost in finding the best structure. The het-

erostructures designed by considering the intersubband transitions in

the conduction band constitute good sources of spectrally entangled

photons. The efficiency of the process is estimated and the Schmidt

number calculation shows that the structure can produce twin pho-

tons with a reasonably good degree of entanglement.

Alternatively, using intersubband transitions in the valence band can

deliver the polarization entangled photons, which cannot be achieved

with conduction intersubband transitions. The genetic optimization

is again used to design the best structures for this purpose, and the

efficiency of the process is also calculated.



We then extend our work to multiparticle entangled states, also known

as GHZ states, by considering the third order nonlinear SPDC pro-

cess in designing the heterostructures for this purpose. This designed

structure can be a good candidate as a direct TOSPDC source, since

the second order nonlinearity is here suppressed by considering sym-

metric structures only. The efficiency of the process is also calculated

and discussed in the thesis.
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Chapter 1

Introduction

This chapter covers the introduction to quantum information, the reason behind

this work was conducted and the structure of the thesis.

1.1 Introduction to quantum information

In quantum mechanics (QM), an object can be a particle and wave at the same

time. This dual character enables a quantum-scale particle to exist simultaneously

in multiple places in superposition, allowing wave-like interference. But when the

particle is observed, its state will collapse to one position with some probability,

meaning that any single quantum event in general cannot be predicted with

certainty. Even more interesting phenomena on quantum-scale is entanglement;

when two or more quantum-scale particles can be separated in space but still

share connection via their combined state. In the event of measurement of the

state of one separated particle, the others states will react instantaneously. This

is something that Einstein, Podolsky and Rosen (EPR) could not explain and

published the famous paper, known as EPR Paradox [2]. Then Bell introduced a

method to check the EPR theory [3].

Quantum information (QI) was born based on the prediction of QM theory

about encoding information in quantum system state. Several quantum informa-

tion theory have been proposed in the past 50 years, by encoding and manipu-

lating information using quantum superposition and entanglement. For example,

1



quantum cryptography [4], quantum computation [5], quantum teleportation [6],

quantum metrology, quantum simulation, quantum encryption [7], quantum tele-

portation [8], and quantum factoring algorithms which are exponentially faster

than their classical counterparts [9].

To have fully functional and practical quantum technologies, multiple chal-

lenges must be overcome, for example, in particular for computation, the tech-

nology must allow the scalable realisation, the measurement must be accurate,

and able to control the QI elements, also known as qubit. Qubits or quantum

bits are the quantum analogue of the classical bits of information. This qubits,

can exist in superposition of the ”0” and ”1” levels as quantum states |0〉 and |1〉
respectively. But to have all of that, we must have reliable source of the qubits.

Different physical approaches have been developed to be a source of qubits

and the most popular one is spontaneous parametric down conversion (SPDC)

which is also known as parametric fluorescence in early days of this methods,

based on nonlinear optics.

1.2 Background of the Problem - Reason for the

research

Information processing in quantum systems can perform many tasks which are

impossible in classical systems. Much progress has been made in implementing

QI processing in optical systems by encoding information in polarization state

of single photons. However, experimental implementation of many of the ideas

for QI processing using optics requires a reliable source of correlated/entangled

and single photons. To make sure that the QI processing can be implemented

in real life, rather than just in laboratory, high efficiency and stable sources

of entangled photons were needed. Many methods were proposed to produce

suitable entangled photon pair sources and researchers who work in this area are

struggling to find the reliable ones. So here, we will search for high efficiency

entangled photons sources by designing suitable semiconductor heterostructure

that is expected to give optimum second and third order non-linear susceptibility

with acceptable level of output photon absorption.
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In this project, there are three main objectives to be completed. The first one

is to design and optimize semiconductor heterostructure for SPDC process by in-

creasing the second order nonlinear susceptibility (χ(2)) value in conduction band.

Secondly, we consider the valence band, to achieve optimum structure for polar-

ization entanglement, and finally we consider the third order SPDC (TOSPDC),

to design structures for producing multi photon entanglement, which may have

wider applications compared to two photon entanglement.

By optimizing the structure of the quantum well, one can increase the χ(2)

or χ(3) value for SDPC process to occur efficiently. By increasing the nonlinear

susceptibility value, the entangled photons can be produced insufficient number

to be useful in QI, especially if the phase matching is provided.

This work will give a good semiconductor heterostructure design, that can be

fabricated, to produce high intensity entangled photons. Since the study focuses

on semiconductor quantum well heterostructures, it is believed that the work will

result in very small-sized entangled photons sources (on the micro- or nano scale).

1.3 Thesis Structure

The main purpose of this project is to produce a detailed theory on the design of

semiconductor heterostructures that give high efficiency generation of entangled

photons for QI technologies. The efficiency depends on the non-linear susceptibil-

ity and the absorption effect, by assuming that SPDC process is (almost) perfectly

phase matched. Chapter 2 reviews previous work related to this project, starting

from the birth of understanding of photon, spontaneous parametric down con-

version in general and in semiconductor area specifically. Chapter 3 discusses

on the main theory and methodology used in this project. Chapter 4 will be

a groundwork to make sure that our calculation methods produce results com-

parable to previous work. Chapter 5 presents our results on SPDC based on

conduction band intersubband transitions. Chapter 6 presents our results on

SPDC based on valence band intersubband transitions, focusing on polarization

entangled photons. Chapter 7 discusses on TOSPDC in valence band to achieve

optimal structure for three photon entanglement. The results of Chapters 5 and 6

are already published, and those from Chapter 7 will be submitted soon. Chapter

3



8 will summarize the whole thesis, and make suggestions for improvements and

further work .

1.4 Contributions of the Thesis

This work fully agrees with previous calculation of nonlinearities, as discussed in

Chapter 4. Chapter 5 to 7 extend the work to the topics of present interest. We

defined the correct way to calculate dipole matrix elements when nonparabolicity

effects are included in Chapter 5. In this thesis we show that by using genetic

optimization we can find the best structure for different types of SPDC processes.

In fact, this can be used for different types of nonlinear phenomena that may be

studied in the future.

This thesis is the work of designing the quantum well (QW) heterostructures

to work as the entangled photon sources. The design of QWs heterostructures by

finding the best one by genetic optimisation will cut the computation time and

cost. The results of this thesis will also cut the cost and time for fabricating and

testing the real structures in experimental work. Since the optimization is based

on semiconductor QW heterostructures, the size of the entangled photon device

is small compared to the current working devices.

Chapters 5 and 6 are the work that has already been published, as listed in

preamble, Pages v. The work from Chapter 7 will be submitted for publication

in the future.
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Chapter 2

Literature Review

This chapter reviews the previous work related to SPDC, in five sections. The

first section reviews the concept of semiconductor heterostructures. The second

section describes empirical band-structure methods used for modelling the QWs

structures. The third section describes the concept of entangled photons. The

fourth section discusses general properties of SPDC, and some results of previous

research in its use for entangled photon generation, while the last section reviews

the third order SPDC (TOSPDC) as a direct source of entangled photon triplets.

2.1 Semiconductor Heterostructures

Heterostructures are made of two or more heterojunctions that are arranged to-

gether. Heterojunction is the interface between two different layers, denoted by

the dashed line in Figure 2.1. When the narrow-bandgap material is placed be-

tween two wider-bandgap materials, this comprises two heterojunctions. This

kind of alignment is known as single QW (Figure 2.2 (left)). If there are charge

carriers in the system, they will tend to stay inside the QW, unless excited opti-

cally or electrically.

Complex heterostructures such as stepped (Figure 2.2 (right)), asymmetric

(Figure 2.3 (left)) or symmetric (Figure 2.3 (right)) and multiple QWs (Figure

2.4) (superlattice) can be formed by adding more semiconductor layers. This will

result in different electronic and optical properties of materials, that are open for

5



Figure 2.1: Heterojunctions (dashed line) between two different materials

exploitation. Esaki and Tsu in 1970 were the first to study one-dimensional

periodic potential (superlattice) semiconductors formed by periodic variation of

alloy composition [10]. In their paper, they focus on InAs-based alloy and the

most studied GaAs-based alloy system. Based on Esaki and Tsu’s discovery,

Chang et al. [11] were the first to fabricate GaAs/AlxGa1−xAs using ultra high

vacuum epitaxy system. They managed to fabricate a structure with very short

period and measured its transport properties.

The discovery by Esaki and Tsu has been the starting point for studies of

superlattices and observations of quantum mechanical effects in new physical

scale.

2.2 Empirical Band-structures Method

Tight-binding, pseudopotential and the k.p method are the three most common

empirical band-structures methods used for semiconductors. The choice of basis

functions in Schröndinger’s equation is what makes these three different (atomic-

6



Figure 2.2: Single quantum well (left) diagram and stepped quantum well (right)

Figure 2.3: Symmetric quantum well (left) diagram and asymmetric quantum
well (right)

Figure 2.4: Multiple quantum well or superlattice
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like, plane-wave and Bloch states respectively).

In this work, k.p method is chosen. This method is an efficient way to describe

the conduction band (CB), valence band (VB), or both near a given point of

the Brillouin zone (BZ). There are several k.p models, the simplest version of

k.p method is known as effective mass method or approximation (EMA) which

describes electronic properties in the CB (and as a first approximation in the

VB), where the electronic states are non-degenerate and weakly interacting with

each other. It is also known as 1-band model. In their paper, Bir and Pikus

discuss in very detail the symmetry constraints for 1-band model.

In 2-band model, CB-VB coupling is considered, but spin is not included. The

CB has one non-degenerate band |s〉 and the VB has 3 degenerate band |px〉, |py〉
and |pz〉. This model considers coupling of CB with one VB(a particular linear

combination of |px〉 , |py〉 and |pz〉).
4-band model considers one CB and three VB, and ignores more remote bands.

Spin is also not included.6-band model comes from the 3 band model by introduc-

ing spin-orbit interaction. 8-band model is applied for semiconductors with direct

band gap, where both CB and VB have extrema at k=0. This is an extension

of the 4-band model where spin-orbit coupling is included, and also more remote

bands, by Lowdin perturbation theory.

There are many others extended versions of the k.p method that includes

CB,heavy hole (HH),light hole (LH) and split-off band (SO), and even more

remote bands, but in this work, only 1-band and 6-band model is used since our

calculation only focuses on intersubband transitions within CB (Chapter 4 and

5), or within VB (Chapter 6 and 7).

2.3 Entangled Photons

First nonlinear optical experiments were done by Franken et al. in 1961 and this

is marked as the birth of nonlinear optics field [12]. They studied second har-

monic generation by shooting a ruby laser beam to a quartz crystal and observed

ultraviolet radiation at the output. Dingle et al. in 1974, using optical bandgap

spectroscopy in GaAs/AlGaAs structure, have introduced the first experimental

evidence for quantized states in QW [13]. The generation of squeezed states was

8



first demonstrated using four wave mixing method [14, p. 471].

The idea of photon was first introduced by Planck in 1901 when he worked on

black-body radiation experiment and suggested that the energy in electromag-

netic waves could only be released in packets [15]. In 1965, Einstein suggested

that the electromagnetic waves could only exist in discrete wave-packets which he

called quanta [16]. Lewis, a physical chemist, published a speculative theory that

photons were uncreatable and indestructible in 1926 [17]. Although his theory

was contradicted by many experiments, the name photon was adopted and used

by many physicists to explain the discrete energy of light. When the first ideas

of photon arose, the generation of single photons has not yet been considered.

Many experimental physicists in early stage of understanding photon used

attenuated laser beam to ensure that the probability of having more than one

photon became negligible. Although this method is acceptable for some exper-

iments, it is still questionable because the attenuated laser beam is not a true

single-photon source. When using attenuated laser beam, the vacuum probability

is much higher than the probability to detect a photon, so the detection of no

photon regime is always higher than the single photon itself. The probability

to detect two photons is also generally non-zero. So the attenuated laser beam

cannot be considered as a single photon source.

Nowadays, the advance in quantum information science has increased the

demand for the optical sources which produce ultra bright single photons. In

particular secure quantum cryptography and linear optical quantum computing

depend on the availability of such single-photon sources. The combination of

strict requirements for single photons plus new technologies are driving an exciting

research effort into single-photon generation.

Quantum dots (QDs) in pillar micro cavities, falling neutral atoms and trapped

ions in cavities, defects in diamond nanocrystals, single molecule in a solid and

parametric down conversion are among the methods used to produce single pho-

tons and photon pairs [18]. The most commonly used method is called the para-

metric down conversion process which was first introduced by Klyshko [19]. This

method was first called photon fluorescence and it produced photon pairs.

The photon-pair generation in SPDC process is a second order nonlinear pro-

cess in which a pump photon disappears leading to the creation of two photons

9



Figure 2.5: Spontaneous Parametric Down Conversion Process (SPDC). (a) Ge-
ometry of SPDC, (b) Energy-level diagram describing the SPDC process

with lower energy. This generation is driven by an optical pump field oscillating

at frequency ωp and occurs spontaneously to produce twin photons, namely the

signal and idler photons with frequencies ωs and ωi respectively, which are lower

in frequency than ωp. This process can be conceptually illustrated by the diagram

in Figure 2.5.

The signal and idler photons are said to be entangled to each other in fre-

quency domain [20]. The non-classical correlation between the intensities of the

generated two- photon states has been observed for the first time by Burnham and

Weinberg in 1970 [21], and has become widely used in the experiments of quantum

optics (QO). Thanks to the seminal work of Leonard Mandel and his collaborators

[22, 23, 24, 25], optical parametric oscillators (OPO) based on processes of down-

conversion in a cavity have proven to be efficient sources of frequency tunable

light with a range of unique properties.

2.4 Spontaneous Parametric Down Conversion

(SPDC)

Most popular method to generate entangled photon source is by using SPDC

method. This method was first introduced by Klyshko at a seminar of the Solid

State Physics Institute in Chernogolovka in 1966. His talk was about the pre-

diction of a new non-linear optical and essentially quantum phenomenon which

10



he called at that time ’parametric luminescence’. Later in 1967, he developed

the theory of SPDC effect and all the authors of the work; Klyshko, Fadeev, and

Chunayev were awarded a discovery diploma for their theoretical prediction and

experimental observation of this new kind of light scattering. Later, this effect

became a basis for a new direction in laser spectroscopy, SPDC spectroscopy ,

and a new direction in fundamental optics, quantum photometry [26].

From 1966 until today, there was a lot of research done to produce entan-

gled photon pairs and the applications in optical measurements. Most research

based on experimental work and several approaches tries to explain the SPDC

phenomenon by using numerical methods. SPDC can be of two types which are

called type I and type II. Type II SPDC can be divided into two groups which

are collinear and non-collinear type II SPDC, which is based on the orientation

of the nonlinear medium and the output photons. In 1985 Friberg et al. made

an experiment to measure the time delays between two photons produced in the

process of SPDC type I in a potassium dihydrogen phosphate crystal. The time

resolution of these measurements was of the order of 100 ps. The correlation time

was found to be independent of the coherence time of the pump photons or of the

propagation time through the crystal. The efficiencies of getting the signal and

idler photon in this experiment were small [27], so several works were done later

to produce high efficiency parametric down conversion using type I and type II

SPDC [28, 29, 30].

In 2002 Di Giuseppe et al. proposed a new theory of SPDC by using two

nonlinear crystals that were separated by a linear dispersive medium. They have

shown that the state function of the down converted photon can be controlled by

design of the nonlinearity profile in the crystal, as well as the spatial and spectral

profile of the pump field [31]. To validate their theory, they have carried out an

experiment using type II SPDC in Boston University.

There are four general methods to produce entangled photon pairs from semi-

conductors. One of them is from a QD [32, 33, 34, 35]. The second method is

from parametric scattering in bulk semiconductor crystal [36]. The third one is

from coupled QWs[37] and the last one from double/pair QDs [38].
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2.5 Third Order SPDC (TOSPDC)

Entangled photon generation does not stop at photon pairs (Bell’s state). Daniel

Greenberger, Michael Horne and Anton Zeilinger introduced multi photon entan-

gled state, also known as GHZ state, in 1989 [39] which is different from the Bell

state.

This GHZ state has extra advantages over the Bell state, for example, it can

used as quantum repeaters [40], loophole free Bell test [41] and optical quantum

computing [42, 43]. This GHZ state can also be used for multipartner quantum

cryptography (1998) and communication complexity task (1997,2004) that cannot

be achieved by using Bell state approach.

The simplest GHZ state is by having 3 photons that are entangled to one

another. The first experimental observation of GHZ state was made by group of

Anton Zeilinger in 1999 [44]. Based on GHZ works, several method were proposed

to produce such states, for example triexcitonic decay in QDs [45],cascaded or post

selective second-order nonlinear process [46, 47, 48, 49, 50, 51, 52] and formation

of approximate three photons by SPDC photon pairs with attenuated coherent

state [53].

All methods above do not produce GHZ state directly from the source, they

have low photon generation rate, for example, in [50], they only manage to pro-

duce up to 45 triplet photons per minute. Corona et al. in their paper [54]

proposed a method of direct generation of entangled photon triplets using third

order SPDC in optical fibers.

The process of direct TOSPDC is illustrated in Figure 2.6. The GHZ state

was firstly studied by Daniel Greenberger, Michael Horne and Anton Zeilinger in

1989 [39].
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Figure 2.6: Third order Spontaneous Parametric Down Conversion Process
(TOSPDC). Geometry of TOSPDC (left) and Energy-level diagram describing
the TOSPDC process (right)
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Chapter 3

Theory and Methodology

This chapter discusses the theory and methods used in this work.

3.1 Solving Schrödinger’s Equation in Quantum

Well

Effective mass approximation (EMA) is an important tool to solve the Schrödinger’s

Equation in semiconductor heterostructure devices. EMA assumes that charge

carriers confined in semiconductor have low momentum. So only the bottom of

momentum vs energy (dispersion relation) curve needs to be considered. For low

momenta, the dispersion relation in most semiconductors are practically parabolic

which is similar to dispersion relation for particle in free space.

Another important approximation that needs to be considered when solving

Schrödinger’s Equation is envelope function approximation (EFA). It is widely

accepted that semiconductor heterostructure is considered as a series of one di-

mensional QWs which arise from the discontinuity of the band edges between

different material. Solving the Schrödinger’s Equation for this one dimensional

QW model of heterostructure just gives the envelope function of the real wave

function. But both approximations still produce results that represent the real

systems [55].
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3.1.1 Time-independent Schrödinger’s Equation

The time-independent Schrödinger’s Equation is usually written as:

Ĥψ(R) = Eψ(R). (3.1)

ψ is the wavefunction, R is the position and E is the total energy of the state. Ĥ

is Hamiltonian operator, defined as:

Ĥ = −~2

2
5 ·
(

1

m(R)
5
)

+ V (R) (3.2)

The EMA and EFA allow the Schrödinger’s Equation to be solved in one

dimensional QWs. So the Schrödinger’s Equation can be written as:

− ~2

2

∂

∂z

1

m(z)

∂

∂z
ψ(z) + V (z)ψ(z) = Eψ(z). (3.3)

m(z) is the effective mass and V (z) is the band edge potential. The solution

of this Schrödinger’s Equation will give the Energy (E) and the related wave

functions (ψ) for each state that may exist in potential profile given by V (z).

3.1.2 Finite Difference Method

The solution of Equation (3.3) can be deduced using analytical or numerical

method. Analytical solutions is 100% correct but it can only solve simple prob-

lems and are not possible for complex ones. To design complex semiconductor

heterostructures with complicated Schrödinger’s Equation to be solved, the nu-

merical method is a must, but this method must be validated by the analytical

solution (for simple problem) so that when it is used in complex system, the

solution provided are acceptable and reliable.

In this work, finite difference method is used as numerical method to ap-

proximate the solution of differential equations in Equations (3.3) using finite

difference equations to approximate the derivatives [56].

dψ(z)

dz
≈ 4ψ(z)

4z
=
ψi+1 − ψi−1

2δz
. (3.4)
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Figure 3.1: Finite difference method that split up the function of ψ(z) to set of
mesh point i.

The finite difference method splits up the function ψ(z) into a set of discrete

mesh points (i = 0, 1, 2, ..., N). δz is spacing between two mesh points while ψi+1

and ψi−1 is the value of the function at either side of ψi. The second derivative

in Equation (3.4) can be written as:

d2ψ(z)

dz2
≈

dψ(z)
dz

∣∣∣
i=i+1

− dψ(z)
dz

∣∣∣
i=i−1

2δz
(3.5a)

≈ψi+2 − 2ψi + ψi−2

(2δz)2
. (3.5b)

Since value of δz as is yet undefined small step along the z-axis, Equation (3.5)

can be simplified by substitute 2δz to δz and change the mesh points shifted from

2 to 1:

d2ψ(z)

dz2
≈ ψi+1 − 2ψi + ψi−1

(δz)2
. (3.6)
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Then the Schrödinger’s Equation will look like Equation (3.7),

− ~2

2

(
1

mi+1

ψi+1 − ψi
2δz

− 1

mi−1

ψi−1 − ψi
2δz

)
/2δz + Viψi = Eψi, (3.7)

with ψ, m, and V discretized which depend on subscript i that denotes a specific

mesh point. Equation (3.7) can be arranged to equation below:

− ~2

2(δz)2

{
ψi+1 − ψi
mi+1/2

− ψi − ψi−1

mi−1/2

}
+ Viψi = Eψi. (3.8)

The mi±1/2 is the effective mass value that its mesh point lie between the actual

mesh points and can be treated as the mean effective mass of the two adjacent

mesh points.

3.1.3 Matrix Eigenvalue Problem Representation

In this project, matrix method is used to solve the discretized Schrödinger’s Equa-

tion (3.8). This method is chosen rather than others methods, like shooting

method [56] or linear bi-section root finding approach [57] because when the lin-

ear matrix is created, the matrix then can easily passed to a matrix eigenvalue

problem solver such as LAPACK to solve the equations numerically [58].

To do that, Equation (3.8) need to be arranged so that the coefficients of ψ

can be grouped together:

− ~2

2(δz)2

{
ψi+1mi−1/2 − ψi(mi+1/2 +mi−1/2) + ψi−1mi+1/2

mi+1/2mi−1/2

}
+ Viψi = Eψi,

and become:

~2ψi+1

2(δz)2mi+1/2

+

(
~2

2(δz)2

mi+1/2 +mi−1/2

mi+1/2mi−1/2

+ Vi

)
ψi −

~2ψi−1

2(δz)2mi−1/2

= Eψi. (3.9)

For adjacent values of i, the coefficients of ψi+1 and ψi−1 are identical, so the

matrix constructed from Equation (3.9) will be tridiagonal symmetric as below:
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

b0 a0 0 · · · 0

a0 b1 a1 · · · ...

0
. . . . . . . . . 0

... · · · aN−2 bN−1 an−1

0 · · · 0 aN−1 bN





ψ0

ψ1

...

ψN−1

ψN


= E



ψ0

ψ1

...

ψN−1

ψN


(3.10)

with,

ai = − ~2

2(δz)2mi+1/2

(3.11)

bi =
~2

2(δz)2

mi+1/2 +mi−1/2

mi+1/2mi−1/2

+ Vi. (3.12)

Equation (3.10) is the time-independent Schrödinger’s Equation in matrix

form as below:

Hψ = Eψ, (3.13)

where H is the Hamiltonian matrix operator that will be pass to LAPACK to

find the solutions.

3.1.4 Non-parabolicity

EMA for GaAs/GaAlAs is only valid for low energies case. When the carrier

energy is increased to fraction of electron volt range, this approximation would

fail to give accurate representation because the dispersion curve is no longer

parabolic. Non-parabolicity is then introduced to consider the deviation of real

and parabolic dispersion relations by including the energy dependent term.

Harrison in his book defines the EMA when band non-parabolicity is included

to have an energy dependence [59];

m∗(E, z) = m∗(z)[1 + α(z)(E − V (z))], (3.14)

where V is the band edge potential, m∗ is the electron effective mass in GaAs/GaAlAs
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which is calculated as m∗ = (0.067 + 0.083x)m0, where x is the mole fraction of

Al, and the parameter α is given by;

α =

[
1− m∗(z)

m0

]2

/Eg. (3.15)

Eg is the semiconductor bandgap.

3.1.5 Eigenvalue problem linearisation

Non-parabolic Schrödinger’s equation cannot be solved directly by eigenvalue

solver, i.e. LAPACK as Section 3.1.3 . The reason why this happened because

the energy dependence of the non-parabolic effective mass change the matrix to

be cubic eigenvalue problem. Cooper et al. overcome this restraint by linearising

the cubic eigenvalue problem. The derivation of the methods can be found in

their paper [60].

Based on Cooper et al. works, Ma et al. present improved method which they

claimed to be much faster to find the solutions of eigenvalue problem [61].

3.2 k·p Method

In Section 2.2, 6-band model is chosen to describe the Schrödinger equation for

valence band. So the basis state used in this method can be refer to equations

below[62, 63].

|3/2, 3/2〉 = (1/
√

2) |(X+iY) ↑〉 (3.16a)

|3/2,−3/2〉 = (1/
√

2) |(X-iY) ↓〉 (3.16b)

|3/2, 1/2〉 = (1/
√

6) |(X+iY) ↓〉 −
√

2/3 |Z ↑〉 (3.16c)

|3/2,−/2〉 = −(1/
√

6) |(X-iY) ↑〉 −
√

2/3 |Z ↓〉 (3.16d)

|1/2, 1/2〉 = (1/
√

3) |(X+iY) ↓〉+ (1/
√

3) |Z ↑〉 (3.16e)

|1/2,−1/2〉 = −(1/
√

3) |(X-iY) ↑〉+ (1/
√

3) |Z ↓〉 . (3.16f)

The Hamiltonian that describes the HH, LH and SO bands for |J,mJ〉,
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H =



P+Q 0 -S− R (1/
√

2)S−
√

2R

0 P+Q -R† -S+ −
√

2-R† (1/
√

2)-S+

−-S†− -R P-Q C
√

2Q
√

3/2Σ−

R† -S†+ C† P-Q −
√

3/2Σ+ 2Q

(1/
√

2)S†− −
√

2R
√

2Q −
√

3/2Σ†+ P+M −C√
2R† (1/

√
2)S†+

√
3/2-Σ†−

√
2Q -C† P+M


(3.17)

with

P =
~2

2m0

γ1(k2
x + k2

y + k2
z) (3.18a)

Q =
~2

2m0

γ2(k2
x + k2

y − 2k2
z) (3.18b)

R =
√

3
~2

2m0

(−γk2
− + µk2

+ (3.18c)

S± = 2
√

3
~2

2m0

k±[(σ − δ)kz + kzπ] (3.18d)

Σ± = 2
√

3
~2

2m0

k±

{[
1

3
(σ − δ) +

2

3
π

]
kz + kz

[
2

3
(σ − δ) +

1

3
π

]}
(3.18e)

C = 2

(
~2

2m0

)
k−[kz(σ − δ − π)− (σ − δ − π)kz] (3.18f)

k± = kx ± iky, γ =
1

2
(γ2 + γ3), µ =

1

2
(γ3 − γ2) (3.18g)

σ = γ − 1

2
δ, π = µ+

3

2
δ =

1

9
(1 + γ1 + γ2 − 3γ3) (3.18h)

and ∆ is the spin-orbit splitting.

Introducing new basis,

|F1〉 = α |3/2,−3/2〉 − α ∗ |3/2, 3/2〉 (3.19a)

|F2〉 = β |3/2, 1/2〉+ β ∗ |3/2,−1/2〉 (3.19b)

|F3〉 = β |1/2, 1/2〉+ β ∗ |1/2,−1/2〉 (3.19c)

|F4〉 = α |3/2,−3/2〉+ α ∗ |3/2, 3/2〉 (3.19d)
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|F5〉 = β |3/2, 1/2〉 − β ∗ |3/2,−1/2〉 (3.19e)

|F6〉 = β |1/2, 1/2〉 − β ∗ |1/2,−1/2〉 (3.19f)

where

α =
1√
2
exp [i(φ/2 + η + π/4)] (3.20a)

β =
1√
2
exp [i(φ/2− η − 3π/4)] (3.20b)

φ = arctan(kx/ky) (3.20c)

η =
1

2
arctan [(ω3/ω2) tan(2φ)] (3.20d)

the Hamiltonian takes a block-diagonal form

H =

(
H+ 0

0 H−

)
(3.21)

where

H± =

 P+Q R±iS
√

2R±i/
√

2S

R±iS† P-Q ∓iC
√

2Q∓ i
√

3/2Σ√
2R∓ i/

√
2S†

√
2Q± i

√
3/2Σ† P +∆± i C

 (3.22)

where P and Q are same as above and R, S, Σ and C now,

R = −
√

3

(
~2

2m0

)
γφk

2
‖ (3.23a)

S = 2
√

3

(
~2

2m0

)
k‖ [(σ − δ)kz + kzπ] (3.23b)

Σ = 2
√

3

(
~2

2m0

)
k‖

{[
1

3
(σ − δ) +

2

3
π

]
kz + kz

[
2

3
(σ − δ) +

1

3
π

]}
(3.23c)

C = 2

(
~2

2m0

)
k‖ [kz(σ − δ − π)− (σ − δ − pi)kz] (3.23d)

γφ =

√
γ2 + µ2 − 2γµcosφ (3.23e)
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k2
‖ = k2

x + k2
y . (3.23f)

In the presence of biaxial strain,

εxx = εyy 6= εzz (3.24a)

εxy = εyz = εzx = 0 . (3.24b)

The P and Q terms in the Hamiltonian are amended with the strain terms

P→ P + Pε, Pε = −av(εxx + εyy + εzz) (3.25a)

Q→ Q + Qε, Qε = − b
2

(εxx + εyy − 2εzz) (3.25b)

where av and b are the Pikus-Bir deformation potentials, the other strain

terms being zero. The strain components are evaluated from

εxx = εyy =
a0 − alat
alat

, (3.26a)

εzz = −2C12

C11

εxx (3.26b)

where C11 and C12 are the stiffness constants, a0 is the lattice constant of substrate

and alat is the lattice constant for the layer.

To find the quantized states energies and wave functions, the block-diagonal

form of Hamiltonian is used by solving one 3 × 3 block at a time. The wave

function, being a vector of length 3,

H±Ψ± = EΨ±, Ψ±(−→r ) = ψ±(z) · exp[i(kxx+ kyy)], (3.27a)

ψ+(z) =

F1(z)

F2(z)

F3(z)

 , ψ−(z) =

F4(z)

F5(z)

F6(z)

 (3.27b)
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is expanded in Fourier series

F (`)(z) =
∑
`

F
(`)
j exp(ig`z), g` = ` · 2π

L
(3.28)

with L is the length of the periodicity of the structure. A finite number of g` vec-

tors is taken, say Nz. For convenience and to facilitate using FFT in the calcula-

tion, g`’s are taken in standard FFT order, i.e with ` = 0, 1, 2, ...,±Nz/2,−Nz/2+

1, ...,−2,−1. For each wave function component there is a vector of Fourier com-

ponents, and stacked on top of each other these make the Fourier representation

of the total wave function.

With the Luttinger γ parameters varying along the structure, the individual

elements of the Hamiltonian block, when acting upon the wave function compo-

nents, read (the factor ~2/2m0 is taken to be absorbed in the γ parameters, and

use is made of the fact that ie. S = (σ − δ)kz + kzπ and S† = kz(σ − δ) + πkz),

(P +Q+ V )F1 = − d

dz
(γ1 − 2γ2)

dF1

dz
+ (γ1 + γ2)k2

||F1 + (V + Pε +Qε)F1

(3.29a)

= −d(γ1 − 2γ2)

dz

dF1

dz
− (γ1 − 2γ2)

d2F1

dz2
+ (γ1 + γ2)k2

||F1 + (V + Pε +Qε)F1

(3.29b)

(R∓ iS)F2 = −
√

3γφk
2
||F2 ∓ 2

√
3k|| ·

[
(σ − δ)dF2

dz
+

d

dz
(πF2)

]
(3.30a)

√
3γφk

2
||F2 ∓ 2

√
3k|| ·

[
(σ − δ + π)

dF2

dz
+
dπ

dz
· (πF2)

]
(3.30b)

(
√

2R± i√
2
S)F3 = −

√
2
√

3γφk
2
||F3 ±

√
2
√

3k|| ·
[
(σ − δ + π)

dF2

dz
+
dπ

dz
· F2

]
(3.31a)
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(R± iS†)F2 = −
√

3γφk
2
||F1 ± 2

√
3k|| ·

[
(σ − δ + π)

dF1

dz
+
d(σ − δ)

dz
· F1

]
(3.31b)

(P −Q∓ iC + V )F2 = −d(γ + 2γ2)

dz

dF2

dz
− (γ1 + 2γ2)

d2F2

dz2
+ (γ1 − γ2))k2

||F2−

(3.32a)

∓2k||
d(σ − δ − π)

dz
F2 + (V + Pε −Qε)F2

(3.32b)

(
√

2Q∓ i
√

3/2Σ)F3 = 2
√

2
dγ2

z

dF3

dz
+ 2
√

2
d2F3

dz2
+
√

2γ2k
2 + ||F3− (3.33a)

∓3
√

2k|| ·
[
(σ − δ + π)

dF3

dz
+
d(2σ − 2δ + π)/3

dz
F3

]
+
√

2QεF3 (3.33b)

(
√

2R∓ i√
2
S†)F1 = −

√
2
√

3γφk
2
||F1∓

√
2
√

3k|| ·
[
(σ − δ + π)

dF1

dz
+
d(σ − δ)

dz
· F1

]
(3.34)

(
√

2Q± i
√

3/2Σ†)F2 = 2
√

2
dγ2

z

dF2

dz
+ 2
√

2
d2F2

dz2
+
√

2γ2k
2
||F2+ (3.35a)

±3
√

2k|| ·
[
(σ − δ + π)

dF2

dz
+
d(σ − δ + 2π)/3

dz
F2

]
+
√

2QεF2 (3.35b)

(P ± iC + ∆ + V )F3 = (3.36a)

−dγ1

dz

dF3

dz
− γ1

d2F3

dz2
+ γ1k

2
||F3 ±

d(σ −∆− π)

dz
F3 + (V + δ + Pε)F3 (3.36b)

where + and − corresponds to the upper and lower block respectively. To

set up the Hamiltonian matrix, then we can use the Fourier transforms of the

Luttinger parameters and potentials (bias field, built-in and strain), and use
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the fact that if `-th Fourier component of y(z) is y`, then the `-th component

of dy(z)/dz is ig`y
(`). With the way of ordering of the wave functions’ Fourier

components as described above (the set of F `
1 ’s first, then F `

2 ’s and then F `
3 ’s,

with Nz components in each stack), we give a few examples of how the matrix

elements are set up.

The (`, j) element of the matrix, relating the `-th and j-th components of F1,

according to the first relation. is given by

−(γ1−2γ2)(k) ·igk ·igj−(γ1−2γ2)(k) ·(igj)2+(γ1+γ2)(k)k2
||+(V +Pε+Q

(k)
ε , (3.37)

the (`, j + Nz) element, relating the `-th component of F1 and the j-th com-

ponent of F2, by

−
√

3γ
(k)
φ k2

|| ·
[
(σ − δ + π)(k) · igj + π(k) · igk

]
(3.38)

the (`, j + 2Nz) element, relating the `-th component of F1 and the j-th

component of F3, by

−
√

2
√

3γ
(k)
φ k2

|| ·
[
(σ − δ + π)(k) · igj + π(k) · igk

]
(3.39)

the (`+Nz, j +Nz) element, relating the `-th and the j-th component of F2,

by

−(γ1+2γ2)(k)·igk·igj−(γ1+2γ2)(k)·(igj)2+(γ1−γ2)(k)k2
||∓2k||(σ−δ−π)(k)·igk+(V+Pε+Q

(k)
ε ),

(3.40)

etc., where k is the subscript of the plane wave gk = g` − gj (if such gk is out

of the range included, the matrix elements equals zero). In the above expressions

the superscript (k) denotes the k-th Fourier component of the corresponding z-

dependent variable.

The Hamiltonian matrix is then diagonalized, i.e. eigenenergies and (option-

ally) eigenfunctions found, using the diagonalization subroutine for Hermitian

matrices. Having found the wave functions for one or both blocks, these maybe

easily expanded into the |j,mj〉 representation if necessary.
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3.2.1 Self-consistent calculation

If the calculation is to be self-consistent, the total potential must include the

space-charge potential, along with that of the bias field and the coordinate-

dependent valence band edge. The charge in the structure includes the -ve charge

of ionized acceptors NA(z) and the +ve charge of holes p(z). The former is stated

in the data file and

p(z) =
∑
n

∫
dkxdky

4π2
· fFD [En(kx.ky), EF ] ·

6∑
j=1

|Fj,n,kx,ky(z)|2 (3.41)

where the summation goes over all n states that are significantly populated, fFD

is the Fermi-Dirac function and EF the Fermi level for holes (we choose the energy

level to be measured downwards), and F (z) the wave function components for

states included.

The Fermi level is determined from the global neutrality condition, i.e. by

numerically solving the equation∫
p(z)dz =

∑
n

∫
dkxdky

4π2
· fFD [En(kx.ky), EF ] =

∫
NA(z)dz = NS

A (3.42)

where NS
A is the total acceptor doping per unit surface of the structure. This

done by bisection, i.e the Fermi level is varied until the holes space charge, which

depends on EF , balances the acceptors space charge, which is constant, with

satisfactory accuracy.

The potential Vsc(z) is then found by solving the Poisson equation

∆[ε(z)∆Vsc(z)] = −e[p(z)−NA(z)]

ε0

(3.43)

where ε(z) is the relative dielectric permittivity, varying along the structure be-

cause it is material dependent. This equation is solved by making the finite-

difference approximation, which results in a tridiagonal system of linear equa-

tions, which may then be solved very fast.

The self-consistent solution is obtained iteratively. Once the quantized states

of the structure have been found in a particular iteration (that is, with previously
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calculated potential, starting with Vsc(z) = 0 in the first iteration), the new values

of the Fermi level, and then the potential Vsc(z) are calculated. A weighted

average of the potential from the previous and current iterations is then taken,

(1− α)V old
sc (z) + αV new

sc (z)→ V new
sc (z) (3.44)

and used in the next iteration. Typically, the relaxation parameter α ∼ (0.25 −
0.3) gives stable calculation and reasonably good convergence. The iterations are

terminated when the energies of all states calculated in two subsequent iterations

differ by less than the prescribed amount.

Since the self-consistent procedure requires a large amount of calculations, i.e.

finding the states at a number of (kx, ky) points, computation would be very slow

if Equation (3.41) was used, even though the sampling may be restricted only to

the irreducible wedge (kx > 0, ky > 0, and kx > ky). The procedure is accelerated

by sampling (kx, ky) only along a single line (denoted as k|| ) and using the axial

approximation (in this step only). Instead of Equation (3.41) one then uses

p(z) =
∑
z

∫
2πk||dk||

4π2
· fFD

[
En(k||), EF

]
·

6∑
j=1

|Fj,n,k||(z)|2 (3.45)

3.2.2 Optical transition matrix elements

In electromagnetic field described by magnetic vector-potential
−→
A , the interaction

operator reads,

Hint = e−→v ·
−→
A =

ie

~
[H,−→r ] ·

−→
A (3.46)

where −→v is the velocity operator, the commutator of the coordinate and the

Hamiltonian operators,i.e.
−→v =

1

i~
[−→r ,H] (3.47)

This is a matrix operator which acts upon the initial state wave function

vector, and the resulting vector is dot-multiplied with the final wave state wave

function vector and integrated over z to give the transition matrix element. The

(equivalent) dipole matrix element may then be calculated by dividing this by

the transition energy, i.e.
−→
d if = 〈i| [−→r ,H] |f〉 /(Ei − Ef ).
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The full derivation for this section, which uses 6×6 Hamiltonian can be found

in Appendix D.

3.3 Non-linear Susceptibilities

The linear relationship between the electric polarization of a dielectric medium

and the electric field of a light wave implied by Equation (3.48) below is an

approximation that is only valid when the electric field amplitude is small.

P = ε0χE, (3.48)

with

E(t) = E0e
−iω0t + E1e

−iω1t. (3.49)

With the widespread use of large-amplitude beams from powerful lasers, it

is necessary to consider a more general form of Equation (3.48) in which the

relationship between the polarization and electric field is nonlinear,

P = ε0(χ(1)E + χ(2)E2 + χ(3)E3 + ...) (3.50)

The first term in Equation (3.50) is the same as in Equation (3.48) and describes

the linear response of the medium. χ(1) can thus be identified with the linear

electric susceptibility χ in Equation (3.48). The other terms describe the nonlin-

ear response of the medium. The term in E2 is called the second-order nonlinear

response and χ(2) is called the second-order nonlinear susceptibility. Similarly,

the term in E3 is called the third-order nonlinear response and χ(3) is called the

third-order nonlinear susceptibility. In general, one can write,

P1 = ε0χ
(1)E1 (3.51a)

P2 = ε0χ
(2)E2 (3.51b)

P3 = ε0χ
(3)E3 (3.51c)

...

Pn = ε0χ
(n)En (3.51d)
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where, for n > 2, Pn is the nth-order nonlinear polarization and χn is the nth-

order nonlinear susceptibility. It is usually the case that the nonlinear susceptibil-

ities have rather small magnitude. This means, when the electric field amplitude

is small, the nonlinear terms are negligible and can be reverted to the linear re-

lationship between P and E that is assumed in linear optics. On the other hand,

when the electric field is large, the nonlinear terms in Equation (3.50) cannot be

ignored and we enter the realm of non-linear optics which we are interested in.

3.3.1 Density Matrix Formalism

To calculate the nonlinear absorption in a medium, the perturbative solution of

the density matrix is necessary [64]. The Hamiltonian Ĥ is decomposed in two

parts, the unperturbed term Ĥ0 and the time dependent interaction potential

V̂ (t) representing the perturbation

Ĥ = Ĥ0 + V̂ (t) , (3.52)

and the density matrix is defined by,

ρ = |ψ〉〈ψ| (3.53)

By including the phenomenological damping terms, the time evolution equation

for the density matrix is:

ρ̇nm =
−i
~

[
Ĥ, ρ̂

]
nm
− Γnm (ρnm − ρeqnm) (3.54)

ρ̇nm is the nm element of ρ̇, ρeqnm is the equilibrium value of ρnm. For the nm

element of order q of the density matrix, the following equation is obtained [65]:

ρ(q)
nm(t) =

∫ t

−∞

−i
~

[
V̂ (t′), ρ̂(q−1)

]
nm
× e(iωnm−Γnm)(t′−t)dt′. (3.55)

3.3.2 Second Order Susceptibilities

For SPDC in coupled QW structures, only the second order nonlinearity effects

are taken into account. The second-order contribution to the non-linear polar-
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Table 3.1: Second-order nonlinear phenomena based on input and output of the
system [1]

ization in Equation (3.51b) is given by:

P(2)(t) =χ2ε0

[
E2

0e
−2iω0t + E2

1e
−2iω1t + 2E0E1e

−i(ω0+ω1)t

2E0E
∗
1e
−i(ω0−ω1)t

]
+ 2χ2ε0 [E0E

∗
0 + E1E

∗
1 ]

(3.56)

The complex amplitudes of Equation (3.56) are given by:

P (2ω0) = χ(2)E2
0 (3.57a)

P (2ω1) = χ(2)E2
1 (3.57b)

P (ω0 + ω1) = 2χ(2)E0E1 (3.57c)

P (ω0 − ω1) = 2χ(2)E0E
∗
1 (3.57d)

P (0) = 2χ(2)(E0E
∗
0 + E1E

∗
1). (3.57e)

P (2ω0) and P (2ω1) can be referred to frequency doubling or second harmonic

generation (SHG). P (ω0 +ω1) as sum frequency generation (SFG) and P (ω0−ω1)

as difference frequency generation (DFG). The last equation which is Equation

(3.57e) is the optical rectification (OR). SPDC belongs to DFG category. Table

3.1 lists some of the important second-order nonlinear phenomena.

For this specific case (second order nonlinear process), Equation (3.55) turned

to Equation (3.58) below

ρ(2)
nm = e−(iωnm−Γnm)t

∫ t

−∞
dt′
−i
~

[
V̂ (t′), ρ̂(1)

]
nm
× e(iωnm−Γnm)t′ , (3.58)
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while Equation (3.59) relates the second order polarization to the second order

nonlinear susceptibility tensor

P(2) (ωp + ωq) =
∑
jk

∑
(pq)

χ
(2)
ijk (ωp + ωq, ωp, ωq)× Ej(ωq)Ek(ωp). (3.59)

General case of (χ
(2)
ijk) in Equation (3.59) can be defined as.

χ(2) (ωp + ωq;ωp, ωq) =
e3N

2ε0~2

∑
lmn

(
ρ

(0)
ll − ρ

(0)
mm

)
{

dxlnd
y
nmd

z
ml

[(ωnl − ωp − ωq)− iΓnl] [(ωml − ωp)− iΓml]

+
dxlnd

z
nmd

y
ml

[(ωnl − ωp − ωq)− iΓnl] [(ωml − ωq)− iΓml]

+
dylnd

x
nmd

z
ml

[(ωnm + ωp + ωq) + iΓnm] [(ωml − ωp)− iΓml]

+
dzlnd

x
nmd

y
ml

[(ωnm + ωp + ωq) + iΓnm] [(ωml − ωq)− iΓml]

}
,

(3.60)

with e is the electron charge, ε0 is the free space permittivity, ωp, ωq and ωp +ωq

are the frequencies of three photons interacting in the nonlinear system,

For one-dimensional case
(
χ

(2)
zzz

)
, Equation (3.60) can be written as,

χ(2) (ωp + ωq;ωp, ωq) =
e3N

2ε0~2

∑
lmn

(
ρ

(0)
ll − ρ

(0)
mm

)
dlndnmdml{
1

[(ωnl − ωp − ωq)− iΓnl] [(ωml − ωp)− iΓml]

+
1

[(ωnl − ωp − ωq)− iΓnl] [(ωml − ωq)− iΓml]

+
1

[(ωnm + ωp + ωq) + iΓnm] [(ωml − ωp)− iΓml]

+
1

[(ωnm + ωp + ωq) + iΓnm] [(ωml − ωq)− iΓml]

}
(3.61)
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3.3.3 Second Harmonic Generation (SHG)

Equation (3.61) is general equation for one dimensional second order nonlinear

intersubband absorption process in three level system. For example, for SHG,

χ(2), when only one incident photon frequency ω exist (monochromatic pump

laser) ωp = ωq = ω, Equation (3.61) can be simplified to Equation (3.62) below:

χ(2) (2ω, ω, ω) =
e3

Lzε0~2

(
d13d32d21

ω31 − 2ω − iΓ31

)
×
[

n1 − n2

ω21 − ω − iΓ21

+
n3 − n2

ω32 − ω − iΓ32

]
,

(3.62)

where dij are the transition dipole matrix elements, Lz is the length of the struc-

ture, ni is the electron sheet densities in the ground state (i = 1), first excited

state (i = 2) and second excited state (i = 3), ωij the transition frequency

(ωij < 0 for i < j) and Γij are the off-diagonal relaxation rates (i→ j transition

line widths). Derivation to simplified Equation (3.61) to (3.62) can be referred

in Appendix A.

Electrons normally only populate the lowest energy level (ground state) and

the off-diagonal relaxation rates are taken to be equal, Γ12 = Γ23 = Γ31 ≡ Γ. So

n3 = n2 = 0 and n1 = N , Equation (3.62) then reduces to

χ(2) =
Ne3

~2Lzε0

Π(2), (3.63)

with,

Π(2) =

∥∥∥∥ d12d23d31

(ω31 − 2ω − iΓ) (ω21 − ω − iΓ)

∥∥∥∥ . (3.64)

The SHG process with monochromatic pump is illustrated in Figure 3.2.

3.3.4 Theory of SPDC

The geometry and energy level diagram describing the SPDC process are given in

Figure 2.5. Using similar methods in Appendix A and referring to Figure 2.5 (b),

only Equation (1f) give high value for χ(2) SPDC. Then for this case, Equation

(3.61) can be reduced to:
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Figure 3.2: (a) Geometry of SHG. (b) Energy-level diagram describing SHG

χ(2) (ωs, ωp,−ωi) =
e3N

2ε0~2

(ρ
(0)
11 − ρ

(0)
33 )d12d23d31

[(ω21 + ωi − ωp)− iΓ21] [(ω31 − ωp)− iΓ31]

=
e3d12d23d31

2ε0Lz~2

(n1 − n3)

[(ω21 − ωs)− iΓ21] [(ω31 − ωp)− iΓ31]

(3.65)

For exact resonance case, ω21 = ωs, ω32 = ωi, ω31 = ωp and considering re-

alistic n-doped QWs in thermal equilibrium which only the ground level well is

populated (n3 � n1), Equation (3.65) reduces to:

χ
(2)
resonant (ωs, ωp,−ωi) =

e3n1

2ε0Lz

d12d23d31

(~Γ)2
(3.66)

In the preliminary work (Ground work in Chapter 4), the discussion and

results were focused on SHG since most of previous work was done in this area.

Studies on SPDC can be seen as extended version of work on SHG since both of

them are second order non-linear problems. Comparing our preliminary results

with previous work in SHG should show that the procedure is correct, and can be

extended to SPDC, towards designing a highly efficient entangled photon source

based on coupled QW.

3.4 Third Order Nonlinear Interaction

Two schemes of third order nonlinear interaction that are discussed are defined

in Figure 3.3, with conservation of energy for Figure 3.3(a) and Figure 3.3(b) as
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(a)

(b)

Figure 3.3: Two schemes of third order nonlinear process (a) Spontaneous four
wave mixing (SFWM) and (b) Third order spontaneous parametric down conver-
sion (TOSPDC)
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below

~ω0 + ~ω1 = ~ω2 + ~ω3 (3.67a)

~ω0 = ~ω1 + ~ω2 + ~ω3 (3.67b)

respectively.

Two-photon absorption, nonlinear refractive index, solitons, four wave mix-

ing,Raman scattering and phase conjugation are (various) third order nonlin-

ear processes that are bound to Equation (3.67a). While Equation (3.67b) is

the conservation of energy for third order spontaneous parametric down conver-

sion (TOSPDC) process that we are interested in (Chapter 7). This process

involved one pump photon (~ω0) that is down converted to three entangled pho-

ton (~ω1, ~ω2, ~ω3) at the output of the nonlinear medium which in our case is a

QW structure.

The reverse process of TOSPDC is called third order harmonic generation

(THG) that involved summation of three pump photons (~ω1 = ~ω2 = ~ω3) at

the input and produced 1 pump photon with the energy of 3~ω1.

3.4.1 Theory of TOSPDC

TOSPDC is suggested to be the direct source of GHZ state and this process can be

refer to the Figure 3.3(b). TOSPDC could produce three photon entanglement in

continuous degrees of freedom such as energy and momentum. Boyd in his book

[p182] derived general third order susceptibility χ(3) as equation below,
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χ
(3)
kijh(ωp + ωq + ωr;ωp, ωq, ωr) =

N

ε0~3
PI
∑
nvml{

(ρ
(0)
mm − ρ(0)

ll )µkmnµ
j
nvµ

i
vlµ

h
lm

[ωnm − ωp − ωq − ωr − iΓnm] [ωvm − ωp − ωq − iΓvm] [ωlm − ωp − iΓlm]

− (ρ
(0)
ll − ρ

(0)
vv )µkmnµ

j
nvµ

i
lmµ

h
vl

[ωnm − ωp − ωq − ωr − iΓnm] [ωvm − ωp − ωq − iΓvm] [ωvl − ωp − iΓvl]

− (ρ
(0)
vv − ρ(0)

ll )µkmnµ
j
vmµ

i
nlµ

h
lv

[ωnm − ωp − ωq − ωr − iΓnm] [ωnv − ωp − ωq − iΓnv] [ωlv − ωp − iΓlv]

+
(ρ

(0)
ll − ρ

(0)
nn)µkmnµ

j
vmµ

i
lvµ

h
nl

[ωnm − ωp − ωq − ωr − iΓnm] [ωnv − ωp − ωq − iΓnv] [ωnl − ωp − iΓnl]

}
(3.68)

PI in Equation (3.68) is the intrinsic permutation operator which means that

in the summation one takes all possible permutations of the input frequencies

ωp, ωq and ωr with the cartesian indices h, i, j permuted simultaneously.
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Chapter 4

Groundwork

This chapter shows the groundwork for the whole thesis. It is done during the

first year of the research. This work focuses on SHG rather than SPDC since

SHG work is well known and easy to understand and replicate. And the fact

that, SPDC is just a reverse process of SHG, studies of SHG process can be

the starting point to all our work. For the record, in this chapter, no genetic

optimization is done, and the calculation is purely based on resonant process.

4.1 Second Harmonic Generation

4.1.1 Resonant Input

By using Equation (3.63) we tried to find what input frequency gives the maxi-

mum nonlinear susceptibility for SHG. In this section, we used double QW struc-

tures that have ω12 ' ω23 = 99meV/~. In Figure 4.1. ω12 is the energy difference

between green and red line while ω23 is the energy difference between blue and

green line.

The well width of the first well is taken to be cw1 = 20.0 Å, the barrier

potential is kept constant at V0 = 400meV (aluminium mole fraction in barrier

x = 0.48) with barrier width of wb = 6.0 Å and the second well width is cw2 = 83.0

Å. The ω in Equation (3.63) was varied from −300meV/~ to 300meV/~ and the

result are plotted in Figure 4.2.

Figure 4.2 shows that the maximum nonlinear susceptibility for SHG case
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Figure 4.1: The potential (conduction band edge) in asymmetric coupled QW
structure

Figure 4.2: Plot of Π(2)
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Figure 4.3: (a) Single step structure. (b) Asymmetric coupled QW structure

occurred when the input pump frequency is equal to 99meV/~. This pump fre-

quency is resonant with the energy difference for three lowest levels in Figure

4.1. From this result, we can simplify Equation (3.63) to Equation (4.1) by using

resonant conditions ω12 = ω23 = ω which maximizes the nonlinear susceptibility

and making efficient SHG in QWs possible.

χ
(2)
resonant =

e3

Lzε0(~Γ)2
Π

(2)
resonant (4.1)

Π
(2)
resonant = ‖d12d23d31‖

4.2 Maximization of Resonant χ(2) Using Brute

Force Method

In this section, the main goal is to find the best potential QW heterostructure

that gives highest χ
(2)
resonant, i.e. the product of matrix element Π

(2)
resonant in Equa-

tion (4.1). This method computes Π
(2)
resonant for all possible structures by fixing

barrier potential but varying the well width, step width and step potential height

in Section 4.2.1 (Single Step Quantum Well), while in Section 4.2.2 (Coupled

Quantum Well), the barrier potential is fixed. The first well, barrier and second

well widths are varied until the resonant condition is found and then Π
(2)
resonant

computed.
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4.2.1 SHG in Step Quantum Well

Figure 4.3(a) shows the single step QW used in this section. The barrier potential

was kept at V0 = 340meV which corresponds to aluminium mole fraction x = 0.41

in the barrier material. The pump photon radiation was chosen to be ~ω =

100meV (λ ' 12.4µm GaAs-based quantum cascade laser operating at room

temperature [66]).

Figure 4.4(a) shows the largest value of the dipole matrix element product

around 4000 Å3 was obtained for a well width of cw = 40Å. The corresponding

values of the step width cs = 63 Å and the step potential Vs = 123meV which can

be refer to Figure 4.4(b). This result is close to that obtained by semi-analytical

method in [59] Page 378.

4.2.2 SHG in Double Quantum Well

Figure 4.3(b) shows asymmetric coupled QW structure used in this section. The

barrier potential was kept at V0 = 400meV which corresponds to aluminium mole

fraction x = 0.48 in the barrier material. The pump photon radiation is chosen

to be ~ω = 100meV (λ ' 12.4µm GaAs-based quantum cascade laser operating

at room temperature [66]).

Figure 4.5(a) shows that the largest value of the dipole matrix element product

is 4042 Å3, which was obtained for a well width of cw1 = 26 Å. The corresponding

values of the second well width cw2 = 67 Å and the barrier width of cb = 7Å, as

shown to Figure 4.5(b). This result is also close to the result of semi-analytical

method in [59] Page 380.

All constants in Section 4.2.1 and 4.2.2 are taken the same as in previous

work [59], so that results in this chapter are comparable and easily validated.

Brown line in Figures 4.4 and 4.5 are the data extracted from [59] and it can be

seen that the well and barrier width in both Figures are similar to our results,

but not the Π(2) values. The reason behind this is that our methods include the

nonparabolicity in Π(2) calculations in contrast to those in [59]. The fact that the

patterns are very similar for the Π(2) values, and exactly the same for barrier and

well width, confirms that our calculations are correct and can be used in further

investigations.
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Figure 4.4: Optimization of an AlxGa1−xAs single step QW under double reso-

nance condition, ~ω = 100meV. (a) The product of matrix elements Π
(2)
resonant as

it depends on the choice of well width, (b) Step witdh and step potential as a
function of well width.
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Figure 4.5: Optimization of an AlxGa1−xAs/GaAs asymmetric coupled QWs
under double resonance condition, ~ω = 100meV. The barrier height was kept
constant at V0 = 400meV. (a) The product of matrix elements Π(2) as a function
of the first well width (cw1), (b) The barrier thickness and the second well width
as a function of the first well width (cw1).
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4.3 Conclusion

In this Chapter, we successfully replicated the optimization process for SHG

in double and step QW. The results in Section 4.2 are close to those obtained

by semi-analytical method in [59] Page 378. With this finding, we confirmed

that our method and calculation of χ(2) is correct and can be applied to SPDC

and TOSPDC problems using general equation for nonlinear susceptibility as

discussed in Chapter 3.
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Chapter 5

SPDC in Intersubband transition

at Conduction Band

This chapter is based on the published reference [67]: ”Mid-infrared entan-

gled photon generation in optimised asymmetric semiconductor quantum wells”

[R. Razali, A. Valavanis, J. D. Cooper, Z. Ikonić, D. Indjin, and P. Harrison

Superlattices and Microstructures, 90, 107-116 (2016) ].

5.1 Introduction

Generation of entangled photons, and of heralded single photons, is a very impor-

tant ingredient in a variety of quantum information technologies. Experimental

implementation of these techniques, using optics, requires a reliable source of

correlated/entangled and single photons. This is usually implemented by SPDC

process in a nonlinear optical medium with non-zero second order susceptibility,

where the pump photon gets split into a ’signal’ and ’idler’ photon. The twin pho-

tons are usually polarisation-entangled. However, one can also use the spectral

(frequency) entanglement of the photon pair.

In the visible or near-infrared wavelength range, the commonly used materials

for this purpose are nonlinear optical crystals like lithium niobate, which have

relatively large nonresonant nonlinear susceptibility. There are bulk materials

which are good in the mid-infrared range, however at these longer wavelengths
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one can also take advantage of much larger resonant nonlinearities achievable in

semiconductor heterostructures, based on intersubband transitions between size-

quantized states therein. Second-order nonlinearity is available in asymmetric

semiconductor QW structures. High nonlinearity appears in relatively narrow

ranges of photon energies, near the transition resonances, which are typically in

the mid-infrared range. In contrast to SPDC based on conventional nonlinear

crystals, which enable different polarizations of signal and idler photons, and

hence the polarization entanglement, a specific feature of Γ-valley intersubband

transitions is that their nonlinearity exists only for light polarization perpendic-

ular to the QWs, hence disabling polarization entanglement. This type of SPDC

is also known as type-0 parametric process. Here we consider the design of high

efficiency frequency-entangled photon sources by optimizing the profile of semi-

conductor QWs so to obtain maximal second order nonlinear susceptibility, and

consider the efficiency of spectrally entangled twin photon generation.

5.2 SPDC generation of twin photons in quan-

tum wells

The SPDC process is illustrated in Figure 2.5. The photon-pair generation is

a second order nonlinear process in which a pump photon with frequency ωp is

spontaneously converted into two photons with lower energy, called signal and

idler photons, with frequencies ωs and ωi respectively. The process is allowed in

materials with non-zero second order susceptibility.

For SPDC process, the maximally entangled Bell-states will take form as,

|ψ±〉 =
1√
2

(|01〉 ± |10〉), (5.1)

with

|01〉 = |0〉 ⊗ |1〉

|10〉 = |1〉 ⊗ |0〉
(5.2)

and for this case, |0〉 = |ω1, Z〉 , |0〉 = |ω2, Z〉 with ω1 + ω2 = ω3

45



Generally, resonantly enhanced susceptibility in QWs is accompanied by a

large absorption, which in its own right, unrelated to phase-matching issues,

leads to a limited useful interaction length in such structures.

Since SPDC is a second order nonlinear process, the polarization of SPDC is

defined by Equation (3.51b) which rewrite in Equation (??).

P = ε0χ
(2)E2 . (5.3)

The second-order nonlinear susceptibility (χ(2)) is calculated using Equation

3.61 which rewrite in Equation (5.4:

χ(2) (ωp + ωq, ωp, ωq) =
e3N

2ε0~2

∑
lmn

(
ρ

(0)
ll − ρ

(0)
mm

)
dlndnmdml{

1

[(ωnl − ωp − ωq)− iΓnl] [(ωml − ωp)− iΓml]

+
1

[(ωnl − ωp − ωq)− iΓnl] [(ωml − ωq)− iΓml]

+
1

[(ωnm + ωp + ωq) + iΓnm] [(ωml − ωp)− iΓml]

+
1

[(ωnm + ωp + ωq) + iΓnm] [(ωml − ωq)− iΓml]

}
(5.4)

where ωp and ωq are the input, and ωp + ωq the output photon frequencies, and

Γij are the linewidths. The total electron density is N , and Nρ
(0)
ii is the electron

density in quantised state i. The summation over lmn in Equation (5.4) goes over

all states in the system. The dij in Equation (5.4) is the dipole transition matrix

element, and for Γ-valley intersubband transitions it has only the z-component

(perpendicular to the QW layer plane), so χ(2) denotes the χ
(2)
zzz component of the

susceptibility tensor.

Dipole matrix elements are calculated from the wave functions of states in the

QW structure, obtained by solving the effective-mass Schrödinger equation. We

have here used the effective-mass model with nonparabolicity, and the Schrödinger

equation was solved by linearisation of the nonlinear matrix eigenvalue problem,

as described in detail in Chapter 3. In this case the dij cannot be calculated

from the conventional expression 〈ψi| ẑ |ψj〉, as can be easily checked by varying
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the origin of the coordinate z (this changes the calculated values of dij, because

of wavefunctions’ non-orthogonality if the nonparabolicity is accounted for). In-

stead, the matrix elements of the momentum operator (Pz = i~
d

dz
) are first

calculated from [68]:
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12

14

16

18

20

22

24

Lz (Åm)

d
1
2

(Å
)

nonparabolic dipole elements
parabolic dipole elements

Figure 5.1: Effect of the well width on nonparabolic dipole matrix elements (blue
line) and parabolic dipole matrix elements (red line).

〈ψi| P̂ |ψj〉 =
1

2
〈ψi|Pz

m0

m(Ei, z)
+

m0

m(Ej, z)
Pz |ψj〉 , (5.5)

with Pz = i~
d

dz
. Equation (5.5) then can be expanded as,

〈ψi| P̂ |ψj〉 =
m0

2
〈ψi|Pz

m0

m(Ei, z)
+

m0

m(Ej, z)
Pz |ψj〉 (5.6a)

=
m0

2
〈ψi| i~

d

dz

1

m(Ei, z)
+

1

m(Ej, z)
i~
d

dz
|ψj〉 (5.6b)

=
i~m0

2

[∫ z

0

ψi
d

dz

(
ψj

m(Ei, z)

)
dz +

∫ z

0

ψi
1

m(Ej, z)

dψj
dz

dz

]
. (5.6c)

This equation depends on the nonparabolic effective mass. As we know, there

is commutation relation between momentum operator and position Equation
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(5.7).

P̂ =
im0

~

[
Ĥ, ẑ

]
. (5.7)

By making use of Equation(5.7), 〈ψi| P̂ |ψj〉 in Equation (5.5) can be defined

as,

〈ψi| P̂ |ψj〉 =
im0

~

[
〈ψi| Ĥẑ |ψ − j〉 − 〈ψi| ẑĤ |ψ − j〉

]
(5.8a)

=
im0

~

[
〈Ĥψi| ẑ |ψ − j〉 − 〈ψi| ẑ |Ĥψ − j〉

]
(5.8b)

=
im0

~
[Ei 〈ψi| ẑ |ψ − j〉 − Ei 〈ψi| ẑ |ψ − j〉] (5.8c)

=
im0

~
(Ei − Ej) 〈ψi| ẑ |ψj〉 (5.8d)

By rearranging Equation (5.8d), the dipole matrix can be written as,

〈ψi| ẑ |ψj〉 =
~
im0

〈ψi| P̂ |ψj〉
Ei − Ej

. (5.9)

Inserting Equation (5.6c) to Equation (5.9), the dipole matrix element now can

be written as,

〈ψi| ẑ |ψj〉 =− ~2/2

Ei − Ej

[∫ z

0

ψi
d

dz

(
ψj

m(E0, z)

)
dz

+

∫ z

0

ψi
1

m(Ej, z)

dψj
dz

dz

]
(5.10a)

Using Equation (5.10), the dipole matrix elements are now independent on

the choice of the coordinate origin as can be referred to Figure 5.1 (blue line).

So here we successfully derived a non-parabolic dipole matrix element that

can be used to calculate the transition dipole moment of electron from |ψi〉 to

|ψj〉 in non-parabolic system.
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5.3 Optimization of Heterostructure for SPDC

Structural optimization for SPDC aims to find the global maximum of χ(2) value,

among all possible QW designs. These may generally include arbitrary smooth or

abrupt potentials, coming from appropriate variation of the AlGaAs alloy compo-

sition, and in cases of susceptibilities relevant for the second harmonic generation,

third harmonic generation, or optical rectification, has been the subject of nu-

merous studies, based on a variety of methods. Here we restrict considerations

to the (practically most interesting) case of multiple rectangular QWs made of

the same material (GaAs) and barriers made from another single material com-

position (AlGaAs). A single rectangular (hence symmetric) QW gives χ(2) = 0,

as do all the symmetric multi QWs (MQWs), because the cyclic product of ma-

trix elements in Equation (5.2) is zero therein, but unequal-width double QWs

(DQW), or MQWs are acceptable candidates.

Figure 5.2 shows the plot of χ(2) value based on a combination of two different

well’s width with fixed barrier. The step length is 1Å. To generate this kind of

data it takes more than a day to finish. So if we have varied the barrier width

as well, the computation time will increase exponentially. In fact, if we focus on

different number of QWs, the computation time is not acceptable. So it is not

wise to use this method to find the best QW structure that can provide high

value of χ(2).

Since an extensive search over the parameter space is too demanding even for

the simplest, double QW structure which has the two well widths and the barrier

width describing its shape, we have used a genetic algorithm to find the global

maximum of χ(2). This starts with an arbitrary DQW (or MQW) structure, and

varies the layer widths, one at a time, initially with a large step length (50Å),

in order to perform the initial ’scan’ of the parameter space, and keeps twenty

best structures as ’parents’. The initial width for each well and barrier is set to

2Å and the maximum width allowed is 100Å. The step length is then halved

and the best structure between all daughter structures, coming from each parent,

is kept. In this calculation the daughter structures were obtained by directly

mutating the parents individually, without cross-fertilization between different

parents. The search for the maximum is repeated until the step length is 1Å,
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Figure 5.2: χ(2) value with two varied QW width

which is the smallest step that can be realistically guaranteed experimentally.

The method is computationally reasonably fast in finding the global maximum of

χ(2). Certainly, in exceptional cases it may happen that the method finds only a

local, rather than global maximum, but even then the result is practically useful.

Table 5.1 shows different QW structures, optimised for χ(2), found by this

method, for different nonlinear interactions: SPDC denotes the spontaneous para-

metric downconversion, followed by a number which denotes the idler photon en-

ergy in meV that was used in the design. Since the meaning of signal and idler

in the SPDC case is interchangeable, a structure name is chosen to be consistent

with Figure 2.5. E.g., the SPDC50 structure produces 50 meV and 150 meV

photons, just as SPDC150 does, but the former has the property that the inter-

mediate state in it is ~ωs ≈ 150 meV from the ground state. It is interesting to

note that the optimisation procedure delivers the SPDC50 energy configuration

as globally optimal, i.e. having a larger χ(2) than that achievable in the best – but

in fact only locally optimal – SPDC150 structure (the latter could be found by

putting additional constraints in the optimisation procedure). So, each entry in

Table 5.1 corresponds to a particular nonlinear process in a particular optimised
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Table 5.1: The optimized structures with different number of QWs, for various
SPDC cases - either nearly degenerate or very non-degenerate. The layer widths
are given in Å, with the outermost layers being the barriers.
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χ
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structure. All structures in Table 5.1 are GaAs QWs embedded in AlGaAs barri-

ers with the Al concentration fixed to 48.1%. The highest χ(2) value in most cases

is obtained for triple QW structures, so only these are used in further discussion

of SPDC entangled photon generation.

Resonantly enhanced nonlinearities are always accompanied with increased

absorption, which has to be taken into account when considering the efficiency of

optical processes. The absorption coefficient α, is found from the imaginary part

of the linear susceptibility (χ(1)”) [64, p. 167], and is calculated from:

α = χ(1)”ω/c , (5.11)

with ω is the photon angular frequency, c is the speed of light and χ(1)” is,

χ(1)” =
∑
n

Nfije
2

2ε0mωij

[
Γij

Γ2
ij + (ωij − ω)2 −

Γij

Γ2
ij + (ω + ωij)

2

]
. (5.12)

Equation (5.12) depends on the number of electrons (N),relaxation rates(Γij) and

the oscillator strength of i to j transitions withfij defined as

fij =
2mωij|dij|2

3~e2
. (5.13)

Inserting Equation (5.13) into Equation (5.12), the imaginary part of linear sus-

ceptibility (χ(1)”) can be written as

χ(1)” =
∑
n

e2Nd2
ij

3~ε0

[
Γij

Γ2
ij + (ωij − ω)2 −

Γij

Γ2
ij + (ω + ωij)

2

]
. (5.14)

Using Equation (5.11) and (5.14) and by making use of the best structure

that we get for SPDC process in Table 5.1, we plot the absorption coefficient in

the Figure 5.3.

From Figure 5.3, there are two peaks that mean most absorption occurred at

these two photon energies. The maximum absorption occurred at photon energy

which is almost equal to signal or idler photon and the second largest absorption

occurred at energy equal to that of the pump photon.
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Figure 5.3: Absorption coefficient

5.4 Twin Photon Generation

The quantitative analysis of twin-photon generation in media which have optical

losses have been presented in [69]. For non-degenerate twin-photon generation,

the expression for the correlated twin (ω1, ω2) photon flow, PTwin is [69]:

PTwin =
c|κ|2P3L

|n1 − n2|
e−2α3L − e−2(α1+α2)L

2(α1 + α2 − α3)L
. (5.15)

and in the degenerate case, where the signal and idler frequencies are (almost)

the same, the corresponding expression is [69]:

PTwin =
4|κ|2P3L

3/2

3
√

2π|g|
3e−|α11−3|L

2|α11−3L|3/2

×
∫ √|α11−3L|

0

sinh(|α11−3L| − x2) dx .

(5.16)
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where α11−3 = α1 + α2 − α3 (the absorption difference) and g = [∂2β/∂ω2], with

β = 2πnp/2/λp/2.

The ni and αi in Equation (5.15) and (5.16) are the refractive index and

absorption coefficient at photon frequency ωi, L is the length of the device, P3 is

the pump power, and κ is related to χ(2) via

|κ|2P3 =

√
4ω2

1ω
2
2d

2
eff|A3|2

k1k2c4
. (5.17)

where deff = 0.5χ(2), and ki is the wavenumber for photon i. A3 is related to

the intensity of the pump (a value of I3=1 kW/cm2 was used in calculations),

with A3 =
√

2I3/(ε0cn3). The refractive indices ni in Equation (5.15) depend

on the photon wavelengths. These are calculated using Sellmeyer’s equation for

GaAs and AlGaAs [70], using the weighted average of the refractive indices for

the constituent binary compounds in the structure (this is justified because the

wavelengths involved are far larger than any layer thickness in the structure).

The refractive index also depends on the temperature of the heterostructure [71],

and in these calculations room temperature was assumed.

The structures were designed / optimised for the largest χ(2) at the specified

values of ωs and ωi, but from (5.15) or (5.16) it is clear that the actual twin photon

generation rate also depends on the structure length, and on the absorption at

all the involved frequencies, and the transition linewidth will thus also indirectly

influence the conversion efficiency. All this implies that the best performance

may not even be necessarily obtained ”at resonance”. The optimal (in χ(2) alone)

structure profile itself is not affected by the choice of linewidth (we have checked

that, and only the actual value of χ(2) at resonance is affected). An alternative

approach to the structure design would be to optimise for efficiency, considering

the linewidth, interaction length and signal / idler frequencies as additional opti-

misation parameters. However, to reduce the number of parameters, in this work

we have used the optimisation of χ(2), and have subsequently varied the signal /

idler frequencies, linewidth, and the interaction length in order to find the best

performance achievable under realistic conditions.
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5.4.1 Non-degenerate case

Fig. 5.4 and 5.5 show the pump to twin-photon conversion efficiency for non-

degenerate cases, using two different optimized structures (designed to split pump

photons into two photons with the ratio of their frequencies either 2:1 or 3:1).

The actual values of pump or signal photon energies were then varied around the

design values, and the transition linewidth was also varied, and in each case the

length which produces the largest conversion rate is found and recorded. This

(optimal) conversion length should be well below the coherence length of the

nonlinear process, otherwise a serious reduction of ”effective” χ(2) would take

place (or some reduction if quasi-phase-matching is employed). For the pump

frequency and splitting ratios considered here, using the Sellmeyer’s equation

again gives the coherence lengths of ∼1000–1500 µm, and the conversion length

was required to be below 100 µm, but the actual values found in non-degenerate

cases were much smaller than that. The results in Fig. 5.4 show that a larger

linewidth requires a larger interaction length for the maximum efficiency, and

even then this efficiency is smaller than for narrow linewidths. Furthermore, as

shown in Fig. 5.5, for realistic values of the linewidth (mid-range in Fig. 5.4) a

structure may not perform best under the exact resonance conditions for which

it is designed, i.e. some detuning from it may actually improve the conversion,

on account of the reduced absorption, despite the simultaneous decrease of the

χ(2) value.

5.4.2 Degenerate Case

Fig. 5.6 shows the nearly-degenerate twin-photon conversion efficiency, Equation

(5.16), as it depends on the signal/idler frequency in the SPDC99 structure,

calculated for a couple of different linewidths. The optimal interaction length,

required for this conversion, is shown in Fig. 5.6(b), but is limited to 100µm, both

in order to keep phase-mismatching negligible and to have a very short SPDC

converter. Fig. 5.6(c) shows the frequency dependence of χ(2) of this structure for

different linewidths, this is clearly very different from the conversion efficiency,

due to the influence of absorption.

55



0

1

2 (a)

(P
T

w
in
/P

P
u

m
p
)
×

10
−

1
3 55 meV

60 meV
67 meV
70 meV
75 meV

0 10 20
0

0.5

1

1.5
(b) 40 meV

45 meV
50 meV
55 meV
60 meV

0 5 10 15 20

2

4

6
(c)

Γ (meV)op
ti

m
u
m

in
te

ra
ct

io
n

le
n
gt

h
(µ

m
)

0 5 10 15 20

2

4

6
(d)

Γ (meV)
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5.5 Schmidt Number

The SPDC-generated twin-photon state can be written as [72],

|Ψ〉 = A

∫∫
dv+dv−α(v+)φ(v−) |2−1/2(v+ + v−)〉s |2

−1/2(v+ − v−)〉i , (5.18)

where A is the normalization constant, and |...〉µ (with µ = s, i) represent the sin-

gle photon Fock states in signal and idler modes. α(v+)φ(v−) in Equation (5.18) is

the joint amplitude of pump envelope function (PEF) α(v+) and ’phase-matching

function’ (PMF) φ(v−), where in SPDC processes in bulk nonlinear materials the

latter comes from the phase mismatch of the three waves and the presence of any

quasi-phase-matching (QPM) scheme applied. In the QW structures considered

here the conversion lengths are very short for any significant phase mismatch to

appear, but the nonlinearity is strongly resonant, i.e. dispersive.

The amount of quantum entanglement (including polarization, spatial and

spectral degree of freedom) between two-photon states generated in SPDC process

can be quantified by the cooperativity parameter known as Schmidt Number K.

The minimum allowed value of K is 1, which corresponds to no entanglement.

Based on Equation (5.18), if α(v+) and φ(v−) can be approximated as Gaussian

functions, with the full width at half maximum (FWHM) of σ+ (for the pump

power) and σ− (for the twin-photon power) respectively, and if σ+ � σ−, the K

value can be obtained from a simple analytical expression in Equation (5.19) [72]:

K =
1

21/2

σ−
σ+

. (5.19)

The pump at these, mid-IR wavelengths is likely to be a quantum cascade

laser, and typical bandwidths then are in the 550 kHz to 1.5 MHz range, e.g. [73].

By varying the signal and idler frequencies we find that φ(v−) indeed has an

approximately Gaussian shape, and its K value is given Table 5.2 (using a PEF

bandwith of 1 MHz, i.e. σ+ = 4.239 × 10−6 meV), which would imply a good

degree of twin-photon entanglement, although not as high as predicted for SPDC

process in transparent nonlinear bulk materials [72].
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Table 5.2: Schmidt number for different structures and different linewidths (Γ).
Empty fields correspond to cases where the simple expression in Equation (5.19)
could not be used.

Γ (meV) OPT67 OPT50 OPT99
1 7411 5901 8248
2 7716 5962
5 12317
10

5.6 Conclusion

Optimization of QW structures to deliver large second-order nonlinear susceptibil-

ity χ(2), useful for the frequency-entangled twin-photon generation by SPDC,was

performed using a genetic algorithm. Calculations show that, for structures oper-

ating in the mid-infrared range, a reasonably good degree of entanglement can be

obtained, and the required optimal conversion length is very short. Furthermore,

the structures which have a large spacing between the lower two subbands are

advantageous over structures where this spacing is small.
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Chapter 6

SPDC by Intersubband

transitions in the Valence Band

This chapter is based on the published reference [74] : ”Polarization-entangled

mid-infrared photon generation in p-doped semiconductor quantum wells” [R.

Razali, Z. Ikonić, D. Indjin and P. Harrison Semicond. Sci. Technol. 31 (2016)

115011 ]

6.1 Introduction

Quantum correlated photon pairs, also known as entangled photon pairs, are the

main ingredient in quantum communications [75], quantum computing [75, 76,

77], quantum key distribution (QKD) [78], quantum teleportation [79], super-

dense coding [80] and many other applications of quantum information theory.

These photon pairs can be generated in SPDC, or in SFWM [81]. SPDC, which is

also known as parametric fluorescence [19], is based on second order nonlinearity

(χ(2)), while SFWM is based on third order nonlinearity (χ(3)). Raman scattering

noise, which is hard to suppress in SFWM [82], has made the SPDC scheme more

attractive. The SPDC and SWFM processes, producing entangled photon pairs,

can be induced in different media, like bulk crystals (possibly with tailored inho-

mogeneous nonlinearity [31]), QW heterostructures, in quantum dots [35, 83], or

NV centres in diamond [84].
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This work focuses on SPDC process based on intersubband transitions in the

VB of QW heterostructures. The incentive to consider this case comes from

the fact that SPDC based on intersubband transitions within the CB Γ-valley

(the most frequent case) does not provide polarization entanglement, since these

transitions are active only for Z-polarization of light (perpendicular to the well

layer)[67]. In contrast, VB intersubband transitions are active for various po-

larizations, which comes from their p-like, rather than s-like character, enabling

polarization entanglement in the SPDC process (in particular, the type II SPDC).

Unlike the case of CB intersubband transitions, the optical parameters of VB in-

tersubband transitions cannot be calculated by the EMA, but rather by k · p
method (in particular, for structures based on wider band gap materials, as-

sumed in this work, the 6-band k · p method is sufficiently accurate). As for the

structure design and optimisation, the methodology employed here is similar to

what we have used previously [67]

As pointed in [85], which considered the optimization of the second harmonic

generation (SHG) in p-type GaAs-AlAs step QW structures, the symmetry of

hole state wave functions enables only 5 non-zero components of the second-

order polarizability: ZXY, ZXX, XYZ, XXZ and ZZZ, where the first component

denotes the generated SHG photon polarization, the other two being the pump

photons. SPDC is similar to SHG, but reversed in time, so these selection rules

apply to SPDC as well. Therefore, generation of polarization-entangled twin

photons can rely on ZXY, XYZ or XXZ configuration. Practical considerations,

suggesting that SPDC will be used in waveguide layout (co-propagating waves),

imply that polarizations of the three waves cannot be all different, hence only the

XXZ polarization will be considered here.

As mentioned in Chapter 5, the maximally entangled Bell-states take form

as Equation 5.1 and 5.2. For this Chapter |0〉 = |ω, Z〉 , |1〉 = |ω,X〉 with

ω =
1

2
ωpump
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6.2 SPDC based on valence intersubband tran-

sitions

SPDC is a second order optical process, with the nonlinear polarization

P = ε0χ
(2)E2 (6.1)

determined by the second-order nonlinear susceptibility χ(2) as given e.g. in [64,

p. 174]. For intersubband transitions involving hole states in QWs the state

energies El(kx, ky) depend on their quantum index l and the in-plane wave vec-

tor (kx, ky), and the transition matrix elements also depend on (kx, ky), so the

summation over all states, discretized in the (kx, ky) plane, is written as

χ(2) (ωp + ωq, ωp, ωq) =
e3∆kx∆ky
8π2Lzε0~2

×∑
kx,ky

∑
lmn

[fFD(El(kx, ky), EF )− fFD(Em(kx, ky), EF )]{
dxlnd

x
nmd

z
ml

[(ωnl − ωp − ωq)− iΓnl] [(ωml − ωp)− iΓml]

+
dxlnd

z
nmd

x
ml

[(ωnl − ωp − ωq)− iΓnl] [(ωml − ωq)− iΓml]

+
dxlnd

x
nmd

z
ml

[(ωnm + ωp + ωq) + iΓnm] [(ωml − ωp)− iΓml]

+
dzlnd

x
nmd

x
ml

[(ωnm + ωp + ωq) + iΓnm] [(ωml − ωq)− iΓml]

}
, (6.2)

where e is the electron charge, ∆kx and ∆ky are the mesh steps in x- and y-

directions, Lz is the total length of the structure in z-direction, ε0 is the free space

permittivity, ωp, ωq and ωp + ωq are the frequencies of three photons interacting

in the nonlinear system, and ~ωnm = En(kx, ky) − Em(kx, ky) is the subband

spacing at a particular (kx, ky). In the SPDC case, ωp and ωq may denote the

signal and idler photons, while ωp + ωq is the pump photon that will be down-

converted in the SPDC process. Γij is the linewidth of i→ j transition, and dxij is

the x-component of dipole matrix element for this transition. The state energies

Em(kx, ky) and the matrix elements dxij were calculated using 6×6 k.p method
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Figure 6.1: Convergence of χ(2) with variable total number of k-points

[59, p. 407].

The state populations in (6.2) are given by the Fermi-Dirac function fFD:

fFD(Ea(kx, ky), EF ) =

[
1 + e

(
Ea(kx,ky)−EF

kBT

)]−1

. (6.3)

where EF is the Fermi energy in the structure, kB is the Boltzmann’s constant

and T is the temperature.

6.3 Convergence of Results

In calculating the χ(2) value for each structure, the number of k-points that was

considered in each calculation will affects the precision of χ(2) value that we can

get. Of course by increasing the number of k-points, we can get really precise

value but it will increase the computational time to get the results. So here we

plot the number of k-points taken in a calculation for one structure against the

χ(2) value to look at how many points of k is good enough to be used for further

optimization, so that we won’t overuse the computational time to get acceptable

value.
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From Figure 6.1, we can see that the convergence of χ(2) starts when number

of k-points is square of 15. So we can stop at 225 k-points at quarter plane

area to get acceptable value of χ(2). Since using quarter plane is good enough to

represent the whole plane, if we consider full plane we would effectively use 900

k-points to get these results. So, by using 225 points in quarter plane saves three

quarters of computational time for the same accuracy of χ(2).

6.4 Degenerate Twin Photon Generation

Quantitative analysis of twin-photon generation in the presence of optical losses

[69] shows that the degenerate twin photon generation is given by

PTwin = 4|κ|2P3L3/2

3
√

2π|g|
3e−|α123|L

2|α12−3L|3/2

×
∫√|α12−3L|

0
sinh(|α12−3L| − x2) dx . (6.4)

where α123 = α1+α2+α3, α12−3 = α1+α2−α3, g = [∂2β/∂ω2], and β = 2πn1/λ1.

The αi in (6.4) is the absorption coefficient at photon frequency ωi for i = 1, 2, 3,

L is the length of the device, P3 is the pump power, and κ is related to χ(2) via

κ = ε0deff

√
2ω1ω2

n1n2n3Seff

(
µ0

ε0

) 3
2

(6.5)

where deff = 0.5χ(2), Seff is the pump beam cross section. It should be noted

that the three waves (1,2,3) each have generally different absorption coefficients

αi, either because of their frequency (pump vs. signal/idler) or because of their

polarization (signal vs. idler, which are degenerate in frequency, but not in po-

larization). The ni in Eqs.(6.4) and (6.5) is the refractive index at frequency ωi,

calculated from Sellmeyer’s equation for GaAs and AlGaAs [70], including the

temperature dependence [71], and then using the weighted average of the refrac-

tive indices for the constituent binaries in the structure (this is justified because

the wavelengths involved are far larger than any layer thickness in the structure).

The absorption coefficient α in (6.4) is calculated from the imaginary part of
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linear susceptibility (χ(1)), as [64, p. 167]

α = χ(1)′′ω/c , (6.6)

where χ(1)′′ is calculated as

χ(1)′′ = ∆kx∆ky
(2π)2Lz

e2

3~ε0

∑
kx,ky

∑
n {fFD(El(kx, ky), EF )−

fFD(Em(kx, ky), EF )} |dilm|2 ×[
Γlm

Γ2
lm+(ωlm−ω)2

− Γlm
Γ2
lm+(ω+ωlm)2

]
. (6.7)

For resonant structures the absorption peaks at pump and signal / idler photon

energies, just as the nonlinear susceptibility does, and must be accounted for.

As illustrated in Figs. 6.2(a) and 6.2(b), the product of dipole matrix elements

depends on (kx, ky), but the pattern is replicated in each quarter of the kx–ky

plane, which is used in summation over kx, ky points in Eq.(6.2) to speed up the

calculations by a factor of 4, which is important for the optimisation process.

In calculating χ(2) the summation should include all k-points which may have

any significant population of holes, and with the in-plane dispersion of hole state

varying from one structure to another: 10% of the Brillouin zone was taken

as a safe limit. The number of k-points within this range is taken as 15 in

each direction, which gives a reasonable convergence of the calculated value of

χ(2). In numerical calculations the pump power P3 = 1 kW, and cross section

Seff = 100× 100 µm2 were used for reference.

Fig. 6.2 shows an example of the variation of the {. . .} term in (6.2) (product

of matrix elements and resonance terms in denominators, but without the hole

density-dependent Fermi-Dirac terms), as it varies across the (kx, ky) plane.

6.5 Optimization of SPDC efficiency

QW structures suitable for SPDC were designed by performing a genetic opti-

mization, with SPDC efficiency as the target. We consider the degenerate SPDC,

with signal and idler photon energies fixed to 100 meV and the pump to 200

meV, while the linewidth Γ was assumed to have the ’typical’ value of 10 meV for
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of quantised states in this structure, with the transition which, although off-
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all transitions. Non-zero χ(2) requires asymmetric QWs, and the simplest struc-

tures of this type are double QWs (DQW) and step QWs. The DQW structure

with equally deep wells was chosen, because it can be more easily fabricated with

good accuracy. Even for the technologically well developed AlGaAs system, the

variable-width rectangular profiled structures (with just two different material

compositions) can presently be grown with better accuracy than the variable-

composition structures (even the simplest among them, the stepped QWs). They

are the only type of heterostructures practically used nowdays for intersubband

devices, e.g. in complex devices like quantum cascade lasers, despite the fact

that an even better performance could sometimes idealistically be expected from

carefully tailored variable-composition structures. The parameters to be varied

are the widths of the two wells and the barrier, and the well depth is taken con-

stant, determined by the material composition. The holes density is kept low

(3.2× 106 cm−2) so that space charge potential could be neglected. The method

of optimization is similar to that described in Section 5.3 and Appendix E, the

only difference being that we have chosen here the SPDC efficiency, rather than

the value of χ(2), as the target, so the effects of pump and signal/idler absorption

are included.

The material system considered in this work is the technologically most de-

veloped AlGaAs alloy, with GaAs taken as the well and AlGaAs as the barrier

material, with the Al content in the alloy equal to 48%. In Table 6.1, the struc-

tural unit is AlGaAs/GaAs/AlGaAs/GaAs/AlGaAs DQW, with the first and

last layers being thick AlGaAs barriers, their thickness being somewhat arbitrar-

ily set to 100 Angstrom (Å) to make neighbouring DQWs independent, i.e. well

isolated from each other. The widths of the three inner layers, coming from the

optimisation procedure, are also given in Table 6.1 in Å units.

Table 7.1 shows a number of best daughter structures, coming from different

parents, retained before selecting the best one at the end of the optimisation

procedure. This illustrates a limited correlation between nonlinear susceptibility

and conversion efficiency, and in particular the fact that the highest value of χ(2)

does not imply that this structure will deliver the highest efficiency. The reason

behind this is the absorption, as will be discussed in more detail in Sec. 6.6.
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Table 6.1: The partially or fully optimized DQW structures, their SPDC effi-
ciency, and the value of χ(2), respectively.

structure SPDC efficiency χ(2) (m/V)
100/34/5/76/100 2.11×10−21 1.09×10−13

100/36/12/62/100 1.31×10−21 1.22×10−12

100/82/5/24/100 3.88×10−22 9.87×10−14

100/13/18/54/100 3.18×10−22 5.46×10−14

100/40/9/68/100 3.03×10−22 1.81×10−13

100/68/9/40/100 2.64×10−22 1.67×10−13

100/11/58/49/100 1.11×10−22 2.72×10−14

100/55/29/81/100 2.77×10−22 5.24×10−14

6.6 Effect of Holes Density on the SPDC Effi-

ciency

In this section we consider the effect of the hole density, while keeping the inter-

action length limited to 100µm, on the SPDC efficiency. The holes density was

varied from 5×106 to 2×1012 cm−2, and the best (fully optimised) structure from

Table 7.1 was used. As shown in Fig. 6.3(a), there exists an optimum density, for

which the SPDC efficiency is largest. The reason behind this is that, as shown in

Fig. 6.2, there are areas in the (kx, ky) plane where the relevant combination of

dipole matrix elements has very high values. At low temperatures (T=77K) holes

populate almost fully all the (kx, ky) states below the Fermi level, and states above

it are almost empty. Increasing the hole density increases the Fermi level, and

expands the range of (kx, ky) states which are populated. The value of χ(2) then

increases, because all the small (kx, ky) states have significant (and same sign)

contributions to χ(2), as shown in Fig. 6.2. However, adding even more holes

does not necessarily mean that χ(2) will steadily increase. There is an area in

the (kx, ky) plane where the {. . .} term in Eq.(6.2) changes sign, (Figs. 6.2(a),(b)

and (c)) , and if this becomes populated with holes, the value of χ(2) will actu-

ally decrease, as displayed in Fig. 6.3(b) (point after the optimum holes density).

In addition, more holes will also increase the absorption (which only gets posi-

tive contributions from any (kx, ky)), as can be seen from Figs. 6.3(c)-(e), hence

decreasing the SPDC efficiency. Therefore, choosing the correct value of holes
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density is important for achieving the highest SPDC efficiency, Fig. 6.3(a).

As shown in Fig. 6.3(c), the optimum interaction length L is always small for

reasonably large values of hole density, across the temperature range of practical

interest. Noteworthy, the coherence length lc for this degenerate SPDC case is

1500 µm, as calculated from Sellmeyer’s equation [70], and this value is applicable

to large cross-section (’bulk-like’) MQW structures. For L comparable to lc the

effective χ(2) would decrease, and would even become very small if L >> lc.

However, employing quasi-phase-matching schemes would enable just a moderate

reduction of lc (by a factor of 2/π) [86]. Alternatively, dispersion engineering (e.g.

by dispersion engineering of the waveguide structure, to give the same velocity of

pump and signal waves) would increase lc itself. To avoid going into details on

this side, we have used Eq.(6.4) in calculations, having in mind that some further

reduction of efficiency might take place in real structures if the interaction length

is large.

6.7 Effect of Pump Frequency Variation on the

SPDC Efficiency

It is interesting to explore how ’broadband’ a particular structure can be con-

sidered to be, so we next consider the effects of variation of the pump frequency

around the value a particular structure is designed / optimised for (200 meV),

on the SPDC efficiency. We take the optimum structure (100/34/5/76/100), at

77K and 300K, and choose the optimal values of hole densities and interaction

lengths (extracted from Fig. 6.3(c), and given in Table 6.2), which deliver the

peak efficiency at the design pump frequency, Fig. 6.3(a). The SPDC efficiency is

then calculated for a range of pump photon energies, from 160 to 240 meV (while

the signal and idler photon energies are always kept to a half of that value). The

results are shown in Fig. 6.4.

As shown in Figs. 6.4(a), the structure optimised for 200 meV pump, with a

low value of hole density, gives at 77K the highest efficiency for the pump energy

at 205 meV (with the signal/idler at 102.5 meV), while at 300K its efficiency is

highest for 210 meV pump (with signal/idler at 110 meV). However, these peak ef-
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by 0.2, so that all lines are clearly visible
.
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Table 6.2: The optimal values of hole density and interaction length for the
structure (100/34/5/76/100), at different temperatures.

T (K) Optim. hole density (cm−2) L (µm)
77 8.5×1011 9.3
200 9.5×1011 3.8
300 1.0×1012 2.9

ficiencies are only slightly higher than for 200 meV pump. In fact, in this optimal

structure neither the nonlinear susceptibility nor the absorption have any promi-

nent resonant features, Figs. 6.4(b)-(e). Although χ(2) decreases with increasing

pump energy, the efficiency is still somewhat better in the higher energy range

(200-240 meV) than in the lower energy range (160-200 meV), Fig. 6.4(a), be-

cause the absorption behaves in the opposite manner, and the resulting efficiency

comes from the interplay of the two. Generally, the structure has a rather large

useful bandwidth for SPDC, of ∼ 40 meV, before its efficiency drops to a half of

its peak value. This feature makes these devices perspective for communication

systems.

It is interesting to note that the values of the conversion efficiency, Fig. 6.3,

depend quite strongly on temperature, but the position of the peak (and also

its width) depend rather weakly on temperature. This comes from the fact that

the general shape (frequency dependence) of nonlinear susceptibility and absorp-

tion coefficients of the three waves, Figs. 6.3(b-e), does not change much with

temperature, and the conversion efficiency, which depends on all these effects,

inherits the temperature insensitivity of its frequency dependence (however the

actual values of efficiency, on or off peak, are affected).

6.8 Conclusion

Optimization of p-doped QW structures to deliver efficient polarization-entangled

twin-photon generation by SPDC in the mid-infrared spectral range was per-

formed using a genetic algorithm. Calculations show that the optimal structure

lengths are rather small, with practically accessible levels of hole densities, and

have a reasonably large bandwidth, which makes them practically interesting.
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Chapter 7

Direct Three Photon

Entanglement from TOSPDC

process

7.1 Introduction

Usually, χ(3) value is always much smaller compare to χ(2),meaning that the

second order contributes more in the nonlinear process. But by designing the

QW to be symmetric, we can suppress χ(2) contribution and make third order

process as the dominant process. In this chapter, to generate direct three photon

entanglement, the nonlinear process that we consider is TOSPDC.

7.2 Third Order SPDC based on valence inter-

subband transitions

TOSPDC process is illustrated in Fig. 3.3(b). From Fig. 3.3(b) we can see that

this TOSPDC is 4 energy level interaction that requires one pump photon to be

converted into 3 photons as the output. These 3 photons are said to be entangled

to each other when they are generated in this third order nonlinear process with
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maximally entangled GHZ state take form as,

|GHZ〉 =
|000〉+ |111〉√

2
(7.1)

and |0〉 = |ωp, X〉 , |1〉 = |ωq, X〉 , |2〉 = |ωr, Z〉 with ωp + ωq + ωr = ωpump

The multi-qubit state for n qubits can be express in terms of state vectors,

|ψ〉 =
2n∑
i=1

αi |x1x2...xn〉 , (7.2)

with 2n different probability amplitudes αi with
∑

i |αi|2 = 1 and xi ∈ 0, 1

The polarisation of TOSPDC is given by Eq. (7.3),

P = ε0χ
(3)E3 (7.3)

and determined by the third-order nonlinear susceptibility (χ(3)).

Since we focus on intersubband transition involving hole states in QWs, the

state energies El(kx, ky) depend on their quantum index l and the in-plane wave

vector (kx, ky), and the transition matrix elements also depend on (kx, ky), so the

summation over all states, discretized in the (kx, ky) plane, is written as

χ
(3)
kijh(ωp + ωq + ωr;ωp, ωq, ωr) =

N

ε0~3
PI
∑
kx,ky

∑
nvml{

(ρ
(0)
mm − ρ(0)

ll )µkmnµ
j
nvµ

i
vlµ

h
lm

[ωnm − ωp − ωq − ωr − iΓnm] [ωvm − ωp − ωq − iΓvm] [ωlm − ωp − iΓlm]

− (ρ
(0)
ll − ρ

(0)
vv )µkmnµ

j
nvµ

i
lmµ

h
vl

[ωnm − ωp − ωq − ωr − iΓnm] [ωvm − ωp − ωq − iΓvm] [ωvl − ωp − iΓvl]

− (ρ
(0)
vv − ρ(0)

ll )µkmnµ
j
vmµ

i
nlµ

h
lv

[ωnm − ωp − ωq − ωr − iΓnm] [ωnv − ωp − ωq − iΓnv] [ωlv − ωp − iΓlv]

+
(ρ

(0)
ll − ρ

(0)
nn)µkmnµ

j
vmµ

i
lvµ

h
nl

[ωnm − ωp − ωq − ωr − iΓnm] [ωnv − ωp − ωq − iΓnv] [ωnl − ωp − iΓnl]

}
(7.4)
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with,

ρ
(0)
ii = fFD(Ei(kx, ky), EF ) , for ii = nn, vv,mm, ll (7.5)

7.3 Absorption of the whole nonlinear process

The efficiency of any optical process does not only depend on polarisation, but

also on the absorption effect, that will reduce the number of photons generated.

This depends on the absorption coefficient for all photons that are correlated in

the whole optical process. The absorption coefficient α is calculated from the

imaginary part of linear susceptibility (χ(1)), as [64, p. 167]

α = χ(1)”ω/c , (7.6)

where χ(1)” is calculated as

χ(1)” =
∆kx∆ky
(2π)2Lz

e2

3~ε0

∑
kx,ky

∑
n

{fFD(El(kx, ky), EF )−

fFD(Em(kx, ky), EF )} |dilm|2×[
Γlm

Γ2
lm + (ωlm − ω)2 −

Γlm

Γ2
lm + (ω + ωlm)2

]
.

For resonant structures the absorption peaks at pump and signal / idler photon

energies, just as the nonlinear susceptibility does, and must be accounted for.

7.4 Efficiency of TOSPDC process

Number of photon triplets emitted per pump pulse can be approximated by [87],

N =
62~c3k′rk

′
sk
′
i√

π
√
k′2r + k′2s + k′2i − k′rk′s − k′rk′i − k′sk′i

× ωrωsωi
ω2
p

n2
p

n2
rn

2
sn

2
i

γ2Lpσf (7.7)
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with k′µ is the first derivative (dk/dω) of kµ for µ = r, s, i and p ,k = nω/c and γ

as below

γ =
3χ(3)ωp

4ε0c2n2
pAeff

(7.8)

where Aeff is the pump interaction area which we take as 1mm2.

For pump pulse, the number of pump photons Np is given by,

Np =
p

~ωp0
(7.9)

So the efficiency of TOSPDC process would become N/Np, by taking the filter

bandwidth σf = 1.

In bulk material, refractive index can be calculated using Sellmayer’s equation

and the relation between refractive index and the permittivity of one material is

defined by n = ε1/2.

In QW layers, for polarization where the electric field of light is parallel to

the layers, the average permittivity (ε) is,

ε =
∑
i

εi
di
d
, (7.10)

while for polarization that is normal to the QW layers, the average permittivity

is,
1

ε
=
∑
i

1

εi

di
d
. (7.11)

where di is the thickness of material i and d = d1 +d2 + ...+dn, the total thickness

of all n layers which make one period of the MQW structure. For simplicity, only

phase refractive index is calculated with the help of Sellmayer’s equation.

So for electric field of light parallel to QW layers,

ε|| =
∑
i

εi
di
dtotal

, (7.12)

The average permittivity for this polarization is,

ε|| = εGaAs
dGaAs

dtotal
+ εAlGaAs

dAlGaAs

dtotal
(7.13)
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and the refractive index for this case is n||(100meV) = ε
1/2
|| , while for case where

electric field of light is normal (⊥) to the QW layer, the average permittivity is

1

ε⊥
=
∑
i

1

εi

di
d

(7.14)

so to calculate average permittivity for this case, Eq (7.14) can be written as,

1

ε⊥
=

1

εGaAs

dGaAs

d
+

1

εAlGaAs

dAlGaAs

d
(7.15)

and ε⊥ is just, [
1

ε⊥

]−1

=

[
1

εGaAs

dGaAs

d
+

1

εAlGaAs

dAlGaAs

d

]−1

(7.16)

and the average refractive index for this case, n⊥(ω) = ε
1/2
⊥ and k′ = n/c

Since the number of generated photon triplets in Equation (7.7) neglects the

absorption, and linearly depends on χ(3), the χ(3) value can be set as the target

of the optimization process.

7.5 Optimization of χ(3)

In introduction section, we already mentioned that, we need to suppress the

second order nonlinear contribution so that third order nonlinearity becomes

dominant. So in optimization process, we only consider symmetric structures, by

making sure that the well/barrier structures and holes distribution is symmetric

during whole optimization process. Three QWs (TQW) symmetric structure

with equally deep wells is chosen because, this kind of structure is much easier to

fabricate, and the number of parameters that need to be varied is small, which is

similar to asymmetric DQW.

During optimization, some parameters are kept equal so that the structure

is always symmetric. As in Figure 7.1 QW’s width for QW1 is always equal to

QW3 and both barrier’s widths (B1 and B2) are kept the same. The position of

dopants (D1 and D2) in QW1, QW3 respectively also being kept symmetric. By
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Figure 7.1: Symmetric TQW that used during optimization process

doing this, we can reduce the number of parameters from five to only three.

The optimization process is based on genetic optimization which was already

discussed in Section 5.3 and Appendix E. As mentioned in Chapter 6, the product

of dipole matrix elements depends on (kx, ky) and the value for each k-point is

replicated for each quarter plane. So, we can only consider a quarter of the

(kx, ky) plane during the whole optimization process.

For simplicity, degenerate TOSPDC is chosen by setting the pump photon to

be 80meV and the three output photon energies fixed at pump energy divided by

three. The holes density is kept low so that the space charge does not perturbed

the whole system during the optimization process, and the temperature is set to

77K.

Figure 7.2 shows the optimization process for 8 different parents that is geneti-

cally modified for 7 cycles. The parents were distributed equally in the parameters

space used, with step width equal to 50Å and genetically modified by halving the

step width in each cycle. By doing this, we could say that we cover every possible

well/barrier width during the optimization process. Each cycle will have 27 (3

different parameters × 3 different widths) different daughters and the daughters

with highest χ(3) will become the next parents in the next optimization cycle until

the step width is equal to 1Å. At the end of optimization, the best daughter out

of different parents is our optimised heterostructure.
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Figure 7.2: The optimization process
.

Table 7.1 shows several best daugther structures coming from different par-

ents. From here, the best daugther out of all parents will be used in the further

analysis.

7.6 Effects of holes density and temperature on

the χ(3) value

In this section we consider the effect of the hole density, while keeping the in-

teraction length fixed to 100µm, on the TOSPDC efficiency. The holes density

was varied from 5×106 to 5×1012 cm−2, and the best (fully optimised) structure

from Table 7.1 was used. Since the TOSPDC efficiency linearly depends on χ(3)

(Eq.(7.4 - 7.9) the plots in Fig. 7.3 (a) and (b) look similarly except that (a)

is the efficiency of TOSPDC process and (b) is the χ(3) value for different holes

density values.

As shown in Fig. 7.3(a), there exists an optimum density, for which the SPDC

efficiency is largest. The reason behind this is that, there are areas in the (kx, ky)
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Table 7.1: The partially or fully optimized DQW structures and the value of χ(3),
respectively.

structure χ(3) (m2/V2)
100/54/4/80/4/541/100 7.82×10−17

100/2/28/4/28/2/100 4.53×10−17

100/35/11/21/11/35/100 2.28×10−17

100/51/6/58/6/51/100 2.42×10−17

100/42/49/66/49/42/100 7.35×10−18

100/8/27/8/27/8/100 6.57×10−18

plane where the relevant combination of dipole matrix elements has very high

values. At low temperatures (T=77K) holes populate almost fully all the (kx, ky)

states below the Fermi level, and states above it are almost empty. Increasing the

hole density increases the Fermi level, and expands the range of (kx, ky) states

which are populated. The fact that χ(3) increases slowly for small hole densities,

and then much faster for large hole densities (0.1 to 5 ×1012 cm−2 ) , means

that the largest contribution to χ(3) comes from (kx, ky) which are not so small.

Therefore, a sufficiently large hole density must be provided in order to populate

all states with lower energies first, and only then will these most active (kx, ky)

states become populated, so χ(3) will then strongly increase.

However, further increase of holes density populates states with even larger

(kx, ky), where the {. . .} term in Eq.(7.4) changes sign, and the value of χ(3) will

then actually decrease, as displayed in Fig. 7.3(b).

To this extent, the physical explanation of the behaviour of χ(3) with holes

density is similar to that of χ(2), discussed in Chapter 6. However, the variation

of χ(3) with temperature (which also causes holes redistribution over the states in

(kx, ky) plane) is different, with χ(3) increasing with increasing temperature. This

comes from different expressions for χ(2) and χ(3). In any case, the proper choice

of holes density at the device operating temperature is important in providing

the maximum TOSPDC efficiency.
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Table 7.2: The optimal values of hole density and interaction length for the
structure (100/54/4/80/4/54/100), at different temperatures.

T (K) Optim. hole density (cm−2)
77 4.8× 1012

200 4.2× 1012

300 3.9× 1012

7.7 Variation of pump photon energy

For this purpose we have chosen the optimal structure with (temperature-dependent)

optimal values of holes density, given in Table 7.2, and varied the pump photon

energy from 50 to 100 meV (and the output photons energy is always a third of

that value). The results are shown in Fig.7.4, and show that TOSPDC based on

valence intersubband transitions is more narrow-band (∼10 meV) than was the

case for second-order nonlinearity based SPDC.

7.8 Conclusion

In this Chapter the optimal design of p-doped MQW structure was performed,

using the genetic algorithm, to deliver the best structures for χ(3)-based TOSPDC

process. The constraint that the structure must be symmetric was imposed in

this optimisation, in order to disable any second-order nonlinearity. The results

show that the correct choice of holes density is important in these structures, and

also that χ(3) improves with the operating temperature, in contrast to structures

designed for the χ(2)-based SPDC process.
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Chapter 8

Concluding Remarks

A range of AlxGa1−xAs/GaAs semiconductor heterostructures have been inves-

tigated to select the best designs for non-linear optical processes for quantum

information technologies. This chapter summarises the findings in the relevant

chapters and presents several possibilities for future work.

Quantum information technologies require reliable sources of correlated/entangled

photons. PDC is believed to be a highly prospective entangled photon source. By

manipulating the well and barrier widths, we could design optimal heterostruc-

tures for generating twin and triple entangled photons. As discussed in Chapter

5, non-parabolic effective mass approximation is used to calculate the subband

energies and the wave functions in the CB. The details of the method are dis-

cussed in Section 3.1. The 6-band K·p method, described in Section 3.2, is used in

calculating the subband energies and the wave functions in the VB, for Chapters

6 and 7.

The good agreement of results in Chapter 4 with the results of the semi-

analytical method from [59], although not directly describing the entangled pho-

ton generation, support the validity and accuracy of the methodology used for the

nonlinear susceptibility calculation in Chapters 5 - 7, and the design of optimal

semiconductor heterostructures for entangled photon sources.

The design of spectrally entangled photon sources is presented in Chapter 5.

In the present work we show that, in calculating the dipole matrix elements, the

nonparabolicity effects must be included in such a way that the dipole matrix ele-

ments values are independent on the choice of the coordinate origin. The genetic

85



optimization performed in Chapter 5 enables finding optimal heterostructures for

this purpose. This was used for designing optimal structures for both almost-

degenerate and for non-degenerate cases. Both cases result in good values of

Schimdt’s number, meaning that these optimal structure can be used as sources

of entangled photons.

In Chapter 5, since the transitions occur in the CB it is not possible to produce

entangled photons with different polarizations, because the involved states mi-

croscopically have s-like character. To overcome this, transitions between states

which have p-like character, that can produce photons with different polariza-

tions, were studied in Chapter 6. The 6-band k·p method is used to calculate

the subband energies, wave functions and dipole matrix elements for transitions

in the VB. Only the case of degenerate entangled photons was considered, since

these photons can have different polarizations. In optimizing the QW structure,

we considered asymmetric structures only, because only these enable non-zero

χ(2) values. We also find that there are areas in the (kx, ky) plane which have

opposite signs of their contributions to the total χ(2) value. This will affect the

total efficiency of the SPDC process. Therefore, increasing the holes density to

enhance the conversion rate does not necessarily mean that χ(2) and the SPDC

process will be high. Choosing the correct value of holes density is therefore

necessary. The optimal structure is also found to be useful for a range of pump

photon energies.

Both of optimised QW structures, in Chapters 5 and 6, produce Bell state

entangled photons. GHZ states are multiparticle entangled states. Their gener-

ation is considered in Chapter 7, by designing the optimal structure for direct

TOSPDC, by making use of the third order nonlinearity. To achieve this, the

second order nonlinearity is suppressed by using symmetric structures only, so

that the third order nonlinear processes become dominant. The optimal struc-

ture designed in Chapter 7 also has hugely varying contributions to the total χ(3)

across the (kx, ky) plane.
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8.1 Further work

In the present work we have designed optimal structures in Chapters 5 - 7 for

specific applications. These can be starting points for further work on optimiza-

tion, to fine tune the structures for different applications. This will decrease the

required optimization time.

Increasing the number of QWs is the best way for further tuning of the energy

states and wave functions, to possibly increase the nonlinear susceptibility and

efficiency of the PDC process. This would be suitable for future work, with larger

computational resources.

In Chapters 5 - 7, general equations for χ(2) and χ(3) were used in the opti-

mization. The same optimization method can be applied to different nonlinear

processes, for example second/third harmonic generation, sum or difference fre-

quency mixing, or others, as discussed in Section 3.3.2. But of course these would

need different target functions for efficiency.

In Chapters 6 and 7, the maximum energy spacing between states is kept

below 200meV, in order to limit the number of energy states calculated, but this

also limits the range of photon energies for which the structure is optimised.

Increasing it would require a much larger number of states to be included, and

therefore would require a much larger computational time and resources, but this

would be necessary if we want to expand the range of photon energies towards

the near-infrared.

The χ(3) calculation in Chapter 7 can be improved by using the accurately

calculated group refractive index, although we believe that the difference will be

small compared to the present calculation using the phase refractive index.
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Appendix A : Derivation for

SHG Nonlinear Susceptibility

Referring to Figure 3.2, Equation (6.2) can be reduced to Equation (3.62) by

following derivation;

χ(2) (ω2, ω1, ω0) =
e3N

2ε0~2

[(
ρ

(0)
11 − ρ

(0)
22

)
d13d32d21

×
{

([(ω31 − ω0 − ω1)− iΓ31] [(ω21 − ω0)− iΓ21])−1 (1a)

+ ([(ω31 − ω0 − ω1)− iΓ31] [(ω21 − ω1)− iΓ21])−1 (1b)

+ ([(ω32 + ω0 + ω1) + iΓ32] [(ω21 − ω0)− iΓ21])−1 (1c)

+ ([(ω32 + ω0 + ω1) + iΓ32] [(ω21 − ω1)− iΓ21])−1} (1d)

+
(
ρ

(0)
11 − ρ

(0)
33

)
d12d23d31

×
{

([(ω21 − ω0 − ω1)− iΓ21] [(ω31 − ω0)− iΓ31])−1 (1e)

+ ([(ω21 − ω0 − ω1)− iΓ21] [(ω31 − ω1)− iΓ31])−1 (1f)

+ ([(ω23 + ω0 + ω1) + iΓ23] [(ω31 − ω0)− iΓ31])−1 (1g)

+ ([(ω23 + ω0 + ω1) + iΓ23] [(ω31 − ω1)− iΓ31])−1} (1h)

+
(
ρ

(0)
22 − ρ

(0)
11

)
d23d31d12

×
{

([(ω32 − ω0 − ω1)− iΓ32] [(ω12 − ω0)− iΓ12])−1 (1i)

+ ([(ω32 − ω0 − ω1)− iΓ32] [(ω12 − ω1)− iΓ12])−1 (1j)

+ ([(ω31 + ω0 + ω1) + iΓ31] [(ω12 − ω0)− iΓ12])−1 (1k)

+ ([(ω31 + ω0 + ω1) + iΓ31] [(ω12 − ω1)− iΓ12])−1} (1l)
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+
(
ρ

(0)
22 − ρ

(0)
33

)
d21d13d32

×
{

([(ω12 − ω0 − ω1)− iΓ12] [(ω32 − ω0)− iΓ32])−1 (1m)

+ ([(ω12 − ω0 − ω1)− iΓ12] [(ω32 − ω1)− iΓ32])−1 (1n)

+ ([(ω13 + ω0 + ω1) + iΓ13] [(ω32 − ω0)− iΓ32])−1 (1o)

+ ([(ω13 + ω0 + ω1) + iΓ13] [(ω32 − ω1)− iΓ32])−1} (1p)

+
(
ρ

(0)
33 − ρ

(0)
11

)
d32d21d13

×
{

([(ω23 − ω0 − ω1)− iΓ23] [(ω13 − ω0)− iΓ13])−1 (1q)

+ ([(ω23 − ω0 − ω1)− iΓ23] [(ω13 − ω1)− iΓ13])−1 (1r)

+ ([(ω21 + ω0 + ω1) + iΓ21] [(ω13 − ω0)− iΓ13])−1 (1s)

+ ([(ω21 + ω0 + ω1) + iΓ21] [(ω13 − ω1)− iΓ13])−1} (1t)

+
(
ρ

(0)
33 − ρ

(0)
22

)
d31d12d23

×
{

([(ω13 − ω0 − ω1)− iΓ13] [(ω23 − ω0)− iΓ23])−1 (1u)

+ ([(ω13 − ω0 − ω1)− iΓ13] [(ω23 − ω1)− iΓ23])−1 (1v)

+ ([(ω12 + ω0 + ω1) + iΓ12] [(ω23 − ω0)− iΓ23])−1 (1w)

+ ([(ω12 + ω0 + ω1) + iΓ12] [(ω23 − ω1)− iΓ23])−1}] . (1x)

In this case (SHG), ω0 = ω1 = ω and ω2 = 2ω. Referring to Figure 3.2 and

considering the nearly double resonant condition, only four terms in Equation (1)

will be taken into account which are (1a), (1b), (1o) and (1p) terms. The others

will be neglected because only those four terms will give high matrix elements’

value. Equation (1) then reduces to;

χ(2) (2ω, ω, ω) =
e3N

2ε0~2

[(
ρ

(0)
11 − ρ

(0)
22

)
d13d32d21

×
{

([(ω31 − 2ω)− iΓ31] [(ω21 − ω)− iΓ21])−1

+ ([(ω31 − 2ω)− iΓ31] [(ω21 − ω)− iΓ21])−1}
+
(
ρ

(0)
22 − ρ

(0)
33

)
d21d13d32

×
{

([(ω13 + 2ω) + iΓ13] [(ω32 − ω)− iΓ32])−1
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+ ([(ω13 + 2ω) + iΓ13] [(ω32 − ω)− iΓ32])−1}]
=
e3N

2ε0~2

[
2
(
ρ

(0)
11 − ρ

(0)
22

)
d13d32d21

× ([ω31 − 2ω − iΓ31] [ω21 − ω − iΓ21])−1

+ 2
(
ρ

(0)
22 − ρ

(0)
33

)
d21d13d32

× ([ω13 + 2ω + iΓ13] [ω32 − ω − iΓ32])−1]
=
e3d13d32d21N

ε0~2

[
ρ

(0)
11 − ρ

(0)
22

[ω31 − 2ω − iΓ31] [ω21 − ω − iΓ21]

+
ρ

(0)
22 − ρ

(0)
33

[ω13 + 2ω + iΓ13] [ω32 − ω − iΓ32]

]
. (2a)

Using ωij = −ωji, and volume density Nρ
(0)
ii = ni/Lz, Equation (2a) can be

simplified to:

χ(2) (2ω, ω, ω) =
e3

Lzε0~2
d13d32d21

[
n1 − n2

[ω31 − 2ω − iΓ31] [ω21 − ω − iΓ21]

+
n2 − n3

[ω13 + 2ω + iΓ13] [ω32 − ω − iΓ32]

]
=

e3

Lzε0~2
d13d32d21

[
n1 − n2

[ω31 − 2ω − iΓ31] [ω21 − ω − iΓ21]

+
(−1)(n3 − n2)

(−1) [ω31 − 2ω − iΓ31] [ω32 − ω − iΓ32]

]
=

e3

Lzε0~2

d13d32d21

[ω31 − 2ω − iΓ31]

×
[

n1 − n2

[ω21 − ω − iΓ21]
+

n3 − n2

[ω32 − ω − iΓ32]

]
, (3a)

which is similar to Equation (3.6.17) in [64] Page 175.
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Appendix B : Dipole Matrix

Derivation from Momentum

Sirtori et. al defines his Equation 8 as follows [88],

〈ψ0| P̂ |ψi〉 =
1

2
〈ψ0|Pz

m0

m(E0, z)
+

m0

m(Ei, z)
Pz |ψi〉 (4)

with Pz = i~
d

dz
,Equation (4) can be expanded as,

〈ψ0| P̂ |ψi〉 =
m0

2
〈ψ0|Pz

m0

m(E0, z)
+

m0

m(Ei, z)
Pz |ψi〉 (5a)

=
m0

2
〈ψ0| i~

d

dz

1

m(E0, z)
+

1

m(Ei, z)
i~
d

dz
|ψi〉 (5b)

=
i~m0

2

[∫ z

0

ψ0
d

dz

(
ψi

m(E0, z)

)
dz +

∫ z

0

ψ0
1

m(Ei, z)

dψi
dz

dz

]
. (5c)

In numerical approach, differential terms in Equation (5c) can be defined as,

ψ‘
i =

ψi+1 − ψi−1

zi+1 − zi−1

. (6)

Commutation relation of operator z and H defines the momentum operator,

P̂ =
im0

~

[
Ĥ, ẑ

]
. (7)
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Using Equation(7), one can define 〈ψ0| P̂ |ψi〉 in Equation (4) as,

〈ψ0| P̂ |ψi〉 =
im0

~

[
〈ψ0| Ĥẑ |ψ − i〉 − 〈ψ0| ẑĤ |ψ − i〉

]
(8a)

=
im0

~

[
〈Ĥψ0| ẑ |ψ − i〉 − 〈ψ0| ẑ |Ĥψ − i〉

]
(8b)

=
im0

~
[E0 〈ψ0| ẑ |ψ − i〉 − Ei 〈ψ0| ẑ |ψ − i〉] (8c)

=
im0

~
(E0 − Ei) 〈ψ0| ẑ |ψi〉 (8d)

By rearranging Equation (8d), the dipole matrix can be written as,

〈ψ0| ẑ |ψi〉 =
~
im0

〈ψ0| P̂ |ψi〉
E0 − Ei

. (9)

Using Equation (5c), Equation (9) can be written as,

〈ψ0| ẑ |ψi〉 =− ~2/2

Eo − Ei

[∫ z

0

ψ0
d

dz

(
ψi

m(E0, z)

)
dz

+

∫ z

0

ψ0
1

m(Ei, z)

dψi
dz

dz

]
(10a)
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Appendix C : Perturbation

Solution of the Time Evolution

Density Matrix / Density Matrix

Equation of Motion

Boyd in his book [64] page 158 (chapter 3) derives the perturbation solution

for Equation (3.54). Equation (3.54) is the time evolution equation of density

matrix, also known as density matrix equation of motion. Perturbation term,

V̂ (t) in Equation (3.52) is assumed to be weak in the sense that expectation of V̂

is much smaller than expectation value of Ĥ0. The interaction energy is assumed

adequately given by the electric dipole approximation as,

V̂ = −µ̂ · E(t) (11)

where µ̂ = −er̂ which denotes the electric dipole moment operator of the atom.

Equation (3.52) will split the commutator
[
Ĥ, ρ̂

]
in Equation (3.54) into two

terms. The first terms which is
[
Ĥ0, ρ̂

]
, the unperturbed Hamiltonian Ĥ0 satisfies

the equation Ĥ0un = Enun, where the states n represent the energy eigenfunctions

un. So the matrix representation of Ĥ0 is diagonal,

H0,nm = Enδnm (12)
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The commutator can be expanded as,[
Ĥ0, ρ̂

]
nm

=
(
Ĥ0ρ̂− ρ̂Ĥ0

)
nm

(13a)

=
∑
v

(
Ĥ0,nvρvm − ρnvH0,vm

)
(13b)

=
∑
v

(Enδnvρvm − ρnvδvmEm) (13c)

= Enρnm − Emρnm = (En − Em)ρnm. (13d)

With angular frequency,

ωnm =
En − Em

~
, (14)

the time evolution equation of density matrix, Equation (3.54), can be written

as,

ρ̇nm = −iωnmρnm −
i

~

[
V̂ , ρ̂

]
nm
− Γnm (ρnm − ρeqnm) (15)

The full derivation on how to get perturbation solution of time evolution

equation for the density matrix can referred to [64] in Chapter 3 under Section

3.4 pages 158-161.
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Appendix D : Derivation of

Optical Transition Matrix

Elements at Valence Band

From Section 3.2.2, we start the derivation with 6 × 6 Hamiltonian and use the

commutator properties of the coordinates and derivatives, e.g.

[
d

dz
, z

]
= 1,

[
d2

dz2
, z

]
= 2

d

dz
, (16a)[

g(z)
d

dz
, z

]
= g(z),

[
d

dz
g(z), z

]
= g(z), (16b)[

d

dz
g(z)

d

dz
, z

]
=
dg(z)

dz
+ 2g(z)

d

dz
(16c)

In the derivation of −→v operator, we also set kx → −i∂/∂x and ky → −i∂/∂y,

as well, so e.g. [k−, x] = −i, [k−, y] = −1, [k+, x] = −i, and [k+, y] = 1. Thus, we

find the x, y, and z components of the velocity matrix (the factor of 1/~ in front

of the commutator in Equation (3.47 is implicitly assumed in these expressions,

along with ~2/2m0, which is absorbed in γ parameters as before):

vz1,1 = [P +Q, z] = −
[(

d(γ1 − 2γ2)

dz

)
+ 2(γ1 − 2γ2)

d

dz

]
(17a)

vx1,1 = [P +Q, x] = −(γ1 + γ2) · 2 d

dx
→ −2ikx(γ1 + γ2) (17b)

vy1,1 = [P +Q, y] = −2iky(γ1 + γ2) (17c)
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vz1,2 = vx1,2 = vy1,2 = 0 (18)

vz1,3 = [−S−, z] = i2
√

3k−(σ − δ + π) (19a)

vx1,3 = [−S−, x] = 2
√

3

[
(σ − δ + π)

d

dz
+

(
dπ

dz

)]
(19b)

vy1,3 = [−S−, y] = −i2
√

3

[
(σ − δ + π)

d

dz
+

(
dπ

dz

)]
(19c)

vz1,4 = [R, z] = 0 (20a)

vx1,4 = [R, x] = i2
√

3γ · k− − i2
√

3µ · k+ (20b)

vy1,4 = [R, y] = 2
√

3µ · k+ + 2
√

3γ · k− (20c)

vz1,5 = [
1√
2
S−, z] = − 1√

2
vz1,3 (21a)

vx1,5 = [
1√
2
S−, x] = − 1√

2
vx1,3 (21b)

vy1,5 = [
1√
2
S−, y] = − 1√

2
vy1,3 (21c)

(21d)

vz1,6 = [
√

2R, z] =
√

2vz1,4 (22a)

vx1,6 = [
√

2R, x] =
√

2vx1,4 (22b)

vy1,6 = [
√

2R, y] =
√

2vy1,4 (22c)

vz2,1 = vx2, 1 = vy2, 1 = 0 (23)
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vz2,2 = vz1,1 (24a)

vx2,2 = vx1,1 (24b)

vy2,2 = vy1,1 (24c)

vz2,3 = [−R†, z] = 0 (25a)

vx2,3 = [−R†, x] = −i2
√

3γ · k+ + i2
√

3µ · k− (25b)

vy2,3 = [−R†, y] =
√

3γ · k− + i2
√

3µ · k+ (25c)

vz2,4 = [−S+, z] = i2
√

3k+(σ − δ + π) (26a)

vx2,4 = [−S+, x] = 2
√

3

[
(σ − δ + π)

d

dz
+

(
dπ

dz

)]
(26b)

vy2,4 = [−S+, y] = i2
√

3

[
(σ − δ + π)

d

dz
+

(
dπ

dz

)]
(26c)

vz2,5 = [−
√

2R†, z] =
√

2vz2,3 = 0 (27a)

vx2,5 = [−
√

2R†, x] =
√

2vx2,3 (27b)

vy2,5 = [−
√

2R†, y] =
√

2vy2,3 (27c)

vz2,6 = [
1√
2
S+, z] = − 1√

2
vz2,4 (28a)

vx2,6 = [
1√
2
S+, x] = − 1√

2
vx2,4 (28b)

vy2,6 = [
1√
2
S+, y] = − 1√

2
vy2,4 (28c)
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vz3,1 = [−S†−, z] = i2
√

3k+(σ − δ + π) (29a)

vx3,1 = [−S†−, x] = 2
√

3 ·
[
(σ − δ + π)

d

dz
+

(
d(σ − δ)

dz

)]
(29b)

vy3,1 = [−S†−, y] = i2
√

3 ·
[
(σ − δ + π)

d

dz
+

(
d(σ − δ)

dz

)]
(29c)

vz3,2 = [−R, z] = −vz1,4 = 0 (30a)

vx3,2 = [−R, x] = −vx1,4 (30b)

vy3,2 = [−R, y] = −vy1,4 (30c)

vz3,3 = [P −Q, z] = −
[(

d(γ1 + 2γ2)

dz

)
+ 2(γ1 + 2γ2)

d

dz

]
(31a)

vx3,3 = [P −Q, x] = −(γ1 − γ2) · 2 d

dx
→ −2ikx(γ1 − γ2) (31b)

vy3,3 = [P −Q, y] = −2iky(γ1 − γ2) (31c)

vz3,4 = [C, z] = 0 (32a)

vx3,4 = [C, x] = −2

(
d(σ − δ + π)

dz

)
(32b)

vy3,4 = [C, y] = i2

(
d(σ − δ + π)

dz

)
(32c)

vz3,5 = [
√

2Q, z] = 2
√

2

[(
dγ2

dz

)
+ 2γ2

d

dz

]
(33a)

vx3,5 = [
√

2Q, x] = −i2
√

2kxγ2 (33b)

vy3,5 = [
√

2Q, y] = −i2
√

2kyγ2 (33c)
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vz3,6 =
[√

3/2Σ−, z
]

= −i3
√

2k−(σ − δ + π) (34a)

vx3,6 =
[√

3/2Σ−, x
]

= −3
√

2 ·
[
(σ − δ + π)

d

dz
+

(
d(2σ − 2δ + π)/3

dz

)]
(34b)

vy3,6 =
[√

3/2Σ−, y
]

= i3
√

2 ·
[
(σ − δ + π)

d

dz
+

(
d(2σ − 2δ + π)/3

dz

)]
(34c)

vz4,1 = [R†, z] = −vz2,3 = 0 (35a)

vx4,1 = [R†, x] = −vx2,3 (35b)

vy4,1 = [R†, y] = −vy2,3 (35c)

vz4,2 = [−S†+, z] = i2
√

3k−(σ − δ + π) (36a)

vx4,2 = [−S†+, x] = 2
√

3 ·
[
(σ − δ + π)

d

dz
+

(
d(σ − δ)

dz

)]
(36b)

vy4,2 = [−S†+, y] = −i2
√

3 ·
[
(σ − δ + π)

d

dz
+

(
d(σ − δ)

dz

)]
(36c)

(36d)

vz4,3 = [C†, z] = 0 (37a)

vx4,3 = [C†, x] = 2

(
d(σ − δ − π)

dz

)
(37b)

vy4,3 = [C†, y] = i2

(
d(σ − δ − π)

dz

)
(37c)

vz4,4 = vz3,3 (38a)

vx4,4 = vx3,3 (38b)
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vy4,4 = vy3,3 (38c)

vz4,5 =
[
−
√

3/2Σ+, z
]

= i3
√

2k+(σ − δ + π)

(39a)

vx4,5 =
[
−
√

3/2Σ+, x
]

= −3
√

2 ·
[
(σ − δ + π)

d

dz
+

(
d(2σ − 2δ + π)/3

dz

)]
(39b)

vy4,5 =
[
−
√

3/2Σ+, y
]

= i3
√

2 ·
[
(σ − δ + π)

d

dz
+

(
d(2σ − 2δ + π)/3

dz

)]
(39c)

vz4,6 = [
√

2Q, z] = vz3,5 (40a)

vx4,6 = [
√

2Q, x] = vx3,5 (40b)

vy4,6 = [
√

2Q, y] = vy3,5 (40c)

vz5,1 = [
1√
2
S†−, z] = − 1√

2
vz3,1 (41a)

vx5,1 = [
1√
2
S†−, x] = − 1√

2
vx3,1 (41b)

vy5,1 = [
1√
2
S†−, y] = − 1√

2
vy3,1 (41c)

vz5,2 = [−
√

2R, z] =
√

2vz1,6 (42a)

vx5,2 = [−
√

2R, x] =
√

2vx1,6 (42b)

vy5,2 = [−
√

2R, y] =
√

2vy1,6 (42c)

vz5,3 = [
√

2Q, z] =
√

2vz3,5 (43a)
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vx5,3 = [
√

2Q, x] =
√

2vx3,5 (43b)

vy5,3 = [
√

2Q, y] =
√

2vy3,5 (43c)

vz5,4 =
[
−
√

3/2Σ†+, z
]

= i3
√

2k−(σ − δ + π) (44a)

vx5,4 =
[
−
√

3/2Σ†+, x
]

= 3
√

2 ·
[
(σ − δ + π)

d

dz
+

(
d(σ − δ + 2π)/3

dz

)]
(44b)

vy5,4 =
[
−
√

3/2Σ†+, y
]

= −i3
√

2 ·
[
(σ − δ + π)

d

dz
+

(
d(σ − δ + 2π)/3

dz

)]
(44c)

vz5,5 = [P, z] = −
(
dγ1

dz

)
− 2γ1

d

dz
(45a)

vx5,5 = [P, x] = −i2
√

2kxγ1 (45b)

vy5,5 = [P, y] = −i2
√

2kyγ1 (45c)

vz5,6 = [−C, z] = −vz3,4 = 0 (46a)

vx5,6 = [−C, x] = −vx3,4 (46b)

vy5,6 = [−C, y] = −vy3,4 (46c)

vz6,1 = [
√

2R†, z] = −vz2,5 = 0 (47a)

vx6,1 = [
√

2R†, x] = −vx2,5 (47b)

vy6,1 = [
√

2R†, y] = −vy2,5 (47c)

vz6,2 = [
1√
2
S†+, z] = −i

√
3
√

2k−(σ − δ + π) (48a)
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vx6,2 = [
1√
2
S†+, x] = −

√
3
√

2 ·
[
(σ − δ + π)

d

dz
+

(
d(σ − δ)

dz

)]
(48b)

vy6,2 = [
1√
2
S†+, y] = i

√
3
√

2 ·
[
(σ − δ + π)

d

dz
+

(
d(σ − δ)

dz

)]
(48c)

vz6,3 =
[
−
√

3/2Σ†−, z
]

= −i3
√

2k+(σ − δ + π)

(49a)

vx6,3 =
[
−
√

3/2Σ†−, x
]

= −3
√

2 ·
[
(σ − δ + π)

d

dz
+

(
d(2σ − 2δ + π)/3

dz

)]
(49b)

vy6,3 =
[
−
√

3/2Σ†−, y
]

= i3
√

2 ·
[
(σ − δ + π)

d

dz
+

(
d(2σ − 2δ + π)/3

dz

)]
(49c)

vz6,4 = [
√

2Q, z] =
√

2vz3,5 (50a)

vx6,4 = [
√

2Q, x] =
√

2vx3,5 (50b)

vy6,4 = [
√

2Q, y] =
√

2vy3,5 (50c)

vz6,5 = [−C†, z] = −vz4,3 = 0 (51a)

vx6,5 = [−C†, x] = −vx4,3 (51b)

vy6,5 = [−C†, y] = −vy4,3 (51c)

vz6,6 = [P, z] = vz5,5 (52a)

vx6,6 = [P, x] = vx5,5 (52b)

vy6,6 = [P, y] = vz5,5 (52c)
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