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Abstract

How collections of neurons combine into functional networks capable of intricate and
accurate information processing is one of the biggest and most interesting challenges in
neuroscience today. To approach this challenge, it is necessary to address the problem one
structure at a time. In this thesis the focus is the development of synfire chains. Synfire
chains are feed-forward neural structures which have long been suggested as a possible
mechanism by which precisely timed sequences of neural activity could be generated.
Precise spatiotemporal firing patterns are known to occur in the brains of many animals
including, rats, mice, song birds, monkeys and humans. Such firing patterns have been
linked with a wide range of behaviours including motor responses and sensory encoding.
There have been many previous computational studies which address the development
of synfire chains. However, they have all required either initial sparse connectivity or
strong topological constraints in addition to any synaptic learning rules. Here, it is shown
that this necessity can be removed. In this model, development is guided by an exper-
imentally reported spike-timing-dependent plasticity (STDP) rule, triphasic STDP, plus
activity-dependent excitability. This STDP rule, which has not been previously used in
computational studies, is shown to successfully develop a synfire chain in a network of
binary neurons. The width and length of the final chain can be controlled through model
parameters. In addition, it is possible to embed multiple chains within one neural net-
work. Next, the effect of triphasic STDP is investigated in a network of more realistic
leaky integrate and fire neurons. Here, synfire chain development is shown to be robust in
the presence of heterogeneous delays. Finally, the development is described as a random
walk, creating a concrete relationship between the model parameters and final network

structure.
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Introduction

The brain is amazing, capable of so much, yet still very poorly understood. Understand-
ing how brain cells (neurons) create functioning circuits which are capable of control-
ling movement, learning songs, even creating love and hate, might seem like a daunting
task. But by exploring the neural circuits that are closest to the external observable envi-
ronment, those that receive sensory inputs and those that produce motor outputs, neuro-
science is beginning to answer some of these big questions.

Primary sensory circuits are the first layer of processing in the brain, converting the
inputs to our senses: light, sound, touch, tastes and smells into neural signals which are
then relayed into deeper areas for further processing. At this interface between brain
and environment, it is possible to control the input experimentally and simultaneously
observe the activity in the related neural areas. Repeated activation of particular cells
in response to a particular stimulus links the stimulus to a specific neural pattern. The
hope in neuroscience research is that the combination of many such links will build into
a translation of the neural language.

Perhaps the most famous example of such an endeavour was undertaken by Hubel
and Weisel in the fifties and sixties [59, 60]. Here, micro-electrodes were inserted into
the primary visual cortex of cats so that the neural activity could be recorded. The visual
input consisted of a screen with areas of light and dark. By mapping the response of
different cells to different light stimuli, they could categorise cells by receptive field and
specificity to stimulus orientation. In doing so they built up a comprehensive picture of
how visual inputs are initially processed by the brain, a picture which has inspired many
computer vision models [15,123,138].

The other interface between neural processing and the environment is at the output



2 Introduction

stage. Like sensory inputs, speech and movement can be directly observed and neural cor-
relates can be found for these observations. Much work has concentrated on understand-
ing the neural instructions delivered by the motor cortex [79, 127, 132], as understanding
this system has huge implications for neurally driven prosthetics [24, 115, 135, 136] and
could therefore be of significant medical benefit.

How exactly to decode the neural signal is a matter of much debate [46, 161]. Most
agree that action potentials generated by neurons (often referred to as spikes) are the
building blocks of neural information transmission. Early studies such as those by Hubel
and Weisel have reported an increase in the firing rate of neurons that are engaged in
behaviour (e.g., [131, 153]). Such reports suggest individual spikes are not important;
that information is carried in the firing rate. This is referred to as the rate code theory.
Subsequent work (e.g., [62, 124]) has found that the precise time of individual spikes is
important; that information is carried in the time between spikes. This is known as the
temporal coding theory. In practice, it is most likely that the brain uses both these coding
methods and many more beside [63,107, 122].

Uncovering the neural circuitry responsible for observed activity patterns is challeng-
ing for a number of reasons. Firstly, scale: there are tens of thousands of neurons per mm?>
of cortex [94] each with thousands of synaptic connections [155]. Secondly, methodolo-
gies for inferring connectivity are limited to small numbers of cells. Electrophysiology
and high resolution imaging studies can determine connectivity between isolated pairs of
neurons [22, 134]. This is generally undertaken between neurons from different cortical
areas or different layers within the same area. Mapping the entire connectivity in a local
area is infeasible with currently available experimental methods. Theoretical and com-
putational neuroscientists have been able to propose and test possible neural circuits by
creating model neural networks. Notable proposals include recurrent models of working
memory [17, 18], and feed-forward structures that can propagate precise timing [2, 3].
Such models allow the investigator to explore how the experimental findings from a sin-
gle or small number of cells combine in networks. Ideally, such models also direct future
experimental research.

Clearly the structure of neural networks will be a major factor in determining their
activity pattern. But the reverse is also true, neural activity determines the development
of neural structures [11,21,31,44, 106, 157]. Structural change driven by neural activity
is called activity-dependent plasticity. Activity-dependent plasticity is an umbrella term
for many mechanisms including; the growth or retardation of dendrites or axons, changes

in synaptic weight, spine' turnover and changes in the excitability of neurons. Under-

Isynapses usually occur on dendritic protrusions called spines.



3 Introduction

standing how activity drives the development of neural structures is another area where
computational models can assist. In a model it is possible to isolate and study the develop-
mental mechanism of interest, something which can’t be done in biological preparations.
Note that development here and throughout this thesis refers to changes in neural struc-
ture at any stage, and could be the result of learning in adults or equally the development
of immature networks.

In this thesis, computational and analytical modelling are used to investigate the de-
velopment of synfire chains; feed-forward networks which have been proposed [2,3] as a
structure that could generate precisely timed spike patterns. In the first chapter, the bio-
logical motivation for this research is set out and previous computational work in this area
is described. In the second chapter, a model adapted from a recently proposed model [77]
is developed and tested. This model is then reduced element by element, uncovering
the relative roles of the constituent parts. In chapter three, an alternative model is de-
scribed which uses a hitherto untested plasticity rule. The sensitivity to a range of model
parameters is explored in this heavily reduced model. Chapter four describes how the
developmental mechanism proposed in chapter three can also be implemented in a more
biologically realistic neural model and details experimentation with this model. Finally,
synfire chain development, which had been previously modelled computationally, is de-
scribed analytically, illuminating the relationship between model parameters and the final

network structure.



Chapter 1

Background

This chapter begins by outlining the motivation for this research, giving specific examples
of neural activity patterns that have been experimentally observed. This is followed by
the description of a neural structure which could be responsible for such patterns. Finally,
the development of this type of structure is addressed, there previous computational work

addressing such development is described.

1.1 Precisely Timed Activity Patterns

Cracking the neural code, understanding how spikes translate into behaviour, is one of the
biggest challenges in neuroscience. One theory, temporal coding suggests that the pre-
cise time of spikes is very important. The discovery of repeating spatiotemporal patterns
within neural recordings supports this argument. The matching of particular patterns to
observed behaviour demonstrates that this is one of (possibly many) coding techniques
used by the brain. Precisely timed sequences of neural activity have been reported in
many different species and in many areas of the brain. In many cases, the patterns were
indeed matched to observed behaviour.

Early neural recordings from monkeys found spatiotemporal patterns that repeated at
above chance levels in left frontal areas when the monkeys responded to a sound and
light localisation task [4]. A later study involving a localisation task [124] again found

precise firing sequences here in premotor and prefontal areas. The firing sequences were

4



Chapter 1 5 Background

correlated with behaviour. Interestingly, sequences involving the same neurons but with
different timings were associated with different behaviours indicating that the timing of
spikes is a key part of the neural code in these areas. Also in the monkey motor cor-
tex, precisely timed neural sequences were found that could be related to the velocity
and direction of drawing-like hand movements [140, 141]. More recently, repeating spa-
tiotemporal patterns have been reported in early visual areas of monkeys [8], where it was
possible to determine whether the images of monkeys’ faces presented were identifiable
or scrambled from the specific neural pattern observed.

In humans, a magnetoencephalography (MEG)! study reported spatiotemporal pat-
terns on a cortical scale that represented speech processing as distinct from general noise
processing [125]. A characteristic delay was found between activation of the superiortem-
poral cortex and inferiorfrontal cortex when processing words and pseudowords but not
non-word noise that had been matched for acoustic and spectrotemporal characteristics.
Spatiotemporal patters at the cortical scale involve very many more neurons than patterns
reported in animal models which typically consist of only a few spikes. However, it may
be possible that such super-patterns are hierarchically constructed from many smaller pat-

terns which can be detected at the microcircuit level.

Evidence for such hierarchical constructs has been reported in the early visual areas of
cats [70]. Here, the authors looked for temporal patterns in post synaptic events distributed
over the dendrites of single neurons in order to identify patterns of activity in the collective
input. Such patterns were successfully identified in vitro (mouse primary visual cortex
slice) and in vivo (anaesthetised cat primary visual cortex). In vivo sequences of patterns
were often repeated in the same order, suggesting that such a hierarchical coding system
may exist. In this study there was no behavioural input with which the patterns could be
linked. However, an earlier study in the auditory thalamus of cats found spatiotemporal
patterns both without auditory input and when it was present. Additionally, repeating
patterns were found at normal temperature and when the area had been cooled [162].

In rodents, precisely timed sequences have been reported in a variety of brain areas.
Spike triplets were recorded at above chance levels in rat olfactory bulb, but no relation-
ship could be determined between the stimulus and the spike patterns [92]. In rats trained
to respond to an auditory discrimination task, repeating sequences were found in audi-
tory cortex. Just over half of these could be accurately mapped to the rats response to
the task [163]. In neocortex of awake and anaesthetised rats, repeating sequences were

detected within the spontaneous activity [99]. Calcium imaging can also be used to detect

IMEG detects local neural activity by recording the low level magnetic fields produced by dendritic
activity.
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spiking patterns in vitro [103]. Here precise temporal patterns were observed in slices of
mouse primary visual cortex. The frequency of patterns was significantly reduced when
glutamate receptors were blocked, suggesting that the patterns are generated by excitatory
synaptic activity.

Although spatiotemporal activity patterns have been found in a range of mammalian
preparations, by far the most concrete example of precisely timed neural sequences with
a direct link to a specific behaviour can be found in song birds. The zebra finch is a
particularly interesting song bird as they, like humans, learn stereotyped vocal behaviour
usually from their parents. Zebra finch songs are constructed from unique notes separated
by brief periods of silence, one or more notes can be grouped into a syllable, a specific
sequence of syllables is known as a motif, motifs are repeated or strung together to make
a song [111]. In adult birds, song production is primarily undertaken by the feed-forward
song motor pathway; HVC (proper name) neurons control the firing of neurons in the
Robust Nucleus of the Arcopallium (RA), which control the vocal output through the
telencephalon [111, 173]. Sequential and precisely timed activity patterns are found in
both HVC and RA and are exactly correlated to song vocalisation on a sub-millisecond
timescale [53]. The neurons from HVC to RA fire one brief burst of action potentials at
precisely the same time for any particular motif [53]. Conversely, RA neurons burst at
many precise times during a single motif [90], but are uniquely associated with specific
notes [25,170].

There is significant evidence which suggests HVC orchestrates song production. Firstly,
the learning of songs, through imitation of an adult teacher [16], is dependent on the de-
velopment of the HVC to RA connections [110]. Secondly, cooling HVC reduces the
speed of the song over every timescale from sub-syllabic to entire song, whilst cooling
of RA has no effect [97]. This indicates that the intrinsic neural dynamics and circuitry
of HVC determine the timing of a bird’s song. The authors suggest that this may be by
way of multiple chain like structures within HVC . Recent electrophysiological recordings
from HVC show large, rapid depolarisation before burst onset, consistent with the exis-
tence of chain like structures [98]. Computational models based on collections of chains
and feedback inhibition have successfully reproduced HVC behaviour in normal [76] and
deafened birds [55].

It should also be noted that there have been those who refute the precise timing hy-
pothesis, and specifically suggest that the spatiotemporal patterns reported in some of
the above studies are not an indication of underlying connectivity but are a consequence
of errors in the statistical analysis. It is suggested that the number of repetitions that

would occur by chance are underestimated and hence the statistical significance conclu-
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sion is incorrect. Estimating the expected number of pattern repetitions using the observed
spike count distribution instead of assuming a Poisson distribution [121] or generating
surrogate data from the original data [9, 108] found experimental observations occurred
at chance levels only. However, reanalysis of original data [71], subsequent work with
more advanced recording techniques [8], and further advances in statistical testing meth-
ods [51,133,146] suggest that precisely timed firing sequences are a genuine phenomena.
With this in mind, attention now turns to how such neural activity patterns might be cre-
ated.

1.2 Synfire Chains

The idea that precisely timed neural sequences could be generated by chain like structures
was first proposed by Abeles in the 1980’s [2,3]. Such structures, coined synfire chains,
are defined as feed-forward structures composed of multiple layers in which the activity
flows from the input, sequentially through the layers, with each repetition of the input
producing the same precise firing pattern (Figure 1.1). Each layer fires synchronously
and the time delay between any two neurons is constant. Sampling a neural assembly that
contained such structures would likely result in the repeating precise temporal pattens
described above. However, such patterns could also be produced by other circuitry. The
experimental results and models of HVC support the synfire theory [55,76,98], but with-

out comprehensive connectivity data, the existence of synfire chains cannot be proven.

Layer

Time

Figure 1.1: Schematic representation of a synfire chain (left) and the neural activity pat-
tern produced (right). Sparse sampling from the structure, as in electrophysiological pro-
cedures, would capture only a fraction of the spikes (red) and could result in the precisely
timed sequences observed.

Nevertheless, the conjectured importance of synfire chains has inspired a large body
of computational work, which has demonstrated the capacity of synfire chains to generate

precise sequences of spikes [2, 3, 33]. Extensions include investigations into the role of
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such structures in working memory [6, 72, 84], within balanced networks [7,48, 85, 152],
in the presence of noise [69, 159] and with inhibitory modulation [139]. Naturally, the
question of development is also of much interest. Early work on the development of syn-
fire chains [13] utilised Hebbian plasticity. More recently, the discovery of spike-timing-
dependent plasticity (STDP) provided a new impetus to model the ab initio development

of synfire chains.

1.3 Spike-Time-Dependent Plasticity

The strongest evidence for the existence of synfire chains comes from song bird HVC.
However, HVC development is poorly understood with only a few studies addressing
plasticity in this area. A recent gene expression study found that plasticity related genes
were expressed less in adult than in juvenile finches [80], which is consistent with the
observation that adult finches reproduce the same songs throughout adulthood unless au-
ditory feedback is damaged [91]. Neurogenesis, the addition of new neurons, within HVC
is also correlated with the learning and refinement of songs; as song stability increases,
neurogenesis decreases [117,126]. Synaptic plasticity within HVC has not been studied
experimentally. However, several computational studies have suggested a possible role
for Spike-Time-Dependent Plasticity (STDP) [34,38,58,67,77,105] in the development
of synfire chains.

Synaptic strength, the effect a presynaptic spike has on the postsynaptic cell (the term
weight 1s often used in computational studies) is not static but changes with the activity of
the presynaptic and postsynaptic cell. Naturally, there is great interest in activity depen-
dent plasticity as possible mechanism by which learning might occur in the brain. STDP
is a specific form of activity dependent plasticity which links the spike-time difference be-
tween pre and postsynaptic spikes with the change in synaptic strength. The importance
of relative timing when inducing plasticity through stimulation was reported as important
in the early eighties [95]. However, it was not until the late nineties when the precise
time difference between individual presynaptic and postsynaptic spikes was mapped to
the change in synaptic weight [10, 11,30, 102, 104, 172]. The term STDP was first used
to describe this type of plasticity in 2000 [143] and was subsequently reported in a wide
range of animal models, brain regions and neuron types [23,27, 28, 81]. Interestingly,
the relationship between the spike-time difference and the change in synaptic strength is
different in different preparations (Figure 1.2). To date, the functional relevance of this
diversity has not been uncovered.

Despite the diversity in reported STDP rules, theoretical studies have primarily fo-
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cused on one particular function. The asymmetrical function in Figure 1.2 A was one
of the first [11] and is the most commonly reported [23]. With potentiation when presy-
naptic spikes precede postsynaptic spikes and depression otherwise, this plasticity rule
appears to reinforce causality as originally postulated by Hebb?. This STDP rule, which
will be referred to as classical STDP from here on in, strengthens forward connections
and weakens backward connections, consequently, it seems an obvious choice when mod-
elling synfire chain development. Studies which have done just that are described in detail
later in this chapter.

The biophysical mechanisms which underlie classical STDP are, to date, only partially
understood. However, current evidence suggests that STDP relies on increased calcium
concentrations. A brief but large calcium increase causes long term potentiation (LTP),
a longer smaller increase causes long term depression (LTD) [23, 50]. Computational
models based on these findings, known as “the calcium control hypothesis” frequently
predict a second depressive window for long positive spike-time differences; as the cal-
cium falls back from the high LTP producing levels, it must pass through the intermediate
LTD producing level before returning to normal. Such a depressive window has been
found experimentally in some studies [32, 116, 167]. Augmenting the calcium control
hypothesis with additional proposed mechanisms or assuming that synapses are bistable
(have only two possible strengths) can remove this second window from the predicted
results [50].

The wide variation in STDP rules is not limited to the functions in Figure 1.2; how
such functions should be applied is also a matter of much debate. The change in synap-
tic strength is sometimes modelled as independent of the current synaptic weight (addi-
tive) [143] or conversely a function of both the current weight and the STDP function
(e.g., multiplicative, power law or something in between) [52, 113,130, 145,160]. Studies
using additive STDP show weights migrating to either the minimum or maximum values
and thus require these limits to be pre-defined [52, 144]. A self-stabilising unimodal dis-
tribution of synaptic weights can be achieved if the STDP function is weight-dependent.
Specifically, depression must be multiplicative thus maximally reducing large weights and
removing the need for a predetermined weight limit [52, 113, 130, 145, 160]. In addition
to the weight dependence of STDP rules, in computational models, it is also necessary to
define the range of spike pairs included in the calculation. Nearest-neighbour spike pair-
ings take into account only the neighbouring spikes. Alternatively, an all-to-all algorithm

uses all spikes (Figure 1.3). The two methods have been shown to give very different re-

2“When an axon of cell A is near enough to excite a cell B and repeatedly or persistently takes part in
firing it, some growth process or metabolic change takes place in one or both cells such that A’s efficiency,
as one of the cells firing B, is increased” [56]
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Figure 1.2: A plethora of STDP functions have been reported [1,23].

sults when applied in simulation [74,113]. Experimentally, it has been shown that groups
of spikes (usually spike triplets) behave in a non-linear way [42, 164]. Next, the existing
models of synfire chain development are described.
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Figure 1.3: When STDP is applied all-to-all, every spike of A and B is matched and
included (left). When applied to nearest-neighbour, plasticity is calculated for adjacent
spikes only (right).

1.4 Previous Work

Neural development is modelled at many different levels of detail and using a host of
methodologies. The work described here can be broadly categorised as network devel-
opment models. Each model consists of multiple point neurons connected by synapses
which undergo plasticity of some kind. Generally, in a model of network development,
the goal is to reproduce and therefore better understand the transition from an original or
undeveloped network state to a mature or developed network state. The state of a network
can be described either through the activity of its constituent neurons or by the connec-

tions between each of those neurons, where usually the former is strongly determined by
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the latter.

When studying the development of synfire chains, usually the aim has been to find a
plasticity rule or combination of rules that will transform a random or uniform network
structure into a feed-forward structure or chain. The goal of the modeller is to show the
conditions under which such a transition can occur and to highlight the key determinants
and constraints of the model. In doing so, one hopes to provide a testable hypothesis for
experimental neuroscience. In this section, the previous attempts to model the develop-
ment of synfire chains are described. Specifically, the neural model, the synaptic model
and the plasticity rules used are all summarised, as well as the initial and final state of the

network.

The first work on the development of synfire chains was undertaken by Bienenstock in
the early nineties [13]. At the time there had been only one experimental paper published
which linked spike-time difference and synaptic plasticity [95] and it was almost a decade
before the term spike-timing-dependent plasticity (STDP) had been coined [143]. Bienen-
stock used a form of Hebbian plasticity in his model, i.e., when a neuron contributes to
the firing of another, the synapse between them is potentiated. This was implemented by
increasing the synaptic strength if a neuron fires exactly one transmission delay after its
presynaptic partner. Neural firing that is not followed (presynaptic) or preceded (postsy-
naptic) by another spike with the correct transmission delay induces depression. This im-
plementation of Hebbian plasticity actually foretold a type of STDP function discovered
experimentally almost two decades later [32, 116, 167]. In addition to the timing based
plasticity, Bienenstock includes a mechanism to induce competition between synapses.
The total weight of efferent synapses from a single neuron is fixed at a constant value.

Similarly, the total weight of afferent synapses is kept constant.

A network of stochastic McCulloch-Pitts neurons is created with either zero or low
weighted synapses. The initial activity of this network is therefore infrequent and random,
with no propagating activity. Placed within this network is a single (or small number of)
seed neuron(s). These seed neurons have initial connections strong enough to cause a
group of other neurons to fire. The neurons that receive these connections are referred to
as first-generation cells. When a spike in a first generation cell is followed by a random
spike in another of the network cells, if the time-difference is correct, the synapse from
the first generation cell to the network cell will be potentiated. If this happens a sufficient
number of times, the network cell becomes a second generation cell (i.e., reliably fires
after the first generation cells). The number of cells that can become second generation
cells is determined by the competition component of the plasticity rule. As there is a fixed

combined weight for efferent and afferent synapses, once the optimum number of cells
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have been recruited, no further cells will be added. As variable transmission delays exist
within the network, the resulting structure does not have perfectly synchronised layers as

predicted by the synfire chain model [2], hence the result is coined a synfire-braid.

Following the discovery of STDP, this work was revisited and described somewhat
more thoroughly by Doursat and Bienenstock (2006) [34]. The main difference in this
later work is that the delays are homogeneous, so we are indeed referring to the develop-
ment of synfire chains and not braids. Here they refer to the plasticity rule (essentially
equivalent to the above) as “a simplification of STDP” as define the change in weight of

the synapse between cells i and j, w;; as,

wij(t) = wij(t — 1)+ bij(t),

with b;;(t) = +o for each j # i such that:
xi(t—7j) = xj(t) = 1,

and b;;(t) = =B if:

xi(t—fij)#xj(t), (1.1)
where o and 8 are constants of the order 0.1 and 0.01 respectively and 7;; is the trans-
mission delay between neurons i and j. So that, if a postsynaptic neuron fires exactly one

delay after the presynaptic neuron the synapse is facilitated. Synapses are depressed in all

other conditions.

Again, the network consists of probabilistic neurons where the probability of activa-

tion (x; = 1) of neuron j is given by,
P[XJ'<Z‘) = 1] = GT(V]'(I) — 9]'),

where

Vi(t) = Zwij(t)xi(l —Tij)

is the membrane potential of j at time #; 6; its firing threshold; 7;; is the transmission

delay and o is a sigmoidal function defined as,

1

l4+eT

or (V)

where 7' is a temperature parameter that sets the amount of noise in the system. The result

of this probabilistic neural model is a small amount of spontaneous activity in the initial
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network.

Again, the restriction on synapse strength is imposed. Here the total weight of incom-

ing synapses must equal the total weight of outgoing synapses and remain at a predefined

D wit) = wijt) = so. (1.3)
i J

In addition there is a cap on any individual synapse at weight = 1.

constant,

As before, the model results a network structure which grows consecutive layers, the
layers grow in width until the limit s, is reached. The layers continue to be added to the
end of the network until N neurons have been recruited.

Restrictions on the total efferent or afferent synaptic weight are reported experimen-
tally [40,41, 61, 129] and are utilised as a competitive tool more recently by Fiete and
colleagues (2010) [38]. Here this restriction is referred to as “heterosynaptic competi-
tion”. Heterosynaptic competition is used in combination with the now well established
classical STDP rule [11], this double exponential having become the primary rule imple-
mented in computational models.

Here the authors demonstrate in two different neural models how classical STDP
paired with heterosynaptic plasticity is capable of producing synfire chains. The first
model uses an instantaneous binary neuron where neurons are either active x; = 1 or in-

active x; = 0. The activity of the neuron is defined as:
xi(1) = OUIE (r — 1)+ 180 (r — 1) + 139 (s — 1)) (1.4)

where © is the Heaviside function, IlE => j W;jx;+ Wob; is the summed excitatory drive
to the neuron, with W;; the strength of the connection from neuron i to j, Wy is the strength
of the feed-forward input (equal for all neurons), and b; € {0,1} is the external input.
Global inhibition is given by /80 = — 3" ;%j» and adaption is modelled as a threshold
dependent on past activity, Il-ada = —ay;, where y; is a linearly low-pass-filtered version of
x;, with time constant T,q,.  is the adaptation strength. The external input is randomly
assigned to neurons in the network so that spontaneous activity is displayed in the initial
network state. There is no input or seed group in this first simple case.

The synaptic plasticity rule is given as:

W..
ATPP (1) = <W4 - 0.001)

max

(DK (0)x; (1) + Y xi(0)K (D)t — 7) —xi(t — 1)K (f)xJ'(t)] ,
7=0

(1.5)

where for binary neurons x;(¢) = 1, t is an integer time index and Tstpp is in units of
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burst durations. In the initial simulations K (¢) = 1 forz = 1 and 0 otherwise. Competition

between synapses is imposed through heterosynaptic competition given as,
Wij(t) = W;j(t — 1)+ nAYTPP (1) — en6i (1) — en 05 (1), (1.6)

restraining each weight within [0, Wnax]. 6. represents the competitive heterosynaptic
plasticity at incoming synapses and 0, at outgoing. For the summed-weight limit, 6;, =
max (0,3, (Wik +ASTPP) — Wiax) and 6, = max (0, (Wi +AMPP) — Wynay). For
the weight growth limit 6;. = >, Wy®(ASPP), and 6. = >, Wi,®(A7TPP). Where O is
the Heaviside function. Self connections are set at zero; 1] and € are the learning rate and

the strength of the heterosynaptic constraint respectively.

The network produced by this model displays sparse spontaneous activity in its initial
state and precise temporal sequences in its final state. Multiple chains are embedded in
the final network, the chains are constructed from single neurons each projecting onto the
next, hence, a “layer” in these chains is just one neuron. During development the chains
grow, with neurons being added to either end. Usually there exits one long chain and

many significantly shorter ones.

Changing the initial activity allows the authors to grow chains with width greater than
one. As well as the spontaneous activity a set of input or seed neurons are forced to fire
synchronously. When this additional activity is included in the model synfire chains with
consecutive layers are grown. The size of the layers can be modified by the total synaptic
weight parameter. The width of the layer will be the total allowed weight divided by the

total individual weight.

In addition to the simple binary model, the authors also describe a conductance based
neural model in which spikes and bursts are modelled explicitly. In this model they find
that for chains to be robust, multiplicative STDP must be employed. Otherwise, the results

confirmed those described above for the binary model.

The studies described so far have all included competition between synapses by lim-
iting the total weight of efferent and afferent connections. Other authors have achieved
similar effects through various implementations of ‘pruning’. Classically, pruning refers
to the retardation of extraneous synapses, neurites and even whole neurons. Pruning is
widespread during development where it is often the case that there is an initial over
production of neurons and synapses [36, 78, 100, 106, 137, 148, 169]. Two groups have

included pruning in models of synfire development.

In a series of papers [64—68] Iglesias and colleagues describe a model in which 10,000

leaky integrate and fire (IAF) neuromimes (80% excitatory and 20% inhibitory) are placed
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on a lattice. The membrane potential of the ith unit, V;(¢), is given by

Vi(t + 1) = Vrest[q] +Bi(t) + (1 - Si(t))<‘/i(t) - Vrest[q])kmem[q] + Zwij(t) (1.7)
J

where Vi.qq 1 the resting potential for units of type g, B; is the background activity arriv-
ing at i, S;(¢) is the state of the unit {0,1}, kyem(y is the leak conductance. The networks
are initially sparsely connected, the connections are placed randomly with probability of
connections determined by the distance between cells. Excitatory cells are more likely to

make local connections, with long range connections preferred for inhibitory cells.

Excitatory to excitatory connections are plastic and modified according to a classical
STDP based plasticity rule. A continuous variable, Lj;(t) is potentiated or depressed
in line with an additive application of the classical STDP rule. In addition, Lj; decays
exponentially, thus low activity leads to a silencing of the synapse. For application of the
update rule (i.e., when calculating the effect that synapses have on downstream neurons)
Lji(t) is converted into a discrete value A j;(¢), A = 0,1,2,4. If Aj; reaches 0, the synapse
is permanently removed, i.e., the lowest value synapses are pruned. In the later works
[67, 68] there is also a period of cell death. Before the STDP rule is switched on those

cells with no excitatory inputs are removed as are those with firing rates above a threshold.

The initial network activity is driven by external input, this low level firing received
by all neurons results in spontaneous activity. Additionally, a subset of neurons are driven
to fire according to predefined patterns. In the earliest work [64], the input neurons are
spatially arranged so that the input activity appears to pass over the network in a wave. In

the following work the inputs are co-located and fire simultaneously.

When the input is distributed over the network, feed-forward structures emerge from
within the network, with backwards connections being removed. When the input is fixed,
the author finds repeating temporal patterns within the final network activity. It could be
said that this work was not entirely successful in growing synfire chains, even with both
types of pruning and sparse initial connectivity, stability in the network was not achieved

and the temporal patterns were often based on a single unit firing many times.

The second paper to include pruning was by Jun and Jin in 2007 [77]. Here a network

of 1000 leaky integrate and fire neurons is created. The neuron’s membrane voltage is
described by

v, _

Tm dt (El_Vm<t>)_gexc(t)vm<t>+ginh(t)(Einh_Vm(t)) (18)

where 7, is the membrane time constant; Vm is the membrane potential; E; is the leak
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reversal potential; gexc(#) is the excitatory conductance; gian(#) is the inhibitory conduc-

tance and Ej,;, is the reversal potential of the inhibitory synapses.

The network is completely recurrently connected, excluding self connections. How-
ever, 90 % of the synapses are functionally silent (they have a weight of 0). The remaining
10 percent are set to a low weight (gexc(0) = ginit- During the simulation, the weight of
the synapse changes in line with the STDP rules in equation (1.9) for potentiation and
(1.10) for depression. Note that the rule for depression is multiplicative, while potentia-
tion is additive (Grrp is a constant). As well as STDP, synaptic depression is included,

with every synapse depressed at each trial by a tiny amount, f << 1.

All Spikes
Gim — Gim +ArLtpGLTP Z P(ty—1t;)

1

At/(5) if Ar<5ms
P(Ar) — _ (1.9)
exp(—(At — 5)/TLTP if At > Sms,
All Spikes
Gmn — Gmn +ALTDG i Z D(tm - t;l)
i
Ar/(5.25) if Ar<5.25
D(Ar) — /(5:25) if At <5.25ms (1.10)
exp(—(Ar —5.25)/twrp if Ar > 5.25ms,

where T rp and 7y Tp are the time constants for potentiation and depression respectively.
Synapses can be in one of four states: active, silent, super or withdrawn. Synapses be-
come functionally silent if their weight falls below a threshold, ®4, when silent they have
no effect on downstream neurons. However, the weight is remembered and modified ac-
cording to the STDP rules so it may become active again in the future. Synapses become
super if their weight rises above a further threshold, ®s. There is a limit in the number
of super synapses a neuron can have. When this limit is reached, all other synapses are
withdrawn. The withdrawn synapses have a weight of 0 and they do not undergo STDP.
It is this withdrawal of the non-super synapses that they refer to as pruning and induces

competition between the efferent synapses of the same neuron.

To balance the activity of the network, a global inhibitory “interneuron” generates an
inhibitory postsynaptic potential in all network neurons in response to each excitatory
spike. Each network neuron also receives inhibitory and excitatory background activity
resulting in intermittent spontaneous activity (at approximately 0.2 Hz). Finally, a subset

of neurons are classified as training nodes and receive excitatory input at the beginning of
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each trial.

The results of this model are similar to those already described. In the initial network,
the training nodes fire regularly and some of these spikes occur coincidentally just before
a network neuron spikes. The resulting spike-time difference insures potentiation of the
synapse from the training node to the network node. As a result of many such potenti-
ations, the network neuron starts the first layer, spiking reliably after the training node.
And so on and so forth until a chain of around 70 layers is built. At this point backward

connections begin to form as the STDP rule is negligible at this spike-time difference.

Here the competition between synapses has been introduced with pruning instead of
heterosynaptic plasticity, with the number of strong “super” synapses limited instead of
a limit on the summed synaptic weight. The effect is similar; synapses that are part of
an active chain will potentiate each time the chain is active. Therefore, synapses will be
pushed to the maximum allowed value. Setting a limit either on the total weight or the

quantity of efferent synapses will result in a fixed width for the chain.

In the work described so far, competition between synapses is included through plas-
ticity rules (or restrictions on plasticity rules) which operate at the level of individual
neurons, termed either heterosynaptic competition or pruning the effect is the same, there
is a limit on the number of synaptic partners a neuron can have. Another way to limit the
number of synaptic partners is to limit the initial connectivity. Two further authors have

successfully grown synfire chains this way.

In two recent papers Masuda and colleagues [105, 151] describe a network which

consists of coupled phase oscillators. The dynamics of the oscillators are given by
d
¢’ = Zgﬂsm —¢) +0& (1.11)

where j; is the inherent frequency of neuron i, (k) is the average in-degree, g;; is a synap-
tic weight and &; is a white Gaussian noise term (only included in the later paper). Spike
times are defined as the time at which ¢; crosses 0 in the positive direction. STDP is of

the classic exponential form,

Atexp(iZl ti—t;>0
Agij:{ exp(*7), o (1.12)

—A~ exp(—T), ti—1; <0.

The authors find that, in the right parameter range, the initially sparsely and randomly
connected network will develop into a feed-forward network. If the network is constructed

from oscillating units with a range of intrinsic frequencies, the fastest will become the
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pacemaker and lead the group. The “layers” in the chains presented here exist because
the initial connection matrix is sparse; the length of the chains is equal to the shortest
initial path through the network. If the initial networks had been fully connected, the final

state would be synchronous firing.

In contrast to the work described so far, Kitano et al [83] presented a model for grow-
ing synfire chains with no restriction on synaptic partners. Here the development is driven
by the general (spontaneous) activity of the initial network i.e., there is no input or training

group. The neural model is given by

av
Cn = —eL(V—Ep) — Iy, —Ix — zjjlsyn,j — Lupp — Tnoise (1.13)

where [,oise gives initial spontaneous activity at 0.5-1.5Hz. Plasticity follows the clas-

sical additive form (Equation 1.12)).

The chain described is actually a loop consisting of three groups or layers. The cyclic
activity pattern is the key to the maintenance of this structure. The ‘backward’ connection
from the last to the first group is maintained because although both positive and negative
spike-time differences occur, the positive spike-time difference is shorter so potentiation
dominates. As the authors note, to grow longer chains, there would need to be a restriction

on network connectivity.

In the work described so far, the transition has been from random or uniformly con-
nected networks to a either a single feed-forward network or a separation into a few dis-
tinct feed-forward networks (typically one large and a few smaller). However, Izhikevich
(2004 and 20006) [73,75] reports the growth of many overlapping synfire braids in one
network. Like the pioneering work by Bienenstock [13], the network is connected with
a distribution of delays, thus chains with regularly spaced groups or layers are not de-
veloped. In this work relatively small synfire braids are developed which give rise to
repeating spatiotemporal spike patterns. In addition to heterogeneous delays within the

network, the neurons are heterogeneous. The neural model is given as,

dv

= 0.04v + 5v + 140 — u — Lyyn (1.14)
d
d—? = (bv—u)

, Vv «—c
ifv(t) =30mV, then {
u «—u+d.

The parameters a,b,c and d are adjusted to give different intrinsic firing patterns within
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the network. The network is sparsely connected with connections randomly assigned.
The earlier work contained more biologically inspired constructions, a notion of space,
plus long and short range projections. However, both models give rise to the same devel-
opment trajectories. Small braids grow from the application of classical STDP (Equation
(1.12)); although a fraction of the braids are persistent most will appear and subsequently

disappear within one simulation.

A further work which has embedded multiple patterns within a network and also found
that each neuron could be a part of multiple distinct patterns used STDP as a fine tuning
parameter, rather than the main plasticity rule. Liu and Buonomano (2009) [96] are able

to grow chains with what they term ‘presynaptic-dependent scaling’, defined as,
Wit =W+ awAf (Agoa — AT W (1.15)

where WJ is the weight from i to j at trial 7. o4y is the learning rate and Agoy 1S the target
activity. Af is the average activity of neuron i at trial 7. In a network of 320 excitatory and
80 inhibitory integrate and fire neurons, 24 excitatory and 12 inhibitory neurons are forced
to fire. There is initially no activity in any other of the units. The plasticity rule increases
the weight of synapses between active presynaptic cells and postsynaptic cells which fire
below their target. This encourages the growth of chains from the input neurons, and is
found to produce feed-forward networks when used as the only development mechanism
[19]. However, the millisecond precision associated with synfire chains could not be
reproduced; the firing of the structures becomes less precise over time. The additional
application of classical STDP [96] helped with the fine tuning of the networks, and allows
the authors to embed more than one chain within the network. The authors note that for
multiple chains to be embedded, recurrent connections must exist within the network.
It is not clear whether the intrinsic structure of a single embedded chain contains any
recurrence. Indeed as each neuron appears to fire only once after presentation of the
input, this seems unlikely. It is clear that STDP alone would not have been sufficient for
development in this set up as the initial network does not exhibit spikes upon which STDP

is based.

One further paper addresses the development of synfire chains [58], however, only
the first layer of a chain is created. In contrast to the work previously described which
implants a small group of training or input neurons, in this paper the entire network is

subject to a repeating input pattern. The network consists of 1000 leaky integrate and fire
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neurons, 800 excitatory, 200 inhibitory. The neuron is defined as:

dv;
— L= 8(Vrew = V) +1,(0), (1.16)

where C is the membrane capacitance; V; the membrane potential of the jth neuron; g
the membrane resistance; V. the resting potential and /; (t) the sum of the recurrent
and external synaptic current inputs. Classical STDP (Equation (1.12)) is employed at
the excitatory synapses only. Following development though STDP, presentation of the
pattern results in synchronous firing within the network The authors propose that this
synchronous firing could be the first layer of a synfire chain. They apply classical STDP
in both multiplicative and additive form and observe little difference between the two

implementations.

Finally, there have also be negative results when attempting to model the development
of synfire chains with classical STDP. Morrison et al recently [113] described simulations
in which tens of thousands of IAF neurons are sparsely connected. Classical STDP is
applied multiplicatively for depression and with a power law dependence for potentiation,
all to all spike pairing was used. The authors find that in these networks of realistic size,
either the network remains in a balanced and stable state but no structure develops, or,
the network enters a pathological state with periodic firing rates within which transient
regular patterns can be observed. Similar divergent results are explained using a mean
field approach [86]. This approach predicts that the number of neurons recruited by the
input group is subject to an unstable fixed point. The size of the input group is either below
the fixed point and no structure emerges. Or, the size of the input group is above the fixed
point and the entire network is recruited by the input. The authors argue that such unstable
dynamics will always be obtained when realistic network sizes are combined with weight
dependent STDP and that the success of previous models is artifactual due in the main

part to their insufficient scale.

The vast number of recent papers devoted to the development of synfire chain struc-
tures is evidence of the substantial interest in this subject amongst computational neuro-
scientists. With overviews of each of the works presented together, it is possible to see
that broad range of neural models have been successfully employed to demonstrate the
development of synfire chains. This suggests that the spike production mechanisms are
inconsequential when considering the key elements of the developmental process consid-
ered here. So, which are the elements of development that are essential to grow synfire
chains? It is useful to summarise those aspects common to the models described above

and therefore likely to contibute to their success.
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Each model described here that successfully grew synfire chains has employed a spik-
ing neural model, which is logically a necessity to calculate the spike-time differences
for STDP. The majority of the networks are constructed from a combination of inhibitory
and excitatory units, either with a small fraction of network units being inhibitory, or by
including a single inhibitory interneuron. Activity within the network usually consists of
regular firing at a small subset of nodes, often referred to as an input group with the re-
mainder of the network exhibiting sparse random activity at lower rate. Synaptic plasticity
at excitatory synapses, with the exception of [13] and [19] depends on the application of
classical STDP, the exponentially decaying function that induces potentiation for positive
spike-time differences and depression for negative spike-time differences, or a variant
there of. Finally, in addition to STDP, a competitive mechanism is included that restricts
the number of synaptic partners a neuron can have.

The above summary clearly outlines the current best guess for the development of
synfire chains, and in doing so appears to provide a framework for the development of
such structures, either experimentally or within modelling studies. To test this framework
and explore its limits, a new study based on the above principle was undertaken. The
results of this study plus systematic reduction of the model highlighting the necessary

components are presented in the next chapter.



Chapter 2

Growing Synfire Chains

The previous chapter outlined the possible importance of synfire chains in neural process-
ing and described the current theories regarding their development. Here, a model incor-
porating the common elements of those models is described. This model is an attempt to
recreate the current knowledge in this area and to test the limitations and boundaries. In
doing so, the aim is to identify those parts of the previous models that are truly necessary
for the observed development. The reduction of the model to its core components allows
deep analysis of the developmental process revealing the key mechanisms at work. The
section begins with a model description, then simulation results are presented. Initial re-
sults are followed by an investigation into the working parameter ranges. Finally a step

by step reduction of the model is given.

2.1 The Model

The model presented here is inspired by that of Jun and Jin (2007) [77], which had been
recently published at the time this work was undertaken. This model is not an exact
reimplementation: it is scaled down due to hardware restrictions and some parameters
have been changed. The neural simulation software NEST [101] (version 1.9.7918) was
used to undertake this modelling work. Bespoke neural and synaptic models were written
which extended the simulator. These can be found along with the simulation scripts on

the accompanying CD.

22
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2.1.1 The Neural Model

The network consists of 100 network neurons and 5 input neurons. Each input neuron
has efferent synapses onto every network neuron, but receives no afferent synapses from
the network. The network neurons are completely recurrently connected excluding self
connections. As in [77], an leaky integrate and fire (LIF) model was chosen for the neural

model. The change in membrane potential, V;, of the neuron j is given by,

o4

=L = —g1(V; — E1) — gex V; — Eex) = gin(V; — En) @D

where C is the capacitance, Er, E.x and Ej, are the reversal potentials of the leak, excita-
tory and inhibitory synaptic currents respectively, g7 is a leak conductance, and gex and

gin are the synaptic conductances given by,

dg_

N
S Wsili ), 22
dt Tsyn i—1

where Ty, is the synaptic time constant, W;; is the weight of the synapse and s(¢) ; € {1,0}

is 1 if neuron j fired at time ¢ and O otherwise, d is the delay between neurons.

If the membrane potential, V;, reaches the firing threshold, 6, the neuron is said to
have spiked and V/; is reset to the reset potential, Vieser. The neuron then enters an absolute

refractory period of . where V; is fixed at Vieget.

In addition to the excitatory neurons, the network contains one inhibitory interneuron
neuron which has synapses from all and to all excitatory neurons in the network. This
inhibitory neuron fires a spike for each one received. The synapses to and from this

neuron remain static.

2.1.1.1 Synaptic Plasticity

The weights of intra-network excitatory synapses, W;;, are modified according to the clas-
sical STDP rule (Equation (2.3). In line with Ref. [77] the curve is maximal at small
positive spike-time differences (see Figure 2.1). The importance of the linear behaviour
around Ar = 0 is addressed later in this chapter (see Section 2.1.3.2). Unlike previous
authors, here the STDP rule is applied between nearest neighbour spikes only (i.e., only
the very last/next spike is used in the STDP calculation, not every previous spike). This is

computationally more efficient and does not affect the results (see Section 2.1.3.5). The
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Figure 2.1: The STDP function used in the model.

STDP modification rule is,

dw;;
7 =ArtpBrrpP(At;j) — ALtpWiD(At;))

( Atl’j/(S) O<Atij < 5ms

P(All‘j) — eXp(—(Al‘ij—S)/TLTp) Al‘l’j > 5ms
L 0 otherwise,
( At;;/(5.25) 0> At;; > —5.25ms

D(Atij) — exp(Atij —|—5.25/TLTD) Al‘,‘j < —5.25ms 2.3)

0 otherwise,

where Az;; is the spike time difference having removed the delay (Af;; = s; — s; — d;j).
Removing the delay from the spike time difference assumes that the delay is entirely
axonal, as axonal delay is not included in STDP calculations experimentally. The STDP
time constants Tyrp and Ty p set the rate of decay; Arrp,Arrp are the learning rates;
Brtp is a constant which scales potentiation only, thus depression is multiplicative and
potentiation is additive. The importance of this is also explored later in Section 2.1.3.5.
In addition to STDP, a restriction on the number of strong synapses is imposed, taken
directly from Ref. [77]. When a weight rises above a threshold, ®g, the synapse is defined
as super. A neuron may have only Ny, super efferent synapses; there is no restriction on
afferent synapses. When the limit is reached, all other efferent synapses are withdrawn.
In the withdrawn state the synapse has an effective weight of 0 and therefore has no effect
on downstream neurons. However, a memory of the weight remains and it continues to
undergo STDP. If one of the super synapses drops below the threshold, ®g, the withdrawn
synapse are reactivated. Furthermore, any synapse with a weight below ®4 is also effec-

tively silent, although still undergoing STDP in the same way and will be reactivated if
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Table 2.1: Model Parameters

LIF Simulation Parameters | Binary Simulation Parameters
N 100 100
N; 5 5
Nsup 10 10
d 2.0 ms 2 ms
Og 13.5 0.533
O 6.75 0.133
Winax 20.25 nS 0.66
ArtD 0.0105 0.0105
ArTp 0.01 0.01
Byrrp 10.125 0.33
Tsyn_in 2.0 ms NA
Tsyn_ex 0.2 ms NA
0 -50 mV 1
teef 25 ms 10 ms
Er -85 mV NA
Vieset -80 mV NA
Vin -80 mV NA
E; -75 mV NA
Eex 0 mV NA
gL 1.125 nS NA
Cn 22.5 pF NA

it moves above the threshold in the future (provided the super synapse limit has not been

reached). The simulation parameters can be found in Table 2.1.

2.1.1.2 Spontaneous Activity

Network neurons receive stimulation from the input cells and the other network cells. In
addition, network neurons also receive a combination of excitatory and inhibitory back-
ground inputs which cause the neurons to fire stochastically. The background activity is
modelled as a collection of Poisson inputs with varying weights. Each neuron receives 10
excitatory and 10 inhibitory inputs with rates 4 Hz and 20 Hz respectively. The weights
of the excitatory inputs are evenly distributed between 2.6 and 26, the weights of the in-
hibitory inputs are evenly distributed between -0.2 and -2.0 (weight corresponds to peak
conductance in nS at the synapse). Input neurons do not receive background input but are

forced to fire periodically (every 300 ms).
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Figure 2.2: The initial network activity in the LIF model (top) consists of sparse sponta-
neous firing in the network and regular firing in the input neurons. In this model spon-
taneous activity is driven by fluctuations in membrane potential (bottom) caused by the
incoming background activity. The red circles in each highlight a spike generated in neu-
ron one, as its membrane potential crosses threshold.

2.1.2 Results

The final network activity and weight configuration for a typical simulation is illustrated
in Figure 2.3 with the network structure presented in 2.4. The process described for pre-
vious models in Chapter 1 also occurs within these simulations. The cumulative effect
of chance coincident spikes cause the synapses between the inputs and a network node
to cross the firing threshold. At this point the network neuron becomes part of the chain.
When the input has the prescribed number of postsynaptic partners, no further additions
are made to that layer. The limit on the number super synapses, set at ten (five for the in-
put nodes), results in chains of width of either five or six. Each input recruits the same five
input nodes, as the input neurons fire synchronously, they undergo STDP synchronously.
That is, they will each have exactly the same spike-time difference from any particular
network node. Following the recruitment of the first layer, five network nodes now fire
at approximately the same time. The variation in spike-times in the first layer, the jit-
ter, is a result of the background activity which creates a fluctuating membrane potential
(Figure 2.2). As each neuron has a different membrane potential, each neuron will take
a very slightly different time to reach threshold following presentation of the input. The
net result of these small positive spike-time differences is potentiation between members

of the same layer. So the first layer (and similarly for all subsequent layers) becomes
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Figure 2.3: The final structure of the network of LIF neurons is displayed, with the neuron
IDs sorted by spike time difference from the input (top right), and as originally assigned
(top left). The raster plot (middle) clearly shows a repeating structure. The raster plot
(bottom) illustrates the layer structure, with spikes occurring in groups around 2 ms (d)
apart. Parameters are as in Table 2.1.
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Figure 2.4: The final chain structure in the LIF model. The structure is determined from
the weight matrix. Connections are lateral (grey), forward (black) or backward (red)
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recurrently connected. As there are always five neurons in the first layer; four of the al-
located ten super synapses are used to connect to the other members of the layer, leaving
six free for feed-forward connections to the next layer. The next layer is recruited as pre-
viously described and will be six neurons wide. These neurons will again form intra-layer
connections, this time taking five super synapses, thus leaving five for feed-forward con-
nections. This process continues until the nodes are all recruited, leaving a chain which
has alternating layer sizes of five and six. The growth of wider or narrower chains can
be induced through modification of the pruning parameter (the number of allowed super

synapses).
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Figure 2.5: (a) The neurons mature (i,e,. lose all but their strongest ten synapses in layer
order, with each layer forming at roughly the same time. As more neurons are added to
the chain the network rate increases accordingly. (b)The first layer forms within seconds.

When a neuron has the allotted number of super synapses, its other synapses are with-

drawn and the neuron is described as “mature”. Figure 2.5 maps the maturation of neurons
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throughout the simulation. (The neurons have been sorted by final spike-time so that those
with the lowest indexes are in the first layer and those in the last layer have the highest
indexes.) It takes almost a day of simulated time to create the whole chain. As illus-
trated in Figure 2.5(b), the nodes within a single layer will mature within a few seconds
of each other. The trajectory of all the efferent weights from one input neuron are in Fig-
ure 2.6. Following the individual weight changes over time helps illustrate the general
developmental process. As each network neuron has the same rate of spontaneous activ-
ity, the probability of potentiation (depression) is equal. However, because the activity
is stochastic, each individual synapse’s trajectory will differ around the expected value.
Input neurons or recently recruited neurons fire at a high rate; therefore their synapses
undergo the most plasticity. Before they mature, all the neurons’ efferent synapses fluc-
tuate according to the STDP rule, with the net effect being a slow steady increase. When
the synapses hit the silence threshold, ®g, they become active and continue to increase.
When they get strong enough to cause a network neuron to fire, they potentiate with ev-
ery further presentation of the input and quickly ascend to Wpx. It is chance effects that
cause the ‘winning’ synapses to become super first, but when enough have done so, the
competitive pruning rule kicks in and the rest are withdrawn. As each layer, once formed,
has roughly synchronous spike-times, each of their synapses onto any particular network
neuron will undergo roughly the same plasticity. Hence, all the neurons of a particular
layer will become mature at around the same time, when the final member of the next

layer is recruited.

Note that in Figure 2.4 some backwards connections persist in the final layers. Also
note that these neurons fall in and out of maturity. This is a result of there being only a
few network neurons left for the final layers to recruit. Consequentially, the few remain-
ing neurons form connections with other already recruited neurons, but being backwards
connections and contrary to the workings of the STDP rule, these connections will be
depressed quickly and removed. This leaves the synapses seeking new post synaptic tar-
gets, but with none available that satisfy the conditions for stable recruitment, the circle
of random affiliation and then rejection continues. Hence, networks will usually have

non-regular layers at the end of the chain.

One question asked by other studies of synfire chain development is whether multi-
ple chains can be embedded in to the same network [38,96]. This model was tested for
that ability by including multiple input groups, a further five neurons were added to the
network, as with the original inputs they have synapses onto the network but do not re-
ceive synapses either from the network or each other. The result of multiple simulations

was that in every case the chains converged, that is, at some point in the chains devel-
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Figure 2.6: The synapses from an input node onto the network. Each line tracks the weight
trajectory over time. Note the jump from O on hitting the lower threshold (0.3 hours), then
the fast rise Wpax once the firing threshold has been reached (5 times between 1 and 1.6
hours). The input nodes are allowed 5 supers, once these are allocated, the other synapses
withdraw to O (1.6 hours)

opment a node is recruited to both chains. When this happens all subsequent recruits (to
the same or later layers) are shared by both chains. The result is that the two chains have
unique initial layers and shared later layers. Therefore, part of the network activity pattern
produced by the inputs is identical (Figures 2.7 and 2.8). Adding a further input to the
network only intensifies this effect. Up to five inputs were tested and in most cases chains
converged. Occasionally, when many inputs were used, some small chains were main-
tained with no crossover. This can be attributed to a lack of available network neurons,
with only 100 neurons in the network and many inputs it is possible for all neurons to
be recruited, without the phenomenon of shared neurons (simultaneously recruited to two

chains) happening between each and every input.
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Figure 2.7: The activity of the network shifted by 300ms (to the time of the next input)

and overlaid, the repetition of the pattern beginning at layer three in the red and four in
the blue.

2.1.3 Reduction

Having established that it is possible to grow synfire chains using the model described
here (Eq.s (2.1- 1.9)) and based on previous work in this area, attention now turns to
understanding which parts of the model are strictly necessary to observe the required

development. Let’s first focus on the refractory period of the network.

2.1.3.1 Refractory Period

The model described was based on previous published work [77] and as such parameters
were set in accordance with this successful model. However, one parameter stands out
as being well outside physiological values. The refractory period of neurons is usually a
few milliseconds, but here it is set to 25ms. The reason for this departure from biological

values is not clear. Hence an investigation into the effect of reducing the refractory period
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Figure 2.8: A neuron being simultaneously recruited to the first layer of input one and the
third layer of input two, causes a merging of the chains. Model described by Egs ((2.1-
1.9) and parameters in Table 2.1 with a addition of an extra input group of five neurons.

was undertaken. Simulations were run with the refractory period between 1 and 20 ms.
Only those simulations with a refractory period of 8 ms or greater were successful in

growing chains.

Where the refractory period is set to less than 8 ms, chains do not develop. Instead
the network develops a very high level of repeating activity (Figure 2.9). Recall that

each layer is recurrently connected. When the refractory period is large, those recurrent
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Figure 2.9: Raster plots of simulations that have failed due to short refractory period,
which causes recurrent reverberating activity. Note now each spike pattern repeats at
exactly the refractory period of that simulation.

connections actually have no effect on the network activity because the spike is received
during the refractory period. If the refractory period is smaller than the delay (d) the
spikes generated by a layer will be also received at that layer one delay later causing the
layer to fire again. This reverberating activity halts chain formation and sends the network

into a period of extreme excitation.

This phenomenon is also present for simulations where the refractory period is slightly
larger than the delay. Here, two or three layers (depending on the refractory period) can
become a loop, similar to that seen in Ref. [83]. Loops of up to three layers will be

maintained if allowed to form as the synapses involved are in a balanced state undergoing
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Figure 2.10: The average rate of neurons within the network (left). Five separate simula-
tions are plotted for each rule. The rate is averaged over all neurons for five minutes of
simulated time. The STDP rule with a linear gap (red) and the rule without (blue).

both potentiation and depression during the loop thus maintaining the structure.

It should be possible to address these issues of recurrence and looping activity through
compensating mechanisms. One possible mechanism could be stronger fast inhibition
within the system, structured so that cells that have recently fired receive inhibitory post-
synaptic potentials which counteract any excitatory potentials and inhibit the cell’s ac-
tivity. Another way of controlling the activity of the neuron without resorting to long
refractory times, is to manipulate the time constant of the excitatory potential. Long time
constants can lead to bursting behaviour. Lastly, the STDP rule itself can be modified so
that loops, when they occur, are removed. To do this, the balance of depression to poten-
tiation must be set correctly, (depression must be higher at large synaptic weights) thus
breaking the loop.

It was beyond the scope of this study to thoroughly investigate the above solutions,

hence simulations continue with refractory periods of at least 8 ms duration.

2.1.3.2 STDP Rule - Behaviour Around Zero

The STDP rule used thus far (Equation 2.3) was taken from [77] and included a linear
region between -5.25 ms and 5 ms. Whilst it is not known exactly what behaviour oc-
curs at 0, most modellers place no plasticity at this point. Including decay around O is
unusual. Because of this, and the very slightly different behaviour for small negative and
positive time differences, it is appropriate to ensure that these choices are not necessary
for development. If exactly these values are essential for chain development, one could
not consider the system robust.

Two versions of classical STDP are shown in Figure 2.10. Both successfully generate
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chains of the type previously described. The only slight difference is that in the absence
of a linear regime, networks develop slightly faster (see Figure 2.10). The explanation for
this expedited development lies in the value of the STDP function at very small spike-time
differences. Once a neuron is recruited, most of the potentiation steps will be a result of
spike transmission from the previous layer (or input), the duration of which will always
be small, hence larger potentiation steps and faster development are observed for the more
frequently applied function without the linear gap.

The slight increase in development speed is very minor and does not constitute a
qualitative difference in the results of the model. As such, it is possible to say that the
development of synfire chains in our model and in Ref. [77] does not rest upon this precise
aspect of the STDP function.

2.1.3.3 Neural Model

The integrate and fire model used in the above investigations is a popular model within
computational neuroscience as it captures the basic time dependent dynamics of neu-
rons; aggregating inhibitory and excitatory inputs plus a leak current. Neither the space
dependent aspects of neural processing or voltage dependent ion channels are explicitly
modelled. Making these abstractions saves computational power/time and removes of-
ten unnecessary, or worse distracting, levels of complexity. In some cases this would be
an over simplification (dendrites are very important in some specific neural types, those
which perform coincidence detection for example [29]). However, for a wide range of
neurons, very simple models can recreate the spiking response to complex inputs accu-
rately and efficiently [47]. Here, because we are primarily concerned with the state and
evolution of the synapses and not the neural (spiking) dynamics, it may be appropriate
to reduce the neural model from a LIF to a binary model. At the moment there are over
twenty free parameters in the system. If a simpler neural model can be used and still
achieve the developmental trajectory of interest, then this would reduce the number of
free parameters. Leaving only those parameters which determine the behaviour we are
studying, the development of synfire chains.

To address the question of the importance of neural dynamics in synfire chain growth,
the integrate and fire neuron in the above model is modified towards a simple binary
neuron by assuming infinite leak. The new model has no memory of synaptic or any other
events (hence infinite leak). It simply sums the synaptic inputs at the current time step
and is described as either firing {S = 1} or not {S = 0}. Whilst not strictly necessary, it is
usual to pair such a simple neural model with a simple synaptic function, here we model

the synapses as delta functions. A synaptic input is instantaneous (i.e., happens at exactly
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spike-time plus delay and has infinitely small duration). All synchronous synaptic events
are summed to calculate the neuron’s state. The membrane potential, V; (with arbitrary
units) of the postsynaptic cell j is increased by exactly the weight of the synapse (with the
same arbitrary units) from the presynaptic cell i at time #; + d where ¢; is the spike-time in
i and d is the delay.

Vi(t) = EL+) Si(t—d)W;
Sj(t) = @(Vj—e) (2~4)

where O is the Heaviside function (0 for negative values, 1 otherwise) and 0 is the firing
threshold. As before, after a spike the neuron enters an absolute refractory period of #.f.

In the previous model, spontaneous activity was a product of many excitatory and
inhibitory inputs causing fluctuating membrane potential. Clearly, with the memoryless
dynamics created here, this approach will not cause the neuron to fire. Instead the neuron
is forced to demonstrate sparse random activity through a single excitatory input with a
weight high enough such that a single spike from the input causes the network neuron to
fire. Figure 2.11 illustrates the different subthreshold dynamics for this model. Note the
difference to Figure 2.2.

Allowing the simulation to run its course, we see similar development of layers, one
by one with each layer consisting of five or six neurons. The final synaptic weights and
network activity are shown in Figure 2.12. Note that the final network appears to be struc-
tured in exactly the same way as when the full integrate and fire model was used (Figure
2.3). The one exception is the jitter in spike time amongst members of the same layer. In
the new binary model the spikes in any particular layer are exactly synchronous. This is a
natural consequence of the change in the way the spontaneous activity is produced. In the
previous model, fluctuations in membrane potential caused both the spontaneous activity
and the jitter within a layer. Here no such fluctuations exist and as the current neuron
model has infinite leak, the synchronised spiking is necessary for activity propagation;
spikes must happen at exactly the same time to be combined in the receiving neuron.

These simulations have shown that synfire chains can be grown with the simplest of
binary neuron models and that the dynamics of spike production are not important to the
development trajectory of interest here. The trade off for the simpler model is however,
less realistic activity patterns, i.e., synchronised firing amongst neurons belonging to the
same layer. This now gives us a simple test model in which the importance of the remain-
ing parameters can be addressed.

Having reduced the neural model from integrate and fire to a simple binary neuron,
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Figure 2.11: Raster of initial network activity (top). Membrane potential of Neuron 16
(Bottom). Red circles mark spike event in neuron 16 in both plots. Note that the mem-
brane potential remains at threshold throughout refractory period, then returns, to the
resting potential. The smaller jumps in voltage are the result of other network spikes. The
intra-network weights are as yet too small to induce supra-threshold activity

the power of the NEST simulation platform is no longer required. Given the simplicity of
the new model, writing a new simulator in python allows faster experimentation. The new
neural model is described by Equation 2.4. For simplicity the parameter values are scaled
so that membrane potential is in the range {0,1} (see Table 2.1). STDP follows the usual
STDP function (Equation 1.12 and blue curve in Figure 2.10). This new implementation
gives results which are qualitatively the same (Figure 2.13). Unless stated otherwise, all

experiments in the remainder of this chapter used the binary model.

2.1.3.4 Spontaneous and Input Activity

One of the key components of all the models described in this chapter was the interaction
between sparse random spontaneous activity within the unstructured network and regular

higher frequency input activity. Here the importance of the relative frequencies of the two
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Figure 2.12: The final structure of the network is displayed, with the neuron IDs sorted by
spike time difference from the input (top right), and as originally assigned (top left). The
raster plot (middle) clearly shows a repeating structure. The raster plot (bottom) illustrates
the layer structure, with spikes occurring in groups exactly 2 ms (d) apart.
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Figure 2.13: The final activity of the network and structure of the resulting chains are not
altered by reducing the leaky integrate to the binary neural model

types of activity are investigated.

Simulations were run with spontaneous rates between 0.1 Hz and 51.2 Hz and input
rates between 0.625 Hz and 10 Hz. Chains only develop in a narrow range of cases.
Figure 2.14 shows the final network weights sorted by spike time. Those simulations
which successfully developed chains have low spontaneous rates and significantly higher
input rates. In simulations with high spontaneous rates, the network neurons begin to form

connections between each other and the resulting structures contain recurrent connections
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Figure 2.14: Each weight matrix has been sorted by final spike time, those that form
chains display the characteristic structure as seen in previous figures. Increasing the spon-
taneous rate results in loopy structures.
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Figure 2.15: Two example structures from simulations with the spontaneous rate higher
than the input rate. Increasing the spontaneous rate increases the likelihood of loops
within the structure as spike-pairs occur unrelated to the chain.

which result in reverberating activity (for example Figure 2.15). Note however that a very
high input rate can also cause the development to fail. For successful chain growth the

input should be between 5 and 1 Hz and the spontaneous rate less that 0.3 Hz.

2.1.3.5 Application of STDP Rule

Whether STDP should be applied multiplicatively or additively is a research topic in its
own right (see Section 1.3) and can have a significant effect on the results. Here STDP is
additive for potentiation and multiplicative for depression. That is potentiation steps are
constant for a given spike-time difference regardless of the current weight (up to Wiax).
However, depressive steps depend on the current state of the synapse; the STDP function
is multiplied by weight, thus large weights fall further than small ones. This set up is
thought to lead to more realistic weight distributions, specifically unimodal rather than
bimodal weight distributions removing the need for hard maximum weight (W, in these
simulations) [160]. However, other authors have shown that when a repeating input pat-
tern is applied, the unimodal distribution diverges into a bimodal distribution [58]. A

bimodal weight distribution is also observed in the simulations here. This raises the ques-
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tion, if the disparity in application between the potentiation and depression curves is not
stabilising weights, does it play any other role necessary for development? Simulations

were run with all four possible combinations of additive and potentiating rules.
5

10000 10— 100l
- :.. .§
(D) ..‘.‘ ..o
25 5000 E - 3 KL
= - > 4 % °
g 8 8 -h'\—__ %) 50 e %00’
< -_ 00, ® '.
[ | | 100 - O °° o [] s
0 0.20.40.6 0 0.20.40.6 0 40
Time (ms)
02 10° .
> § 10000 . 100
S5t £ S
<E3 5000 S gz 50 °
| EU O zZ
o
8L 0 10°— 0 :
QC_J 0 0.20.40.6 0 0.20.40.6 0 40
Time (ms)
2 10000 10°
"C:U (] 100 .. '.: 0o ®
(] 2 = o ". o °
=*:‘E = g .;’o .0.:..
£23 5000 = T 5 ol 1 oeyee
S < 3] L I S
§ I O o -,_H-H'- Z .!.:. . :. $ :.
! 8 = = '-.. ."..3.
o0 0 I 10° ol—"a i
8 0 0.20.40.6 0 0.20.40.6 0 40
Time (ms)
4
o 10000 10 100} ¢
=
gt £l 5
Q . - > ° .
= 8 5000 8 ) %) 50 .
e E
= o 100 0 hd .
0 0.20.40.6 0 0.20.40.6 0 40
Weight Weight Time (ms)

Figure 2.16: Effect of using either additive or multiplicative STDP rules. Left panels are
the distribution of weights at the end of the simulation. Centre panels are the same data
with count plotted on a log scale. Right panels are raster plots of final network activity.

Figure 2.16 gives the final weight distribution of simulations run with combinations
of multiplicative and additive STDP. When potentiation is multiplicative and depression
is additive, development does not happen at all. This can be understood intuitively,
small weights can grow by only small amounts, and comparatively larger depressive steps

quickly reverse any increase in weight. When both potentiation and depression are ap-
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plied multiplicatively, two layers develop within the network; it is possible that given
additional time further layers would develop, but longer simulations were not run. Again,
the explanation is intuitive. As all synapses are initialised with low or zero weights, the
first potentiation step will be small. Following this a potentiation or depression step is
equally likely. If we are lucky and another potentiation follows, the weight is increased a
little more. However, if this is followed by depression we will be knocked down to below
the last point. Given equal number of potentiation and depressive steps, the expected net
result is depression to zero. Hence only the lucky few reach the threshold for recruitment.
It may be possible to counteract this effect by altering the values of 7y p or Ty p or the

respective learning rates.

When either both sides are applied additively or depression is multiplicative and po-
tentiation is additive, the simulations produce the desired chain structure. Note however
the middle panels in Figure 2.16: when the weight distribution is plotted on a log scale it is
possible to see that these two different approaches to applying the STDP rule give slightly
different distributions in the mid-range of weights. Neither has the unimodal distribution
described in [160] as clearly most of the weights are a either zero or Wyax(0.66). How-
ever, disregarding the extremes, including multiplicative depression produces normally
distributed weights. Those synapses that become part of an active chain are plucked from
the high hand tail of this distribution and, by means of the subsequent firing induced at
such weights, forced towards Wp,x and trapped there. Thus it is the act of recruitment
which changes the general principle of this type of STDP rule application. In summary,
for the development of synfire chains, using multiplicative depression does not appear
to provide any clear advantage over the simpler additive application of both sides of the

function.

A further intricacy in the way STDP rules can be applied is whether the plasticity rule
is applied between all spikes or only nearest neighbour. It has been shown that in certain
situations this can have significant effects of the final results [74,113]. In this model spike-
time differences have been calculated for nearest neighbour only. To address whether this
would affect the development of synfire chains, suites of simulations were run, identical
in every way except the application of the STDP rule. The results are presented in Figure
2.17. When modelling the development of synfire chains, it does not matter whether
the rule is applied between all spikes or only nearest neighbours. Due to the sparseness
of firing in these models spike pairs more than one spike apart occur at such long time
differences that the plasticity is negligible and overshadowed by the nearest neighbour
spike pairs, thus does not alter the dynamics of development. If our model dealt with

bursts of spikes (as in Ref. [38]) then the situation could be more complicated.



Chapter 2 45 Growing Synfire Chains

D

Average Rate (Hz)
N

0 ‘ ‘ |
0 0.5 1 15 2
Time (Hours)
105 105
© =
=4 o
o g
I I}
(n U)
£ g
Presynaptic 105 Presynaptic 105
1000 . 1. 1000 Y. sl
o® L4 :'-. ®eye .; o 8
0 L =
()] ° .: * 0.. ° Te (] o0 ° : ° :..
850 il B8O Ty el
zZ . . . .0 0o ° z : .' :. ° :-.
.: E.:‘;.' S : .-'..' . -. :
0 'Y | N 0 (] 5
0 Time (Ms) 50 0 Time (Ms) 50

Figure 2.17: Applying the STDP at either nearest neighbour (blue in top panel and left in
middle and bottom panels) or all to all (red in top panel and right in middle and bottom
panels) spike pairs does not affect the simulation results. Top panel shows average fir-
ing rate, middle panels both show weights sorted by spike time and bottom panels show
network activity at the end of the simulation.

Regardless of how the STDP rule has been applied in the preceding sections, the
values of 7y rp and Ty p have been kept at 20 ms. Although it is has become commonplace
in computational modelling to use 20 ms for potentiation and depression (a practice that
was begun by [143]). Actually, the range of values found experimentally differ greatly
[12,23]. It is not clear from any previous work whether the exactly matched values of
Trrp and Tpp) are necessary for the development of chains, or whether they have been
arbitrarily chosen. To help answer this question, simulations with a range of 7 values

were run. The results in Figure 2.18 show that although it is not essential for the values
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to be equal, 7 Tp must be at least as big as T tp. Note however, that if the ratio of 7 1p to
T Tp Was too large, feedback connections would persist within the structure occasionally
leading to loops. For chains to develop and be maintained with the network, the 7y Tp

should be equal or slightly greater than 7y Tp.

Number of Layers

32
1 o5 64 1

Figure 2.18: Layers only grow if the potentiation time constant is at least as big as that
for depression. Peak at 7pp = 16ms; 7 tp = 8ms. Results from single simulations.

2.1.3.6 Pruning

In the preceding sections, restrictions on synaptic plasticity have been imposed. Such
topological constraints are common to all the successful models of synfire chain develop-
ment previously discussed. In this model, the topological constraint is (as in Ref. [77])
referred to as “pruning”. Here the number of synapses above a super threshold, Oy, is
limited. In addition synapses below a further threshold, ®4, are effectively silent.

In all simulations with binary neurons the thresholds @5 and ®4have been set at 0.133
and 0.533 respectively. To understand the importance of the values at which they are set,
it is necessary to investigate the outcome of simulations using alternative values. Here
the value for Wy, was also investigated. Table 2.2 contains the outcome of these in-
vestigations. For chains to form, the super threshold, ®g, ust be at least 40% of the
firing threshold; below this level loops are generated. In these simulations, chains only

developed when the threshold below which neurons become silent was 30% of the fir-
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Table 2.2: Number of layers developed in 11 hours simulated time
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ing threshold or below regardless of the other threshold. There was a gradual increase in
layer development as this threshold was reduced. Note that these simulations were run for
a finite time (11 hours of simulated time) and it may be the case that the lower threshold
actually increases the time it takes to develop chains rather than the capacity for develop-
ment given infinite time. As the weights only become active over the said threshold then
the recruitment process can only begin to occur when this threshold is reached. Hence,
for a higher threshold (given the same learning rate) more coincident spikes are needed
before spike transmission can happen.

The synfire chains observed in simulations so far have had layers which alternated in
size between five and six nodes. As detailed earlier, this is a direct result of the limit on
the number of super synapses. Thus increasing the number of super synapses allowed
should increase the size of individual layers, shortening the chain for networks of the
same size. Figure 2.19 shows that this is exactly the case, layer size is approximately half

of the allotted number of super synapses.
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Figure 2.19: Mean layer size, error bars are standard deviation. Increasing the number of
super synapses widens the size of the layers. The last layer is usually atypical as it can
only grow as large as the number of remaining nodes.

If the limit on the number of super synapses is completely removed, then one large
layer containing the whole network is recruited by the input. As found in [58], network
development using STDP alone will result in synchronous network activity (Figure 2.20).
For the development of chains with STDP, it appears that pruning or other topological
constrains must also be included. Recall that, of all the models discussed in this chapter,

those that grew chains with STDP also limited the total number of synaptic partners a
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neuron can have, either through limiting the initial connectivity, or through topological

constraints on the plasticity rule, limiting the number of total weight of synapses.

1001

50f .

Neuron

O | 1 o 1 1 J
0 200 400 600 800 1000

Time (ms)

Figure 2.20: Network activity when pruning has been removed. The input recruits the
entire network.

To further understand why STDP leads to the synchronisation of neural firing without
topological constraints, let us consider a very small synfire chain, only three layers, each
containing one neuron. The first neuron, the input, initiates the chain. With each input
spike, the activity propagates down the chain with fixed propagation delays; the input is
followed by the first layer, then the second. Now consider that the synapses in this fully
connected network are plastic and evolve in line with the classical STDP function. With
every instantiation of the input, the synapse between the input and the first layer will be
potentiated, and similarly the synapse between the first and second layer. Fatally for the
chain structure, as the time difference between input and layer two is positive, it too falls
within the positive tail of the exponential curve and this synapse will also be potentiated.
After sufficiently many repetitions of the input, the potentiation of this long range pro-
jection from the input to layer two will cause the second layer to fire directly after the
input. Hence, the chain collapses (see Figure 2.21 for a schematic illustration). This
small example applies generally to any size (length and width) of network, and outlines
why, in networks with sufficiently dense initial connectivity, classical STDP alone is not
sufficient for the development of synfire chains, or even for maintaining the stability of
existing chains.

To illustrate this argument a small simulation was constructed. In this network of
ten neurons, a synfire chain is already embedded. As before the network is recurrently
connected with all weights set to 0, here though those synapses which form the chain,
W; i1, are set to the firing threshold. The resulting spatiotemporal pattern, a string of
single spikes (Figure 2.21(b)), is a result of the simple (static) chain. As the STDP rule
begins to shape the network, the activity pattern changes, with increasing numbers of

neurons spiking synchronously due to the reduction in the number of layers in the chain.
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Figure 2.21: Evolution of an existing chain under classical STDP rules. For an initial
network configuration (A) evolving under classical STDP, the initially subthreshold con-
nection from neuron one to neuron three will potentiate (B). When sufficiently strong (as
strong as the initial suprathreshold connection from neuron one to neuron two), spikes in
neuron one will propagate in parallel to neurons two and three, causing both neurons to
spike synchronously. At this point layers 2 and 3 of the chain are said to have collapsed
(C). D: The number of layers in a chain structure where synapses are allowed to evolve
in line with classical STDP. E: sample raster plots of the system at the beginning, after 25
seconds and after 50 seconds of simulated time.

Before long, the entire chain has collapsed: the activity pattern consists of a synchronous
set of network spikes following each input spike. Pruning is necessary in this model to
maintain stable chains.

It is clear that the cause of the destabilisation is the long exponential tail in the classi-
cal STDP rule. A rule without this long tail, or with a depressive regime at large positive
spike-timing-differences may not lead to collapse. In the next chapter investigate an al-

ternative STDP rule and attempt to resolve the problem of chain collapse

2.2 Conclusions

This chapter has described the development of synfire chains by presenting both the ex-
isting work in this area and new work conducted along the same lines. By creating a new
model based on existing developmental models, it was possible to investigate the bound-
aries of models of this type helping to further understanding how various components of
the model contribute towards the development of synfire chains.

It can be concluded that during development, when STDP is the main plasticity mech-

anism, the activity of the developing network is very important. It has been known for
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sometime that developing networks display spontaneous activity [14, 37,118, 166] and
that this activity is necessary for correct development [109, 150, 154, 165]. However,
here it is shown that it is not enough just for activity to be present, the relative rates of
the neurons within the developing system dictate the final network structure. For synfire
chains to develop, there needs to be a relatively high frequency input group and much
lower frequency activity in the rest of the network. When the spontaneous activity is high
interactions between network neurons create recurrent structures. Such recurrent struc-
tures, although not desired here, are known to exist within the brain (and are often used in
computational models e.g., in the context of working memory [35]). Understanding how
different spontaneous activity patterns contribute to generating different neural structures
is an interesting avenue for future work.

Exactly how classical STDP is applied has been shown in some circumstances to
have considerable effect on the results [74, 160]. Here, unlike these previous studies,
the activity pattern of the developed network was structured and regular. In line with
others [58] we found that result of such structured activity is a drift towards the extremes
of the weight distribution regardless of how the STDP rule was applied. So in the case
of synfire chain development, STDP can be calculated all to all or nearest neighbour, and
either additively or additive for potentiation and multiplicative for depression. The fact
that this developmental model is robust to various methods of STDP application suggests
that it is a strong model with real prospects of standing up to the noise and fluctuations of
real neural systems.

By step by step reduction of the existing model it has been shown that many parts
of the previously published models are not strictly necessary to capture the development
trajectory described. It has been shown that both the neural model and the synaptic model
can be reduced and give the same qualitative results. What cannot be removed though is
the competitive aspects of the development. Specifically, when using classical STDP it
is essential to also include in the model, topological constraints, which limit the number
of synaptic partners a neuron can have. Application of classical STDP does not lead to
synfire chains, it leads to synchronised firing. This begs the question: is it possible to

develop chains without topological constraints?
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Growing Synfire Chains without
Topological Constraints: A Reduced
Model

In the nervous system structure and function are deeply intertwined with each influencing
and shaping the other. The synfire chain structure [2,3], conjectured to be responsible for
precisely timed firing sequences has attracted much recent attention [6,7,33,48,69,72,84,
85,98,139,152,159]. In particular, many authors have investigated how these structures
might develop [13,19,34,38,58,68,73,75,77,83,86,96, 105, 151]. A review of this work
can be found in Chapter 1. A previously reported model of synfire chain development was
explored in Chapter 2 by creating a new model including the major aspects of Ref. [77].
Briefly, a combination of intrinsic activity, classical STDP and topological constraints are
shown to be necessary components of the model. It was shown that lifting the hard limit
on the number of synaptic partners a neuron can have destroys the chain creating ability

of classical STDP and causes networks to collapse into one synchronised layer.

Here we ask if it is possible to grow synfire chains without topological constraints.
And, if so, what plasticity rules or other properties must the network employ. Having
previously demonstrated that classical STDP cannot be used for this purpose, attention is
turned to other experimentally observed rules. A triphasic rule is offered as an alternative

to classic STDP for the production of feed-forward structures.

52
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The chapter begins by giving the requirements for a broad range of STDP functions
that offer a solution to the collapse problem. These are defined as triphasic STDP. A
triphasic function inspired by experimental observations is then incorporated into a simple
binary network model; here synfire chain development is observed. The generality of
this model is then investigated, including work on the effect of network size, input size,
learning rate and spontaneous activity. Finally the ability of the model to embed multiple

distinct chains in one network is investigated.

3.1 Solving the Problem of Network Collapse: Triphasic
STDP

At the end of the last chapter, the exponential tail of classical STDP was shown to cause
networks to collapse into one synchronised layer unless topological constraints are also
imposed to prevent such collapse. Topological constraints impose strong limits on the
development and final network structure. This poses the question: Is there a plasticity rule
which can grow and maintain synfire chains without resorting to restricting development
through topological constraints? As the exponential tail is the cause of collapse, perhaps
a rule without this long tail, or with a depressive regime at large positive spike-timing-

differences may not lead to collapse.

spike-time
difference

weight
change

Figure 3.1: Schematic of various forms of Triphasic STDP functions.
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Consider a STDP function that, like classical STDP, induces potentiation for short
positive spike-time differences and depression for negative spike-time differences, but,
unlike classical STDP also induces depression at positive spike-time differences that are
longer than one transmission delay. One can imagine a whole host of functions that meet
these criteria (See examples in Figure 3.1).

Let us first ask, would such a rule maintain exiting chains? Reconsider the small three
node chain from the end of the last chapter (Figure 3.2): neuron one is strongly connected
to neuron two which is strongly connected to neuron three, such that if neuron one fires,
the spike is followed by a spike in neuron two and finally a spike in neuron three. The
small chain is recurrently connected but the other synapses are sub-threshold. Unlike
classical STDP, a triphasic STDP rule would remove all these erroneous sub-threshold

connections, leaving the chain intact.

To confirm this hypothesis a small simulation was constructed. In this network of
ten neurons, a synfire chain is already embedded. As before, the network is recurrently
connected with all weights set to 0 except those which form the chain, W; ;. {, which
are set to the firing threshold. The resulting spatiotemporal pattern, a string of single
spikes (Figure 3.2 B), is a result of the simple (static) chain. The small simulation is
run just as before (Figure 2.21). However, here the chain is maintained demonstrating
that triphasic STDP (Equation (3.3) and Figure 3.7) maintains existing chains without

additional topological constraints.
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Figure 3.2: Evolution of an existing chain under triphasic STDP rules. For an initial
network configuration (A) evolving under triphasic STDP, all backwards connections (B)
and all long ranging forward connections will be depressed (C). D: The number of layers
in a chain structure where synapses are allowed to evolve in line with triphasic STDP. E:
sample raster plots of the system at the beginning, after 25 seconds and after 50 seconds
of simulated time.
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Table 3.1: Model Parameters

Parameter | Value
Network Size 100
Input Size 5
A, | 0.1 Hz
Ain | 3.0Hz
d | 50ms
7] 1
tef | 6 ms
Whnax 0.7
A 0.1
o | 4ms

This simple example shows that triphasic STDP does not disrupt existing chains in
the way classical STDP does. However, the topic of this thesis is development of synfire
chains. Hence a model network is constructed in which to study the development of

synfire chains through triphasic STDP. The details of which follow.

3.2 The Model

The following pages contain a description of a reduced model system designed to show the
possible development of synfire chains through triphasic STDP. The neural model used is
very heavily reduced, ignoring the effect of time and space in dendritic integration, simply

summing synchronous inputs in memoryless point neurons.

The choice of a reduced model was guided by the step by step reduction outlined in the
previous chapter, the intention being to remove any variable or facet that does not directly
contribute to the growth process. The details removed are done so with no implication
of their relative importance in the full information processing abilities of neural systems.
However, here our focus is development alone and using a reduced model allows clear
and unobstructed insight into the relationship between the plasticity rule, the necessary

additions to the rule and the eventual network structure.

The model was implemented in python and prototyped on a single processor of a Dell
desktop PC with an Intel dual core processor. Full simulations and parameter sweeps
were run on a the Leeds University HPC facility which consists of multiple Sun x84-64
based servers and storage. The code in its entirety can be found on the accompanying CD.

Model parameters can be found in Table 3.1.
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3.2.1 Neurons

The system consists of N pool neurons and Nj, input neurons. The input neurons project
onto the pool neurons but receive no connections. All pool neurons receive connections
from the input neurons and every other pool neuron (Figure 3.3). All weights are initially
set to 0, but undergo STDP (see section 3.2.2).

O
O
O
O
O

INPUT POOL

Figure 3.3: Network structure. Arrows indicate full connectivity, i.e., each pool neuron
is excited by every input neuron and excites (and is excited by) every other neuron in the
pool. Pool neurons fire spontaneously at a low rate. Input neurons fire synchronously and
periodically at a considerably higher rate A;, > 4,,.

All neurons are modelled as simple binary units, with states S € {0, 1} and continuous-
valued, instantaneous membrane potential V; to determine neuronal spiking (S = 1). The
potential at every point in time, #, sums over contributions from other spikes occurring

precisely one time delay earlier t — d and is defined as,

n

Vit) = > Sit—d)Wj;

i

1 V,>8
S, = /= (3.1
0 Vj<9,

where W;; is the weight of the synapse from i to j; 6 is the firing threshold and d is the
delay between neurons (the transmission time). Once a spike has occurred a neuron enters
an absolute refractory period, #¢. All synaptic weights W;; are initially set to O and evolve

according to a triphasic STDP function.
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3.2.2 Triphasic STDP

There is enormous variation between STDP rules, the form of the function varies with ex-
perimental preparation [1,23, 128], synapse type [57, 168], neuron type [39, 156], the ac-
tivity of other neurons in the local network [32] the presence of dopamine [171] and even,
within the same neuron, the dendritic location [43,93,142]. Here inspiration is taken from
an experimentally observed STDP rule which has a triphasic form [32, 116, 167]. Such
triphasic STDP rule was first reported by Nishiyama and colleagues in 2000 [116]. This
study was conducted on the CA1 region of rat hippocampal slices. Spike time differences
of 15 ms or greater lead to depression at the synapse (Figure 3.4). Later, in 2006, Witten-
berg and colleagues [167] also reported STDP with a triphasic form (Figure 3.5). Here rat
hippocampal slices were also used, with CA3-CA1 synapses being investigated. When
presynaptic spikes were paired with postsynaptic doublets, time differences between 25
ms and 50 ms induced depression. More recently, an even narrower potentiation window
(between 0 ms and 8 ms) was reported by Delgado and colleagues [32]. In this study,
pyramidal neurons in slices of primary auditory cortex where subject to simulated back-
ground conductances alongside the STDP protocol. Here a second depressive region was
also observed although shallow enough to be not found significant by the authors (Figure
3.6). Interestingly, one hypothesis for the mechanism behind STDP, the calcium control
hypothesis, predicts that there should be a second depressive window, which would result
in a triphasic STDP rule [23,50] (see Chapter 1).

Figures 3.4 to 3.6 illustrate experimentally observed triphasic STDP rules. Here we
see a function which resembles the well known “Mexican Hat” function (the negative

normalised second derivative of a Gaussian function) Figure 3.7 a) and given by

2 1 12 2
V)= (1 - 3) 0307 . (3.2)

Here o is the scaling factor which determines the shape in three ways. Firstly, the ampli-
tude or the scale parameter, determines the maximum value at t=0. Secondly, (1 — (’7—22) )
determines the x intercepts at o and —o. Thirdly, the power of the exponent, %, deter-
mines the speed of return to 0.

Let us modify the function above to suit our purpose. Replacing the normalised am-
plitude with a arbitrary constant, A, allows us to set the learning rate in simulations in-
dependently from the width parameter. Removing the squared power from both ¢ and ¢
whilst retaining a strictly positive value for the power of the exponent slows the rate of
decay thus giving the broad depressive areas seen experimentally. Finally, the function is

translated by replacing ¢ by Af;; — & in all cases to obtain potentiation for small positive
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e, Spike-timing dependence is explored for At from —100 to 100 ms. The
dashed line indicates the time of the first postsynaptic action potential in most experiments.
Opentriangles represent high temperature controls performed at 30 —34°C. The resulting learn-
ing rule has a narrow LTP window shifted in the causal direction flanked by two LTD windows.
The gray curve is a moving average of four data points. The black curve is a fit to the sum of two
Gaussians. Fits exclude high-temperature experiments.

Figure 3.4: Experimental observation of Triphasic STDP reproduced with permission
from Ref. [167]. Note the “Mexican Hat” shaped function, shifted to the right.

spike-time differences.

Thus, we formulate a function for triphasic STDP such that AW, the change in synaptic
weight is modified as,

At — )2 -lag-al

- a (3.3)

where Az;; is the time difference between spikes in neuron i and neuron j. The same time
delay d is used to calculate spike-to-spike transmission time and the Ar argument for the
plasticity rule. « is a scaling parameter which determines the width of the potentiation
window (the function crosses from potentiation to depression at 2 ¢¢) and A is the learning
rate. The synapse is subject to a minimum and maximum weight of 0, and Wy, respec-
tively. Following the investigations in Section 2.1.3.5 we apply the STDP rule additively
to nearest neighbour spikes only. For computational efficiency the STDP function is pre-
calculated for integer values of Arz. During the simulation Az is rounded to the nearest
integer (ms) and AW retrieved from the look up table.

Note that here At is exactly the time difference between spikes and not the time differ-
ence minus the delay. Physiologically, the argument of the STDP function, Az, is the time

between the postsynaptic synaptic event (approximately equivalent to arrival of the presy-
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Figure 2 Critical time windows for the induction of LTP/LTD by correlated pre- and
postsynaptic activation. Normalized mean EPSC amplitudes at 30—40 min after correlated
activation are plotted against the interval between pre- and postsynaptic activation. The
time interval refers to the time between the onset of the EPSC (top) and the peak of the
postsynaptic action potential during each correlated activation. a, Summary of changes in
the homosynaptic pathway (7 = 50). b, Summary of changes in the heterosynaptic
(unstimulated) pathway (n = 34). Data are from a subset of experiments such as those
shown in a, in which the control pathway was monitored throughout the experiment.

¢, Changes of synaptic strength at the homo- and heterosynaptic pathways for
experiments using time intervals of —28 to =16, +4 to +6 and +15 to +20 ms. Lines
connect data points from the same experiment.

Figure 3.5: Experimental observation of Triphasic STDP from Ref. [116]. Note the “Mex-
ican Hat” shaped function in panels a and b and the second depressive region clearly
summarised in panel c. Reprinted by permisson from Macmillan Publishers Ltd: Na-
ture [116], copyright (2000)
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Figure 2.  Membrane conductance sharpens the potentiation side of the STDP curve. A, Single representative experiment
showing the change in synaptic strength after the induction of t-LTP in a control cell. t-LTP wasinduced after a stable 5 min baseline
by pairing EPSPs and bAPs with a delay of + 10 ms (df). The arrow indicates pairing onset (pairing frequency, 1 Hz; 100 total
pairings). Traces show the synaptic responses evoked before pairing (gray) and after pairing (black). At the bottom is the input
resistance (IR) (in megaohms) over time. B, Single representative experiment showing the change in synaptic strength after the induction
of t-LTPin a cellinjected with 50 nS shunting conductance. €, Change in EPSP slope for individual t-LTP experiments performed on control
cells asin A butwith various pairing delays (dt; n = 44). Also shown are mean changes for experiments grouped into four ranges of delays:
5-9.5ms, 1012 ms, 13—20 ms, and =20 ms. D, Same as € but for t-LTP experiments performed on cells injected with 50 nS shunting
conductance (n = 39). Calibration: horizontal, 20 ms; vertical, 5 mV. Error bars indicate mean = SEM.

Figure 3.6: Experimental observation of Triphasic STDP reproduced with permission
from Ref. [32]. Note the depressive region for positive spike times in panel D.
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Figure 3.7: a) The Mexican Hat Function with o at 1. b) Triphasic STDP with o set to 4
ms and A set to 1.

naptic spike at the synapse) and the arrival of the back propagating action potential at the
synapse. Using the spike-time difference minus the delay (as in Chapter 2) represents the
delay as entirely axonal and will result in a spike-time difference of 0 ms for postsynaptic
spikes generated exactly one delay after a presynaptic spike. Hence neglecting the physi-
ological time. Here, it is assumed that synfire chains are embedded in small microcircuits,
such that the axonal delay, the dendritic delay and the time course of back propagation are
all of equal duration. The axonal delay plus the dendritic delay is therefore approximated
as equal to the dendritic delay plus back propagation [114]. Hence spike-time difference
is used as a proxy for the STDP argument.

3.2.3 Spontaneous Network Activity

A commonly observed feature of developing neural tissue is spontaneous activity [14,37,
118, 166]. Such activity which is present even before synapses become active, is charac-
terised by highly non-stationary spiking activity, with brief network bursts between longer
periods of relative quiet. It is thought that this early intrinsic activity has an important role
in guiding the development of neural tissue and it has been shown that removal of such
activity disrupts the normal developmental process [109, 150, 154, 165]. Clearly, if de-

velopment is to be driven by STDP, there must be spiking activity within the immature
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system. In the model presented here spontaneous activity is included within the network
by forcing pool neurons to fire with to a Poisson spike-time distribution with rate A, (up
to the neurons’ refractory period frer, with A,r < 1).

Experimental observation has also shown that spontaneous activity, whilst critical to
development, diminishes once neurons are part of an active network [109, 150, 154, 165].
This cessation of spontaneous activity is included in the model and is referred to as “ac-
tivity dependent excitability”. Practically, this means that once a neuron is part of a chain
(i.e., the neuron fires as a result of presynaptic activity) the spontaneous activity is turned
off.

In contrast to pool neurons, input neurons fire regularly with rate A;;,. The activity of

these neurons is fixed and does not change throughout the simulation.

3.3 Results: Synfire Chain Development

Using the above model it is now possible to test the effect of triphasic STDP within a
simulated network. A network is constructed as outlined above, All other parameters are
as in Table 3.1. Observing the initial network activity reveals the regular firing of the
inputs and the sparse firing of the pool neurons (see Figure 3.8). As all of the synapses
at this stage are silent (have a weight of 0) only that activity which is intrinsic to each

neuron type is observed.
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Figure 3.8: A raster plot of initial network activity

Development of the first layer of a synfire chain through recruitment of network neu-
rons by the input is a very similar process to that which occurs under classical STDP. If
a spontaneous spike occurs at one of the pool neurons directly (< 2a ms) after a spike in
one of the input neurons, then the synapse from the input to the pool neuron is potenti-

ated. With triphasic STDP there is a much larger range of spike time differences that lead
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to depression. Hence, it is generally the case that the potentiated synapses will depress
again to zero. However, if several potentiation steps occur with relatively few intervening
depressive steps such that the incoming synapses onto the pool neuron sum to a combined
weight that is sufficient to induce a spike (> W > 0), then the pool neuron fires one de-
lay, d, after the input. At this point the neuron is “recruited” to the first layer of the chain
and will remain in this position. If d and o are set so that the resulting spike is within the
potentiation window of the STDP function then each further presentation of the input will
result in a spike in the pool neuron d milliseconds later and further potentiation (up to
Wmax)- Unlike models which rely on topological constraints to limit the synaptic activity
of recruited neurons, here all synapses onto or from the neuron will continue to develop

according to triphasic STDP throughout the simulation.
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Figure 3.9: Network diagram of a completely developed network all synapses with weight
above 0.53 are drawn. Neurons are labelled with the ID assigned at the beginning of the
simulation. The network develops into an entirely feed-forward structure.

Due to the fixed delay and the deterministic neural model, once recruited to a partic-
ular layer, the neuron’s spike time relative to the input does not change. The neuron will
fire at this relative time for all future presentations of the input. Neurons recruited into
the first layer now spike at the same rate as the input. Therefore, the process described
above can now occur between either the input and an unrecruited pool neuron or between
the first layer and an unrecruited neuron. This process takes place in tandem at each
additional layer until the network is fully formed (Figure 3.9).

As the chain grows, each layer is able to recruit any of the unrecruited pool neu-
rons which remain. Every layer consists of perfectly synchronised neurons (Figure 3.10),
resulting in identical potentiation or depression events at the synapses between each mem-
ber of the layer and any particular pool neuron. As a result, the effect of each plasticity
step on the downstream neuron is multiplied by previous layer size. Because of this, the
synapses from layers with few neurons must reach higher weights to induce spikes in (and
consequently recruit) pool neurons. Therefore, recruitment onto the second layer will ac-

celerate as the first layer grows, and so on for further layers. Note that with no hard limit
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Figure 3.10: Network activity and synaptic weights. Network activity (left), weight ma-
trix evolution (centre) and network structure (right) during synfire chain development
(from top to bottom). Neuron indices in weight matrices have been sorted by spike time
order (in response to the last input in the simulation), and thus represent the neuron’s po-
sition in the developed chain. For clarity connections betwen neurons have been removed
from the network structures (right). However, they are feedforward as in Figure 3.9 and

centre.

on the number of neurons in a layer or on the number or strength of the efferent or affer-

ent synapses of a neuron, recruitment continues to all layers throughout the simulation. In

other words, layers are added to the end of the network, whilst at the same time, existing
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Figure 3.11: Neuron recruitment by layer. Top: each coloured wedge gives the size of the
layer through time. Bottom: the rate of recruitment depends on the size of the previous
layer at that time and available pool size. Recruitment rate calculated per second by
rolling average from the previous four recruitment events

layers continue to grow in size, until all neurons are recruited onto the chain.

Importantly, the rate of recruitment at each layer depends on the size of the previous
layer (Figure 3.11). In this example layer 3 (blue) becomes the largest, inducing fast
growth in layer four (red). Eventually, all neurons are depleted from the pool (onto the
maturing chain). The progressive modulation of each layer‘s recruitment rate leads to a
characteristic chain structure, as shown in Figure 3.16 for a variety of network sizes. this

is discussed further in Chapter 5.

3.3.1 Comparison of Triphasic STDP and Classical STDP

The are many similarities between the above description of synfire chain development
with triphasic STDP and the development of synfire chains through classical STDP. In
the previous chapter and in refs [13, 38, 68, 77] connections between an input group and
the undeveloped network grow through the culmination of random spiking events. Unlike
classical STDP, here further layers are added to the chain through the properties of the
STDP rule alone. Stable further layers requires additional topological constraints when
using classical STDP.

Figure 3.12 gives the weight trajectories for the synapses from a single input node to

the entire network. Here each synapse rises and falls in line with spiking events encoun-
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Figure 3.12: The synaptic weights from an input node onto the network, each line tracks
the weight trajectory over time. Note how, in contrast to Figure 2.6, the weights hop up
and down during development. Data from a single run with parameters as Table 3.1.

tered, and appears to approximate a variable step, biased and bounded random walk. If
a synapse reaches an upper bound (0.2), where an input spike will cause a postsynaptic
neuron to spike, it is quickly potentiated to the maximum value. This trajectory is very
different to that displayed in Figure 2.6 where, under classical STDP, all of the synaptic
weights are increasing over time. There, it is the topological constraints that introduce
competition between neurons; here it is the STDP rule itself.

In previous work (e.g. [38,77]) the network structure was determined by the topolog-
ical constraints. specifically, the number of neurons in a layer was dependent on the cap
on synaptic partners. In this new model, these hard constrains have been removed and the
resulting chain structure is determined by the STDP rule and the number of available neu-
rons. This is therefore the first example of a synfire chain development model in which
the network structure is determined by the STDP rule and not the topological constraints.

Over the next few sections the details specific to this system are explored.

3.3.2 Interaction Between Delay and Triphasic Potentiation Window

Boundary

Critical to the success of growing synfire chains through triphasic STDP is the interplay

between the crossing point from potentiation to depression for positive time differences,
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2, (see Figure 3.7) and the time delay, d, associated with spike propagation between two
neurons. Specifically, single delays must result in potentiation while multiple delays must
depress, such that o < d < 2¢.

This interdependence between the delay and the STDP function can be seen experi-
mentally, as shown in Figure 3.13. In simulation, when the delay is set to less than ¢,
then far forward projections (i.e., those that traverse more than one layer) are also poten-
tiated, causing a collapse to a single layer, a similar process to the collapse seen when
using classic (exponential) STDP. Additionally, when the delay is set to greater than 2o
then the single layer forward projections are always depressed, such that no layers form
at all. Transmission delays in the range ¢ to 2 will result in chain growth with no sig-
nificant variation in results between values within this range. (Here transmission delays
are always uniform for any particular network. See Section 4.2.2.2 for networks with

heterogeneous delays)
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Figure 3.13: Transmission delay and network growth. Simulation parameters as Table 3.1
except d, which varys. When « is set at 4 ms, chains only grow when the transmission
delay is between 4 ms and 8 ms. Error bars are standard deviation on 5 runs.

3.3.3 Network Size

So far the results presented have been obtained from simulations of 100 neurons only.
Clearly microcircuits within the brain are be much larger than this. Therefore, chain

building through triphasic STDP should be robust to scaling of the network size.
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3.3.3.1 Looping

As the network size is increased, there is an increasing chance that feed-back connections,
created randomly, will remain. For example, a backwards connection that traverses many
layers will not be removed as the depressive regions tend to zero after +£50 ms. As the
synapses between pool neurons fluctuate according to their Poisson spike times, it is pos-
sible that, on recruitment, a neuron has connections to other parts of the network (either
backwards or far forward). In small networks (less than 800 neurons), this is not an issue,
because these connections fall within the depressive window of the STDP rule. However,
in larger networks these connections are a problem for two reasons. Firstly, unless other
parameters (input size, learning rate etc.) are adjusted as network sizes grow there will be
more layers in larger networks, so the possible spike time difference from input to the last
layer can be much larger thus resulting in negligible depression due to STDP. Secondly,
the width of the layers is greater in larger networks, so small effects (due to a single spon-
taneous spike) can be magnified. When a neuron is recruited that has positive connections
onto an existing layer, even if the weights of the individual synapses are small, if there are
many of them (because the layers are wide) then this can cause spiking within recruited
nodes, but in the incorrect place. Either of these scenarios can result in a loop within the
chain. A loop results from a neuron projecting backwards to another neuron that resides
in a earlier layer. If a loop is maintained the network enters a pathological state that results
in continuous and repeating network activity (Figure 3.14). As triphasic STDP is applied
at all times, and not limited by topological constraints, a change in the activity pattern
will result in a change in the network structure. Repeating activity will break down the

long chain and create a recurrent structure.

In the brain, synapses that are not active are known to recede [100, 106, 148]. Com-
putationally, this can be modelled in a number of ways. An activity dependent plasticity
function [96] can be implemented that depresses those synapses that are not active. Home-
osynaptic depression [77] can be implemented in which all synapses are depressed at a
very low rate. In this case, those that are active (thus undergoing frequent potentiation)

will compensate for this depression; those that are quiet will slowly become silent.

In this model, for computational simplicity, we incorporate the silencing of non-active
synapses into the STDP rule. To do this we assume that all very large spike-time differ-
ences |A7| > 50 ms are uncorrelated and those synapses are depressed at a low level.
Synaptic plasticity for such large (positive or negative) spike-time differences is uniform
and equivalent to that a 50 ms respectively. Thus those synapses potentiated through
infrequent spiking are depressed over time (Figure 3.15). The Triphasic STDP function
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is henceforth defined as,

A [1 _ (—526—;0‘)2] e a At;; < —50ms
)21 Aol
AW =< A [1 _ %] e o —50ms > Atj; < 50ms (3.4)
A [1 _ (500_6205)2} ew Al‘,'j > 50ms.

3.3.3.2 Scaling

With the above addition, we can now examine the consequence of increasing network size.
In Figure 3.16 the final shape of networks containing between 250 and 1000 neurons are
compared. To ensure fair comparison, the number of input neurons was scaled with the
number of pool neurons. In each case the ratio of input to pool neurons was 1:50. Given
the much increased number of input nodes, to ensure recruitment continued at the same
rate, it was necessary to reduce the learning rate by the same factor. Doubling the number
of pool neurons doubles the number of input neurons and halves the learning rate.

Figure 3.16 suggests the networks produced by this model are scale-invariant. The
network size can be increased without affecting the relative size of the constituent layers.
Increasing the size of the network, given the appropriate scaling of input and learning rate
as described, increases the size of each layer, but does not affect the number of layers or
the overall network shape. It is predicted that networks could be scaled to arbitrarily large
sizes and the chain structure would remain the same, with relative layer sizes as observed
here, possibly with the addition of some further small layers at the tail end. Clearly, in
biological networks, this would be a problem. One does not expect to see the entire brain
recruited to one single chain. However, here only the mechanisms necessary to grow
chains are modelled. In the brain, there are many competing mechanisms that would act
to restrict chain growth. Competing inputs is an example considered here (Section 3.3.7)
but there are many more including inhibition, connectivity restrictions and genetic factors
which would make interesting questions for further work.

To understand why the input size and learning rate must be similarly scaled, it is

important to understand their contribution to the final network shape.

3.3.4 Input Size

As illustrated in Figure 3.17 the shape of the final network can be modified by adjusting
the proportion of input neurons to pool neurons. With fewer input neurons the resulting

chain contains more layers. The distribution of layer size is also altered, with fewer inputs
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Figure 3.16: Scaling of Network Size. Mean layer sizes + standard deviations for differ-
ent size networks (100 runs). Layer sizes are normalised by the number of pool neurons
(see legend). The number of input neurons and learning rate are scaled accordingly. The
chain structure follows a consistent pattern that scales with network size, preserving the
number of layers and their relative sizes.

the largest layer is located further from the input. With more inputs the largest layer is

closer to the input.

The modulation of network structure through input size is a result of the ‘race to
recruitment’. l.e., as each neuron within the pool can be recruited to at most one layer,
there is competition between the layers to recruit neurons and hence increase the size of
the following layer. As each spike of a pool neuron results in multiple identical plasticity
events between that pool neuron and all members of an existing layer, the effect of any
downstream spike will be the potentiation step (given by Equation (3.4) and determined
by the spike-time difference) multiplied by the number of neurons in that downstream
layer. Hence, those layers with many neurons require less such events before recruitment

occurs: They have a faster recruitment rate.

The result of the above process is that when the input is small, the first layer becomes
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larger than the input layer relatively early on in the simulation, shortly followed by second
and so on. The consequence is that in the final network configuration, the largest layer
is some distance from the head of the chain. Conversely, when the input is large, many
neurons must be recruited before the “race leader” shifts downstream. Thus the resulting

network has its largest layer relatively close to the input.
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Figure 3.17: Effect of learning rate and input size. The length of the final chain and the
width of the largest layer are dependent on the learning rate and input size. Error bars are
standard deviation over 50 runs. Number of pool neurons N =200, learning rate A and
number of input neurons Nj, are given in figure labels. All other parameters are given in
Table 3.1.
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3.3.5 Learning Rate

The shape of the final network can also be modified by the leaning rate. Clearly, if each
plasticity step is bigger, then fewer potentiation steps are needed to induce recruitment.
Interestingly, with the parameters used for the simulations presented in Figure 3.17 this
effect is not as straight forward as that seen for the increase in input size, seen above.
Whilst the first layers follow an analogous pattern, with high learning rates giving larger
first layers, this does not translate to shorter networks. In fact, amongst the higher leaning
rates (>0.15) there is very little difference in network shape, particularly in the later
layers.

The explanation for this counter intuitive effect comes from the interaction between
the learning rate, A, the firing threshold 6 and the layer sizes, Ly. When the learning
rate is very high it requires only a few potentiation steps to recruit a neuron and when
layer sizes are sufficiently large such that L, | = 0 /A, even a single potentiation step is
sufficient to recruit a neuron. At this point the large layers dominate the recruitment and
deplete the network pool before layer layers begin to form. Figure 3.17 illustrates the
possible lengths and widths of networks given a range of learning rates and input sizes. A
more thorough description of the interaction between input size, learning rate and network
structure can be found in Chapter 5 where network development is described as a random

walk.

3.3.6 Spontaneous Rate

In all the experiments previously presented, the spontaneous, A, and input rate, A, have
been fixed at 0.1 Hz and 3 Hz respectively. However, if triphasic STDP is to be considered
a candidate biological mechanism for synfire chain development, it must be robust to a
wide range of parameters including the relative rates of the spontaneous and input firing.

Here we investigate this question by fixing A, at 3 Hz and running multiple experi-
ments varying A,. The spontaneous rate was explored in the range 0.01 Hz to 100 Hz.
There where ten runs for each value. As illustrated in Figure 3.18, increasing the sponta-
neous rate above the input rate has a detrimental effect on the chain development. With
lp at 10 Hz, 90% of the simulations result in development of a chain structure. With Ap
at 100Hz, the interactions between the pool neurons dominate the plasticity events and no
chains form. When A, is less than A;, the network developed a chain structure every time.
Thus, for successful development of synfire chains in this simple model system a more
frequently firing input set is a strict requirement.

Also illustrated in Figure 3.18, decreasing the spontaneous rate increases the time it
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takes to develop the chain. The explanation for this is simple: recruitment to the chain
is the culmination of many potentiation steps, and each of those require a spike-pair.
Reducing the spontaneous rate will reduce the rate of potentiation and therefore increase

the time it takes for the network to develop.
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Figure 3.18: Effect of Spontaneous Rate. Simulations take longer when the spontaneous
rate is low (top). The spontaneous rate must be below the input rate (3 Hz) to ensure chain
development (bottom).

We saw above that altering the rate of recruitment can alter the resulting network
shape. How then does the spontaneous rate, with its knock on effect on recruitment rate
effect the final shape? Using only those simulations that resulted in chain growth, the
average layer sizes for each layer are compared in Figure 3.19. The spontaneous rate
appears to have only a small effect on the network shape, with lower rates shifting the
balance of neurons downstream. There seems to be a countering effect once the sponta-
neous rate goes above the input rate. Overall, compared to other parameters, the effect is
slight. This is because slowing the simulation through a reduction in spontaneous rate has
an equal effect at each layer, so does not change the relative probability to recruit as the

input size does.

3.3.7 Multiple Inputs

In the results described so far, there has been one distinct set of inputs projecting onto the
remainder of the network. However, in the brain, there are often multiple inputs which
compete with each other for control of target neurons. For example the projections from

either eye segregate the target tissue into ocular dominance columns [88]. In songbirds
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Figure 3.19: The effect of spontaneous rate on network shape. Error bars are standard
deviation over 10 runs. All parameters are as in Table 3.1.

distinct synfire chains are thought to exist within HVC [98], each representing individual
syllables of a song [55]. In the previous chapter it was found that multiple chains grown
using classical STDP and pruning will merge together. However, two other authors have
successfully embedded multiple chains within model networks [38, 96]. Both found that
additions to classical STDP were necessary for multiple inputs. Fiete et al used heterosy-
naptic plasticity to ensure that chains did not cross over. Whilst Liu and Buonomano
(2009) used presynaptic-dependent scaling. In this section we ask what happens if our
system includes multiple inputs. Furthermore, how does the number of distinct inputs
affect the final network configuration?

The addition of further input neuron groups was realised by segregating the input
neurons into / distinct groups. The distinction between groups is one of firing time. Each
input group consists of, Ni,/I, neurons which fire synchronously at the rate Ay,/I Hz.
Inputs are periodic with a rate of A;, Hz, but, which input fires is randomly assigned. As
a result, although the rates are constant the input firing is no longer strictly regular. The
randomness is included to remove any bias that might occur from having the inputs occur
in the same order each time. An example simulation with 3 inputs is presented in Figure
3.20.

Recruitment in the multiple input simulations progresses as before: synfire chains
grow from the inputs. Now, however, recruitment can be to one of each of the input
groups. These inputs now must compete for recruitment from the finite group of pool

neurons. In every simulation that includes multiple inputs, multiple chains grow. How-
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Figure 3.20: Network activity at the start of the simulation, 220 network neurons, 3 sets
of 5 input neurons: input I=red, input II = green, input III = blue. All other parameters as
in Table 3.1.

ever, the distribution of neurons between the chains is not equal.
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Figure 3.21: Histogram of Chain Size for Two Inputs. As the total number of neurons
is constant (N = 100), each bar represents the frequency of both the smallest chain size
(upper x axis) and largest chain size (lower x axis) from 150 runs. The difference in the
lengths of the largest (dark grey) and shortest (light grey) chain is in keeping with the
divergence in chain size.

With two inputs, it was usually the case that there emerged one dominate chain that
grew larger and faster than the other. This phenomenon can be directly related to the

effect layer size has on recruitment rates. Larger layers are able to recruit new neurons
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faster than smaller ones. The initial symmetry breaking between the two chains occurs
by chance, but once one of the chains becomes larger, this immediately leads to a positive
feedback loop, which only intensifies as the chain sizes diverge. Figure 3.21 displays the
distribution of chain sizes and lengths when the simulations contain two input groups. The
most common result is one large (90-95 neurons from 100) chain and one (5-10 neurons)

smaller one.

When the simulations are extended from one or two inputs to many, the dominant
chain phenomenon persists. Figure 3.22 shows a typical development for a system with
three inputs. Simulations with up to ten input groups are run and in each case there are
usually as many chains as there are inputs. However, at least 60 % of the neurons belong
to a single dominant chain (See Figure 3.24). In all cases the chains are independent of
each other. There are no synaptic connections across chains and each neuron belongs to

at most one chain.

300 300 300
Tt RN t ¢
* T - "’*t Phs +
o 2000 ¢ e Tt g 200] LM et g 200 ¢t
-g - * i MR -g +* : -g $ H
Z 00l . v Z 00t ,s tet, % Z 00 t ot
. + . ; Yer e wy + *
ot L LI *
+* * * e K Y +* *
— : - 0 —4— 0
0 AOC 1000 1500 o ACOD 1000 1500 o ACOD 1000 1500
Time (ms) Time (ms) Time (ms)
265 265 265 -
Tl &
5 s s %E 04
O O o
n o o .
i 02
i 1 . 0
1 Pre ZE5 1 Pre 265 1 Pre 265

Figure 3.22: A three input simulation. Nj, =5,/ = 3,N = 250. The first input group
(neurons 250-254) is the first to recruit a node and continues to dominate the recruitment
until finally recruiting the majority of the neurons.
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Figure 3.23: An example network of 250 neuron in which three independent chains grow
from three inputs. Development is two thirds complete, same simulation as Figure 3.22

3.4 Conclusions

In this chapter, a novel approach to growing synfire chains in simulated networks was
presented. In contrast to all previously published work, here synaptic plasticity was de-
termined by a triphasic STDP rule applied alongside activity dependent excitability. The
use of triphasic STDP removed the necessity to impose topological constraints on the de-
veloping neural circuit. In previous work, strong topological constraints have dominated
development, producing strictly regular chains with predetermined layer widths [38,77].

In contrast, with triphasic STDP, the final structure is determined through a competitive
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Figure 3.24: Fraction of neurons that are recruited to the largest chain. Even with ten
competing inputs, more than 60% of nodes are recruited to one dominant chain. Mean
over 10 runs.

recruitment process guided by the network’s initial conditions and the STDP function.

For successful chain development, the system must meet four criteria. Firstly, the
STDP rule must induce potentiation for short positive spike-time-differences and induce
depression for long positive and negative spike-time-differences. The crossing point from
potentiation to depression should occur after one transmission delay, but before two. Sec-
ondly, spontaneous activity must occur within the developing network and desist once
neurons are recruited to the chain. Thirdly, synapses which receive uncorrelated (defined
here as large Ar) spikes, should be slowly depressed. Finally, for robust development, the
spontaneous activity must have a rate lower than that of the input group.

In this investigation the parameter, o, of the STDP function was set to 4 ms, thus any
spike-time difference greater than 8 ms will result in depression. This agrees with the
experimental observation in ref. [32], but is less than the observed duration in refs. [116]
and [167], where depression was reported at spike-time differences greater than 15 ms and
25 ms respectively. This model depends on a strict relationship between the time scales of
the triphasic STDP function and the transmission delay. The duration of transmission is
not known for the above experimental preparations. Experimental support for this model
would include, not just further evidence of triphasic STDP, but also evidence that the time

scales of the triphasic STDP function and the time scales of transmission in the given



Chapter 3 80 A Reduced Model

preparation were aligned. Furthermore, the preparation should be from an area thought to
contain synfire chains, HVC of song birds, for example [98].

The goal of the modelling work in the present chapter was the development of feed-
forward structures, specifically, synfire chains. Any recurrence in the structure was criti-
cally damaging for the model and lead to collapse of the chain. The brain is not an entirely
feed-forward structure; highly recurrent structures are thought to be important in working
memory [17] and feed-forward structures like synfire chains, may be embedded within
recurrent systems for realisation of more complex behaviours [55]. This simple model of
chain development would need to be augmented to allow such desirable recurrent connec-
tions whilst removing others. Such supplementary work may include a range of neural
types and corresponding plasticity rules.

In addition to triphasic STDP, this model relies on the suppression of spontaneous
activity through activity dependent excitability. This assumption is experimentally moti-
vated [109,150, 154, 165]; nonetheless, neural systems are famously noisy and if triphasic
STDP is employed in biological systems, it would need to be robust to random spiking
events. In this model, when layers become large, a single spontaneous spike can lead
to the formation of new connections. This is unrealistic and a result of the very simple
model presented here. It may be the case that more realistic networks, which do not fire
in perfect synchrony, which have sparse connectivity and much slower learning are more
robust to isolated spiking events.

In conclusion, triphasic STDP was shown to grow synfire chains in a network of bi-
nary neurons. Using this simple neural model it was possible to investigate the workings
of this plasticity rule unobstructed by the highly complex behaviour observed in networks
constructed from more realistic neural models. However, for the triphasic STDP hypoth-
esis to be considered strong, it should also be demonstrated in a more realistic model and

this is the subject of the next chapter.



Chapter 4

Growing Synfire Chains without
Topological Constraints: A Leaky
Integrate and Fire Model

The results in Chapter 3 show that triphasic STDP can be used to grow synfire chains in
a network of binary neurons without additional topological constraints. Nonetheless, this
plasticity rule has not been tested with more realistic neural models. It was shown that
classical STDP can grow synfire chains when topological constrains are added regardless
of the neural model. However, it may be possible that the simplicity of the binary model
masked a conflict that might exist between triphasic STDP and more realistic models.
For example, in conductance based models, non-instantaneous synaptic inputs, coupled
with the slow leak currents enable summation of asynchronous inputs, this cannot occur
in a binary model. To validate the results obtained using the binary model and therefore
strengthen the hypothesis that triphasic STDP could be employed for synfire development,
here development through triphasic STDP is implemented in a more biologically realistic
neural model. Firstly, the leaky integrate and fire (LIF) model is introduced. Next, the
similarities and differences between this and the binary model are discussed. Finally,

those parameters specific to this model are explored.
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4.1 The Model

This network development model uses leaky integrate and fire (LIF) neurons, which un-
like binary neurons are able to aggregate inputs over time giving more realistic neural
behaviour. The neural simulation software NEST [101] (version 2.0-0-rc2) was used to
undertake this modelling work. The neural model was chosen from those distributed with
NEST (“iaf_cond_exp”). In addition, a bespoke synaptic model was written (“tri_synapse”)
which extended the simulator, this can be found along with the simulation scripts on the

accompanying CD.

4.1.1 The Neural Model

As in previous models, the network consists of N identical network neurons and Ny, input
neurons. Each input neuron has excitatory efferent synapses onto every network neuron,
but receives no afferent synapses from the network. The network neurons are completely
recurrently connected with excitatory synapses excluding self connections. The change
in membrane potential, V;, of neuron j is given by

dv;

ar = —gL(Vj - EL) —8syn(Vj _EeX) 4.1)

where C is the membrane capacitance, E; and E.x are the reversal potentials of the leak
and excitatory synaptic currents respectively, g7 is a constant leak conductance, and ggyn

is an exponential synaptic conductance given by,

dg g
%:—%JrZWijsj(t—d) (4.2)
syn ;

where Tgy, is the synaptic time constant; W;; is the weight of the synapse and s;(¢) is 1 if

neuron j fired at time ¢ and O otherwise; d is the delay between neurons.

If the membrane potential V; reaches the firing threshold, T', the neuron is said to have
spiked and V; is reset to the reset potential, Vieser. The neuron then enters an absolute

refractory period of #.ef, where V; is fixed at Vieger.
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Table 4.1: Model Parameters

Simulation Parameters
N 100
N 5
d 5.0 ms
Ay 0.1 Hz
Ain 3 Hz
Winax 20.25 nS
A 9.5
Tsyn 0.2 ms
Vin -50 mV
tref 20 ms
Er -85 mV
Vieset -80 mV
Vi -80 mV
E,. 0OmV
gL 1.125 nS
Cn 22.5 pF

4.1.2 Synaptic Plasticity

The weights of intra-network excitatory synapses, W;;, are modified according to the

triphasic STDP rule. The change in synaptic weight, AW, is given by

(Atjj— a)?

AWl-j:A{l— —

—lar;j—a
} e a 4.3)
where Az;; is the time difference between spikes in neuron i and neuron j (At;; =t; —t;);
o is a scaling parameter which determines the width of the potentiation window (the
function crosses from potentiation to depression at Az;; = 2a) and A is the learning rate.
The synaptic weight is bounded by 0 and g,,,. The rule is additively applied between
nearest neighbour spikes only. All simulation parameters are as is in Table 4.1 unless

otherwise stated.

4.1.2.1 Spontaneous Activity

As in previous simulations, network neurons fire stochastically. Here this is induced
through a single Poisson input to each neuron with rate A, which has fixed suprathreshold
excitatory connections such that a single spike causes a further spike in the receiving
neuron. This implementation, in contrast to the collection of balanced inputs (Chapter 2),

does not result in a fluctuating membrane potential. When network neurons are recruited
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(defined as firing within 1 Hz of the input rate) A4, is reduced to zero. Le.,

Ay Aj < Ai— 1Hz

) 4.4)
0 otherwise

Ap(/lj) = {
where A; is the firing rate of neuron j. Input neurons do not receive background input but

fire periodically at rate Ajj,.

4.2 Results

Just as in the network of binary neurons, triphasic STDP generates synfire chains in a net-
work of LIF neurons. Figures 4.1 and 4.2 show an example of the final network structure
following development. In this network of 100 LIF neurons five layers develop, the third
layer being the largest. Again, as in the binary model, neurons are continually added to
all layers during development, with the growth rate dependent on the previous layer size
and the number of available neurons (Figure 4.3). This development trajectory is very
different to that seen with classical STDP and topological constraints (Chapter 2). There
layers form one by one, with each layer forming relatively fast compared to the time taken

for the entire chain to grow.

4.2.1 Comparison to Binary Neurons
4.2.1.1 Refractory Period

In Chapter 2 a network of LIF neurons was described. There, synfire chains grew through
a combination classical STDP and topological constraints. In that model, it was nec-
essary to set the refractory period, t.f, of the neurons to at least three times the delay,
d. When t.s < 3d the structure developed loops. With an insufficient refractory period,
backwards connections were maintained in the network. The resulting activity pattern
was self sustaining and repeating with period equal to t.r. Conversely, in Chapter 3 a
network of binary neurons was described. There, as here, synfire chains grew through
triphasic STDP plus activity dependent excitability. In the binary model it was sufficient
to set tf > d. Here triphasic STDP is used to grow synfire chains in a network of LIF
neurons. Therefore, it is not clear what duration the refractory period must have.

To address this question, simulations were run with refractory periods in the range 3
ms to 24 ms. The results of the simulations are presented in Figure 2.9. In the newest

implementation, the refectory period must be greater than d (set at 5 ms). The previous
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Figure 4.1: The final structure of the network is displayed, with the neuron IDs sorted by
spike time difference from the input (top right), and as originally assigned (top left). The
raster plot (middle) clearly shows a repeating structure. The raster plot (bottom) illustrates
the layer structure, with spikes occurring in groups exactly 5 ms (d) apart.

restriction of three times d is not required. The ability to shorten the refractory period is
a major benefit of development with triphasic STDP (Although at 6 ms, this may still be
considered unrealistic). A requirement for parameters outside of the physiological range
can shed doubt on the validity of any computational model and is a major drawback in the

classical STDP plus topological constraints model (Chapter 2 and Ref. [77]).

Five simulations were run with #.¢ set at three milliseconds. Of these, four failed to
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Figure 4.2: The final chain structure. As in Chapter 3 The network is entirely feed for-
ward.

develop chains. Instead, a repeating pattern can be seen in the network, with all neurons
firing at saturation rates (Figure 2.9). The fact that failure was not universal suggests that
it is the result of a stochastic effect. The only random element of these simulations is the
timing of spontaneous activity, thus a misplaced spike must have lead to the erroneous
network development. That is exactly the case; a spontaneous spike in a neuron not yet
mature but with connections onto the now well developed chain caused backward connec-
tions to develop from the last to the penultimate layer. As there are already many nodes
within the layer, these backward connections accumulate instantly. Because the neurons
have already exited their brief refractory period, the layer fires again. This quickly estab-
lished loop is self-reinforcing and leads the collapse of the entire chain.

Of the simulations where #.¢ is greater than d there is little (Figure 2.9) difference
between them in either the width or length of the network or the development duration.
However, those simulations in with #.f at 24 ms did take, on average, a longer time to
recruit the first neuron. A long refractory period will reduce the firing rate of the net-
work neurons as a greater fraction of the incoming events will not result in spikes. This
lower spontaneous rate, reduces the probability per time step of a recruitment, thus, it will
increase the average time until the first recruitment.

These experiments demonstrate that unlike synfire growth with classic STDP (chap-
ter 2 and Ref. [77]), stable chains can be grown through triphasic STDP and activity-
dependent excitability with an LIF neural model and shorter refractory periods. Next, the

learning rate element of the STDP rule is addressed.

4.2.1.2 Learning Rate

The learning rate, A, determines the magnitude of plasticity steps in the simulation.

Naively, one may wish to set the learning rate (i.e., maximum STDP step) as a fixed



Chapter 4 87 An Integrate and Fire Model

j—y
[}

=) 105

Meuron
-, -
pre

-

—
[}

=1 103

MNeuron
*
L K A
-
pre

-

LR LR Y
LR R Y A ]

g

e
e
Iy
pre

+ 4 -

LRI L

-4
(aaad
—

o 30

YYYYYYYYYY)
0000000000000000000000000000
000000000000000000000000000000
0000000000000000000000000
1 YYYY Y

post 100

pre

Time {ms)

5 10 15 20
Synapiic Weight

Figure 4.3: Network Activity and Synaptic Weights. Network activity (left), weight ma-
trix evolution (centre) and network structure (right) during synfire chain development
(from top to bottom). Neuron indices in weight matrices have been sorted by spike time
order (in response to the last input in the simulation), and thus represent the neuron’s
position in the developed chain.

ratio of the maximum weight (or synaptic conductance Wy,«). For example, in the binary
model ﬁ = % ~ (.14. Here, the maximum synaptic conductance is set at 20.25, 0.14
of which is just less than 3. However, synaptic weight has a slightly different meaning in
the two different neural models. In the binary model, a synapse with weight W increases
the postsynaptic neuron’s membrane potential by W. In the LIF model W is the peak con-

ductance of the synapse. The effect on the membrane potential of the receiving neuron is
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Figure 4.4: The effect of refractory period on mean recruitment times (top) and mean
layer size (middle). Raster plot of collapsed network activity when refractory period set
to 3ms. Data from single runs at each fs.

additionally determined by the time constant of the synapse (Tsyn), the reversal potential
of the synapse (E,,) and the current membrane potential (V). Ty, and E,, are static and
defined at the start of the simulation whereas the membrane potential V is dynamic and
changes throughout the simulation. Due to this complication, it is not possible to map the

learning rate exactly from the binary model to the LIF model.

In the absence of a direct translation between the two models, simulations with a range
of learning rates values were conducted. The resultant network structures are presented
in Figure 4.5. As in the binary model, the learning rate modifies the network structure.
Small values for A give smaller first layers and a later peak; the largest layer being layer
four. Larger values of A give longer chains (ten layers instead of nine), larger early layers
and an earlier peak; the largest layer being layer two. The value of learning rate which
most resembles structure produced by the binary model is A = 9.5. This value was then

used to compare the two simulation types.
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Figure 4.5: Mean layer sizes with various learning rates. Altering the learning rate effects
the final layer distribution. Networks had 250 network neurons and 5 input neurons, mean
is of 5 runs.

4.2.1.3 Qualitative Comparison of Binary and Integrate and Fire Models

The stochastic nature of these simulations results in differences between individual runs
even when all parameters are the same. Hence, to better understand the difference between
the two neural types (binary and LIF), it is necessary to compare the statistics from many
runs of each type. Here, LIF simulations with A set at 9.5 were compared to simulations
from the binary model. Each network had 250 network neurons and 5 input neurons,
all other parameters were as Table 4.1. All comparisons in this section are from 100

simulation runs.

Figure 4.6 shows the final network structure from each of the neural types. The LIF
model produces longer chains with the largest layer being slightly smaller. This difference
in network structure is attributed to the dynamic learning rate described above. Whilst
plasticity steps are uniform for a given simulation in the binary model, they are dependent
on the current state of the neuron in the LIF model and effectively reduced towards the
end of the simulation. As a result, the final network structure is modified towards what
one would expect for slightly lower learning rate (smaller first layer and longer chain).
Note however that simply reducing the learning rate in the LIF simulation would not
bring these models together. As stated above, it is not possible to exactly match the
learning rates in the two models. Allowing for the slight difference in learning rate, the
network structures produced by each model are in fact very similar, both displaying the

characteristic diamond shape with the peak at layer three.
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Figure 4.6: Final network structure of binzlfr?/yrenrodel (black) compared with LIF model
(grey). Error bars show standard deviation.

Recall that how the STDP rule is applied (additively or multiplicatively) effects the
final distribution of weights (Section 2.1.3.5). Here we examine whether the dynamic
learning rate described above has an effect on the distribution of weights in these sim-
ulations. Figure 4.7 shows that whilst the majority of weights in both models are at ei-
ther extreme, in the mid-range the LIF model displays a tendency towards lower weights.
Conversely, the binary model is almost flat, with a slight tendency towards higher weights.
The result is almost negligible, but is another illustration of the reduction in learning rate
for higher weighted synapses. This tendency towards lower weights when using conduc-
tance based synapses may have been one of the reasons multiplicative STDP was required
in the conductance based model of Ref. [38].

Figure 4.8 displays the final network activity of the two model types. Note how both
display eight layers of synchronous activity following the input, with the largest layers
in the middle of the activity pattern. However, the model types differ in the transmission
time between the layers. The binary model has exactly 5 ms (the delay, d) between each
layer. Whilst the LIF model has 5.1 ms (the delay plus 0.1 ms). The explanation for this
rests with the neural dynamics of each model. The time step in the LIF model is 0.1 ms
and spikes that are received at time ¢ may cause a spike to be sent at some time later. The
time, which depends on the synaptic dynamics (W, Eex and Tgy,) will always be 7 plus a
multiple of the time step. Thus when synaptic weights are strong, the total time between
layers will be d 4+ 0.1 ms. The binary model is event driven, hence has no time step at all.
This small difference in transmission time, will slightly affect the size of the plasticity step

and may have contributed to the slight difference in network structure observed (Figure
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Figure 4.8: An example of final network activation of binary model (blue) compared with
LIF model (red).

The final comparison between the binary and LIF model is the time course of re-
cruitments. Figure 4.9 shows the mean and standard deviation for each recruitment event
calculated from one hundred runs of each neural type. (Ie., the n'? recruitment time from
all simulations is averaged and plotted for n = {1...250}. The figure illustrates that the
LIF model takes longer to recruit the entire network. Also, perhaps more interestingly, it

shows that the recruitment trajectory is altered. In the LIF model, there appears to be a
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Figure 4.9: The mean recruitment times over 100 runs for binary model (blue) and LIF
model (red). The dashed lines are plus and minus standard deviation

period of linear growth that begins earlier, is faster and lasts longer than the much shal-
lower and shorter linear growth period in the binary model. The binary model moves
from a period of relatively slow growth to a period of much faster growth at around 0.3
hours (approximately 20 neurons recruited). The LIF model reaches this inflection point
much later, 0.5 hours (approximately 90 neurons recruited). After the respective inflection
points, the recruitment rates are equal at 50 neurons per minute (Figure 4.10). Towards the
end of the simulation, the rates drop off due to finite size effects (the finite pool of neurons
N is depleted). For analysis into recruitment rates and the resultant network structures see
Chapter 5.

This concludes the comparison of binary and LIF models. The above analysis has
demonstrated that the move to a conductance based LIF model does result in interesting
changes to the experimental results. These changes for the main part are due to the vari-
able effect of synaptic weight and consequently plasticity step size in this model. The
changes in results however are quantitative not qualitative; networks of LIF neurons grow
diamond shaped synfire chains through triphasic STDP and activity-dependent excitabil-
ity. As a result, it can be concluded that synfire chain development through triphasic
STDP does not rest on the particular choice of neural model. This, in turn, strengthens
the case that this is a possible mechanism by which synfire chains could develop in the

brain.
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Figure 4.10: The peak recruitment rate is approximately 3000 neurons per hour (50 per
minute) for both models

4.2.2 Parameters Specific to LIF Neurons

Having compared the two neural models with equivalent parameters, it is now appropriate
to investigate the effect of varying those parameters that are specific to the LIF model. In
addition, the flexibility of the NEST simulator allows networks to be constructed with a
range of delays. Here the importance of the synaptic time constant and the distribution of

transmission delays are investigated.

4.2.2.1 Synaptic Time Constant

Here synaptic inputs are modelled as jumps in conductance (of magnitude W;;) which
decay with time constant Ty, (Equation (4.2)). This spreading of the synaptic input,
coupled with the slow leak currents, enable summation of asynchronous inputs. This is
the main advantage of the more realistic LIF model over the simpler binary model used
previously. In the previous section, the parameters were based on those in Chapter 2 (Tgyn
= 0.2 ms). However, depolarising excitatory postsynaptic potentials in HVC of zebra
finch (a model system for synfire chain research) have been reported to be much longer
(9ms to peak conductance) [112]. To understand how synaptic inputs of long duration
affect the development of synfire chains, simulations were run with s, between 0.2 and
12.8 ms. Simply increasing Tsy, Will increase the total current received from a synapse
with the same weight (Figure 4.11). Hence we modified the maximum weight Wp,,x and
the learning rate A (to maintain the ratio Wiax : A) so that a network neuron fires a single

spike upon receiving three incoming spikes at Wiax (Figure 4.11 and Table 4.2). Without
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the modifications to synaptic weight, long time constants result in multiple spikes, f..f (20

ms) apart.
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Figure 4.11: Synaptic time constant doubling with each spike from 0.2 ms. Left: with
other parameters held constant, note two spikes #f (20 ms) apart when Tgy, = 12.8 ms.
Right: with maximum weight modified as in Table 4.2.

Table 4.2: Parameter Adjustments with Synaptic Time Constant

Tsyn (ms) | Wiax | A
0.2 22.5 1 9.0
04 19.0 | 7.6
0.8 155 | 6.2
1.6 12.0 | 4.8
3.2 85 |34
6.4 50 |20
12.8 1.5 | 0.6

In the simulations with 7y, set to 6.4 ms or 12.8 ms chains grow but are not stable.

Part way through development, loops are generated and the networks collapse to the now
familiar repeating pattern with neurons firing at saturation levels. When the synaptic time
constant is very long the neuron is still receiving synaptic input when it is released from
its refractory period, the result being two spikes in quick succession. The layer now spikes
both in its defined position and further down the chain. This results in the formation of
erroneous connections, which result in loops and network collapse. When 7y, is set to

3.2 ms or less, chains develop normally.
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Figure 4.12 shows the relative layer sizes in the final chain structure for the range of
Tsyn values with which chain development was successful. Larger values of gy, typically
lead to longer chains in which the largest layer is relatively early. When 7y, equals 1.6
ms, the first layer is the largest. Smaller values of 7y, lead to shorter chains with smaller

earlier layers.
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Figure 4.12: The effect of increasing the synaptic time constant on network shape. Mean
and standard deviation of 5 runs plotted.

Figure 4.13 shows the network activity rate for the range of Ty, values. The total sim-
ulation time is much longer when synapses are active for a short duration. The majority
of this time however is spent recruiting the first few neurons. All simulations appear to
follow similar trajectories once the rate reaches approximately 70 Hz. Once this rate is
reached, there are at least 23 neurons in the network, the largest layer will contain around
10 neurons (see Figure 4.3). Recall that layers fire in synchrony, which results in identical
STDP between any unrecruited node and all the members of a layer. If a layer contains
10 neurons then, following plasticity, the increase in stimulation for a downstream neuron
is ten times the learning rate, A. In this situation, one potentiation step will be sufficient
to recruit a neuron. Hence the recruitment rate is driven by the spontaneous activity and
number of remaining pool neurons. In this regime, altering the synaptic time constant
below 3.2 ms, has no effect. In the early stages of the recruitment process, it takes more
steps to induce recruitment. In this regime, the changes to Tsyn, Winax and A are able to
slow down the recruitment process.

Development of synfire chains through triphasic STDP is robust to a range of synaptic
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Figure 4.13: Network rate of simulations with increasing synaptic time constants. A short
time constant gives a slower development rate.

time constants. However, chains will destabilise if the time constant is too long (greater
than 3.2 ms). The vulnerability of chain development to multiple successive spikes is a
weakness of the model, which could possibly be addressed by reducing learning rates by
orders of magnitude or including inhibition in the network. Clearly, biological networks
are robust to isolated spikes and background noise. Replicating this robustness is an

important topic for future work.

4.2.2.2 Variable Delay

In this work so far, the delay between neurons has been homogeneous for a given net-
work. Such uniformity is not biologically realistic; the variability in neural morpholo-
gies imparts a range of axonal and dendritic delays, in addition the stochastic nature
of synaptic transmission ensures diversity in transmission times. In previous works us-
ing classical STDP, distributions of delays have produced braided structures or synfire
braids [13,73,75]. Here, the robustness of synfire chain development with triphasic STDP
is addressed. Specifically, what level of delay variability can chain development withstand
and whether there is a identifiable transition point to braids. To answer these questions,
simulations were run with the delay between network neurons drawn from a normal dis-
tribution. The mean of the distribution was fixed at d (5 ms) whilst the standard deviation,
0,4, was modified from 0.1 ms to 1.0 ms.

Figure 4.14 displays the final activity of the networks. Unlike previous work [13,
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Figure 4.14: Final activity of networks with heterogeneous delays. Increasing the range
of transmission times induces jitter within layers and reduces the number of layers.

73,775] synfire braids are not observed. Instead, as before, chains of activity are observed
with feed-forward transmission through a series of layers. However, including variation in
the delay between neurons alters both the synchronised firing previously observed within
layers and the number of layers that develop. In the previous results each layer fired
synchronously exactly d ms after the previous layer (or input). Here, there is significant
variation in spike times within the layers, which increases with increased variation in the
delay times. Those neurons with shorter transmission delays from the previous layer will

spike first and the those with longest transmission delays will spike last.
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Figure 4.15: Final network structure when delays are drawn from a normal distribution.
Larger variation in delays reduces the number of layers.

When the transmission delays are taken from a normal distribution with relatively
small standard deviation (o, < 0.6 ms), the final structure of the chain is not significantly
altered (Figure 4.15). However, when the standard deviation is large (o; > 0.7 ms), the
resulting chain is reduced in length having fewer larger layers. The explanation for this
reduction in layer size is analogous to the collapse problem described earlier for classical
STDP (Section 2.1.3.6 and Figure 2.21). There, long range projections were potentiated
through the exponential tail of the classical STDP rule and the layer structure ‘collapsed’
into synchronous firing. Here, the triphasic STDP rule is positive when the spike-time
difference is less than 8 ms. Hence, when two sub 4 ms delays occur consecutively the
spike-time difference between neurons two layers apart will fall into the positive region
of the STDP function and the connection between them will be potentiated, as a result the

second neuron will become a member of layer 2 (Figure 4.16).

In conclusion, triphasic STDP can be used to grow synfire chains in networks with
heterogeneous delays if the range of delays is not too great. If too many delays fall
below the o parameter of the STDP rule (Equation 4.3), neurons will migrate towards the
earlier layers, causing a reduction in the final number of layers. However, it is possible
to conceive of a situation where this migration of neurons may be a positive ordering
mechanism rather than a problem. Where the transmission between neurons is very small,

it might be the case that they are actually part of the same functional group and such a



Chapter 4 99 An Integrate and Fire Model

Layer 1 Layer 2 Layer 3
I
<4ms <4ms
<8 ms

[0“C R0

Figure 4.16: Including delays that are less than 4 ms will cause some neurons to migrate
to an earlier layer.

function would help synchronise related neurons.

Finally, this section raises some interesting questions for future research which there
was not time to address here. Firstly, would a sparse network (biological networks are
reported to have connectivity at around 6 % [113]) reduce the risk of sub-chains with
sequential short delays and hence be able to support a range of delays without collapse
as in [73,75] possibly leading to braid structures. Secondly, there is huge variation in
the triphasic STDP rules reported [32, 116, 167]. How would a network with triphasic
STDP using heterogeneous o values develop? The result could resemble [13] where the
plasticity rule was bolted to the specific transmission delay in question. Synfire braids

were also reported here.
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Table 4.3: Model parameters for large networks.

Simulation Parameters
N 10,000
Nin 200
d 5.0 ms
Ay 0.1 Hz
Ain 3 Hz
Winax 20 nS
A 8
Tsyn 0.2 ms
Vth -50 mV
tref 20 ms
EL -85 mV
Vreset -80 mV
Vin -80 mV
E. 0 mV
gL 1.125 nS
Cu 22.5 pF

4.2.2.3 Realistic Network Sizes

The final part of this chapter addresses the question raised in [86]. Here, the authors show
that synfire chain development through classical STDP is unstable with synfire chains
either failing to propagate or alternatively recruiting the entire network. The determinant
being the size of the input group. They suggest that as all previous successful attempts
to grow chains have been a result of either very small networks or very low numbers of
synaptic connections the results are “artifactual”. They suggest that a realistic network
model should contain tens of thousands of neurons with low (6%) connectivity. The
results in this thesis so far are also on small networks. Therefore, here the size of the
network is increased considerably to 10,000 with random connectivity at 6%. To account
for such an increase in the scale of the simulations, other neural parameters have to be
adjusted. The parameters for the following simulation are given in Table 4.3.

The final network structure is presented in Figure 4.17. The mechanism scales to
realistic network sizes. 8551 of the 10,000 neurons were recruited into a single chain of
eleven layers. The simulation was run for the maximum time permitted on the University
of Leeds high performance computing facility (48 hours), although, this was less than five
minutes of simulated time. The combination of triphasic STDP and activity-dependent
excitability scales up to realistic network sizes. The reduced connectivity increase the

number of layers, whilst maintaining the diamond like shape. In a network of this size, it
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should be possible to embed multiple chains. To do this, one could include multiple input

groups as in Section 3.3.7
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Figure 4.17: Structure of network with 10,000 neurons, all other parameters as Table 4.3.
Note only 8551 of the neurons were recruited due to limits on computational time.

4.3 Conclusions

In this chapter triphasic STDP was combined with an LIF neural model to study the
development of synfire chains in neural networks. Validating the results of the previous
chapter using a more realistic neural model demonstrates that the previous findings were
not dependent on the simple binary model previously used. In this conductance based
leaky integrate and fire neural model, the neurons are able to aggregate their inputs over
time scales in the tens of milliseconds. As a result, transmission between layers can occur
without synchronous firing at individual layers. Thus, variability in transmission delay or
synaptic time scales can be incorporated into the model. Development of synfire chains
through triphasic STDP was found to be robust to this change of neural model and as
such the developmental mechanism does not depend on any particular model. In addition,
it was shown that triphasic STDP plus activity dependent plasticity can be used to grow
synfire chains in a network of realistic size and connectivity.

Here activity dependent excitability was modelled as sparse spontaneous activity that

terminated once the neuron was part of an active chain (defined as firing within 1 Hz of the
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input). Activity dependent excitability is well reported [109, 150, 154, 165], however, this
implementation could be considered over simplistic. It would be possible to implement
such excitability using a specifically designed a neural model, which either through a
relative refractory period or transient calcium current displayed the required behaviour.
By modelling the mechanism of the activity dependent excitability, such a model would
indeed add an element of biological realism. However, given that it would not effect the
neurons’ spike-times it is conjectured that such a modification would not qualitatively
affect the results.

In addition, the model presented here allowed investigation into the effect of het-
erogeneous network delays. It was shown that the model is robust to slight variations
in transmission delay. However, if the variation is too large, the network neurons can be
seen to migrate to earlier layers. This poses an interesting question: could such behaviour,
categorised here as undesirable, have a function in developing networks? For example, if
we know that X always gives Y and Y always gives Z, it may be useful to infer that the
relation is transitive and X gives Z, thus this layer migration is a form of learning in our
network. Understanding what structures would result from either employing a range of
triphasic STDP functions or non-normal delay distributions are important open questions
for further work. It may be the case that other structures such as braids or even stable
recurrent structures could be developed. Were this the case, it would lead to yet another
question. How does the brain determine which rule to implement and when?

It has been shown that triphasic STDP can be used to develop synfire chains in net-
works of binary neurons or networks of LIF neurons of various sizes. However, recall that
the function used in this and the previous chapter is simply one of a class of functions that
could suit our purpose, which was chosen because of its biological realism. In the next
chapter an attempt is made to understand the developmental process even more deeply
by removing the neural model entirely. There we ask: what is the simplest model that

describes synfire chain development?



Chapter 5

Growing Synfire Chains: A Random
Walk Description

In the previous chapters the development of synfire chains has been investigated using
computational models which explicitly model spike times and the corresponding plastic-
ity. A characteristic diamond-shaped network structure was observed throughout these
investigations. A network’s profile (i.e., the relative sizes of individual layers) is deter-
mined by the network size, the input size and the learning rate. Here a description of
network growth is developed which predicts the final network shape from the initial pa-
rameter regime. The stochastic nature of the spontaneous firing allows one to describe the
plasticity events as steps on a random walk. This formulation is used to develop a set of
equations which describe network development; thus investigation into the possible range
of network shapes can be done quickly and without neural simulation. The chapter begins
with an introduction to random walks before detailing their applicability to the synfire
chain development problem. The initial application is to determine the first recruitment
time; this is then extended to determine the entire development trajectory. Results are
compared to the neural simulations of Chapter 3, which exposes hitherto unreported as-
pects of the process. Simplifications to these simulations are then presented which align
the predictions of the random walk description and the simulation results. Finally, this
simple description is used to investigate the importance of the balance between potentia-

tion and depression in the triphasic STDP rule.
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Figure 5.1: Random walk examples. Ten instances of a random walk with p=q=0.5 (A)
and with p=0.75 and q = 0.25 (B).

5.1 Random Walks

The meanderings of a beetle, the migration of cells, the increase and decrease in a penguin
population’s size. All of these biological processes and many more can be described as a
random walk. In a 1D random walk (Figure 5.1) there is a probability of stepping down
(q) or up (r). The probability of being in position k after n steps is defined here as p,, (k)
and is described by the recurrence relation,

pn(k):qpn—l(k_1)+rpn—l(k+1)- (5.1)

If r equals ¢ the walk is unbiased Figure (5.1 A). Any bias (r # g) leads to an expected
drift in position k (Figure 5.1 B).

In Equation (5.1) k can take any value in the range {—oo, 4o}, but imagine our me-
andering beetle is on a window ledge, with the window on one side and a long fall on the
other. Now we have a bounded random walk. The window is a reflecting boundary as
the beetle will simply bounce back onto the ledge. The edge of the ledge is an absorbing
boundary as the beetle falls to its fate it will not return to the random walk. The average
time taken to hit such a boundary is termed the mean first passage time (MFPT). (See
Refs. [45, 158] for thorough texts on random walks).
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Figure 5.2: Triphasic STDP (grey) with av=4 ms and A=0.1. Step function (black dashed)
with A;=-0.04, A,=0.08, 7;_=-36 ms, 7,=7.5 ms and 7, =36 ms

5.2 Random Walks and Synfire Chain Development

The development of synfire chains as observed in the preceding chapters can be described
as a collection of random walks. Each synapse in the network undergoes its own random
walk. There are N(N + Ni,) synapses, therefore, N(N + Nj,) parallel random walks. The
steps of the walk are analogous to spontaneous spiking events, which occur randomly at a
fixed rate for each neuron. Each walk is one dimensional with two boundary conditions:
a reflecting boundary at zero (the weights cannot change from excitatory to inhibitory)
and an absorbing boundary at the synaptic weight at which recruitment occurs, wg. A
key assumption throughout this chapter is that once a neuron is recruited, it remains in its
fixed position within the chain. This is a valid assumption within the successful parameter
regimes outlined in the preceding chapters. A consequence of this assumption is that the
random walk is a description of development until the point of recruitment. The stability
of the chain whether established through triphasic STDP or some other means is not

addressed by this description.

The triphasic STDP function in Equation (3.4) is a smooth function that maps spike-
time differences to plasticity, giving a range of different potentiation and depression steps.
For tractability, here the function is reduced to a simpler piecewise constant function
(henceforth dubbed a “step rule”) given by Equation (5.2) and illustrated in Figure 5.2.
This function approximately replicates the overall ratios of potentiation and depression
from the triphasic rule (Equation (3.4)). As in the triphasic rule, depression occurs over

a much wider range, but with lower magnitude, and potentiation is limited to spike time
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differences that are less than two transmission delays.

Ay T <At <0
Ap O0<Ar<T,
Ay Tpr <A< Tyy
0 At <7ty At > 715, At =0,

AW;; = (5.2)

Ay is the depression step, A, the potentiation step, T, the cross over from potentiation
to depression, T, and 74, the limits of the depressive area.
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Figure 5.3: Pictorial representation of the probability of making either a positive or neg-
ative step. The probability of a potentiation event within one presentation of the input
equals the probability that a spontaneous spike occurs within a 7, (7.5 ms) window fol-
lowing the input, shaded pink. Similarly for depression, except here two longer blue
windows flank the potentiation window. Spike A results in depression, B potentiation, C
no change.

When using the simplified STDP rule, the steps in the random walk are of fixed mag-
nitude. To calculate the probability of a plasticity event occurring it is convenient to
assume the spontaneous firing follows a Poisson process. This is not strictly correct as
the refractory period of the neurons prevents two spikes occurring in quick succession
(< trer). However, because the spontaneous rate is very low (4, << 1) this small differ-
ence is negligible. Similarly, it is convenient assume that a plasticity event can happen at

any time; the random walk is described in continuous time. This neglects the regularity of
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the input neurons’ firing. Given these approximations, it is now possible to estimate the
probabilities per second of making a potentiation step, p, or depression step, d, from the
spontaneous rate, lp., the input rate, A;,, and the Tp, T4— and Ty, parameters of the step
rule (Figure 5.3) [45].
The probability per second for the potentiation of a given synapse, p, is constant and
given by
p=AinApTie 0% (5.3)

For depression a similar formula holds,

W =0

0
d= X (5.4)
AindpTge 4T W >0,

where 7, is the combined width of both depression windows (7; = 744 — 74— — T,) and

synaptic depression is limited to positive weights.

5.2.0.4 First Recruitment Time

As observed in the previous chapters, different layers within the developing network re-
cruit neurons at different rates and these layers compete with each other. To reduce the
level of complexity in the random walk description, a simpler initial problem is identified.
In the initial stages of development, before any neurons are recruited, each neuron can be
considered independent and undergoing a random walk with the input. This scenario is
considered first, with specific attention given to the expected recruitment time. For the
step rule, the probability of potentiation or depression of a given synapse is constant and
given above. If we take A, to be double A, the possible set of weights a synapse can have

is discrete (Figure 5.4) and defined as
W =nA4, ne{0,1...R—1}, (5.5)

where R is the point at which a synapse leaves the walk. Thus, up until recruitment
time, a pool neuron’s synaptic weights hop among each of the R bins in a random walk,
with the requirement for positive (excitatory weights) represented as a reflecting boundary
condition at n = (. Since each neuron sees identical input spikes, the input weights to any
given neuron move in tandem. Therefore, the weight trajectories of all synapses from
the input neurons to a single pool neuron can be modelled as a single random walk.
Initially input spikes will not cause postsynaptic firing. Only when the combined input

reaches the firing threshold N, W > 6 will a postsynaptic spike be generated, immediately
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recruiting this neuron to the first layer. This synapse leaves the pool and its random walk is
terminated. This is represented by an absorbing boundary condition at R = [0 /(NinAg) |,
so the cut off weight for recruitment is Wg = 6 /Ny,. The random walk is only defined
between 0 and Wg_1, after this point the behaviour is assumed. To find an estimate for the
time a synapse leaves the random walk (is recruited), its trajectory before this point must
be modelled.

mp mp mpy m; mr.; m

1 1 1 | :
d

Figure 5.4: When the step rule is used, the synaptic weights fall into one of a set of
discrete bins. Synaptic weights hop among the bins with probability per unit time p and
d. If a weight reaches the final bin, R, the neuron is recruited and the weight exits the
random walk.

Assuming very large N or many repeats of the experiment, the expected value for any
given synaptic weight at a particular time, ¢, is determined by the hops previously made

in the random walk and is defined as a probability mass function,
ﬁi(t):<m0,m1,...,mR_1>. (5.6)

m(t) has R elements, each corresponds to a possible synaptic weight and is identified
by the bin index n € {0,1...R — 1} where m, is the probability of an efferent synapse
occupying bin n, i.e., having a weight which equals nA,;. The elements of i are non-
negative and sum to a value equal to or less than 1. It is now possible to approximate the
stochastic process of recruitment to the first layer by a master equation for 7i(t) [45, 87,
158]

dm

e _T.m

y ; (5.7)
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the transition matrix 7" for all cases where A, is twice A; can be summarised by

dm,,

dt
with boundary conditions
dmy

dt
dm 1

dt
dmp_,

dt

= pmy_o+dmy1—(d+p)m, l<n<R-1,

= dmy—pmg

= dmy—(d+p)m

= pMR_3— (d-l—p) mprp_1.
and initial conditions (full occupancy at my),
m(0) = (1,0,...,0). (5.8)

The transition matrix 7 is an asymmetric tri-diagonal Toeplitz matrix which will be differ-
ent for different parameter regimes. In the regime previously described (A; = 0.4; A, =
08;,0=1;Nyp, =5),R=1[6/(NinAy)] =5and T is given by,

—p d 0 0 0
0 —(p+d) d 0 0
T=1| p 0 —(p+d) d 0 (5.9)
0 p 0 —(p+d) d
0 0 p 0 —(p+4d)

Initially all synapses are weight 0, hence mg = 1 and all other bins are empty. How-
ever, once sufficient plasticity steps have occurred, the occupancy of a mid-range bin n
(where 1 < n < R— 1) will increase through potentiation from bin n — 2 at rate p, or
through depression from bin n + 1 at rate d and decrease through either potentiation or
depression at a rate d + p (diagonal and sub-diagonal terms in Equation (5.9)). Due to the
reflecting boundary condition, bin 0’s occupancy is governed only by depression onto it
and potentiation from it. The upper absorbing boundary condition eliminates depression
from bin R to bin R — 1.

It is now possible to estimate the mean first passage time, which gives the expected
time of the first recruitment. First, calculate the probability at time ¢ that recruitment

hasn’t yet happened. This is given by the entire contents of bins O,...,R—1

R—1
> walt). (5.10)
n=0
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Conversely, the probability of recruitment is given by that which has left the system.
Hence, (following [158]) the probability density for single synapse hitting the recruitment
weight, Wg, fi(t), is given by,

fl(t) = — Wn(t)
= pwr-1(t) +pwr-2(t). (5.11)

The expected recruitment time (mean first passage time) #; is hence given by

I = /ootfi(t)dt. (5.12)
0

Having found 7;, it is now possible to estimate the time of the first recruitment in a network
with N pool neurons. To find the probability that at time ¢ at least one neuron has been
recruited, fx(r), calculate the complement of the probability that none have been recruited

between O and ¢,
t N
fn(t) = 1— (1 —/ ﬁ(t)dt> (5.13)
R—1 N

The expected first recruitment time is then given by 7y,
t’N:/ tfn(t)dt. (5.14)
0

Solutions to Equation (5.14) can be solved analytically for small N and are given
by numerically solving the master equation (5.7). The solution of w over time (Figure
5.5) shows that the recruitment process onto the first layer can be described as a rapid
escape (or multiple very closely spaced potentiation events) from the unrecruited pool.
Initially all weights are zero: All probability is concentrated in bin wo(0) = 1. This bin
initially depletes rapidly due to potentiation and some bins will have higher occupancy,
re.,, wy . g—1 Will begin to grow. As these bins are populated, depression comes into play,
reducing most weights to 0 again. The net result is that the probability in higher bins
remains almost stationary at a very low value while the first bin, wg, depletes very slowly

(due to recruitment).

In a relatively small sized network this means that at any time very few potentiated
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Figure 5.5: The depletion of the bins m,. After a day of simulated time all weights
have been absorbed at the boundary condition mg (top). At this timescale the depletion
due to recruitment by quick escape is dominant. The initial phase (bottom). At this
timescale potentiation dominates, quickly populating the higher bins, before a steady state
is reached at approximately 200 seconds

weights are visible: recruitment into the first layer takes place if a neuron’s weights hap-
pen to potentiated rapidly a number of times in relatively close succession. This is indeed
what was observed in the neural simulations (Figure 3.12). With this analysis it is now
possible to estimate the time at which the first layer starts to form directly in terms of the

simulation parameters (Figure 5.6).

To validate the estimated the time for the first recruitment, a simulated random walk
was constructed. A vector of size N is created and initialised with zeros. At each time
step (1 second) each element of the vector is increased by A, with probability p and
decreased by A; with probability d (unless this causes the value to fall below zero, when
it is set to zero). The time is recorded when the first of the elements reaches Wg. To get
a estimated mean recruitment time the walk is repeated 10,000 times. Figure 5.6 shows
that this simple random walk matches the analytic result and is a good estimate of the first

recruitment times seen in the binary simulations.
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Figure 5.6: The expected time of the first recruitment as calculated compared to the mean
and standard deviation of first recruitment times in random walk simulations (10,000 runs;
A, =0.08;4; =0.04;0 = 1; A, = 0.1Hz; Aiy, = 3Hz; T, = Tms; 7q— = —36ms; 7q; =
36ms; Nj, = 5) and neural simulations (1000 runs, using the step rule and parameters as
above).

5.2.0.5 Subsequent Layer Formation

When describing the development of the entire chain, think now not of one random walk
but of multiple concurrent random walks. If plasticity events were independent, these
random walks would exactly describe chain development in the system. In fact, the spike
time dependence in the learning rule introduces some correlations in plasticity events.
Here, the random walk formulation is described for multiple layers. Then the adjustments
to the neural simulations are described, which remove such correlations as far as is possi-
ble. Finally, the random walk formulation is compared to both the simplified and the full
neural simulations.

Previously, in the random walk model of the first recruitment, the threshold, R, at
which recruitment occurred was fixed and determined by the input size, N, and the firing
threshold, 8. However, layer sizes within the chain are not fixed and as a result R be-
comes a dynamic variable which depends on the recruiting layer size, Ny. In addition, the
synapses from a layer onto a particular pool neuron may have formed at different times

and thus a layer’s weights to that pool neuron are heterogeneous. It is helpful therefore
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to model the total efferent weight onto a pool neuron taking these dynamics into account.
Thus recruitment occurs when the combined efferent weight reaches the firing threshold,
Z?L W;j > 6. For every pool neuron, the combined afferent weight Wj; undergoes a

random walk with dynamic step sizes for potentiation A, - Ny and depression A - Ny.

These random walks were simulated explicitly. Since all weights from any layer to
a any pool neuron undergo plasticity in sync, it suffices to simulate L random walks for
each pool neuron, where L is the (dynamic) number of layers in the system. Each weight
W;; is defined as total efferent weight from the layer ¢ € {0,...,L} to a neuron, i, initially
set to 0. The magnitude of the plasticity steps are A,N, (for potentiation) and ANy (for
depression), where Ny is the size of the recruiting layer (or the input in the first instance).
As before, probabilities to potentiate and depress are given by p and d, respectively. Start-
ing from Ny = Nj, and Ny~ = 0, all random walks are run concurrently. Each recruitment
event (Wy; > 0) leads to an increment in the corresponding layer size Ny, 1. Once a neu-
ron has been recruited, all random walks associated with that pool neuron are halted. The
short script that executes the random walk is included on the accompanying CD.

The network shape predicted by the multilayered random walks is presented in Figure
5.7 with the results from the binary simulations of Chapter 3. Note a slight difference
in the results. To align the results from the two models simplifications need to be made
to the neural simulator. Up to these simplifications the random walk description gives a
complete description of the neural development process.

The first simplification to the simulations described in Chapter 3 is to use the sim-
pler “step rule” which has strictly zero plasticity for spike time differences greater than
4+36ms). Further differences are the result of network interactions not accounted for in
the random walk description. Consider three classes of random walks. Firstly, the recruit-
ment of the initial layer is driven by plasticity events between the pool neurons and the
inputs, this is fully described by the simple random walk in Section 5.2.0.4.

Secondly, there is also plasticity and therefore random walks between the individual
pool neurons. As the spontaneous rate is low, the intra-pool interactions occur with much
lower probabilities than those involving either inputs or recruited neurons. Nonetheless
at the time of recruitment onto the chain, a pool neuron may already have some non-zero
weights in its connections with the remainder of the pool. To neglect the effect of the
second set of (intra-pool) random walks, the first simplification made to the simulation
protocol described in Chapter 3 is resetting efferent weights of newly recruited neurons
to 0. Simulations including intra-pool dynamics give quantitatively similar results, indi-

cating that the contribution of intra-pool dynamics is very small (Figure 5.7).

Finally, during recruitment to subsequent layers of the chain, each pool neuron un-
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Figure 5.7: Multi-layer chain structures that evolve from the neural simulations versus
random walk simulations (white). Mean and standard deviation of layer sizes were calcu-
lated over 500 runs. See text for full simplification details.

dergoes random walks that compete to recruit it onto each of the existing layers in the
chain, this is described by the multilayered walk detailed above. In the neural simulation
the competition to recruit is made more complex by overlapping potentiation windows.
Each layer (and the input) will recruit neurons that emit the required number of spikes
within the potentiation window of 7, duration following each layers activation. However,
in the previous chapters, the delay (d) has been less than 7, (typically 5 ms and 8 ms
respectively). As a result, the potentiation windows of two consecutive layers overlap
(typically by 3 ms). When a spike occurs within this overlap the layers compete to recruit
the neuron. In the simplest case, when the plasticity is through the step rule and the layers
are large (R=1), the neuron is initially recruited by both layers. On the next presentation
of the input, the neuron fires following the earlier layer and is in refractory when the in-
coming spikes are received from the later layer. The neuron does not fire again, and the
potentiated synapses from the later layer now depress. When the smooth triphasic rule is

used or when R > 1 the situation is more complex. To remove this complexity, the neural
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simulations were run with d set to 7, - 0.1 ms thus eliminating the overlap.

The near match even to the full neural simulations shows that for the parameter
regimes described here, the recruitment dynamics is well described by a set of indepen-
dent recruitment events. Furthermore, the tractability of the random walk description
allows insight into the recruitment process that may not be immediately evident from the

simulations, most notably, the relationship between layer size and recruitment rate.

5.3 Development as a Recurrence Relation

In Section 5.2.0.4 it was shown that the recruitment of a single node can be described
by the master equation (5.7). Here this simple description is extended to describe the
recruitment probability for all layers. A recurrence relation gives the expected network
shape for any parameter set. Note that as before, the stability of the chain is assumed and
as a result this formulation can only tell us what the chain will look like if development

1s successful.

A probability mass function must be defined for each layer /¢, 7i‘(r), where as before
¢ ‘ ¢

the probability of being in bin # is given by (mg,ml, N ,mRLl>. Now, however,
as the number of neurons in each layer changes with time, so does the value of R’ and
consequently the transmission matrix, 7. The number of possible bins, R’, depends on
the relative size of potentiation (A,) and depression steps (A,). If, as before, one is an
integer multiple of the other, then the smallest defines the smallest hop size a. If this is
not the case, then the smallest hop size a is the greatest common divisor' of A; and A -
For example, if A; = 0.3 and A, = 0.5, a = 0.1. For simplicity A; and A, are redefined
in hops: a, is the number of hops in a potentiation step (A;/a) and similarly a, is the
number of hops in a depression step (A;/a). (In the example above A; = 0.3, A, = 0.5,
a=0.1,a; =3 and a, = 5).
There are now ¢ master equations defined as,

din® o
= T(t)-m' (1) (5.15)

where 71’ is the probability mass function of the efferent weights from layer . As before,

the number of elements in each vector is determined by the recruitment boundary. This is

las ged is only applicable to integers, A, and A, are multiplied by 1000, before the gcd is calculated,
the result is then divided by 1000.
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now dependent on Ny(¢) and given by,

0
R'(t) = [—W (5.16)
( ) aNg_l(t )
where N;_;(¢) is the number of neurons in the preceding layer at time ¢. The vector
evolves according to the transition matrix 7'(¢), which is a function of N,(¢) and therefore

must itself be reevaluated at each time point, hence is written 7'(¢). 7(¢) is therefore

defined by the equation,
dm, ¢ ¢ ¢ ¢
szmn_ap+dmn+ad—(d+p)mn, a,<n<R" —ay,

with boundary conditions

dmg max(aq,R)
dtn - Z dmfﬂ-s_l’mfw n=0,R">1,
s=1
:—pmf” I/LZO,REII,
:dmﬁJrad—(d—Fp)mfl, 0<n<ap,n§Ré—ad7
:—(d+p)mfl, 0<n<ap,n>Ré—ad,
:pmﬁ_ap —(d+p)m’, Ri—as<n<a,, (5.17)

and the initial condition Ny = N;, and Ny = 0 for all £ > 0.

As each unrecruited node undertakes walks with every existing layer, each /! sums to
the total probability mass left in the system, P, which is initially 1, thus the first element of
each vector is initialised at 1, 1’715(0) = (1,0,...,0). The network size is then determined

by repeated application of the recurrence relation,

R—1
No(t+1) =No(t)+ > N(t)pmi(t)
n=R—a,
(=L R-1
P+1)=P()=> >  pm()
(=0 n=R—a,

P(t+1)

PIMLAG)

The solutions become stable at P(¢) = 0 where Ny(¢) gives the expected size of each layer.

ml(t+1) =T ) (1) - (5.18)

The above formulation can be calculated numerically to give the expected structure

for any parameter regime. Figure 5.8 displays the results alongside those predicted by
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the multilayered random walk and those obtained from the simplified neural simulations.
The expected network structure is compared to structures obtained using the simulated
random walk and the binary neural simulation. Three representative parameter regimes
were identified and tested. The first, Figure 5.8 A uses parameters closely matched to the
original simulations. Figure 5.8 B has a much larger number of inputs and depression
steps almost equal to potentiation. steps. Figure 5.8 C has larger depressive steps and a
smaller number of neurons. Full parameters are given in the figure caption. The results
match well for the three parameter regimes tested (see figure caption). The estimated
result is very close to the mean simulation result and therefore shows that the recurrence
relation is a useful tool for predicting the outcome of simulations. However, the very
slight discrepancy suggests that there may be a further refinement which would result in

a perfect match.

5.3.1 Ratio of Potentiation to Depression

It has been argued [143] that, in networks with Poisson firing statistics, the ratio of de-
pression to potentiation is an important factor when developing networks through classical
STDP, and that the STDP function should be slightly biased towards depression, hence
synapses that see uncorrelated spike trains are depressed. In the triphasic STDP investi-
gations described here the total depression is much greater than potentiation (Figure 5.2).
With the recurrence relation description it is now possible to estimate how changing the
ratio of potentiation to depression changes the network structure without extensive simu-

lation.

First, whilst keeping the size of the potentiation and depression steps equal, A, =
Az = 0.02 and the probability to potentiate p set at 0.3, the probability to depress is
altered. The results are displayed in Figure 5.9. When d is small, the network has fewer
larger layers. Increasing d increases the number of layers and also moves the largest layer
towards the end of the chain. This result is very similar to that seen in Section 3.3.4
where the effect of varying the input size was investigated. Networks formed with strong
depression appear like those formed with few input nodes (compare Figure 5.9 and Figure
3.17). The common factor and cause of this similarity is the number of steps it takes to
potentiate. When depression is high, potentiation steps are often reversed by depressive
steps before the recruitment target is reached. Hence a single synapses will, on average,
have made many more potentiation steps before recruitment than would be necessary
without depression. Similarly, when the number of inputs is low, many potentiation steps

must be made before recruitment. Therefore, the shape of the final network is a result of
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both the initial network configuration and the STDP rule.

The relative range of the depression and potentiation windows has a clear impact on
the final network structure. But what about the magnitude of the steps? Here probability to
depress equals the probability to potentiate (p = d = 0.015), A, and A, are manipulated.
The results are presented in Figure 5.10, interestingly, it is not the A, : A, ratio that is
important, it is the value of A,. The rows of Figure 5.10 have fixed A, and varying A,
and very little change can be seen in the network shape. However, the columns where A,
is fixed and A, varies show a transition to shorter and wider chains as A, increases. The
transition with A, could have been predicted from the results detailed so far. Briefly, more

potentiation steps lead to longer, narrower chains. However, the static network shape over

>
IN
o

Layer Size
N
o

o?mmmﬁ%%

Layer
B

o 60

N

D 40

2

o 1l

0 ﬁ—l
1 2 3 4 5
Layer
C 30

(&)

N

O 20

)

Sl 1 B

-

0 mr
1 2 3 4 5 6 7

Layer

- Simplified Binary Simulations - Random Walk Simulations |:| Recurrence Relatior
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Figure 5.9: The relative probabilities to potentiate (p) or depress (d) alter the network
shape. (Results obtained with recurrence relation, Equation (5.18) A, = 0.1Hz, A;, =
3Hz, 6 =1,Ap, =0.02, A4 =0.02,p=0.3, N =100, N;, = 5.).

a range of A, values is unexpected. One might have expected that when A; was large
this would result in more potentiation steps and thus a narrowing and lengthening of
the chain. This surprising result is a consequence of the reflecting boundary at zero. As
shown previously (Figure 5.5), during development most synaptic weights are at zero with
a small fraction in the lower bins and very few in the highest bins. At w = 0 the depressive
step has no effect. At w; the size of Ay is irrelevant, all depressions are bounded at zero.
Only when A, is large does the size of A; have an effect, when it could take more than
one depression step to fall back to zero. This can be observed from Figure 5.10, where in

the final row, there is a slight change in the network shape.

5.4 Conclusions

In this chapter synfire chain development was described as a random walk. Developing

this simple formulation was instructive not only because of the useful outcome: a way to
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predict the final state of simulations, but also, because it necessitated complete description
of the system, this made concrete interactions within the network which had previously

only been explained intuitively.

When describing the developmental simulations as a random walk, the relationship
between the network and input sizes, the STDP parameters, the relative sizes of the layers
in the developing chain and the recruitment rates is illuminated. It is now clear that
chain development is determined by the relative recruitment rates of each layer, which are
determined by the initial conditions of the simulation. Specifically, the most important
contributing factor is the number of steps it takes to recruit a neuron. This is jointly
determined by the input size, the size of A, and the relative sizes of 7,,7;_ and 7,4,
which determine p and d.

Whilst this description is useful both as an efficient estimation method and as an aid
to understanding the system, it is not clear whether it could increase understanding of

real neural systems. Here a number of simplifying assumptions have been made that
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reduce the system to a level of complexity where modelling can give real insight. One
such simplification is assuming spontaneous spikes follow a Poisson Process. Actually,
the literature on such activity more commonly reports network bursts or oscillations [14,
20,37,82,119, 120, 149]. Converting the random walk description here into one where
the steps are regular should be fairly simple and would be an interesting extension to
this work. If, as one would expect, similar results were obtained with the undeveloped
network firing in bursts this would increase the applicability of this model. Additionally,
STDP has not been reported in developing systems. It may be the case that STDP is a
synaptic adjustment mechanism only. If structural development is dominated by another
mechanism then the main result of this chapter, deriving an expectation for the network
structure, cannot be applied in the context of real neural systems.

In conclusion, describing synfire chain development as a random walk has given great
insight into the simulated development process, specifically, the relationship between sim-
ulation parameters and final network structure. However, due to the extremely abstracted
nature of this description, further investigation should be undertaken before applying the

random walk description as a model of biological development.
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Discussion

Accumulating evidence [8,70,98,124] suggests that synfire chains [2,3] are an important
structure in neural processing. Capable of producing precisely timed neural sequences,
synfire chains have been linked to bird song generation [38, 77, 98], control of motor re-
sponses in mammals [124, 141, 163] and processing of sensory information [8, 125]. Re-
cently, there has been a considerable amount of research into how synfire chains develop
from immature networks [13,34,38,58,67,73,77,105]. This previous work, summarised
in Chapter 1 of this thesis, has converged on a common method for synfire chain devel-
opment. This method pairs classical STDP with topological constraints such as pruning
or heterosynaptic competition. In chapter 2, such a model was developed which com-
bined classical STDP with pruning of strong synapses. Experimentation with this model
provided many useful insights most importantly highlighting the importance of topolog-
ical constraints. Chapter 3 proposed an alternative way to grow synfire chains, triphasic
STDP. The novel development method was examined in a network of binary neurons
and it was found that triphasic STDP removed the necessity for topological constraints.
However, additional mechanisms were also required. For larger networks to develop it
was necessary to add slow depression at synapses which experienced uncorrelated spik-
ing. To maintain the stability of existing chains neurons were require to display activity-
dependent excitability. In Chapter 4 this novel method for synfire chain development was
tested in a network of leaky integrate and fire neurons. Triphasic STDP also successfully
lead to synfire chain development in this more realistic neural model. Finally, in Chapter

5, development was described as a random walk. This simple description illuminated the

122
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key relationships between layer size, development rates and the final network structure.

An important aspect of any study involving STDP is how the STDP function is ap-
plied. Through experimentation with the initial model which included classical STDP and
pruning (Chapter 2) it was found that the method of STDP application (additive or mul-
tiplicative, nearest neighbour or all-to-all) had little effect on the final result with chains
forming under all conditions. Previous work has suggested that these parameters were im-
portant, both to align with experimental results [74,86, 113] and to create self-stabilising
synaptic weights [52, 160]. This result highlights that statistics of neural firing can have
great impact on network behaviour and suggest that previous results based on the assump-
tion of Poisson firing statistics must be reevaluated in systems with regular or complex

firing patterns.

The firing pattern of both the developed and developing network was critically impor-
tant in all models presented here. Sparse spontaneous and higher frequency input firing
are necessary to develop chains both with classical STDP and triphasic STDP. Chains
that developed through triphasic STDP were particularly sensitive to spontaneous activity
post development. Understanding the link between activity and development is a topic of
much experimental research in vivo [49,89] and in vitro [26,103]. However, this appears
to be an area perfectly suited to computational investigations. Here only rate variations
of very simple Poisson and regular activity patterns were explored. In biological systems
complex patterns [14,37] including waves [20,82] and oscillations [119,120,149] are fre-
quently observed. A systematic study into the structures which can be developed through
STDP rules plus complex activity patterns would help direct future experimental research

and possibly uncover hitherto unconsidered neural structures.

Activity dependent excitability was introduced to stabilise the chains developed through
triphasic STDP. The necessity for this addition, although biologically motivated [109,
150,154, 165], is a drawback of the model. Synaptic transmission is a biological process
and therefore stochastic. Neural networks need to be robust enough to cope with some
stochastic firing. The fragility of these networks may be a question of scale, for computa-
tional reasons, the networks in this study were small and individual plasticity steps large
compared to biological networks. It is possible that with much smaller steps in much
larger networks, single steps would not have such a destabilising effect. However, recent
work [86, 113] suggests that this may not be the case. There STDP driven development
was observed in very large networks of leaky integrate and fire neurons and “pathologi-
cal states” (very high firing rates containing repeating patterns) were reported. Although
triphasic STDP was not used there, these states resembled those found here when activity

dependent plasticity was deactivated, or when a short refractory period was used. In this
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model, such behaviour always originated from a loop within the network. Using neurons
with activity dependent excitability was a way to prevent such loops. In large balanced
networks it may be possible to prevent recurrent activity through carefully planned inhibi-
tion. In addition, triphasic STDP as proposed here removes loops and might help prevent
the pathological states. Investigating the effect of triphasic STDP in balanced networks is

an interesting topic for future research.

Indeed, in this study, the object was to create feed-forward structures. To do this any
recurrence must be suppressed by the developmental mechanisms. If loops did persist,
they caused collapse of the chain. However, the brain is not entirely feed-forward; recur-
rent structures are thought to be important for maintaining activity patterns (in working
memory for example [17, 18]). Understanding how different neural structures occur and
how the brain differentiates between correct and incorrect development at the microcircuit
level is an interesting and open question. Perhaps, the myriad of STDP rules hold some

clues?

In the majority of the work undertaken here, one single chain was developed from a
fully connected network of neurons. Where multiple input groups existed, many chains
could be embedded into one network. However, one large chain always dominated.
Experimental work suggests that functional networks could be constructed from many
smaller chains [70, 125]. Computational work also supports this suggestion [55,76]. The
larger spatial and temporal timescales between chains would suggest that building such hi-
erarchical structures would require plasticity on completely different timescales and thus
rely on different plasticity mechanisms. There is much work still to be done on under-
standing the interactions between mechanisms which can build individual chains, those

that can limit chain development and those that can link structures together.

The triphasic STDP function used in this study had a potentiation window of between
seven and eight milliseconds. The triphasic STDP rules observed experimentally have
potentiation windows of eight [32], fifteen [116] and twenty five milliseconds [167]. As
the transmission delay between layers here is simply the transmission delay between indi-
vidual neurons, the potentiation windows of the later studies with longer durations would
cause the chains to collapse in the model, just as seen with classical STDP. However, in
a synfire chain of realistic neural construction it is unlikely that the delay between lay-
ers is as simple the transmission delay from one neuron to the next. The distribution of
synaptic weights [54] and the synaptic dynamics [147] both effect transmission between
layers. As does the background activity of the surrounding network [85,147]. In addition,
an inhibitory component [5, 139] to the network can determine the speed of propagation

along the chain. Through this simple model, the basic principles of synfire development
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through triphasic STDP are set out: potentiation in the timescale of transmission from one
layer to the next, depression otherwise. However, the specifics of these timings are likely
to vary from system to system and one would expect to see corresponding variations in
the observed STDP timescales.

If, as predicted, the time delays between layers in a biological synfire chain are sev-
eral times slower than the transmission delay (of the order of twenty milliseconds) then
triphasic STDP with aligned timescales would be sufficient for chain development and
stability. Experimental observations of classical STDP are usually fitted to a exponential
function which gives a strictly positive weight change (potentiation) for all positive spike-
time differences. However the recorded results [28] often show no potentiation at all for
large positive spike-time differences. If classical STDP was modelled as strictly zero for
large spike-time differences, it is possible that in a system with long inter-layer delays the
problem of progressive collapse which is due to the long exponential tail (described in
Chapter 2) would not occur. It would be likely that, without a second depressive window,
another depressive mechanism may have to be employed to remove erroneous far forward
connections. It may, however, be possible to relax the strong topological constraints that

so restrict the previous developmental models.

The leaky integrate and fire neural model used here emits a single spike in response to
brief stimulation. The neurons in song bird HVC (an area in which some believe synfire
chains could be found [98]) are bursting [111], they produce many spikes following stim-
ulation. One possible step towards biological realism would be a model incorporating a
bursting neurons. The behaviour of the STDP rule in such a model would be of particular
interest. It may be the case that the calcium transient, on which STDP is thought to be
based, changes with much slower time scales than individual spikes within a burst. In
which case, it may be more realistic to model synaptic weight changes as a function of

burst-time difference not spike-time difference.

The final chapter of this thesis described the successful development of chains as a
1-D random walk. This simple, yet informative description of synfire chain development
highlighted the relationship between layer size, recruitment rate and network structure
and led to a recurrence relation which neatly predicts the dimensions of the final chain
from the simulation parameters. Forming a closed-form mathematical description of the
development advances knowledge of the system from the intuitive explanations gained
by observing simulations to a concrete description which can be solved quickly for any

parameter set.

This thesis describes a novel and hitherto untested method for developing synfire

chains from fully connected neural networks. In the continued absence of a complete
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neural wiring diagram of HVC and other areas, this work offers a way to strengthen the
synfire chain hypothesis. As a result of this thesis, experimental observation of triphasic
STDP would be further evidence for the existence of synfire chains. Experimental valida-
tion of the model presented here should include both observations of triphasic STDP and
consistent inter-layer transmission times. This work on the development of synfire chains
has possible implications for computational neuroscientists working in the areas of devel-
opment, temporal coding and neural structures as well as offering a testable hypothesis
for experimental neuroscientists. In addition, it is hoped that others will find inspiration
to also examine the other, less intensively studied, STDP rules.

This research has raised many further interesting research questions which could be
pursued in the future. For example, what would be the consequence of including inhibi-
tion in the networks? Could an inhibitory component in the system allow multiple chains
to develop in a more balanced way? If so, could lateral inhibition between chains allow
production of multiple activation patterns (motifs) by the same set of chains? Another
interesting question leads from the work on heterogeneous delays. Would it be possible
to maintain synfire braids if axonal delays were defined separately from dendritic delays?
If so, how would the sparsity of the network effect the stability of the braids? The work
on the rate of spontaneous firing introduced the possibility of employing patterned spon-
taneous activity. Using more realistic spike distributions that often include correlations
could result in more complex development trajectories. In addition, much more research
lies within the other STDP rules; it may be possible to grow other interesting and stable

network structures by application of perhaps symmetric or anti-Hebbian rules.
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