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Abstract

With the increasing evidence of the potential disastrous consequences arising from

global warming, there is a need to reduce greenhouse gas emissions, and gas-fired

power generation represents an attractive option due to its low carbon intensity.

Nevertheless, gas is not a zero-emission fuel and therefore it is necessary to control

the emissions associated with its usage.

Among the carbon capture techniques suitable for gas-fired generation, post-

combustion is regarded as the most feasible in the short-term. The additional

costs associated with the CO2 capture process can be reduced by employing

modified cycle concepts such as EGR and STIG, which are characterised by a

diluted combustion environment. The development of accurate numerical models

for the combustion process in industrial devices under diluted conditions can be

very useful in assessing the impact of dilution on the combustion process, and

represents the main goal of the present work.

Firstly, the impact of carbon dioxide and steam dilution on natural gas com-

bustion has been assessed by means of detailed simulations of simple unidimen-

sional laminar flames. It has been found that even the relatively low dilutions

levels typical of EGR and STIG cycles have a significant impact on the combus-

tion process. Also, the diluting species participate directly in the combustion

chemistry, and therefore there is a need to include detailed chemistry and finite

rate-effects in a CFD model for realistic configurations.

In this respect, the suitability of the RANS and LES FGM/presumed-PDF ap-

proach for the modelling of swirling partially-premixed flames has been assessed.

The performance of different turbulence models with different levels of mesh re-

finement have been assessed against in-flame measurements in a lab-scale burner

and guidelines for the CFD modelling of industrial devices have been inferred.

Finally, the previous findings have been employed to develop a complete CFD

model for an industrial MGT combustor, which has been investigated under both

air-fired and diluted operation. The numerical results have compared with the

available experimental data. It has been concluded that the model is able to

predict the impact of dilution on the heat release, flame stabilisation, flow-field

and pollutant emissions
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Nomenclature

B Pre-exponential factor (s−1)1

c Progress variable (−)

c Speed of light in the medium (m s−1)

cp Constant pressure specific heat (J kg−1 K−1)

C Generic constant (−)

D Diffusion coefficient (m2 s−1)

D SGS model differential operator (−)

Da Damköhler number (−)

E Activation energy (J)

F Body force (N m−3)

gij Velocity gradient tensor (s−1)

h Specific enthalpy (J kg−1)

ht Specific total enthalpy (J kg−1)

I Radiative intensity (W m−2 sr−1 Hz−1)

k Thermal conductivity (W m−1 K−1)

k Turbulent kinetic energy (m2 s−2)

Ka Karlovitz number (−)

1For first-order reactions



kB Boltzmann constant (m2 kg s−2K−1)

L Flow length scale (m)

L Turbulent integral length scale (m)

` Characteristic length (m)

Le Lewis number (−)

ṁ Mass flow rate (kg s−1)

p Pressure (Pa)

P Probability density function (−)

Pr Prandtl number (−)

q Heat flux (W m−2)

r Radial coordinate (m)

r Position vector (m)

s Fuel split ratio (−)

s Path length (m)

sL Laminar flame speed (m s−1)
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Chapter 1

Introduction

Fossil fuels are expected to play a central role in meeting the growing power

demand in the medium term, with gas becoming more and more important in

the energy mix due to its lower carbon intensity compared to other fossil fuels.

The coupling of gas-fired power generation with Carbon Capture and Storage

(CCS) has the potential to reduce significantly the carbon dioxide emissions from

power generation, thus assisting to meet the strict emissions limits necessary

to mitigate the potentially disastrous consequences arising from anthropogenic

greenhouse gases release in the atmosphere.

With a focus on the post-combustion capture techniques, the efficiency of

the CO2 capture process can be improved significantly by increasing the carbon

dioxide concentration in the exhaust gases. This can be achieved by resorting to

modified cycles solutions such as Exhaust Gas Recirculation (EGR) and Selective

Exhaust Gas Recirculation (S-EGR). The Steam-Injected Gas Turbine (STIG)

cycle also represents and attractive option to mitigate the energy penalty associ-

ated with the CO2 capture process. All of these advanced cycles are characterised

by an increased concentration of CO2 and/or H2O in the combustion environment

with respect to traditional gas turbine operation, and this can have an impact on

the combustion process itself as well as on the overall plant performance.

The aim of this work is the development of an accurate and reliable Computa-

tional Fluid Dynamics (CFD) model in order assess the impact of carbon dioxide

and steam dilution on the combustion process in gas turbines. In addition to the

typical challenges associated with the modelling of industrial combustion cham-
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bers, e.g. the geometrical complexity of the devices, complex fluid dynamics

phenomena, turbulence-chemistry interaction, etc., the presence of increased lev-

els of CO2 and H2O in the combustor associated with EGR and STIG cycles has

a significant impact on the combustion chemistry, heat transfer and flow field

characteristics that has to be accounted for at the modelling stage.

In this chapter, the work carried out in the thesis is put in the framework of the

current global energy outlook and the motivations behind the present study are

presented. In Section 1.1, a description of the world energy demand, together with

the concerns associated with global warming, is provided. A short introduction

to power generation in gas turbines is given in Section 1.2 and in Section 1.3 a

discussion on CCS with a focus on carbon capture techniques suitable for gas-

fired power generation is carried out. Considerations on the peculiarities and

challenges associated with the modelling of diluted combustion in gas turbines

are discussed in Section 1.4 and the aims and objectives of the present work are

presented in Section 1.5. Finally, a description of the thesis outline is provided

in Section 1.6.

1.1 World energy demand and global warming

The world energy demand is expected to increase dramatically over the next few

decades, with a predicted growth of 34% between 2014 and 2035 [1]. As reported

in Figure 1.1, emerging economies will contribute more than 90% of the global

energy growth, whilst the energy demand from OECD countries is expected not

to vary significantly.

In this context, fossil fuels are forecast to play a major role in meeting the

demand for cheap energy coming from developing countries, accounting for almost

80% of the primary energy in 2035, compared to a share equal to 86% in 2014 [1].

As shown in Figure 1.2, gas is the fossil fuel expected to experience the fastest

growth in the medium term. Also, for non-fossil sources, renewables are predicted

to be growing steadily, with their share increasing from the current 3% to 9% in

2035.

The massive reliance on fossil fuels usage depicted in Figure 1.1 is in stri-
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Figure 1.1: Global primary energy consumption (with forecast up to 2035) as

reported in [1].

Figure 1.2: Shares of primary energy (left) and annual growth for different fuels

according to [1].
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Figure 1.3: Observed surface temperature change from 1901 to 2012 (top) and

measured atmospheric CO2 concentration at two different locations [2].

dent contrast with the more and more stringent need to reduce greenhouse gases

emissions. The necessity to reduce the release of greenhouse gases into the atmo-

sphere is related to the need to limit the observed warming of the Earth’s climate

system known as global warming. An almost unanimous consent within the scien-

tific community has been reached on the direct link between the observed global

average surface temperature growth and the unprecedented levels of greenhouse

gases [2] such as methane, nitrous oxide and carbon dioxide measured in the at-

mosphere (Figure 1.3). In particular, although it is characterised by a relatively

small global warming potential with respect to other greenhouse gases, carbon

dioxide is by far the greenhouse gas with the highest atmospheric concentration,

which was equal to of 391 ppm in 2011, compared to 1803 ppb for methane and

324 ppb for nitrous oxide. Therefore, there is a stringent need to reduce global

CO2 emissions.

In order to avoid dangerous and potentially disruptive consequences arising

from global warming, the limit of 2 ◦C in the rise of the global average surface

temperature with respect to pre-industrial levels has been set by the scientific

community [3] and accepted by policymakers [4].
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The power generation sector accounts for more than half of the increase in

the global primary energy demand, and currently generates more than two-thirds

of the overall greenhouse gases emissions. The growing diffusion of low-carbon

technologies and improvements in the efficiency of fossil fuel power plants are

predicted to reduce the CO2 emissions intensity of electricity generation from the

2011 overall value of 532 gCO2/kWh to 374 gCO2/kWh in 2035 [5]. Nevertheless,

since fossil fuels are going to play a major role in the energy mix, it is of paramount

important to control the emissions related to their usage.

Gas-fired power generation is less carbon intensive than coal, so it represents

an attractive option for power generation in the current global energy scenario.

Also, gas-fired power plants are less capital intensive than coal power plants,

which makes them more attractive given the present uncertainties over future

fossil fuel prices and energy policies. However, natural gas is not a carbon-free

fuel. Within the 2 ◦C goal, by 2025 the average carbon dioxide emission intensity

of global electricity generation will be below that of a gas-fired plant [6]. This

means that, in a low-emission scenario, the only way to operate gas-fired plants

is to equip many of them with carbon capture systems. Therefore, a gas plant

with CCS can be considered as an attractive investment in the mid-term; IEA

forecasts that by 2050 all gas plants providing base-load power will be fitted with

CCS [5]. An overview on CCS and details on its application to gas-fired power

plants are provided in the next sections.

1.2 Power generation in gas turbines

Gas turbine systems are a type of internal combustion engine. Depending on

the nature of their application, gas turbine systems can be divided in two main

categories, i.e. aero-propulsion and land-based gas turbines. With a focus on

the latter, land-based gas turbines are mainly employed for power generation

or direct-drive applications. This section provides a short introduction to the

application of gas turbines to power generation. Even if the systems employed in

today’s gas-fired power plants are complex devices, a basic gas turbine consists

of three main components [7]:
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Figure 1.4: Schematic of a basic gas turbine.

• A compressor which is used to draw the working fluid (usually air) into the

engine, pressurise it and feed it to the combustion chamber.

• A combustion section where a fuel stream is injected and mixed with the

pressurised air coming from the compressor. The combustion process takes

place in this section and a high pressure and temperature gas stream is

produced.

• A turbine which is employed to expand the hot gases coming from the

combustor. The turbine has the dual purpose of driving the compressor

and to spin a generator in order to produce electric power.

The basic gas turbine system described above is referred to as Simple Cycle

Gas Turbine (SCGT), for which a schematic is reported in Figure 1.4. The

main factors affecting the efficiency of the SCGT are the efficiency of the single

components and the firing temperature, which is defined as the temperature of the

hot gases at the turbine inlet. The latter parameter is controlled by technological

limits, i.e. by the maximum temperature that can be withstood by the blades

of the turbine. Significant progresses have been made in this respect, with firing

temperature rising from around 1000 K in the 1950s to above 1800 K in modern

heavy-duty gas turbines [8].

Given the elevated firing temperature typical of modern systems, the exhaust

gases at the turbine outlet are still characterised by a relatively high tempera-

ture, and therefore by a non negligible energy content which can be employed to
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improve the efficiency of the system [7]. In the Recuperative Gas Turbine (RGT)

the hot gases at the turbine outlet are employed to pre-heat the air downstream

of the combustion section. In the Combined Cycle Gas Turbine (CCGT) the

hot gases are employed to generate steam in a Heat Recovery Steam Generator

(HRSG). The steam is then expanded in a steam turbine in order to increase the

power output of system. In Combined Heat and Power (CHP) generation, the

hot gases are used to produce high temperature water for industrial or heating

applications. All of these modifications in the SCGT can result in a significant

improvement in the overall efficiency of the system [8].

Regardless of the gas turbine application and specific configuration, environ-

mental considerations are of paramount importance in the design of the system.

In this respect, the combustor represents the critical component and the main

pollutants that are of concerns for gas turbines are CO, NOx and smoke [8]. With

the increasing need to reduce greenhouse gases emissions, there is also a growing

requirement to control the amount of CO2 released in the atmosphere by gas

turbines, as will be detailed in the next section.

1.3 CCS and its application to gas turbines

CCS is a process consisting of the separation (capture) of carbon dioxide from a

mixture of gases generated in industrial or power-generation processes, e.g. the

flue gases of a power plant. This is followed by its compression to a liquid state

and the transportation to a storage site where a long-term isolation from the

atmosphere is achieved by the injection into suitable geological formations or for

its reuse in industrial applications such as enhanced oil recovery.

CCS is widely recognised as an essential component in the portfolio of tech-

nologies necessary for substantially reducing carbon dioxide emissions. Other

options include low-carbon technologies, such as nuclear and renewables, and

energy efficiency.

There are multiple aspects contributing to the importance of CCS as an option

for mitigating carbon dioxide emissions. Firstly, as fossil fuels are still expected

to play a key role in the global energy market in the future, CCS offers a solution
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for dealing with emissions from fossil fuel use. The present estimated reserves

of fossil fuels, if combusted, would release in the atmosphere approximately 2860

Gt of CO2 [6]. If the limit of 2 ◦C long term increase in temperature is to be

satisfied, a cumulative total of 884 Gt of carbon dioxide should be emitted from

the power sector up to the year 2050. This means that less than one-third of

the global fossil fuel reserves can be actually consumed without the need for the

substantial use of CCS technologies. It has been estimated that if CCS is not

taken into consideration as an option in the energy sector, then the cost to meet

the same emission limit is increased by about 40% [9]. This is because CCS is

the only technology which is able to preserve the value of fossil fuel reserves and

of the related infrastructures.

Finally, CCS can also be applied for reducing carbon dioxide emissions due

to industrial sectors such as cement, iron and steel, chemicals and refining. For

details about the application of CCS to such sectors refer to [10].

Despite the previous observations, the development of CCS technology is pro-

gressing quite slowly, and there is a need to progress CCS demonstration projects

around the world. The Global CCS Institute has identified the following key

points to enhance the development and the spreading of the technology [11]:

• Implementing policies that include long-term support to low-CO2 technolo-

gies and strong market-based emission trading schemes.

• Enhancing short term support for demonstration projects.

• Dealing with remaining critical regulatory uncertainties.

• Providing significant funding support for CCS research and development.

The processes involving the capture of the carbon dioxide can be categorised,

according to the modifications to the industrial process needed to achieve CO2

separation [6], as follows:

• Post-combustion capture: Carbon dioxide is separated from the mix-

ture of gases at the end of the combustion process, usually by employing a

chemical separation technique.
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• Pre-combustion capture: The fossil fuel is partially oxidized to produce

syngas, which is then shifted to obtain a gas containing H2 and CO2. The

carbon dioxide is separated before combustion takes place. This technology

is applied in gaseous fuel and fertilizer production, as well as in power

production.

• Oxy-fuel combustion: Pure oxygen is used as an oxidizer in combustion

in place of air, giving rise to the production of a flue stream containing only

carbon dioxide and water, which can be easily condensed by cooling. In this

technology, there is no requirement for a specific CO2 separation step, but

the energy penalty is largely determined by the separation of the oxygen

from air.

The application of CCS to electricity production yields an increase in the

energy generation cost. This is largely related to the modification required to the

standard process by the chosen capture technology and to the loss of efficiency

arising from the CO2 capture process [6]. Among the different carbon capture

technologies suitable for gas turbines, oxy-fuel combustion is regarded as feasible

in the medium term, mainly because of the need to develop a gas turbine able

to operate with CO2 instead of nitrogen as the major component of the working

fluid. On the other hand, post-combustion separation is the one which is currently

receiving the most attention due to its feasibility in the short term [12].

The additional costs associated with CCS can be reduced by improving the

efficiency of the carbon capture process; in particular, post-combustion carbon

capture application to a gas turbine is a challenging task due to the following

reasons:

• Low carbon dioxide concentration in the exhaust gases, which results in an

inefficient capture process.

• Elevated oxygen concentration in the flue gases, due to the lean combustion

process typical of gas turbines, which can imply solvent degradation due to

oxidation.

• High flue gases flowrate (again due to the lean combustion process) which

results in the need of large capture plants and thus in a cost increase.
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In order to reduce the cost of the post-combustion carbon capture process,

various advanced cycle solutions for gas turbine power generation have been pro-

posed. EGR and S-EGR represent suitable solutions, already tested in industrial

applications (see, for instance, [13] and [14]). The higher carbon dioxide con-

centration in the exhaust gas observed with EGR and S-EGR with respect to

conventional air-firing results in a significant increase in the efficiency of the

post-combustion CO2 capture process [15]. EGR consists in the recirculation of

a portion of the exhaust gases back into the inlet of the gas turbine. In S-EGR,

the exhaust gases are passed through a separation system in order to separate

carbon dioxide from other species and recirculate only the former into the gas

turbine. The portion of exhaust gases recirculated into the system is defined in

terms of the EGR ratio, R

R =
ṁrec

ṁair + ṁrec

(1.1)

Several studies, e.g. [15, 13, 14], reported that it is possible to attain a

significant increase of carbon dioxide concentration in the exhaust gases with

an EGR ratio between 30% and 50%. Also, a reduction in the O2 content in the

exhaust has been observed.

The STIG cycle, similar to the combined cycle, has been proposed as a method

to increase the power output of the conventional gas turbines operated with a

basic Brayton cycle [16]. It consists in the generation of steam in a HRSG unit

and in its injection in the combustion section (or in a different location depending

on the considered cycle) of the gas turbine. The steam injection increases the

total mass flow rate through the turbine, thus leading to an increased power

output and improved overall efficiency [17, 18]. The increased power output can

be employed to reduce the energy penalty associated with the carbon capture

process; also, a reduced carbon dioxide content in the oxidizer stream is obtained

(when evaluated on a dry basis).

Although EGR and STIG cycles can be regarded as viable approaches to

reduce the cost of carbon capture in gas turbines, both these solutions modify

the combustion environment by introducing a non-negligible amount of diluting

species, i.e. carbon dioxide or steam, in the oxidizer stream issuing into the com-

bustion chamber. For these reasons, the suitability of existing combustion devices
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for these modified cycles has to be verified. In the next section, an overview of

the effects of carbon dioxide and steam dilution on natural gas combustion is

presented, together with an assessment of the impact on the modelling strategy

of such diluted combustion processes in gas turbines.

1.4 Modelling of diluted combustion in gas tur-

bines

CFD is the science involving the numerical modelling of fluid motion and of the

related phenomena. The governing equations, e.g. conservation of mass, momen-

tum, energy and chemical species, are discretised over a numerical grid represent-

ing the domain of interest and solved using suitable numerical techniques. Due

to the increasing power of modern computers, it is possible to employ CFD to

analyse more and more complex problems [19].

The modelling of turbulent combustion is an important branch of CFD. The

complex nature of reactive flows, the strong coupling between chemistry and

turbulence and the different characteristic scales of turbulence and combustion

makes CFD modelling of turbulent combustion processes an extremely challenging

task [20].

The difficulties related to turbulent combustion modelling are even greater

when considering its application to industrial gas turbine combustors, due to the

peculiarities of these devices. In fact, modern Dry Low-Emissions (DLE) gas tur-

bine combustors rely on the lean-premixed technology to control NOx emissions;

in these devices most of the fuel is premixed with air before the mixture enters the

combustion chamber and is burned in lean conditions in order to reduce the flame

temperature and thus NOx production [21]. This results in the operating point of

the combustor to be moved closer to the lean flammability limit with respect to

conventional non-premixed devices, with possible issues related to flame stability

and CO emissions. For these reasons, while most of the combustion process fol-

lows the lean-premixed approach, a small percentage of the fuel is usually injected

into the combustion chamber with little if no premixing in order to create a stable

pilot flame to enhance the overall combustion stability in the device [8]. Thus,
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the overall combustion process cannot be regarded as either purely premixed nor

non-premixed; this condition is referred to as partially-premixed combustion and

represents the most challenging combustion regime from a modelling point of

view [22].

Also, practical combustion devices are characterised by a complicated geome-

try (with multiple fuel injection points, swirling vanes, dilution jets) leading to the

need to employ unstructured numerical grids and advanced meshing techniques

like hybrid meshes and non-conformal interfaces.

Finally, the flow features typical of swirl-stabilised DLE combustors comprise

complicated phenomena such as swirling flows, vortex breakdown, recirculating

flows and the possible presence of aerodynamic instabilities [23].

Therefore, the CFD modelling of combustion in industrial gas turbines can be

regarded as a noticeably challenging task, even without the additional complica-

tions associated with carbon dioxide and steam dilution.

In this context, steady-state Reynolds-Averaged Navier-Stokes (RANS) cal-

culations still represents the workhorse for CFD modelling of gas turbine com-

bustion, due to their moderate computational cost as well as to the experience

gained in decades of use and model calibrations [24, 25, 26, 27]. Nevertheless, due

to the increasing computational power coming from massive parallel computers

together with a significant research effort to develop suitable sub-grid scale (SGS)

models for turbulent combustion, Large Eddy Simulation (LES) is becoming an

attractive option for the modelling of both lab-scale burners and industrial com-

bustors [28, 29, 30]. In fact, LES can provide more accurate results with respect

to RANS for both non-reactive and reactive swirling flows, due to its ability to

account for the unsteady nature of such flows as well as to its capacity to better

predict the mixing process, which is of paramount importance in turbulent com-

bustion modelling [31]. On the other hand, LES is characterised by a significantly

higher computational cost with respect to steady-state RANS calculations.

The application of EGR of STIG cycles to enhance carbon capture in gas

turbines poses additional challenges due to the increased levels of CO2 and H2O

in the combustion environment with respect to conventional air-fired operation.

The impact of the diluting species on the combustion process is due to both
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thermal and chemical effects [32]. The thermal effects are related to the different

physical properties of the diluting species with respect to air. In particular, the

higher heat capacity of both carbon dioxide and steam compared to air results

in lower temperature levels with respect to conventional air-fired combustion.

Chemical effects are due to the chemical reactivity of the diluting species, and

involve both a direct participation in the combustion chemistry as well as in a

participation as third body in termolecular reactions with a significantly higher

efficiency with respect to nitrogen.

In addition to these basic effects on the combustion process, the enhanced

presence on diluting species has an impact also on the heat transfer mechanism

and on the flow field within the combustor [33, 34, 35, 36].

All these effects have to be accounted for at the modelling stage, and the

main aim of the present thesis is to develop a complete and accurate CFD model

for diluted combustion in gas turbines and its application in the modelling of an

industrial device.

1.5 Aims and objectives

From the analysis presented in the previous sections, it can be inferred that

the use of advanced cycles such as EGR and STIG in gas turbines will become

more and more popular in the future, in order to reduce the efficiency penalty

associated with post-combustion carbon capture in these devices. In this context,

CFD modelling can represent a powerful tool to investigate the effects of dilution

in existing combustion chambers as well as to assist in the design of novel devices.

Therefore, the main objectives of the present work are the following:

• Assessment of the effects CO2 and H2O dilution of natural gas combus-

tion and development of an accurate CFD model for diluted combustion

in gas turbines accounting for the dilution effects on heat release, flame

stabilization and pollutant emissions.

• CFD investigation of an industrial micro gas turbine (MGT) combustor

under air-fired and diluted conditions and the assessment of the effects of

carbon dioxide and steam dilution on the operation of the device.
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1.6 Thesis outline

In this chapter the motivation behind the present study has been presented. Mod-

ified gas turbine cycles such as EGR and STIG have been proposed in order to

improve the efficiency of carbon capture for gas-fired power generation. Both

these solutions imply the presence of diluting species in the combustion environ-

ment. This can cause issues in the operation of the combustion section of the

plant. CFD analyses can be employed to assess the effects of CO2 and steam

dilution in existing combustion chambers and also for the design of new devices.

Therefore there is a need for the development of accurate numerical models for

this purpose. In Chapter 2, a literature review on the existing CFD techniques

that are suitable for gas combustion and on the studies dealing with the impact

of carbon dioxide and H2O dilution on gas combustion is presented.

Chapter 3 provides an overview of the experimental data used for the vali-

dation of the numerical results. Firstly, detailed in-flame experimental measure-

ments from a lab-scale burner have been employed in order to assess the suitabil-

ity of the models employed in the present study for complex partially-premixed

flames. Further, the data obtained from the experimental investigation of the

operation of a micro gas turbine (MGT) system under air-fired, CO2- and steam-

diluted conditions have been used to set up and validate the CFD modelling of

the combustion chamber employed in the system.

In Chapter 4, the effects of dilution on gas combustion have been assessed

through the numerical simulation of basic one-dimensional laminar flames em-

ploying a detailed chemical mechanism for natural gas combustion. Also, the

influence of radiative heat transfer has been evaluated in air-fired and diluted 1D

flames.

Chapter 5 contains a description of the modelling of a lab-scale burner flame,

that is employed to validate the tabulated chemistry/presumed-PDF approach for

partially premixed swirling flames in both RANS and LES frameworks. Further,

general guidelines are obtained for the numerical investigation of complex flames

similar to those found in industrial devices.

Chapter 6 describes the results obtained from a CFD investigation of the

combustor of a MGT system under air-fired and diluted conditions.
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Finally, Chapter 7 summarises the conclusions of the present thesis and out-

lines some possible future work that may be performed.
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Chapter 2

Literature review

A critical review of the literature regarding the modelling of turbulent gas-phase

combustion is presented in this chapter, with a focus on the aim of the present

work, i.e. the modelling of diluted combustion in industrial devices. The gov-

erning equations for the problem are presented in Section 2.1. Details on the

turbulent flows modelling are presented in Section 2.2 and a review of the ap-

proaches for turbulent combustion modelling is reported in Section 2.3, with a

focus on their suitability for diluted combustion. Finally, a short introduction to

radiative heat transfer modelling is reported in Section 2.4.

2.1 Governing equations

Under the continuum hypothesis [37], reactive flows are described by partial dif-

ferential equations expressing the physical principles of conservation for mass,

momentum, species and energy.

The mass conservation principle is expressed by the continuity equation, which

takes the general form

∂ρ

∂t
+

∂

∂xj
(ρuj) = 0 (2.1)

Newton’s second law of dynamic states that momentum is conserved in a

closed system, and therefore it can only be changed by the action of external

forces. This principle is expressed by the momentum conservation equation, also

known as the Navier-Stokes equation
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∂

∂t
(ρui) +

∂

∂xj
(ρuiuj) =

∂

∂xj
τij −

∂p

∂xi
+ Fi (2.2)

where, for Newtonian fluids, the stress tensor τij is given by

τij = µ

(
∂ui
∂xj

+
∂uj
∂xi
− 2

3

∂uk
∂xk

δij

)
(2.3)

For reactive flows, a transport equation for the mass fraction of species k, Yk,

can be expressed as

∂

∂t
(ρYk) +

∂

∂xj
(ρYkuj) = −

∂Jkj
∂xj

+ ωk (2.4)

where the source term ωk represents the net mass reaction rate of species k per

unit volume.

The molecular diffusive flux Jkj is usually evaluated according to the dilute

approximation (i.e. Fick’s first law) as [38]

Jkj = −ρDk
∂Yk
∂xj

(2.5)

where the molecular diffusivity of species k relative to the major species is calcu-

lated from the Schmidt number

σk =
µ

ρDk

(2.6)

In the cases where the diluted approximation cannot be employed, more com-

plex expressions can be used to account for full multicomponent diffusion [39].

Soret effect and molecular diffusion related to pressure gradients are usually ne-

glected [38].

Energy conservation can be expressed in terms of total enthalpy ht = h+uiui/2

as

∂

∂t
(ρht) +

∂

∂xj
(ρhtuj) = − ∂

∂xj

(
Jhtj + uiτij

)
+
∂p

∂t
+ ujFi + ωht (2.7)

The enthalpy diffusive flux Jhtj can be evaluated using the Fourier law as [20]

Jhtj = − µ

Pr

(
∂ht
∂xj

+
N∑
k=1

(
1

Lek
− 1

)
ht,k

∂Yk
∂xj

)
(2.8)

where the Lewis number for species k is equal to

Lek =
σk
Pr

=
k

ρcpDk

(2.9)
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and expresses the ratio between thermal and mass diffusivity. The Prandtl num-

ber is defined as

Pr =
cpµ

k
(2.10)

and represents the ratio between diffusive transport of momentum and tempera-

ture.

The assumption of unity Lewis number for all species greatly simplifies the

formulation of Equation (2.8) and is common practice in turbulent combustion

modelling. This stems from the observation that molecular transport plays an

important role only in a small region nearby the reaction zone, whilst turbulent

transport is largely predominant elsewhere [40, 41]. Assuming unity Lewis num-

ber, and neglecting the terms ∂p
∂t

, uiτij and ujFi under the low-Mach assumption

[38], the energy conservation equation takes the form

∂

∂t
(ρht) +

∂

∂xj
(ρhtuj) =

∂

∂xj

(
µ

Pr

∂ht
∂xj

)
+ ωht (2.11)

which is formally identical to the species transport Equation (2.4).

The system formed by Equations (2.1), (2.2), (2.4) and (2.11) describes the

evolution of any turbulent reactive flow in the limit of the considered assump-

tions. Unfortunately, the analytical solution of the system is only possible in

a few very simple and laminar configuration that are of little practical interest.

Furthermore, a direct numerical solution of the instantaneous balance equations

is often not feasible even for relatively simple configurations. Therefore, an av-

eraged or filtered formulation of the governing equations is usually introduced

in order to reduce the computational effort required to solve the problem. The

averaging and the filtering operations introduce new unknown terms and thus

a significant modelling effort is often required to close the system, as it will be

detailed further in the following sections.

2.2 Turbulence modelling

Since most flows in engineering applications are turbulent, it is crucial to under-

stand the main characteristics of turbulence and the related modelling techniques.

Fluid flows show a turbulent character when inertial, buoyancy, centrifugal or
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other forces are dominant over the viscous force that tends to suppress inhomo-

geneities and flow instabilities. The ratio between inertial and viscous forces is

expressed by the Reynolds number, Re, which is equal to

Re =
UL

ν
(2.12)

where U and L are the characteristic velocity and length of the considered flow,

respectively, and ν is the kinematic viscosity of the fluid.

When Re is higher than a critical value, the inertial forces overcome the

viscous effects and the flow starts to show a turbulent behaviour. Although no

universal definition of turbulence exists, all turbulent flows are characterised by

the same peculiar features. Bradshaw in [42] proposed to following definition of

turbulence to highlight its main characteristics:

Turbulence is a three-dimensional time dependent motion in which

vortex stretching causes velocity fluctuations to spread to all wave-

lengths between a maximum determined by the boundary conditions

of the flow and a minimum determined by viscous forces. It is the

usual state of fluid motion except at low Reynolds number.

The previous definition contains some of the features typical of turbulent flows,

which can be summarised as follows [43, 44]:

• Randomness: meaning turbulent flows show random velocity fluctuations

and are not repeatable.

• High vorticity: turbulent flows contain high vorticity regions, which undergo

vortex stretching, elongation and breakup. In particular vortex stretching

is the main mechanism responsible for the energy transfer from large to

small turbulent eddies.

• Three-dimensionality: even in cases where mean velocity and pressure only

change in two dimensions, turbulent flows always have a three-dimensional

nature. This is due to the fact that vortex stretching is not possible in two

dimensions.
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• Effective mixing: although molecular diffusion is always responsible for the

mixing at the molecular level [45], turbulent eddies advect and wrinkle

the molecular mixing layer, thus greatly increasing the effectiveness of the

mixing process with respect to laminar flows.

• Continuity of the eddy spectrum: turbulent flows are characterised by the

presence of turbulent structures covering the entire spectrum between the

largest eddies (having a characteristic dimension comparable to that of the

flow scale L) to the smallest ones in which the turbulent kinetic energy is

eventually dissipated into heat by viscous effects.

• Presence of coherent structures: the presence of spotty regions of high vor-

ticity or dissipation rate has been observed both experimentally and nu-

merically in turbulent flows. Such regions, usually referred to as turbulent

coherent structures, present a characteristic coherent pattern and are sig-

nificantly larger than the smallest eddies.

One of the peculiar features of turbulence is the presence of turbulent eddies

of different size and characteristics, as can be appreciated from the picture of the

turbulent water jet shown in Figure 2.1. The largest eddies have characteristic

length, L, and velocity, U , scales similar to those of the main flow field [37]. These

largest eddies are usually weak and have a low energy content [44].

Turbulence production occurs by mean flow deformation and its interaction

with the most energetic eddies. These eddies, often referred to as energy contain-

ing eddies, are similar in size to the largest ones, having a characteristic length

`0 slightly smaller than L. Their characteristic velocity u0 scales with the main

velocity fluctuations u′ and is comparable to U . Therefore, the Reynolds number

associated with the energy containing eddies Re0 = `0u0/ν is large and of the

some order of magnitude of Re [37]. In his description of the so called energy

cascade process, Richardson [46] assumed that these energy containing structures

are unstable and tend to break up and transfer their energy to smaller eddies.

The energy transfer process continues until the Reynolds number associated with

the turbulent eddies Re = `u/ν is small enough for the viscous forces to be able to

stabilise the eddy motion and dissipate the turbulent energy into heat. Therefore,
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Figure 2.1: Turbulent water jet issuing into quiescent water, with turbulent eddies

of different scales visualized by laser-induced fluorescence [47].

according to this theory, dissipation happens at the end of the energy cascade

process in the smallest eddies.

The energy dissipation rate ε is determined by the first process in the energy

cascade, i.e. the energy extraction from the mean flow by the most energetic

eddies. The time scale associated with these eddies is τ0 = `0/u0 and their energy

content is of the order u20. Thus, the dissipation rate ε can be assumed to scale

as

ε ∝ u30
`0
≈ U3

L
(2.13)

and does not depend on ν under the assumption of high Reynolds number, con-

sistently with experimental findings in free shear flows [37].

Kolmogorov [48] elaborated a theory for the definition of the characteristic

scales for different eddies on the basis of three hypotheses. The first one, called

Komogorov’s hypothesis of local isotropy, states that at high Reynolds number

the small-scales (` << `0) are statistically isotropic. This is in contrast with

the large-scale eddies which are usually non-isotropic and whose characteristics

depend on the flow boundary conditions. Following Pope [37], it is possible to

define a scale `EI that separates the large non-isotropic eddies from the small

isotropic scales.
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The second hypothesis assumes that the statistics of the small-scale turbulent

eddies are characterised by a universal behaviour determined by ε and ν only.

This range size corresponds to ` < `EI and is called the universal equilibrium

range. The timescales associated with the equilibrium range are smaller than τ0,

and therefore these eddies can adapt quickly and are in dynamic equilibrium with

the energy transfer rate imposed by the large eddies [37].

It is possible to obtain a unique definition for length, velocity and time scales

for the small eddies on the basis of ε and ν, usually referred to as the Kolmogorov

scales. The Kolmogorov length, velocity and time scales are defined as

`η =
(
ν3/ε

) 1
4 (2.14)

uη = (νε)
1
4 (2.15)

τη = (ν/ε)
1
2 (2.16)

It can be noticed that the Reynolds number associated with the Kolmogorov

scale, Reη = `ηuη/ν is equal to one, which agrees with the assumption that the

energy cascade proceeds to smaller and smaller scales until the Reynolds number

is low enough for the viscous effects to overcome the inertial forces.

The ratios between the energy containing scales and the Kolmogorov scales

can be determined by the expressions for the latter and the scaling rule ε ∝ u30/`0

as
`η
`0
∝ Re−

3
4 (2.17)

uη
u0
∝ Re−

1
4 (2.18)

τη
τ0
∝ Re−

1
2 (2.19)

Equation (2.17) confirms that, for high Reynolds number, `0 >> `η. Also, since

the ratio `η/`0 decreases with increasing Re, at high Reynolds number there

exists a range of scales that are very small compared `0 and yet significantly

larger than the Kolmogorov scale. The third Kolmogorov hypothesis states that

at sufficiently high Reynolds number the statistics of the motion of the scales ` in

the range `EI > ` > `DI are uniquely determined by ε and are thus independent

from ν.

22



The lengthscale `DI ≈ 60`η [37] divides the universal equilibrium range into

two sub-parts: the inertial subrange, corresponding to `EI > ` > `DI , that is

governed by inertial effects with negligible viscosity influence, and the dissipation

range, corresponding to ` < `DI , where the viscous dissipation process takes

place.

The randomness of the velocity field in turbulent flows is in contrast with

the deterministic character of the governing equations. This apparent paradox is

due to the presence of perturbations in initial and boundary conditions and in

material properties, and to the fact that the governing equations, due to their

non linear character, have a very high sensibility to such perturbations. In other

words, the instantaneous velocity field obtained from a given experiment (i.e. a

realisation of the turbulent flow field) is non-repeatable due to the high sensitivity

of turbulent flows to small perturbations in the experiment’s settings.

Given the random character of turbulence, it comes natural to describe it from

a statistical point of view. A random variable u is characterised by its probability

density function (PDF), P (u), such that P (u)du is the probability of observing

u within the range of values between u and u + du. Clearly, P must satisfy the

normalization condition ∫ ∞
−∞

P (u)du = 1 (2.20)

The mean, or expected value, of a random variable u is denoted with U and

can be calculated as

U =

∫ ∞
−∞

uP (u)du (2.21)

The variance associated with u is the mean-square fluctuation

var(u) =

∫ ∞
−∞

(u− U)2 P (u)du (2.22)

and the root mean square (RMS) value of u is the square root of the variance

uRMS =
√
var(u) (2.23)

In order to simplify the description of turbulent flows, Reynolds [49] proposed

to decompose the instantaneous random variable u into into a mean ū and a

fluctuating u′ part as

u = ū+ u′ (2.24)
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where the overbar indicates the application of a Reynolds-averaging operator

to the instantaneous variable. The Reynolds-averaging operation can assume

different forms depending on the properties of the considered turbulent flow field

[50]. In particular, time averaging is usually employed for statistically stationary

turbulence. In this case the Reynolds-averaged variable is expressed as

ū = lim
T→∞

1

T

∫ t+T

t

udt (2.25)

where, in practical applications, T is chosen such as it is much longer than the

characteristic time of the slowest fluctuations, that are associated with the largest

eddies [19].

If the flow is not statistically stationary, ensemble averaging over a number of

N realisations can be employed, thus obtaining

ū = lim
N→∞

1

N

N∑
i=1

ui (2.26)

The Reynolds-averaged quantities introduced so far characterise the mean

flow field, but give no information on the turbulence. A scale based on velocity

fluctuations would be a natural choice to characterise the turbulence. Direct

averaging of the fluctuating velocity appearing in Equation (2.24) leads to

ū′ = 0 (2.27)

and thus is not a viable choice. Therefore, the RMS value of u is defined as

uRMS =

√
(u′)2 (2.28)

and this can be employed as a velocity scale for turbulence.

The turbulent kinetic energy per unit mass is defined as the kinetic energy

associated with the turbulent velocity fluctuations and it can be expressed as

k =
1

2
u′iu
′
i (2.29)

In isotropic turbulence, by definition, it results (u′1)
2 = (u′2)

2 = (u′3)
2 and there-

fore velocity fluctuations can be characterised by a single RMS value u′ = uRMS.

For non-isotropic turbulence, the scale for velocity fluctuations can be taken equal

to

u′ =

√
2

3
k =

√
(u′1)

2 + (u′2)
2 + (u′3)

2

3
(2.30)
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Figure 2.2: Sketch of a typical turbulent energy spectrum. The dashed line

represent the −5/3 slope expressed in Equation (2.32).

The distribution of the turbulent kinetic energy over the different scales of the

turbulent eddies can be obtained by considering the energy spectrum function

E(η) where η = 2π/` is the wavenumber associated with the eddy of size `. The

integral of E(η) over the entire wavelength range is equal to the turbulent kinetic

energy [37], i.e. ∫ ∞
0

E(η)dη =
1

2
u′iu
′
i = k (2.31)

where, in reality, the lowest bounding value of η is of the order of 2π/L, whilst

the upper bounding value corresponds to the wavenumber associated with the

Kolmogorv scale 2π/`η.

From the Kolmogorov first hypothesis, it follows that in the universal equilib-

rium range, the spectrum is only a function of ε and ν. Further, from the third

hypothesis, in the inertial subrange the spectrum is only a function of ε and can

be expressed as [37]

E(η) = Cε2/3η−5/3 (2.32)

where C is a universal constant. A sketch of a typical turbulent energy spectrum

is provided in Figure 2.2, where the characteristic −5/3 slope in the inertial

subrange is highlighted.
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As mentioned in Section 2.1, it is possible to obtain an analytical solution

of the governing equations only for some simple laminar flow configurations [51].

For all the other cases, and especially for practical turbulent flows of engineering

interest, the system has to be solved by means of numerical techniques [19].

Among the possible approaches to predict turbulent flows, the most accurate

one is to solve the governing equations as they are, without the introduction of any

averaging or approximation, apart from the numerical discretisation technique

employed to solve the equations. This approach is referred to as Direct Numerical

Simulation (DNS) and resolves all the scales contained in the flow, such that the

calculated solution is equivalent to a single realisation of the turbulent flow [43].

Thus, the numerical discretisation in space and time for DNS has to be fine enough

to resolve all the eddies in the turbulent spectrum up to the Kolmogorov scales.

As it can be noted from Equations (2.14) and (2.16), as the flow Reynolds number

increases then this approach involves a formidable computational cost, and its

use is limited to the investigation of simple configurations at low or moderate

Reynolds number.

In order to simplify the problem and make it treatable even in cases involving

complex configurations at elevated Reynolds number, which are very common

in practical applications, it is possible to employ the Reynolds decomposition

outlined in Equation (2.24). By applying the Reynolds-averaging operator to

the governing system of equations, a new set of equations, called the RANS

equations, is obtained. In this approach, the solution contains only the mean

Reynolds-averaged flow variables, and all the information about the turbulence

spectrum are lost [43]. Furthermore, as it will be detailed further in the follow-

ing section, RANS equations contain unknown terms arising from the averaging

operation, thus the introduction of a model is required in order to close the sys-

tem. Despite its shortcomings, RANS still represents the most common approach

for the modelling of complex industrial flows. This is due to its reduced com-

putational costs and the ability to provide reasonable results for the mean flow

parameters that are usually of interest for engineers.

Another approach, which lies between RANS and DNS in terms of complex-

ity and computational costs, consists in resolving the largest, energy containing
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eddies in the turbulent flow, and to employ a suitable model to account for the

effects of the smallest scales. This approach is referred to as LES, and involves

a spatial filtering operation of the governing equations in order to introduce a

scale separation between the large scales to be resolved and the small scales [52].

Similarly to Reynolds-averaging, the filtering operation leads to the introduction

of unknown terms in the filtered equations, representing the effects of the un-

resolved small scales on the filtered field, and thus require modelling in order

to close the system. LES offers clear advantages with respect to RANS, being

able to account for the natural unsteadiness of turbulent flows, and to predict

the presence of coherent structures and flow instabilities [53]. Further, since in

LES the large scales that are responsible for most of the scalar transport are

resolved, the modelling of the mixing process with LES can be significantly more

accurate with respect to RANS [31]. On the other hand, LES is characterised

by a significantly higher computational cost with respect to RANS, due to the

fact that the LES simulations are inherently three-dimensional and unsteady, and

the numerical discretisation needs to be able to resolve a sufficient part of the

turbulent energy spectrum, leaving only the small scales to be modelled [54].

The choice of the appropriate turbulence model is not trivial and depends

on both the complexity of the flow and the goal of the investigation. Whilst

DNS is ruled out for the investigation of practical high-Reynolds flows due to the

prohibitive computational effort required, in the last few years LES has become

a viable option for industrial applications due to the increased power of modern

computers [55]. Nevertheless, the RANS approach still represents the workhorse

for industrial CFD analyses, especially when the scope of the investigation is the

evaluation of averaged flow field properties (e.g. average heat transfer coefficient

over a surface, lift generated by an airfoil profile, etc.). The use of LES, which

implies significantly higher computational cost with respect to RANS, can be

justified when there is a need for increased accuracy in the modelling of specific

phenomena (e.g. prediction of the mixing process in non-premixed flames [31])

or when the aim of the CFD analysis rules out the use of steady RANS models

(e.g. investigation of flow instabilities, presence of coherent structures, etc.).

Wilcox [50] stated that ”an ideal model should introduce the minimum amount of
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complexity while capturing the essence of the relevant physics”, bearing in mind

that the relevant physics is generally dictated by the application and aims of the

numerical investigation.

2.2.1 RANS approach

The RANS approach to turbulence modelling is based on the decomposition of the

instantaneous flow field variable in a mean and a fluctuating component, follow-

ing the Reynolds decomposition described in Equation (2.24). In the governing

equations for variable density flows, which characterise combustion modelling,

convective transportation is expressed by ρui rather than just ui. For this reason,

a density-weighted average ũ, called the Favre average, is introduced [45], such

that all the relevant field variables, except the pressure, are density weighted.

The Favre-averaging operator is defined as

ũ =
ρu

ρ̄
(2.33)

and u can now be expressed as

u = ũ+ u′ (2.34)

where the the fluctuating quantities associated with Favre-averaging are still in-

dicated with u′, although they have a different definition with respect to the one

in Equation (2.24).

Now consider a typical convection term in the Navier-Stokes equations for a

non-constant density flow, with the form ρu1u2. By using the Reynolds-averaging

one obtains

ρu1u2 = ρ̄ū1ū2 + ρ̄u′1u
′
2 + ū1ρ′u′2 + ū2ρ′u′1 (2.35)

whereas, using the Favre-averaging operator, the averaged convection term is

given by

ρ̃u1u2 = ρ̄ũ1ũ2 + ρ̄ũ′1u
′
2 (2.36)

Comparing Equations (2.35) and (2.36), it can be noticed that the three ad-

ditional terms involving density fluctuations present in Equation (2.35) do not

appear in the Favre-averaged form of the convective term. Furthermore, Equation
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(2.36) has the same form as the Reynolds-averaged convective term for constant

density flows, which is uv = ūv̄ + u′v′ [56].

In order to obtain the averaged version of the governing equations, the Favre-

averaging operator has to be applied to the instantaneous governing equations.

The resulting Favre-averaged continuity and momentum equations are given by

[20]

∂ρ̄

∂t
+

∂

∂xj
(ρ̄ũj) = 0 (2.37)

∂

∂t
(ρ̄ũi) +

∂

∂xj
(ρ̄ũiũj) = − ∂

∂xj

(
ρ̄ũ′iu

′
j

)
+

∂

∂xj
τ ij −

∂p̄

∂xi
+ F̄i (2.38)

The Favre-averaged continuity Equation (2.37) has exactly the same form as

its instantaneous counterpart, Equation (2.1). On the other hand, the averaging

of the non-linear term in the instantaneous momentum Equation (2.2) leads to the

introduction of the unknown term ũ′iu
′
j. This term is referred to as the Reynolds

stress tensor and has to be accounted for by resorting to a suitable model. This

is commonly referred to as the ”closure problem” in turbulence modelling, and

will be addressed more in detail below.

The averaged conservation equations for species Yk and total enthalpy ht take

the form

∂

∂t

(
ρ̄Ỹk

)
+

∂

∂xj

(
ρ̄Ỹkũj

)
= − ∂

∂xj

(
ρ̄Ỹ ′ku

′
j

)
−
∂Jkj
∂xj

+ ω̄k (2.39)

∂

∂t

(
ρ̄h̃t

)
+

∂

∂xj

(
ρ̄h̃tũj

)
= − ∂

∂xj

(
ρ̄h̃′tu

′
j

)
−
∂Jhtj
∂xj

+ ω̄ht (2.40)

By analysing Equations (2.39) and (2.40), it can be inferred that the Favre-

averaged transport equation for a generic scalar φ can be expressed as

∂

∂t

(
ρ̄φ̃
)

+
∂

∂xj

(
ρ̄φ̃ũj

)
= − ∂

∂xj

(
ρ̄φ̃′u′j

)
−
∂Jφj
∂xj

+ ω̄φ (2.41)

in which the laminar diffusive flux Jφj is usually small compared to the turbulent

flux ρ̄φ̃′u′j and can be neglected or modelled according to Equation (2.5)[38]. The

turbulent flux in Equation (2.41) is not expressed in a closed form and is usually
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modelled by employing a gradient transport hypothesis, which is the analogue of

Fick’s law for molecular diffusion (Equation (2.5)), as [37]

ρ̄φ̃′u′j = − µt
σt,φ

∂φ̃

∂xj
(2.42)

where σt,φ is the turbulent Schmidt number and µt is the turbulent viscosity.

Although this assumption is very common in turbulent combustion modelling, it

might not hold in some particular cases. For instance, counter-gradient turbulent

transport has been observed in some premixed turbulent flames [57].

The evaluation of the source term ω̄φ is not discussed here, since it depends

on the nature of the considered variable φ. For example, turbulent combustion

modelling is concerned with the evaluation of the chemical source term in the

species transport equation.

The closure problem

Turbulence modelling in the context of RANS approach is mainly concerned with

the modelling of the unknown Reynolds stress tensor that appears as a conse-

quence of the averaging operation applied to the Navier-Stokes equations. Two

possible levels of closure are most used in present CFD codes [44]:

• First-order or eddy-viscosity closure.

• Second-order or Reynolds Stress Models (RSM) closure.

In the first order-order approach, the Reynolds stress tensor is modelled by

an analogy with the gradient-diffusion process and the introduction of an eddy

(or turbulent) viscosity [50]. Thus, the unknown tensor τ tij = −ρu′iu′j is modelled

using the Boussinesq hypothesis as 1 [58]

− ρu′iu′j +
2

3
ρk = ρµt

(
∂ūi
∂xj

+
∂ūj
∂xi

)
= 2µtS̄ij (2.43)

where µt is the turbulent viscosity and S̄ij is the averaged rate of strain tensor.

In the Boussinesq hypothesis, the turbulent stress tensor is expressed in the same

1Since most RANS turbulence models have been originally developed for constant density

flows, the derivation for such flows is reported here. This can be readily extended to variable

density flows and Favre-averaged variables [38].
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way as the viscous stress for Newtonian fluids in Equation (2.3), but the molecular

viscosity is replaced by the eddy viscosity µt. It has to be noted that, different

from the molecular viscosity, the eddy viscosity is not a physical property of the

fluid but is a field variable.

From dimensional arguments, the eddy viscosity can be expressed as the prod-

uct between a characteristic turbulent length L and velocity U , that have to be

determined. Different models have been proposed to evaluate the eddy viscosity

in Equation (2.43). The earliest model were based on Prandtl’s mixing-length

hypothesis and are referred to as algebraic or zero-equation models, since they do

not require the solution of any additional transport equation [50]. Successively,

one-equation models have been introduced, requiring the solution of a differential

transport equation for the turbulent kinetic energy or a related quantity [59, 60].

Currently, the most common approach is based on two-equation models which

involve the solution of two additional transport equations for turbulent variables

that are then combined in order to evaluate the turbulent length and velocity

scales.

The use of the square root of the turbulent kinetic energy k is a straightforward

way to define the velocity scale and is common to all the two-equation eddy

viscosity models. The evaluation of the length scale is somehow more difficult,

and a number of different models has been developed using different definition

for the turbulent length scale [50, 44]. Probably the most popular choice for the

turbulent variables are the turbulent kinetic energy k and the its dissipation rate

ε, as firstly proposed by Launder and Spalding [61] in their k − ε model. The

characteristic turbulent length and velocity scales are then defined as

L =
k3/2

ε
(2.44)

U = k1/2 (2.45)

and, consequently, the turbulent viscosity is evaluated as

µt = Cµρ
k2

ε
(2.46)

where Cµ is a model constant that can be evaluated out of a calibration procedure,

together with the other model constants contained in the transport equations for

k and ε [44].
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The application of two-equation models to wall-bounded turbulent flows re-

quires the specification of boundary conditions at the walls for the velocity as

well as for the turbulent variables, k and ε for instance. The no-slip condition

is usually applied to impose a zero velocity at the walls, whilst a zero-gradient

Neumann boundary condition is used for k [62], i.e.

∂k

∂xn
= 0 (2.47)

where xn indicates the coordinate normal to the wall. Unfortunately, the ε trans-

port equation in the k − ε model is derived under a fully turbulent flow assump-

tion, which does not hold in the proximity of solid walls, where viscous effects

are significant. For this reason most two-equation models, including the k − ε,

are not able to reproduce the correct law-of-the-wall [44]. This issue is usually

overcome by not solving the ε conservation equation up to the wall. In this ap-

proach the first grid point is located in the fully-turbulent region away from the

solid boundary and semi-empirical relationships, called wall-functions, are used

to connect the solution in the fully-turbulent region to the wall region, which

is affected by the viscosity [50]. In the the standard wall-functions formulation

[62], the law-of-the wall is used to link the calculated solution for velocity, tem-

perature and other scalars at the computational point closest to the wall (but

located in the fully-turbulent region) and the corresponding quantities at the

wall, whilst an algebraic expression based on the local equilibrium hypothesis is

used for ε. Different formulations for the wall-functions exist, such as scalable

and non-equilibrium wall functions [63].

An alternative to the use of wall-functions is represented by the use of two-

equation closures whose formulation is suitable for low-Reynolds number regions

as well as in fully turbulent flows. In this approach the computational grid has to

cover the entire wall boundary-layer, including the viscous sub-layer, and all the

equations can be integrated up to the wall. More information on low-Reynolds

two-equation closures can be found in [44].

Other two-equation models rely on a different choice for the second trans-

ported variable, and thus employ a different expression for the turbulent length

with respect to Equation (2.44). For instance, the Wilcox’s k − ω model [64] is

obtained by introducing a transport for ω = ε/k instead of ε. Regardless of the
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choice for the two transported variables, all two-equation models based on the

Boussinesq assumption are characterised by well-known shortcomings (which add

up with the limitations intrinsically associated with the RANS approach), such

as [65, 66]:

• Linear algebraic stres-strain relationship resulting in poor performances in

all the situations where stress transport is significant (e.g.: separating,

buoyant, non-equilibrium flows).

• Scalar nature of the eddy viscosity, which is insensible to the orientation of

turbulent structures.

• Inability to account for stress anisotropy and related phenomena (e.g. sec-

ondary motions in channel flows).

• Definition of only one characteristic scale for length and velocity to describe

the entire turbulent spectrum.

• Failure to account for all the physical processes involved in the transport

of the scale-defining variable ε.

A number of modified versions of the original basic two-equation models have been

proposed in the past years in order to overcome some of the previous limitations

and improve the models’ performances. Among those improved versions it is

worth mentioning the realizable k− ε model [67], the modified k− ε based on the

Renormalization Group Theory [68], the SST model resulting from a blending of

the k − ε and k − ω approaches from Menter [69] and its transition modification

[70] and the models based on the elliptic-relaxation concept from Durbin [71]. A

summary of the main characteristics and improvements over the basic models for

some of these more advanced formulations can be found in the review paper from

Hanjalić [66].

Some of the drawbacks listed above can be overcome by resorting to second-

order closure models. In this approach, originally proposed by Rotta [72], a trans-

port equation is solved for every single component of the Reynolds stress tensor

τ tij, thus allowing us to avoid the limitations related to the linear stress-strain
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relationship in the Boussinesq assumption and to account for stress anisotropy.

More details on RSM models can found in [73] and [50].

2.2.2 LES approach

The basic concept underlying LES is to resolve directly the large energy contain-

ing scales and to model the remaining smaller structures up to the Kolmogorov

scales. This approach stems from the observation that large eddies are usu-

ally non-isotropic and highly dependent on the flow boundary conditions, whilst

small scales can be generally regarded as isotropic and having a more universal

behaviour, and thus are more suitable for modelling [74]. The scale separation be-

tween the large resolved eddies and the small modelled structures is obtained by

introducing a suitable filter G(x,x′), and thus defining of the filtered (or resolved)

generic variable [75]

φ̄(x) =

∫
φ(x′, t)G(x− x′)dx′ (2.48)

Therefore, the instantaneous variable φ can be decomposed into a resolved part

φ̄ and and a residual, or SGS, part φ′ as

φ = φ̄+ φ′ (2.49)

This decomposition is similar to its Reynolds-averaged counterpart, Equation

(2.24). Differently from the latter, φ̄ in Equation (2.49) is a random field variable,

and also the filtered residual term is not generally equal to zero [37].

The filtering operation can be defined explicitly or implicitly. In the first

approach, the filtering operation is defined in an explicit way and is then applied

to the governing equations [74]. The resulting filtered system is then resolved

numerically. An exhaustive review of the most common definitions employed for

the filtering function can be found in [37]. In the explicit approach, since the

filtering and the discretisation operations are separated, it is possible to achieve

grid independence [76, 77]. On the other hand, the size of the numerical grid

has to be significantly smaller than the width of the filter ∆. Therefore, explicit

filtering requires a significantly higher computational effort with respect to the

implicit approach, and will not be considered further in the present work.
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When implicit filtering is employed, the filter width is defined implicitly by

the numerical grid and the discretisation procedure [74]. A common approach,

employed in the framework on the finite volume discretisation method [78], is to

relate the filter size ∆ directly to the grid size as [79]

∆ =
3
√
V (2.50)

where V is the mesh cell volume. Therefore, the definition of a grid independent

solution for implicit LES is not possible, since the solution changes with the mesh

resolution [77]. A more convenient definition for the implicit approach is mesh

convergence, meaning that a well-posed LES should converge towards a DNS

when the mesh size, and therefore the size of the smallest resolved eddy, tends

towards the Kolmogorov scale [80]. This is due to the fact that the SGS model

contribution should vanish when the filter size is equal to the Komogorov length

and therefore all the scales are directly resolved and φ ≈ φ̄.

The filtered balance equations can be obtained by applying the filtering op-

eration to the instantaneous conservation equations. Similarly to the approach

followed with RANS, it is possible to define a Favre-filtering operations suitable

for variable density flows as [28]

ρ̄φ̃(x) =

∫
ρφ(x′, t)G(x− x′)dx′ (2.51)

and the Favre-filtered mass conservation equations takes the form [20]

∂ρ̄

∂t
+

∂

∂xj
(ρ̄ũj) = 0 (2.52)

which is formally identical to its instantaneous and Reynolds-averaged counter-

parts.

The Favre-filtered momentum conservation equation is given by

∂

∂t
(ρ̄ũi) +

∂

∂xj
(ρ̄ũiũj) = − ∂

∂xj
(ρ̄ (ũiuj − ũiũj)) +

∂

∂xj
τ ij (2.53)

The filtering operation results in the introduction of the unknown term τSGSij =

ρ̄ (ũiuj − ũiũj), called SGS stress tensor. Therefore, a suitable model for τSGSij is

needed in order to close the system.

The filtered conservation equations for the chemical species Yk and the total

enthalpy ht are given by

∂

∂t

(
ρ̄Ỹk

)
+

∂

∂xj

(
ρ̄Ỹkũj

)
= − ∂

∂xj

(
ρ̄
(
Ỹkuj − Ỹkũj

))
−
∂Jkj
∂xj

+ ω̄k (2.54)
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and

∂

∂t

(
ρ̄h̃t

)
+

∂

∂xj

(
ρ̄h̃tũj

)
= − ∂

∂xj

(
ρ̄
(
h̃tuj − h̃tũj

))
−
∂Jhtj
∂xj

+ ω̄ht (2.55)

respectively.

Similarly to Equation (2.41) for Reynolds-averaging, a Favre-filtered transport

equation for a general transported variable φ can be obtained, and it has the form

∂

∂t

(
ρ̄φ̃
)

+
∂

∂xj

(
ρ̄φ̃ũj

)
= − ∂

∂xj

(
ρ̄
(
φ̃uj − φ̃ũj

))
−
∂Jφj
∂xj

+ ω̄φ (2.56)

Apart from the source term ω̄φ, whose evaluation depends on the definition of φ,

the unclosed terms in Equation (2.56) are represented by the filtered molecular

diffusion flux Jφj and the SGS flux ρ̄
(
φ̃uj − φ̃ũj

)
. The former, likewise to the

RANS approach, can be neglected or modelled according to Fick’s first law as

in Equation (2.5), whilst for the latter a gradient transport approximation is

employed, having the form [81]

ρ̄
(
φ̃uj − φ̃ũj

)
= −µSGS

σt,φ

∂φ̃

∂xj
(2.57)

where µSGS is the turbulent or SGS viscosity, which is now defined.

SGS stress models

The SGS stress tensor arising from the filtering operation of the momentum

equation can be decomposed as 2 [52]

τSGSij /ρ̄ = (uiuj − ūiūj) = Lij + Cij +Rij (2.58)

where Lij = ūiūj − ūiūj are the Leonard stresses, Cij = ūiu′j + u′iūj are the

cross-stresses and Rij = u′iu
′
j are the Reynolds stresses. The Leonard stresses

represent the interaction between resolved scales that result in SGS effects, the

cross stresses represent the interaction between the resolved and the SGS scales,

and the Reynolds stresses represent the interaction between the SGS scales [75].

Speziale [82] demonstrated that Lij and Cij are not Galilean-invariant and thus

2Similarly to RANS, most SGS stress models for LES have been originally derived under

the assumption of constant density, and thus the formulation for such flows is reported. The

formulation can be readily extended to variable density flows and Favre-averaged variables [38].
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the decomposition shown in Equation (2.58) is not usually considered. The most

common approach is to ignore Leonard and cross-stresses and include their effects

in the modelling of the Reynolds SGS stress tensor [79].

Counter-gradient transport of SGS stresses has been observed in DNS sim-

ulations of premixed flames, and this phenomenon cannot be accounted for by

classical eddy viscosity models developed for isothermal non-reacting flows [83].

Nevertheless, the impact of SGS counter-gradient diffusion is usually neglected

under the assumption that the LES filter is small enough to directly resolve most

of this phenomenon. Therefore, the SGS stress tensor is usually modelled through

a Boussinesq relationship similar to the one employed for RANS models, follow-

ing the assumption that its deviatoric part is locally aligned with the resolved

strain rate tensor [84], i.e.:

τSGSij − 1

3
τSGSkk δij = 2µSGS

(
S̄ij −

1

3
S̄kkδij

)
(2.59)

By analogy with the mixing-length hypothesis, the eddy viscosity νSGS =

µSGS/ρ can be evaluated as

νSGS = (Cm∆)2Dm (2.60)

where Cm is a model constant and Dm is a differential operator acting on the

resolved velocity field Ūi. The straightforward choice of the strain rate as the

differential operator leads to

Dm = Ds =
(
2S̄ijS̄ij

)1/2
(2.61)

which corresponds to the Smagorinsky model [85], with Cm = Cs = 0.1. This has

been the most popular SGS model in the past years, due to its simplicity and

robustness. On the other hand, the Smagorinsky model is characterised by well-

known drawbacks: mainly, a single universal value for the model constant results

in a non-vanishing eddy viscosity at the walls and in laminar shear flows, which

can lead to inaccuracies when it is applied to model wall-bounded or transitional

flows.

These major drawbacks led to the introduction of the dynamic procedure [86]

to estimate the model constant or to the derivation of more advanced differential
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operators based on the velocity gradient tensor invariants, in order to obtain a

correct near-wall behaviour or to meet other desirable properties. Although the

definition of a list of desirable properties that the differential operator should

meet is difficult and somehow arbitrary, some of these properties can be defined

on the grounds of practical and physical considerations. Nicoud et al. [87] ar-

gued that the operator should be defined locally (its calculation involving only

local gradients of the resolved field) and positive (to improve numerical stability),

should reproduce the correct O(y3) asymptotic near-wall behaviour, should van-

ish for any two-dimensional and two-component flows (i.e. should return a zero

eddy viscosity for laminar 2D shear flows as well as for solid body rotation) and

for axisymmetric (e.g. laminar jet impinging on a solid plate) or isotropic (e.g.

laminar spherical premixed flame) expansion/contraction.

The Wall-Adapting Local Eddy Viscosity (WALE) [88] employs the following

definition for the differential operator:

Dm = Dw =

(
S̄dijS̄

d
ij

)3/2(
S̄ijS̄ij

)5/2
+
(
S̄dijS̄

d
ij

)5/4 (2.62)

where S̄dij is the traceless symmetric part of the square of the velocity gradient

tensor g2ij = gikgkj:

S̄dij =
1

2

(
g2ij + g2ij

)
− 1

3
g2kkδij (2.63)

and the model constant Cm = Cw is taken to be 0.325. The differential operator

defined in Equation (2.62) gives the correct theoretical near-wall behaviour and

vanishes in the case of pure shear flow. However, it can be shown that the WALE

model returns a non-zero SGS viscosity value in the case of solid body rotation.

The Sigma SGS stress model, proposed by Nicoud et al. [87], meets all the

properties listed above. The differential operator for this model is based on three

singular values σ1 > σ2 > σ3, defined as the square roots of the eigenvalues of

the tensor G = gtg. The three singular values are defined as

σ1 =

(
I1
3

+ 2
√
α1cosα3

)1/2

(2.64)

σ1 =

(
I1
3
− 2
√
α1cos

(π
3

+ α3

))1/2

(2.65)

σ1 =

(
I1
3
− 2
√
α1cos

(π
3
− α3

))1/2

(2.66)
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where

α1 =
I21
9
− I2

3
(2.67)

α2 =
I31
27
− I1I2

6
+
I3
2

(2.68)

α1 =
1

3
arccos

α2

α2α
3/2
1

(2.69)

and

I1 = tr (G) (2.70)

I2 =
1

2

(
tr (G)2 − tr

(
G2
))

(2.71)

I3 = det (G) (2.72)

The Sigma model differential operator is then defined as

Dσ =
σ3 (σ1 − σ2) (σ2 − σ3)

σ2
1

(2.73)

and the model constant Cσ is taken to be 1.5. This SGS stress model has been

reported to perform consistently better than the standard Smagorinsky model

and as good as or better than the Dynamic model in some base test cases [89].

Also, it has been successfully applied to the modelling of a piloted spray flame in

a lab-scale burner [90] and of a model gas turbine combustion chamber [91].

The dynamic procedure detailed in [92] employs an explicit test filter •̂ to

evaluate the model constant using a least squares approach, namely

(CD∆)2 = −1

2

LijMij

MklMkl

(2.74)

where

Lij = ̂̄uiūj − ˆ̄Ui
ˆ̄Uj (2.75)

and Mkl depends on the definition of the differential operator Dm as

Mkl =
∆̂

∆
ˆ̄Dm ˆ̄Skl

̂̄DmS̄kl (2.76)

Usually both the numerator and the denominator in Equation (2.74) are lo-

cally averaged and the resulting CD value is clipped at 0 and to a maximum

value (equal to 0.23 in ANSYS Fluent [63]) in order to improve numerical sta-

bility. The dynamic procedure illustrated above can be applied not only to the

Smagorinsky model, but also to other eddy viscosity-based SGS models, by using
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the related differential operator in Equation (2.76). However, the application of

a locally-averaged dynamic procedure to SGS that are characterized by the cor-

rect O(y3) asymptotic near-wall behaviour has been shown to lead to numerical

instabilities [93]. Instead, a global dynamic procedure is advised for these models

[87]. Also, [89] reported that the application of the local dynamic procedure did

not show any improvement in the performances of the Sigma model. Therefore,

the dynamic procedure has not been applied to the WALE and Sigma models in

the present work.

LES mesh requirements, wall treatment and boundary conditions

The total error associated with LES calculations is given by the sum of two major

components, i.e. the numerical discretisation error εnum and the modelling error

related to the modelling of SGS effects εSGS [94]. Theoretically, for a given filter

width ∆, the grid should be refined enough in order to obtain εnum << εSGS.

Since in most practical application as εnum decreases εSGS diminishes as well, it

is very difficult to satisfy the previous requirement. This is particularly true in

the context of implicit filtering, when the filter width is directly related to mesh

size [95].

To assess the quality of LES, a direct comparison with experimental or DNS

results can be performed, usually in terms of mean and RMS velocity components,

turbulent stresses and turbulence energy spectrum. This approach is usually re-

ferred to as a-posteriori assessment [96]. A more fundamental approach is to com-

pare directly the results from the SGS model with filtered DNS or experimental

data. This approach requires data with an elevated spectral resolution, usually

obtained from DNS, and it represents the so called a-priori analysis [53, 83].

It is desirable to develop some form of quality assessment for LES that does

not rely on external data. This is due to the fact that the aforementioned method-

ologies rely on experimental or DNS data that are usually only available for simple

flow configurations. Also, the need for experimental or DNS data for every pos-

sible application of LES analysis would greatly undermine its predictive purpose

and its employment as a viable engineering tool [94]. Therefore, a quality in-

dicator can be introduced, in order to provide a mean to assess the suitability
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of a given numerical grid for LES. It must be noted that a good grid resolution

resulting from the use of these quality indicators does not imply that an accu-

rate solution will be obtained [94], therefore these quality indicators should be

regarded only as a viable tool to assess the suitability of the numerical grid for

LES, and not for results validation.

A natural choice for such a quality indicator is the ratio between the modelled

and the total turbulent kinetic energy [95, 97], i.e.

M =
kSGS

kSGS + kres
(2.77)

where kres is the resolved turbulent kinetic energy. For this criterion M = 0

corresponds to the DNS limit (all the turbulent kinetic energy is resolved) and

M = 1 corresponds to RANS, where all the energy is modelled. By assuming

that, in order for a LES to be ”well-resolved”, 80% of the total turbulent kinetic

energy has to be resolved [37], the previous criterion can be summarised as

M

≤ 0.2 satisfied

> 0.2 not satisfied

(2.78)

The definition for the quality indicator in Equation (2.77) is based on the

analysis of the results of the LES calculations. An a-priori estimation for the

mesh quality can be introduced based on the estimation that the length dividing

the large anisotropic scales and the universal equilibrium range `EI can be related

to the turbulent integral length scale L as `EI ≈ 1
6
L [37]. A characteristic length

associated with the numerical grid can be defined as Lmesh = 3
√
V , which is equal

to the filter width ∆ as defined in Equation (2.50). A quality indicator can

be introduced by assuming that a filter size ∆ ≈ L/12 (which corresponds to

resolve all the lengthscales within the spectrum up to `EI) is required to resolve

80% of the turbulent kinetic energy in the case if isotropic turbulence at very

high Reynolds numbers [37, 94]. Under these assumptions, the criterion can be

expressed as

Lmesh
L/12

≤ 1 satisfied

> 1 not satisfied

(2.79)

and L can be determined, for instance, from a precursor RANS simulation.
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The presence of solid boundaries in the domain poses additional challenges and

needs to be addressed carefully. For LES of wall-bounded flows at high-Reynolds

number, most of the computational resources are dedicated to the resolution of

the wall boundary layers. For this reason, the solution of the near-wall region

represent a major bottleneck in the application of LES to complex highly turbu-

lent flows [98]. A substantial saving of computational resources can be obtained

by not resolving the viscous wall region, and employing an approach similar to

those described for RANS wall-functions. The near-wall models are usually based

on the impermeability condition for the velocity component normal to the wall,

whilst the tangential components are evaluated implicitly by imposing a condition

on the wall shear-stress [37] in order for the velocity to satisfy either the log-law

[99] or a power-law [100]. More details about available wall treatments for LES

can be found in [101, 102]. If any kind of wall-treatment is employed, then the

mesh assessment provided by quality metrics such as the ones in Equations (2.78)

and (2.79) does not apply to the near-wall regions.

The specification of realistic boundary conditions is of paramount importance

for the accuracy of LES results [75]. In RANS, the inflow boundary conditions

contain information about the mean velocity field and turbulence (i.e. k and ε),

whilst the specification of the inflow in LES is much more complicated, since infor-

mation about the stochastic time-varying component of the velocity field should

be included [103]. Whenever detailed experimental or DNS data are available,

these should be employed to specify realistic boundary conditions [104]. When

there are no detailed measurements available, an artificial stochastic component

can be added to the mean values by means of numerical algorithms such as the

vortex method [105] or the algorithm proposed by Kempf et al. [106].

2.3 Gas-phase combustion modelling

In this section the different approaches available for turbulent combustion mod-

elling in the gaseous phase are critically reviewed, with a focus on the application

to diluted combustion in gas turbines. Combustion modelling is mainly concerned

with the formulation of a suitable closure for the chemical reaction source terms
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in the governing equations. Given the strong coupling and interaction between

chemistry and turbulence and the great variety of scales involved, the modelling

of turbulent combustion processes is an extremely challenging task [38]. The de-

scription of the various combustion models refers to the RANS framework, and

the particular implications for LES modelling will be pointed out in the text when

necessary. This approach is justified by the observation that, since in most cases

the combustion process takes place at scales smaller than the LES filter size, the

filtered chemical source term is not resolved and it is necessary to resort to a

suitable SGS combustion model [29]. Thus, because the chemical source term

has to be entirely modelled in both RANS and LES, most combustion models

available for LES are directly derived from those originally proposed for RANS

[28].

2.3.1 Classification of flames

In order to simplify the problem, some kind of flame classification can be in-

troduced, and suitable models can be derived for different classes of combustion

processes. In this context, it is useful to introduce the classical distinction between

premixed, non-premixed and partially premixed flames, since their significantly

different peculiarities lead to different modelling approaches [22]. A more detailed

description of combustion theory can be found in well-known books [107, 56, 108],

whilst comprehensive reviews of turbulent combustion modelling are reported in

[38, 39].

In premixed flames, fuel and oxidizer are uniformly mixed prior to combustion

and the flame front propagates into the fresh gas mixture. This combustion

regime is found, for example, in spark combustion engines and Bunsen burners.

In non-premixed combustion, fuel and oxidizer enter the system separately and

they must mix at the molecular level before combustion can occur, as is the case

in conventional gas turbine combustors and in Diesel engines. Diffusion plays a

key role in mixing the two streams in non-premixed flames, and therefore they

are also referred to as diffusion flames. All the combustion processes that do not

fall into the previous definitions are classified as partially-premixed.

Both premixed, non-premixed and partially-premixed flames can be further
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Figure 2.3: Schematic of a laminar 1D lean premixed flame [31].

classified as laminar or turbulent depending on the flow regime characterising the

process. Heat and mass transfer in laminar flames occur by molecular diffusion,

whilst turbulence transport usually plays a dominant role in turbulent combustion

[21].

Laminar premixed flames

A laminar premixed flame can be seen as a deflagration wave propagating in

a mixture of unburnt fuel and oxidizer. Although the classical experimental

device to generate a premixed flame is the Bunsen burner [31], from a theoretical

point of view it is convenient to consider a unidimensional flame, as sketched in

Figure 2.3. The unburnt mixture and the burnt gases are separated by a thin

reaction zone (with a typical thickness between 0.1 and 1 mm). The small pressure

decrease through the flame is usually neglected, so that temperature and density

are directly related through the ideal gas law [109]. The density ratio across the

flame ρu/ρb is usually in the range 6-8 for typical unburnt temperatures and gas

mixtures [45], and is equal to the temperature ratio Tb/Tu.

In the propagation of a laminar premixed flame the products are heated up

by the energy released by the chemical reactions. Due to the elevated tempera-

ture gradient across the flame, part of this energy is transported into the fresh
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cold mixture by means of thermal conduction. Therefore, the temperature of

the unburnt mixture increases until it reaches the ignition temperature Ti and

the chemical reactions are triggered. Ahead of the the flame front, the burnt

mixture is in chemical equilibrium at the temperature Tb, and no chemical re-

actions take place 3. In addition to the thermal conductive flux, a diffusive flux

of reactants and combustion products into the reaction zone is present, due to

the concentration gradient. Therefore, flame propagation is controlled by the

diffusive transport of heat and species and by the chemical reactions [45].

The main parameter that characterises flame propagation is the laminar flame

speed sL, representing the velocity at which the flame propagates normal to itself

in the unburnt mixture [31]. It is possible to derive an expression for the laminar

flame speed in the case of a 1D unperturbed steady adiabatic flame, following

the classical analysis of Zel’dovich and Frank-Kamenetskii, known as the thermal

flame theory [110].

The Zel’dovich analysis is based on the assumption of a single-step global

reaction with high activation energy. It is also assumed that the heat capacity is

constant and equal for all species and the Lewis number is equal to unity. The

irreversible one-step reaction has the form

νFF + νO2
O2 −−→ νPP (R 2.1)

with a reaction rate given by

ω = B
ρYF
WF

ρYO2

WO2

exp

(
− E

RT

)
(2.80)

The one-step analysis reported here is of great importance not only because

of its simplicity and physical meaning, but also because it serves as a basis for

the development of many models for premixed combustion. Modern analysis of

unperturbed and perturbed propagation of premixed laminar flames usually rely

on multi-step chemistry and a summary of the various approaches and the results

obtained is reported in the review by de Goey et al. [111].

3This description assumes a single-step irreversible reaction. When multi-step chemistry is

considered, an oxidation layer is present after the thin reaction zone, where the oxidation of

the combustion products H2 and CO to H2O and CO2 is completed [31].

45



In turbulent combustion modelling it is common practice to define a progress

variable Yc in order to track the reaction progress between the unburnt and the

burnt states [112]. The normalised progress variable c can be defined as a reduced

mass fraction, for instance [20]

c =
YP − YP,u
YP,b − YP,u

(2.81)

so that c = 0 corresponds to the fresh gases and c = 1 corresponds to the burnt

products. The transport equation for c under the assumptions of the thermal

flame theory is given by[45]

ρusL
dc

dx
=

d

dx

(
ρD

dc

dx

)
+ ω (2.82)

where the continuity equation

ρu = ρuuu = ρusL = ρbub (2.83)

has been used. The continuity equation in the form ρusL = ρbub expresses the bal-

ance between the rate of consumption of the reactants and the rate of formation

of the products per unit area of the flame surface.

The reaction rate ω in Equation (2.82) can be expressed as [45]

ω =
ρ(1− c)

τc
exp

(
− E

RT

)
(2.84)

where

T = Tu + (Tb − Tu)c (2.85)

and ρ can be evaluated from the state equation ρT = ρuTu. The term τc is the

time scale associated with the chemistry.

The integration of the previous equation leads to the following expression for

the laminar flame speed [45]

sL =

√
2D

∫ 1

0

ω

ρu
dc (2.86)

which confirms that the laminar flame propagation is controlled by molecular

transport and the chemical reactions. From this observation and dimensional

considerations one would obtain the expression

sL ∝
√
D

τc
(2.87)
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which leads to the following definition of the chemical timescale

1

τc
= 2

∫ 1

0

ω

ρu
dc (2.88)

Since the laminar flame is composed of a preheat zone and a reaction zone,

and usually the reaction zone thickness is negligible compared to the preheat

zone, the flame thickness `F can be assumed to be equal to that of the preheat

zone. Different definitions for the flame thickness can be found in the literature

[31], but the most common one is based on the maximum gradient method and

defines the flame thickness as

`F =
Tb − Tu
|dT/dx|max

(2.89)

which, in the framework of the Zel’dovich theory, can be expressed as [45]

`F =
D

sL
=
αu
sL

=
ku

ρucpsL
(2.90)

The flame characteristic time, τF , can be defined as the time required for the

flame front to propagate for a distance equal to the flame thickness, i.e.

τF =
`F
sL

(2.91)

Laminar non-premixed flames

In non-premixed flames, the fuel and oxidizer streams enter separately into the

combustion chamber where they have to mix at the molecular level before com-

bustion can take place. Therefore mixing is of paramount importance in non-

premixing flames and is the rate controlling phenomenon, since the chemical

reactions are usually much faster than the mixing process. The rate controlling

process can be identified through the Damköhler number, Da, which is defined

as the ratio between a characteristic diffusion time and the chemical time scale,

i.e. [107]:

Da =
τD
τC

(2.92)

For Da >> 1, which is the case in common applications, the chemical reactions

are much faster than molecular diffusion, so the process is diffusion limited and

the chemical reactions can be assumed to be infinitely fast. On the other hand,
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for Da << 1, diffusion occurs much faster with respect to chemical reactions, so

the combustion process is limited by the chemical reaction kinetics.

Given the importance of mixing in non-premixed combustion, it is convenient

to introduce a conserved scalar quantity to describe the mixing process between

the fuel and oxidizer [113]. The most common choice for the conserved scalar

is the mixture fraction Z. The mixture fraction is defined at any point within

the system as the local mass fraction originating from the fuel stream. For a

homogeneous mixture and a single-step reaction for hydrocarbon combustion,

the mixture fraction Z can be defined as [31]

Z =
νYF − YO2 + YO2,2

νYF,1 + YO2,2

(2.93)

where ν is the stoichiometric oxygen-to-fuel mass ratio. From Equation (2.93) it

can be seen that Z = 0 corresponds to pure oxidizer and Z = 1 corresponds to

pure fuel. The stoichiometric mixture fraction value Zst can then be evaluated as

Zst =

(
1 +

νYF,1
YO2,2

)−1
(2.94)

It is worth noting that Z is just an alternative expression for the local equiv-

alence ratio value φ, since it can be shown [31] that the following relationship

holds

φ =
Z

1− Z
(1− Zst)
Zst

(2.95)

A more general definition for Z can be derived based on local elemental mass

fractions following, for instance, the approach of Bilger [113]. Since chemical

elements are conserved during chemical reactions, Z is a conserved scalar and,

assuming equal diffusivity for all species, its transport equation becomes [31]

∂

∂t
(ρZ) +

∂

∂xj
(ρZuj) =

∂

∂xj

(
ρD

∂Z

∂xj

)
(2.96)

In the limit of infinitely fast chemistry, an infinitely thin non-equlibrium layer

is located at Z = Zst, and outside of this layer YF and YO2 are either zero or a

piecewise function of Z, according to Equation (2.93). Under the assumptions of

unity Lewis number and constant specific heat it can be shown that the temper-

ature is also a piecewise function of Z. The resulting profiles for the temperature

and species in functions of Z are referred to as the Burke-Schumann solution

[114], and are depicted in Figure 2.4.
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Figure 2.4: Graphical representation of the Burke-Schumann solution [39].

In many practical cases the infinitely fast chemistry hypothesis may not be

satisfied locally, even if in general the condition Da >> 1 is met. If locally the

diffusion time scale becomes of the same order of magnitude as the chemical time

scale, non-equilibrium effects must be accounted for and even local quenching may

occur. A further reduction in τD can lead to flame lift-off and blow-off of the entire

flame. Also, the assumption of a single-step irreversible reaction for the chemistry

is a great simplification. In reality the combustion of light hydrocarbons, such as

methane and propane, involves hundreds of species and thousands of reactions,

associated with a broad range of chemical time scales [107]. For example, the

oxidation of propane might be considered fast compared to the diffusion time

scale, whilst the reactions leading to NO formation or the oxidation of CO to

CO2 in the burnt gases are relatively slow processes characterised by a time scale

comparable to the diffusion process. In this cases the mixture fraction Z alone

is no longer sufficient to describe the system, and a new parameter has to be

introduced in order to account for non-equilibrium effects.

One of the configurations commonly employed to investigate non-premixed

combustion is the planar counterflow configuration depicted in Figure 2.5, since

it results in an essentially 1D flame structure [115]. The overall strain rate as for
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Figure 2.5: Schematic of a counterflow non-premixed flame [39].

a counterflow diffusion flame can be evaluated as

as =
v

2d
(2.97)

where v is the relative speed of the undisturbed fuel and oxidizer jet and d is

the distance between the jet nozzles. Most of the heat release takes place in the

reaction zone, which is located in the vicinity of the Z = Zst isosurface. In a

steady counterflow flame the amount of heat transported away from the reaction

zone is equal to the heat released by the chemical reactions [20]. Increasing the

jet velocity, and therefore the strain rate, eventually leads to flame quenching,

when the heat leaving the reaction zone overcomes the chemical heat generation.

Therefore the structure of the flame depends on the ratio between diffusion and

chemical heat release, i.e. on the value of the Damköhler number.

It is possible to rearrange the balance equations for species and temperature

from the physical space to a new reference frame, where Z is one of the coordi-

nates, by defining a local orthogonal coordinate system attached to Z = Zst. By

assuming unity Lewis number and constant heat capacity 4 for all species, the

4The formulation for the general case accounting for variable Lewis number and cp can be

found in [116].
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species and temperature conservation equations can be recast as [117]

ρ
∂Yk
∂t
− ρχ

2

∂2Yk
∂Z2

− ωk = 0 (2.98)

and

ρ
∂T

∂t
− ρχ

2

∂2T

∂Z2
− 1

cp

∂p

∂t
+

N∑
k=1

hkωk = 0 (2.99)

where χ is the scalar dissipation rate of the mixture fraction

χ = 2D

(
∂Z

∂xj

∂Z

∂xj

)
(2.100)

and represents a key parameter in the description of non-premixed combustion.

The inverse of the scalar dissipation rate at Z = Zst can be used as a representa-

tive diffusive time scale, τD = χ−1st [31], and the Damköhler number can therefore

be expressed as

Da =
1

τcχst
(2.101)

Also, following the coordinate change, the scalar dissipation includes the in-

fluence of convection and diffusion normal to Z = Zst and is directly related to

the strain rate as through [118]

χst =
asexp

(
−2 (erfc−1 (2Zst))

2
)

π
(2.102)

Therefore, χst can be employed as an expression for the characteristic strain rate

of the flame. Thus, it is possible to represent the flame by means of Z and χst

only, where the latter parameter is employed to represent non-equilibrium effects

due to the aerodynamic strain of the flame.

Equations (2.98) and (2.99) can be employed in the analysis of the counterflow

diffusion flame configuration depicted in Figure 2.5 in order to characterise non-

premixed flames between the infinitely fast reactions and the quenching limits.

The reaction rate response to variation in the Damköhler number is depicted in

the S-shaped curve in Figure 2.6. A point located in the lower branch of curve

before the ignition corresponds to a slowly reacting state in which the effect of

diffusion prevents a thermal runaway. By increasing the Damköhler number,

eventually the ignition point corresponding to Dai is reached. If Da is further

increased, a rapid transition to the upper side of the curve close to the equilibrium
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Figure 2.6: Heat release as a function of the Damköhler number for a strained

counterflow diffusion flame [20].

state occurs. If from the upper branch one diminishes the Damköhler number,

the quenching point corresponding to Daq is reached and a sudden transition to

the lower non-reacting branch takes place. Therefore, the middle branch between

Dai and Daq is unstable whilst the two stable branches correspond to the two

limits of pure mixing with no combustion (Da→ 0) and infinitely fast chemistry

(Da→∞) [31].

Turbulent premixed flames

From empirical evidence it results that the flame speed is highly increased by tur-

bulence, as demonstrated by the very high burning rates observed in spark ignited

engines and gas turbines [21]. Although the mechanisms and the extent of the

impact of turbulence on flame characteristics are not completely understood yet,

it is commonly accepted that the higher burning rates associated with turbulent

flames are due to the distortion and wrinkling of the flame front associated with

turbulent fluctuations. This results in an increased flame specific surface area

and thus in a boosted capability to consume the fresh mixture. The turbulent

flame brush appears thick compared to a laminar flame, and can contain a large
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amount of unburnt gases [45].

It is possible to identify different regimes in turbulent premixed combustion,

on the basis of the comparison between the different scales characterising tur-

bulence and chemical reactions [119, 120, 121]. For this purpose, the turbulent

Reynolds number Ret is defined as

Ret =
u′`

ν
(2.103)

where the characteristic length ` is chosen to be equal to integral length scale

L, Equation (2.44). Therefore, the turbulent time scale is τt = `/u′ and the

Damköhler number can be expressed as

Da =
`

`F

sL
u′

(2.104)

For large Da values, the chemical time scale is much shorter that the turbulent

one, and this corresponds to a thin reaction zone slightly distorted and wrinkled

by the turbulent flow field. The internal structure of the flame is not significantly

affected by turbulence and therefore resembles a laminar flame structure, called

flamelet, and the corresponding regime is called flamelet regime. The other limit,

corresponding to low Damköhler number values, is characterised by slow chem-

istry and thus reactant and product species are mixed by turbulence before the

chemical reactions occur. This situation is referred to as the perfectly stirred

reaction limit [20].

By introducing the Kolmogorov scales for turbulence, Equations (2.14), (2.15)

and (2.16), two non-dimensional numbers can be introduced, called first and

second Karlovitz numbers [31]. The first Karlovitz number is defined as

Ka =
τF
τη

=
l2F
`2η

=
u2η
s2L

(2.105)

and expresses the ratio of the flame time scale to the Komogorov scale. The second

Karlovitz number, Kaδ represents the ratio between the inner layer thickness and

the Kolmogorov scales, and is given by

Kaδ =
l2δ
`2η

(2.106)

where `δ is the thickness of the inner layer zone within the flame [122].
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Figure 2.7: Borghi-Peters turbulent premixed combustion diagram [39].

A regime diagram for turbulent premixed combustion, referred to as Borghi-

Peters diagram, can be obtained on the basis of the different values assumed by

the non-dimensional numbers defined above, as shown in Figure 2.7. The line

Re = 1 separates the laminar regime (Re < 1) from the turbulent one (Re > 1).

With reference to turbulent flames, the following combustion regimes can be

identified [31, 20]:

• Wrinkled flamelet regime (corresponding to Ka < 1 and u′/sL < 1): since

u′ represents the turnover velocity of the large eddies, turbulent structures

are not able to wrinkle the flame surface significantly, and the flame front is

not affected by turbulence. Therefore turbulence/chemistry interactions are

weak and the flame has a predominantly laminar character. Most practical

combustion processes take place at high Reynolds number, and thus this

regime is of little practical interest.

• Corrugated flamelet regime (corresponding to Ka < 1 and u′/sL > 1): since

the Kolmogorov scale is larger than the flame thickness, the flame still shows

a laminar structure but the flame front is now noticeably wrinkled by its

interaction with the large eddies.

• Thin reaction zones (corresponding to Ka > 1 and Kaδ < 1): in this regime
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the smallest eddies can interact with and thicken the preheat zone within

the flame, but do not affect the reaction zone that still presents a laminar

nature.

• Broken reaction zones (corresponding to Kaδ > 1): the smallest turbulent

eddies can now interact with the preheat and the reaction zones and no

laminar structure can be identified. The heat losses from the reaction zone

to the preheat zone are greatly enhanced, thus leading to flame extinction.

From the previous analysis, it is clear that the most common regimes found in

practical combustion applications corresponds to the corrugated flamelet and the

thin reaction zones.

Finally, although a classification such as the one provided in the diagram in

Figure 2.7 can be quite useful to understand the different processes associated

with various turbulent premixed combustion regimes, it is worth pointing out that

it represents a qualitative analysis relying on numerous simplifying assumptions,

e.g. neglecting of curvature effects, isotropic turbulence not affected by heat

release, and therefore it should be used with care [20].

Turbulent non-premixed flames

The main effects of turbulence on non-premixed flames are an increase in the area

of the stoichiometric surface due the distortions caused by velocity fluctuations,

and changes in the structure of the reaction zone attached to to the Z = Zst

surface.

Since non-premixed flames do not propagate, it is impossible to define a unique

characteristic speed as for premixed flames. Also, the flame thickness depends on

local strain rate determining the thickness of the local mixing layer, and therefore

the identification of a fixed characteristic flame length for such flames is compli-

cated as well. As a consequence, several different definitions for the characteristic

scales of non-premixed flames have been proposed [123, 124, 125].

Despite some similarities between turbulent premixed and non-premixed com-

bustion, the modelling of the latter is a much easier task thanks to the dominant

role played by turbulent mixing [22]. Non-premixed combustion can therefore
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be described with reasonable accuracy by the turbulent transport of a conserved

scalar, as will be illustrated in the next sections.

Partially-premixed flames

Premixed and non-premixed combustion represent two limits and somehow ide-

alised cases of perfectly mixing and complete separation between fuel and oxidizer,

respectively. In most practical applications the combustion process does not fall

into any of these two categories, and these cases are referred to as partially-

premixed combustion [39].

Two different burning modes can be identified within the partially-premixed

regime. In a lean-premixed gas turbine combustor, the fuel and oxidizer are

mixed before entering the combustion. Nevertheless the inevitable presence of

inhomogeneities in the mixture leads to non-uniform values of the equivalence

ratio in the domain [45]. Therefore, the combustion process cannot be regarded

as purely premixed, since the mixture composition is not constant, but nowhere

in the domain is the mixture characterised by a stoichiometric composition. Such

a regime is referred to as stratified combustion [22]. The local combustion process

can be regarded as premixed, with additional flame wrinkling due to fluctuations

in the burning rate arising from inhomogeneities in the mixture composition.

On the other hand, some configurations exist (e.g: rich fuel-air jet flame

surrounded by a lean fuel-air jet, lean-premixed gas turbine combustor with non-

premixed pilot flame) where both non-premixed and premixed burning modes are

present, and such a regime is referred to as premixed/non-premixed combustion

[22]. The mixture includes stoichiometric composition, with the equivalence ratio

in the domain ranging from lean (φ < 1) to rich (φ > 1) values, even beyond the

flammability limits. Since premixed and non-premixed burning modes coexist in

premixed/non-premixed flames, these can be regarded as the most challenging

from the modelling point of view.

Lifted turbulent jet flames [126, 127, 128] represent a typical test case em-

ployed to investigate the premixed/non-premixed combustion, since partially-

premixed burning is observed at the lift off height of diffusion jet flames [129].

Triple flames [130] are commonly regarded as a key structure in partially-premixed
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burning and have been the object of several studies as well [131, 132, 133].

2.3.2 Modelling of turbulent premixed combustion

Most models for turbulent premixed combustion are based on a single one-step

irreversible reaction, as the one in Reaction (R 2.1). Furthermore, the changes in

pressure are usually neglected, a unity Lewis number is assumed for all species

and the system is considered to be adiabatic [38].

The key variable employed in the modelling of turbulent premixed combus-

tion is the same as that introduced for describing laminar premixed flames, i.e.

the progress variable c [45]. Therefore, in the context of the RANS approach,

the governing equations used to describe turbulent premixed combustion are the

Favre-averaged continuity and momentum equations and the transport equation

for c̃, that can be derived by considering φ = c in Equation (2.41), namely

∂

∂t
(ρ̄c̃) +

∂

∂xj
(ρ̄c̃ũj) =

∂

∂xj

(
ρ̄D̄

∂c̃

∂xj
− ρ̄c̃′u′j

)
+ ω̄c (2.107)

The modelling of the averaged chemical source term ω̄ is the main aim of

turbulent combustion modelling. Unfortunately, the exponential term in the Ar-

rhenius expression for ω, Equation (2.80), results in a highly non-linear behaviour

of the reaction rate. This rules out the possibility of solving the problem by using

a standard perturbation method based on the Taylor expansion [45]. Therefore,

more advanced modelling approaches, derived from physical analysis of the com-

bustion process, have been derived in order to close the mean reaction rate term.

Eddy-Break-Up and derived models

The Eddy-Break-Up (EBU) model proposed by Spalding [134, 135] has been de-

veloped under the assumption of high Reynolds and Damköhler numbers. This

model assumes that chemical kinetics does not play any explicit role in the de-

termination of the reaction rate, which is governed only by the turbulent mixing

and the progress variable fluctuations. Therefore, in the EBU the mean chemical

source term is evaluated as

ω̄ = −CEBUρ

√
c̃′2

τt
(2.108)
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where CEBU is a constant of the order of unity, τt is a characteristic turbulence

time assumed to be equal to k/ε and the progress variable turbulent fluctuations

are evaluated using its variance c̃′2. The progress variable variance can be es-

timated from a suitable transport equation, or modelled assuming an infinitely

thin flame front [20]. A simple model can be derived by assuming an infinitely

thin flame front, and therefore imposing that c is equal to either 0 or 1. Then.

the progress variable variance can the be easily estimated from

ρ̄c̃′2 = ρ (c− c̄)2 = ρ̄c̄(1− c̃) (2.109)

The square root in the expression for ω̄ has been originally introduced from

dimensional arguments, but leads to mathematical inconsistencies when consider-

ing the derivative of the mean reaction rate with respect to the progress variable.

Therefore, the following expression is used in practical applications [20]

ω̄ = CEBUρ
ε

k
c̃(1− c̃) (2.110)

The EBU model is very attractive since it provides a simple expression for the re-

action rate in terms of known quantities without the need to solve any additional

transport equations. Since it results in a single value for the reaction rate, re-

gardless of the considered chemical kinetics, it should not be used in combination

with multi-step chemical mechanisms. Also, the EBU model tends to overesti-

mate the reaction rate in regions characterised by elevated strain [20]. Finally,

tuning of the model constant CEBU is needed in order to obtain reasonable results

for different applications [136].

The expression for the reaction rate in the EBU model has been modified in

the Eddy Dissipation model from Magnussen and Hjertager [137], by expressing

the reaction rate as a function of the mean mass fraction of the deficient species,

i.e. fuel in lean combustion and oxygen in rich combustion.

In the context of LES, the turbulent time scale τt is assumed to be given by

[38]

τt ≈
∆

u′SGS
≈ ∆√

kSGS
(2.111)

A further extension of the model to include finite-rate kinetics effects and

allow the use of multi-step chemistry has been carried out by Magnussen and
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co-workers [138, 139] in the Eddy Dissipation Concept (EDC) model. This model

stems from the observation that chemical reactions usually occur within a thin

reaction zone that is smaller than the size of the numerical grid. Therefore the

EDC assumes that, within a single mesh element, the chemical reaction takes

place within small turbulent structures referred to as ”fine scales” surrounded by

a molecular mixing region where no chemical reactions take place. The influence

of turbulence is accounted for by relating the fine scales definition to turbulent

quantities scales as [140]

`∗ = C`∗
(νε
k2

)
= C`∗ (Ret)

−1/4 (2.112)

and

τ ∗ = Cτ∗
(ν
ε

)1/2
= Cτ∗ (Ret)

−1/2 k

ε
(2.113)

where `∗ and τ ∗ are the characteristic length and time, respectively, associated

with the fine scales. The fine scales are then treated as a constant pressure plug

flow reactor, with initial conditions taken as the current species and temperature

in the cell, and the Arrhenius rates are integrated over a time interval equal to

τ ∗ and the species source terms are evaluated accordingly. Therefore, the EDC

model is able to account for finite-rate effects and can be employed with multi-

step chemical mechanisms. However, the highly non-linear Arrhenius reaction

rates result in a numerically stiff system, which usually requires special numerical

treatment to be solved (e.g. the ISAT algorithm [38]). Also, since a transport

equation has to be solved for every chemical species in the system, the use of

detailed chemical mechanisms results in elevated computational costs.

Turbulent flame speed models

Turbulent flames can be characterised by the value of the turbulent flame speed

sT . The progress variable source term can then be expressed as a function of sT

as

Sc = ρust |∇c| (2.114)

Alternatively, the flame front propagation can be described by means of the

G-equation as [141]

ρ̄
∂G

∂t
+ ρ̄ũj

∂G

∂xj
= ρusT |∇G| (2.115)
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in which the position of the flame is indicated by the isosurface G = G0. A

comprehensive description of the G-equation approach and the related level-set

formalism can be found in [121] and [39].

Unfortunately, the exact definition of turbulent flame speed can be tricky,

since a large scatter is observed in the experimental data due to its dependence

on various parameters related to the chemistry, turbulent scales and geometry

characteristics [142]. Popular models for the evaluation of the turbulent flame

speed have been proposed by Zimont et al. [143] and Peters [39].

Bray-Moss-Libby model

The Bray-Moss-Libby (BML) model combines a statistical approach with physical

analysis and is well-known in turbulent premixed combustion modelling, since it

can highlight peculiar features such as the relationship between the mean reaction

rate and the scalar dissipation rate and the possible presence of counter-gradient

transport [20]. A one-step irreversible chemical reaction is considered, together

with the simplifying assumptions of perfect gases, incompressible flow and unity

Lewis number.

The main concept at the basis of the BML model is to express the PDF of the

progress variable at a given space location and time as the sum of contributions

coming from unburnt, burnt and reacting gases as

P (c,x, t) = α(x, t)δ(c) + β(x, t)δ(1− c) + γ(x, t)f(c,x, t) (2.116)

where α, β and γ denote the probability to find unburnt, burnt and burning

gases at (x, t), respectively, and δ(c) and δ(1 − c) are the Dirac delta functions

corresponding to fresh and burnt gases, respectively.

If the PDF P (c,x, t) is known, then the mean reaction rate in Equation (2.107)

can be expressed as

ω̄(x, t) =

∫ 1

0

ω(c)P (c,x, t)dc (2.117)

The BML model [144, 145, 146] has been derived under the assumption Re >>

Da >> 1, corresponding to γ << 1. Therefore, the reaction zone can be assumed

to be infinitely thin and an intermittent behaviour is associated with the progress

variable, assuming values equal either to 0 or 1. Since this analysis assumes that

60



γ is negligible in Equation (2.116), the resulting PDF cannot be employed to

evaluate the mean reaction rate. On the other hand it can be shown, from physical

consideration and mathematical manipulation of the governing equations, that

the mean reaction rate under the considered assumptions can instead be evaluated

as [144]

ω̄ = 2
ρχ

2cm − 1
(2.118)

which highlights the close connection between the chemical source term and the

dissipation rate. The term cm in Equation (2.118) represents a modified expres-

sion for the progress variable [20]. It is possible to derive and resolve a transport

equation for the scalar dissipation rate ρχ [147]. Alternatively, an algebraic ex-

pression can be employed to evaluate the scalar dissipation term in Equation

(2.118), and the EBU model expression for the reaction rate, Equation (2.110),

is recovered from the BML assumptions [20].

The hypothesis of intermittency between burnt and unburnt state leads to an

expression for the Favre-averaged valued of the generic quantity φ based on its

conditional averaged values in the fresh gases

φ̄u =

∫
φP̄c(φ|c = 0)dφ (2.119)

and in the burnt gases

φ̄b =

∫
φP̄c(φ|c = 1)dφ (2.120)

where P̄c(φ|c) is the conditional PDF of φ for the given value of the progress

variable. Based on the previous definitions, the Favre-averaged value of φ can be

expressed as [20]

φ̃ = (1− c̃)φ̄u + c̃φ̄b (2.121)

The turbulent flux of c, present in an unclosed form in Equation (2.107) can

thus be expressed as

ρ̄ũ′ic
′ = ρ̄c̃(1− c̃)

(
ūbi − ūui

)
(2.122)

This expression allows us to explain the presence of counter-gradient turbulent

transport in turbulent premixed flames that has been observed both theoretically

[148] and experimentally [57, 149], and is one of the most remarkable results

of the BML analysis. Although an exact evaluation of conditioned velocities is
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not straightforward, it usually results in ūbi > ūui due to the thermal expansion

through the flame front. Therefore the turbulent flux of the the progress vari-

able has the same sign as the gradient ∂c̃
∂xi

, which is in contrast with the gradi-

ent transport hypothesis (Equation (2.42)) usually employed to model turbulent

fluxes. Counter-gradient diffusion is often disregarded in the modelling of turbu-

lent combustion and the gradient transport hypothesis is commonly employed.

The inaccuracy introduced by the use of the gradient transport hypothesis, and

therefore the neglect of counter-gradient diffusion, is usually smaller in LES with

respect to the RANS approach, since unresolved fluxes in the former are usu-

ally smaller, and a portion of the counter-gradient diffusion is described in LES

through direct solution of the resolved scales [38].

Flame surface density and coherent flame model

Given the assumed intermittency between burnt and fresh gases in the BML ap-

proach, Bray et al. [145] proposed to evaluate the mean reaction rate as the

product between the flame crossing frequency and a local reaction rate per flame

crossing. However, although the flame crossing frequency can be easily evaluated

experimentally, the quantification of the reaction rate associated with flame cross-

ing is not straightforward [20]. Therefore, the model has been modified [146, 150]

in order to express the mean reaction rate as a function of the flame surface den-

sity Σ and the reaction rate per unit surface area, which is related to the laminar

flame speed sL.

The flame surface density is a measure of the flame convolution, and high

values of Σ correspond to elevated turublent reaction rates. One of the main ad-

vantage of the flame surface density approach is that the exact transport equation

for Σ can be obtained from basic principles and all of its terms can be directly

evaluated through experiments or DNS [22]. The most common approaches to

close the transport equation for Σ are those employed in the coherent flame model

[151] and its derivation. An in-depth analysis of the Σ transport equation and

the related modelling approaches is reported in [20] and [38].
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Thickened flame model

As reported in the previous sections, laminar premixed flames are characterised

by a flame thickness of the order of 1 mm or even less and, since the flame

speed depends on molecular diffusion and chemical reactions within the flame,

a sufficient mesh resolution is necessary within the flame in order to properly

resolve it. Such a small size for the numerical grid is often not feasible in practical

applications. An attractive solution for resolving the flame front propagation on

coarse (relatively to the flame thickness) grids has been proposed by O’Rourke

and co-workers [152, 153].

Following the simple theory of premixed laminar flame propagation, it can be

shown [38] that the laminar flame speed sL is proportional to

sL ∝
√
DB (2.123)

and flame thickness `F can be expressed as

`F ∝
D

sL
=

√
D

B
(2.124)

where D is the thermal diffusivity (equal to mass diffusivity under the unity Lewis

number assumption) and B is the pre-exponential factor of the one-step reaction

considered to represent the chemistry. If the diffusivity is multiplied by a factor

F , called the thickening factor, and the pre-exponential factor is divided by the

same factor, the value of the laminar flame speed is kept constant while the flame

thickness is increased by a factor equal to F . In this procedure, the value of F

can be evaluated as

F =
N∆

`F
(2.125)

where N is the number of computational points used to resolve the flame.

Since the reaction rate is still expressed using the Arrhenius law, the thickened

flame model can account for various effects related to the chemical kinetics (e.g.

ignition, flame stabilization). The model is usually employed with a single-step

global reaction, but can also be used together with multi-step chemistry although,

as in the case of the EDC model, special care in the treatment of the resulting stiff

system is necessary. Also, it has to be pointed out that by increasing the flame

thickness from `F to F`F the Damköhler number is reduced by a factor F , and
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therefore the interactions between the chemical and turbulent scales are modified.

This effect is usually compensated by the introduction of factor E, called efficiency

function, that corresponds to a SGS wrinkling factor in the context of LES [38].

Presumed-PDF and transported-PDF approaches

The knowledge of the PDF associated with a given variable of interest, e.g. tem-

perature, species mass fractions, etc., allows the evaluation of its mean, variance

and higher-order moments through expressions having the form of Equations

(2.21) and (2.22). Although theoretically the PDF function can assume any arbi-

trary shape, in most combustion applications the PDFs have common character-

istics, and therefore it can be assumed that they can be expressed as a function

of a limited number of control parameters [38]. The obvious choice for these pa-

rameters is represented by the moments of the considered variable, e.g. its mean

value and the variance. Since the control variable for premixed combustion is the

progress variable c, the presumed-PDF function is defined by the mean progress

variable value and its variance at any given point within the domain [154]. As

will be detailed further in the next section, the same approach can be employed

for non-premixed combustion, where the control variable is represented by the

mixture fraction Z.

Therefore, according to this approach the PDF function can be evaluated at

any point, providing that c̃ and c̃′2 are known. The progress variable variance

c̃′2 can be evaluated by means of a suitable transport equation or by employ-

ing a simplified algebraic expression, as the one in Equation (2.142). Details

on the transport equation for the progress variable variance and the modelling

assumptions usually employed in its closure can be found in [38].

Various presumed-PDF shapes can be found in the literature [124]. Among the

different possible options, the most commonly employed in turbulent combustion

modelling is the β-function [155], defined as

P (c) =
(c)a−1 (1− c)b−1∫
(c)a−1 (1− c)b−1dc

(2.126)

where the two parameters a and b are a function of the progress variable mean
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and variance only, i.e [20].

a = c̃

(
c̃(1− c̃)
c̃′2

− 1

)
(2.127)

and

b = a

(
1

c̃
− 1

)
(2.128)

The β-function can approximate various PDF shapes from a Gaussian distribution

to a bimodal PDF in the limit a << 1 and b << 1. The latter case represents

the BML approach, in which only two states, c = 0 and c = 1, are possible.

The presumed-PDF approach is a very attractive model since it allows the

determination of the PDF in a simple way. Nevertheless, accuracy issues can be

associated with the use of the β-function, especially in its bimodal limit, in the

calculation of the averaged chemical source term [45, 156]. Also, the suitability

of the β-function for different applications and combustion regimes is somehow

arbitrary, since its choice is not based on any solid physical argument [157].

The alternative to the presumed-PDF approach is the formulation and solu-

tion of a balance equation for the PDF itself, as proposed by Pope in [158] 5.

It is possible to derive an exact transport equation for the PDF of the progress

variable or, in case of a multi-species system, for the PDF P (Y1, ..., YN). It is

also possible to formulate a transport equation for the joint velocity/species PDF

P (u, Y1, ..., YN). In the latter case, the transport equation does not contain a

turbulent flux term, and therefore it is not necessary to employ a turbulence

model for the mean flow field. On the other hand, the transport equation for

the joint velocity/species PDF contains additional unclosed terms that require

an appropriate model [20].

The main advantage of the transported-PDF method is that the chemical

source term in the PDF transport equation is expressed in a closed form and

therefore does not require modelling, allowing the use of complex detailed chem-

ical mechanisms. Unfortunately, the molecular diffusion term is unclosed and

needs to be modelled, which results to be a challenging task [38].

Usually the PDF transport equation is not resolved directly, but by means of

stochastic approaches such as the Monte-Carlo method [159]. The transported-

5As in the case of the presumed-PDF technique, the transported-PDF approach is also

suitable for the modelling of non-premixed (and partially premixed) combustion processes.
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PDF approach represents a general and powerful tool for the modelling of tur-

bulent combustion, provided that a suitable model for molecular transport is

provided. Unfortunately its application to complex configuration remains compli-

cated and computationally expensive [38]. A detailed description on transported-

PDF methods is reported in [158] and [160].

2.3.3 Modelling of turbulent non-premixed combustion

In the description of laminar non-premixed flames it has been shown that, under

some assumptions, the chemical species and the temperature can be directly

related to the mixture fraction Z and its scalar dissipation rate χ. Most of models

for turbulent diffusion flames are based on this concept. Therefore, even if it is

possible to model turbulent non-premixed combustion by means of a suitable

closure for the mean reaction rate, e.g. Eddy Dissipation model in the framework

of the infinitely fast chemistry and EDC, presumed-PDF or transported-PDF in

the context of finite-rate chemistry, the present review will focus on the models

based on the mixture fraction approach. In these models the transport equations

for the chemical species and temperature are not solved for, and therefore there

is no need to formulate a closure for the mean reaction rate [38].

The Favre-averaged transport equation for the mixture fraction can be ob-

tained from Equation (2.41), bearing in mind that the mixture fraction is a

conserved scalar and therefore its source term is equal to zero, and it is given

by
∂

∂t

(
ρ̄Z̃
)

+
∂

∂xj

(
ρ̄Z̃ũj

)
=

∂

∂xj

(
ρD

∂Z

∂xj
− ρ̄Z̃ ′u′j

)
(2.129)

where the molecular diffusive flux has been accounted for using the Fick’s law and

the turbulent flux −ρ̄Z̃ ′u′j is usually modelled according to the gradient transport

hypothesis. The gradient transport assumption seems more appropriate in the

case of non-premixed flames with respect to premixed combustion, since evidence

of counter-gradient transport in the former cases is less evident compared to the

latter [38].
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Infinitely fast chemistry

Under the assumptions of infinitely fast chemistry, unity Lewis number, adiabatic

combustion process and constant specific heat the instantaneous temperature T

and species mass fractions Yk depend only on the mixture fraction and can be

expressed as T = T (Z) and Yk = Yk(Z) [31]. Therefore, the related Favre-

averaged values can be expressed as 6

T̃ =

∫
T (Z)P (Z)dZ (2.130)

and

Ỹk =

∫
Yk(Z)P (Z)dZ (2.131)

Thus, the problem of estimating T̃ and Ỹk is reduced to the determination of

the mixture fraction PDF P (Z), under the present assumption of infinitely fast

chemical reactions [39].

Likewise to turbulent premixed flames, the PDF can be either presumed or

evaluated through a suitable transport equation. For practical applications, the

most common approach is to employ a β-function to approximate the shape of

P (Z). The β-function has been found to be a more appropriate approximation

of the experimentally observed PDFs for non-premixed combustion with respect

to premixed flames [157]. More flexible PDF shapes have been proposed that can

overcome these shortcomings, but their definition usually involves high-order mo-

ments of the considered variable, and therefore their use in practical applications

is complicated [161].

The β-function is completely determined by the first and second moments of

the mixture fraction. Therefore, similarly to the presumed-PDF approach for

premixed combustion, a transport equation or a suitable algebraic expression for

the mixture fraction variance Z̃ ′2 has to be employed, in addition to Equation

(2.129) for Z̃. An in-depth analysis of the mixture fraction variance transport

equation and of the related modelling assumptions can be found in [38]. It is worth

pointing out that the transport equation for Z̃ ′2 contains the scalar dissipation

6The evaluation of Favre-averaged quantity actually requires the Favre-averaged PDF

P̃ (Z) = ρ
ρ̄P (Z). For the sake of simplicity the Favre-averaged PDF P̃ (Z) will be indicated

by P (Z) in the text.
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rate of the mixture fraction fluctuations

ρ̄χ̃f = 2ρD
∂Z ′

∂xj

∂Z ′

∂xj
(2.132)

In the literature, different expressions are associated with the definition of the

scalar dissipation rate [20]. In fact, the scalar dissipation rate can refer to the

mixture fraction Z, as in the laminar case of Equation (2.100), or to the mixture

fraction fluctuations, as in Equation (2.132). For constant density flows, the total

scalar dissipation rate can be written as

ρ̄χ̃tot = 2ρD

(
∂Z

∂xj

)2

= 2ρD

(
∂Z̃

∂xj

)2

+ 2ρD

(
∂Z ′

∂xj

)2

= ρ̄χm + ρ̄χf (2.133)

In RANS the scalar dissipation rate contribution due to mean mixture fraction

gradients, χm, is usually neglected [20] and therefore

χ̃tot ≈ χ̃f (2.134)

Since χf plays the same role for Z as the turbulent kinetic energy dissipation ε

does for k, χf is usually modelled as [38]

χ̃f = Cχ
1

τt
Z̃ ′2 = Cχ

ε

k
Z̃ ′2 (2.135)

In LES, the equilibrium hypothesis leads to the following expression for χf

[20]

χf = Cχ
ν + νSGS

σt

(
∂Z̃

∂xj

)2

(2.136)

In CFD codes, the PDF integrations in Equations (2.130) and (2.131) are

usually performed at the pre-processing stage for different values of Z̃ and Z̃ ′2

and the results are stored in a look-up table where they can be retrieved at

run-time based on the local values of Z̃ and Z̃ ′2 in order to obtain T̃ and Ỹk [63].

Finite-rate chemistry

The assumption of infinitely fast chemistry is clearly not adequate to describe

important phenomena such as flame quenching and pollutants formation. The

flamelet concept is widely employed to solve, at least partially, this issue and

incorporate finite-rate chemistry effects into mixture fraction-based models for
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turbulent non-premixed combustion [38]. The flamelet concept assumes that

the turbulent non-premixed flame can be represented as an ensemble of thin,

laminar diffusion flames called flamelets, embedded in the turbulent flow [118,

117, 162]. In order for this assumption to be valid, the reaction zone has to

be small compared to the turbulent scales, corresponding to a large Damköhler

number condition.

The widely used steady laminar flamelet model (SLFM) assumes that the

local structure of the laminar flamelets embedded in the turbulent flow can be

approximated by a steady planar counterflow diffusion flame, such as the one

depicted in Figure 2.5. The steady version of the flamelet Equations (2.98) and

(2.99) can be solved and the results can be used to parametrise the instantaneous

values of T and Yk as a functions of only the mixture fraction Z and χst [38], under

the condition that a model for χ across the flamelet as function of χst and Z is

provided [163]. It has to be pointed out that, as it will be explained in more detail

in the next sections, other parameters can be included in the parametrisation of

the variables of interest. If, for instance, the time dependence is retained in the

flamelet equations, the so called unsteady flamelet models are obtained [164, 165].

Therefore, in the SLFM approach, the evaluation of the Favre-averaged tem-

perature and species mass fractions requires an expression for the joint-PDF

P (Z, χst). Usually, statistically independence of Z and χst is invoked, based on

the observation that the mixture fraction is a measure of the mixing between

fuel and oxidizer which is governed by large scale effects, while χst is related to

the local flame structure and therefore depends on small scale effects [45]. The

mixture fraction PDF is usually approximated with a β-function shape, whilst a

Dirac-delta function can be employed for χst, assuming that the scalar dissipation

does not change significantly along the flame front [38]. Under these assumptions

the joint-PDF can be expressed as

P (Z, χst) = P (z)δ(χst − χ̃st) (2.137)

At this point, χ̃st has still to be defined, and it can be expressed as a function

of the mean scalar dissipation rate χ̃ as [38]

χ̃ = χ̃st

∫
F (Z)

F (Zst)
P (Z) (2.138)

69



where

F (Z) = exp
(
−2
(
erfc−1 (2Z − 1)

)2)
(2.139)

Therefore, since χ̃ can be evaluated as in Equation (2.135), it is possible to express

all the mean scalar quantities as functions of known resolved variables.

With respect to infinitely fast chemistry models, the SLFM approach intro-

duces the additional quantity χst to account for finite-rate effects. This improves

the prediction of some features related to the chemical kinetics, such the predic-

tion of intermediate species in diffusion flames [45]. Also, since the chemistry is

resolved in simple laminar configurations, detailed chemical mechanisms can be

employed with a limited computational cost. One of the main drawbacks of the

SLFM is that its range of validity cannot be identified clearly, due to the difficulty

of defining combustion regimes in turbulent diffusion flames. More details on the

limitations of the model are discussed in [22, 45].

Another approach to account for finite-rate effects in the context of primitive

variable models has been proposed independently by Klimenko [166] and Bilger

[167] and is referred to as Conditional Moment Closure (CMC). It is based on

the hypothesis that the fluctuations in T and Yk are mainly controlled by the

fluctuations in the mixture fraction. This approach is not described in detail here,

since it is associated with a considerably high computational cost and therefore

is not suitable for most practical combustion problems [38]. More details on the

CMC approach can be found in [168].

The PDF concept introduced in the context of RANS can be readily extended

to the LES approach. The Favre-filtered scalar φ can be expressed as in Equations

(2.130) and (2.131) where, in the context of LES, P (Z) represent the subgrid-

scale PDF [169], which is sometimes referred to as Filtered Probability Density

Function (FPDF) 7. The conceptual differences between the PDF employed in

the context of RANS and the FPDF invoked for LES are summarised by Pitsch

in [29].

The β-function is usually employed to represent the mixture fraction FPDF.

The presumed FPDF is then defined by the filtered mixture fraction Z̃ and its

7The case of infinitely fast chemistry is reported here, but the concept can be easily extended

to joint-PDFs such as P (Z, χ)
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SGS variance Z̃ ′2. Cook and Riley [170] observed that the β-function represents

a good approximation for the mixture fraction FPDF, and it better mimics the

actual observed statistical distribution with respect to its use as a PDF for RANS.

Also, the inability of the β-function to account for intermittency has less negative

consequences with respect to RANS, since most of the intermittent behaviour

takes place at the resolved scales and therefore can be captured by LES regardless

of the SGS closure [31].

The most common approach in LES is not to resolve a transport equation

for the SGS mixture fraction variance. Instead, an equilibrium assumption is

made between the production and the scalar dissipation terms in the transport

equation, leading to the following expression for χ̃ [29]

χ̃ = 2DSGS

(
∂Z̃

∂xj

)2

(2.140)

where DSGS is a diffusion SGS coefficient that can be evaluated as CDSGS
νSGS.

From Equation (2.140) and the model for χ̃ in Equation (2.135), the following

expression for Z̃ ′2 can be obtained [171]

Z̃ ′2 = CZ,v∆
2

(
∂Z̃

∂xj

)2

(2.141)

Following the same reasoning, a similar expression can be derived for the

progress variable SGS variance for premixed combustion modelling, i.e.

c̃′2 = Cc,v∆
2

(
∂c̃

∂xj

)2

(2.142)

2.3.4 Effects of carbon dioxide and steam dilution on gas

combustion

Both the advanced gas turbine cycles considered in the present work, i.e. EGR

and STIG, are characterised by the presence of diluent species in the combus-

tion environment with respect to standard air-fired operation. The main diluting

species considered here are carbon dioxide and steam. The enhanced presence of

these two chemical species is also common in other technical solutions such as

Moderate or Intense Low-oxygen Dilution (MILD) [172] and oxy-fuel combustion

71



Substance O2 N2 CO2 H2O

ρ (kg m−3) 0.385 0.337 0.529 0.217

cp (10−3 J kg−1 K−1) 1.09 1.17 1.23 2.29

k (103 W m−1 K−1) 79.7 66.0 70.6 97.1

µ (106 N s m−2) 49.1 41.6 41.3 37.6

Table 2.1: Properties of oxygen, nitrogen, carbon dioxide and steam at 0.1 MPa

and 1000 K [36, 175].

[173]. Consequently, the impact of dilution on gas combustion has been inves-

tigated both numerically and experimentally in several studies, and a review of

the main findings is reported here. Since these studies concern the fundamen-

tal impacts of dilution on combustion characteristics, they are usually carried

out in simple laminar configurations, and rely on the use of detailed chemical

mechanisms to describe the combustion chemistry.

In the case of adiabatic flames, it is observed that the presence of reactive

diluent species, such as carbon dioxide and steam, affects the combustion process

in two ways [32, 174, 36]:

• Thermal effects are related to the different physical properties (e.g. differ-

ent specific heat, density and transport properties) of the diluting species

with respect to the replaced species. A comparison between the physical

properties of different species at 0.1 MPa and 1000 K is reported in Table

2.1. In the case of CO2 and H2O dilution, thermal effects usually result in

reduced flame temperature and flame speed.

• Chemical effects due to the chemical reactivity of CO2 and H2O. Chemical

effects comprise direct participation of the diluting species in elementary

reactions or their action as a third body in termolecular reactions.

Although these two phenomena are interconnected, with the reduced temper-

ature due to the thermal effects having an impact on the kinetics of the chemical

effects, various researchers [176, 177, 32, 178] have employed a technique based

on the introduction of a ”fake” diluent species in order to distinguish between

chemical and thermal effects in numerical investigations. The fictitious diluting
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Figure 2.8: Rate of Reactions (R 2.2) and (R 2.3) with CO2 and FCO2 dilution,

calculated using the GRI3.0 mechanism [176].

species, usually referred to as fake-CO2 (FCO2) and fake-H2O (FH2O), have the

same thermal and transport properties of the actual diluent species but do not

participate in the chemical reactions. In this procedure, the differences observed

between the standard operation and the diluted operation with the fictitious

species are due only to thermal effects.

An example of such an investigation is reported in Figure 2.8 from [176],

reporting the calculated reaction rates for the chemical reactions

H + O2
−−⇀↽−− O + OH (R 2.2)

and

CO + OH −−⇀↽−− CO2 + H (R 2.3)

with both CO2 and FCO2 dilution in laminar 1D premixed flames. The calcula-

tions are carried out for a CH4/CO2/O2 mixture at an equivalence ratio of 0.6,

a mole fraction of CO2 in the oxidizer of 0.5 and at unburnt temperature and

pressure equal to 300 K and 0.1 MPa, respectively. The combustion process has

been simulated employing a detailed chemical scheme for natural gas combustion,

the GRI3.0 mechanism, consisting of 325 reactions and 53 species [179].

The difference between the red dashed curves and the black solid curves in

Figure 2.8 can be thought of as being a measure of the impact of CO2 on the com-

bustion process due to chemical effects, since CO2 and FCO2 are characterised by
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the same thermodynamic properties and therefore can be considered to produce

the same thermal effects.

The chain-branching Reaction (R 2.2) has been reported to have the highest

sensitivity coefficient to laminar flame speed for both hydrocarbon/air flames and

CO2-diluted systems [180, 176]. Reaction (R 2.3) has been identified as the main

way in which carbon dioxide participates in the combustion chemistry. Its effect is

to inhibit the combustion process by competing for the H radical with the chain-

branching Reaction (R 2.2) via the reverse of Reaction (R 2.3) [176, 177, 181, 182].

A relatively small number of studies have addressed the impact of steam

dilution, mainly because of the experimental difficulties arising in accurately con-

trolling the amount of steam added to the reactive mixture [33]. Nevertheless,

most studies [33, 32] agree that the impact of steam on the combustion chemistry

is mainly due to its elevated third-body efficiency in the reaction

H + O2 + M −−⇀↽−− HO2 + M (R 2.4)

which, similarly to the CO2 effects, inhibits the chain-branching Reaction (R 2.2)

by consuming H radicals.

The relative importance of thermal and chemical effects and the overall im-

pact of dilution on the combustion process depends on the system operating

conditions. Most of the works cited previously refer to ambient temperature and

pressure levels, whilst only few studies, e.g. [183, 176, 182], addressed the elevated

temperatures and pressures that are relevant to gas turbines.

From the modelling point of view, since both the carbon dioxide and steam

dilution impact on the combustion chemistry at the radical level, it is clear that a

detailed description of the chemistry is necessary to account for this effects at the

modelling stage. The GRI3.0 mechanism gives overall satisfactory predictions for

such diluted systems under a wide range of conditions, although a discrepancy

with the experimental data has been observed for oxy-fuel mixtures at low levels

of carbon dioxide and/or steam dilution, resulting in elevated adiabatic flame

temperatures [33]. At adiabatic flame temperatures higher than about 2500 K

significant thermal dissociation of CO2 takes place, and the chemical mechanism

needs to be revised in order to correctly account for this effect [176].

In addition to the aforementioned effects observed in simplified laminar con-
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figurations, the presence of diluting species in more realistic swirl-stabilised tur-

bulent flames has been observed to have an impact on the flow field, modifying

the characteristics of the recirculation zones (RZs), as well as on the flame sta-

bilisation mechanism and therefore on the stability limits of the device [36, 184].

2.3.5 Chemistry tabulation

The dual need to account for finite-rate effects and detailed chemistry on one side

and reduce the computational costs associated with CFD simulations of combus-

tion in complex configurations on the other side has led to the development of

tabulation methods for the chemistry such as the Flamelet Prolongated Instrin-

sic Low Dimensional Manifold (FPI) [185] and the Flamelet Generated Manifold

(FGM) [186]. Tabulated chemistry method are becoming more and more pop-

ular and have been employed in the CFD modelling of both lab-scale burners

[187, 188, 189, 128] and industrial devices [26, 190, 191].

In both these methods it is assumed that the trajectories in the compositional

space in turbulent flames can be approximated by the trajectories followed in the

compositional space in laminar one-dimensional flamelets. A number of one-

dimensional flamelets are solved and the scalar of interests (e.g: species mass

fractions, reaction rates, temperature) are tabulated as a function of suitable

controlling variables (e.g. mixture fraction, progress variable, enthalpy, scalar

dissipation), likewise to the parametrisation of laminar non-premixed flamelets

in terms of Z and χst in the SLFM model.

For instance, Pierce and Moin [192] employed the mixture fraction and the

progress variable as tracking variables to map non-premixed flamelets, and suc-

cessfully predicted flame lift-off in a coaxial jet combustor in a LES calculation

using a presumed-PDF approach for combustion modelling.

An arbitrary number of tracking variables can be employed to map the 1D

solutions in the manifolds [193], although the most common choice is to limit the

number of variables to two, i.e. the mixture fraction and the progress variable.

Theoretically, the choice of two control parameters is appropriate under a global

one-step reaction assumption, since only two independent variables (i.e. fuel and

oxidizer) exist in this case. Nevertheless, a priori evaluation of Z-Yc manifolds
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calculated with detailed chemistry shows excellent agreement with experimental

data for partially-premixed methane-air jet flames even for minor species, pro-

vided that the flamelet type and the molecular transport model resemble the

configuration to be investigated [194].

In general, both premixed and non-premixed flamelets can be used to gen-

erate the manifolds. Steady non-premixed flamelets are not suitable to predict

premixed and partially-premixed flame propagation mode and do not cover the

entire range of possible thermochemical states between Yc = 0 and Yc = Yc,eq. On

the other hand, premixed flamelets do not consider inhomogeneities in the mix-

ture, and fluxes through Z iso-surfaces observed in diffusion flames or in curved

partially-premixed flame fronts are not accounted for [193]. In the modelling

of purely premixed or diffusion flames, it is clear that is convenient to employ

flamelets corresponding to the regime of the turbuelnt flame that is going to be

investigated. On the other hand, in the case of partially-premixed combustion

the choice of the flamelet type to be employed to generate the manifold is not

straightforward [112].

In both FGM and FPI the flamelet library is usually built from 1D steady

premixed flamelets, and therefore fluxes in the mixture fraction are neglected.

Premixed flamelets have the significant advantage of covering the full range of

thermochemical states between unburnt and fully burnt conditions, unlike steady

non-premixed manifolds [193]. Premixed flames can only be calculated between

the lean and rich flammability limits, and therefore the solution is extrapolated

from the flammability limits to Z = 0 and Z = 1 [195]. Although premixed man-

ifolds are characterised by the inherent limitations discussed above, they have

been successfully employed in the modelling of both non-premixed and partially

premixed flames. Fiorina et al [196] carried out a systematic evaluation of pre-

mixed manifolds in predicting partially premixed and diffusion counterflow flames.

When the equivalence ratio of the fuel/air mixture jet is between the flammability

limits, the premixed manifold is in excellent agreement with the numerical results

obtained with a fully detailed chemistry. Outside of the flammability limits, the

presence of diffusive fluxes in the mixture fraction space result in a discrepancy

between the tabulated premixed database and the detailed calculations.
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Vreman et al. [197] employed both premixed and non-premixed generated

manifolds in a LES simulation of different non-premixed jet flames. Although the

considered flames are predominantly non-premixed, premixed and non-premixed

tabulations gave similar results for main species and temperature predictions.

Also, since premixed manifolds cover the non equilibrium range of the reaction

progress, they provide better results in the prediction of flames characterised by

extensive presence of local non-equilibrium, such as Sandia flame F.

Olbricht et al. [189] also employed a premixed flamelet database in LES

calculations of non-premixed and partially-premixed swirling flames, obtaining

good results for main species and temperature for both combustion regimes. Also

in this case, the premixed manifold has been able to predict the presence of local

extinction observed experimentally.

The transport equation for species and temperature for a steady premixed 1D

flame can be solved in either the physical or the reaction progress space. The

governing equations in the reaction progress space under the assumption of unity

Lewis number have the form [193]

∂Yk
∂Yc

ωYc = ρ
χYc
2

∂2Yk
∂Y 2

c

+ ωk (2.143)

∂T

∂Yc
ωYc = ρ

χYc
2

∂2T

∂Y 2
c

− 1

cp

N∑
k=1

hkωk +
ρχYc
2cp

(
∂cp
∂Yc

+
N∑
k=1

cp,k
∂Yk
∂Yc

)
∂T

∂Yc
(2.144)

The scalar dissipation term χYc depends on the spatial distribution of the progress

variable and therefore needs to be modelled when the equations are solved in the

compositional space. The scalar dissipation term within one flamelet at different

equivalence ratio values can be modelled as [193]

χYc(Z, c) = χstmaxexp

(
−2

(
erfc−1(

(
Z

Zst

))2
)
exp

(
−2
(
erfc−1(2Yc)

)2)
(2.145)

where χstmax is the maximum value of the scalar dissipation within the stoichiomet-

ric premixed flamelet, and can be evaluated from data available in the literature

or from a physical space solution.

The definition of the progress variable is usually based on a combination of

product mass fractions. The progress variable has to be monotonous between

the unburnt and the equilibrium states and should provide a unique description
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of the thermochemical state along the premixed flamelet. For instance, Proch

and Kemp [91] suggested that the following definition for the progress variable

provided a good representation of the manifold over the entire flammability range

for a methane/air flame 8

Yc = YCO2 + YH2O + YCO + YH2 (2.146)

When tabulated chemistry is used in conjunction with PDF methods, it is

necessary to estimate the joint-PDF P (Z, Yc). In order to split the joint-PDF

into two single varialble PDFs for the mixture fraction and the progress variable,

statistically independence between the mixture fraction and the progress vari-

able has to be assumed. This is a strong assumption and has not been verified

experimentally. In order to reduce the statistical dependence between Z and

the progress variable it is common practice to employ the normalised progress

variable c [155, 188]

c =
Yc − Y min

c

Y max
c − Y min

c

(2.147)

When tabulated chemistry is coupled with the presumed-PDF approach, the

PDFs for both Z and c are usually approximated with a β-function, and the mean

scalar quantities are evaluated from the chemical database as

φ̃ =

∫∫
φ(Z, c)P (Z)P (c)dZdc (2.148)

The combustion process in many practical applications actually involves heat

transfer to walls and radiation, and therefore cannot be regarded as adiabatic. In

order to avoid the complication to account for non-adiabatic effects when gener-

ating the flamelet library, adiabatic flamelets can be employed in the modelling of

non-adiabatic systems by assuming that heat loss/gain have a negligible effect on

the species mass fractions within the flame brush, i.e. for values of the progress

variable between 0 and 1, so that the mixture composition can be evaluated as

in non-adiabatic calculations [198]. The local mean temperature T̃ is evaluated

from the local value of the mean total enthalpy from the relationship [199]

N∑
k=1

Ỹkht,k(T̃ ) = h̃t (2.149)

8Other more refined definitions for the progress variable are possible. For an in-depth dis-

cussion about the progress variable definition refer to [193].
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where the local mean total enthalpy h̃t is evaluated with a suitable transport

equation, having the form of Equation (2.41). The source term in this equation

accounts for heat losses due to heat transfer to the walls and radiation.

Since premixed manifolds include all the thermo-chemical states from the

unburnt to the equilibrium conditions, theoretically they are suitable to evaluate

the formation of ”slow” pollutant species, such as CO and NOx. In practical

systems, where the combustion process usually falls into the partially premixed

regime, the limitations linked with the representation of such complex phenomena

with a simple premixed manifold can result in inaccuracies in the evaluation of

minor species [198].

Further, the evaluation of NOx employing a detailed chemical mechanism

including nitrogen chemistry such the GRI3.0 can be problematic. In fact, if

the progress variable is defined as a combination of major products species as

in Equation (2.146), when the progress variable has nearly reached its maximum

value within a flamelet, the mass fractions of NO and of NO2 are still far from their

equilibrium values. Consequently, very high gradients arises in the manifold for

these species, resulting in significant interpolation errors during data retrieving

from the chemical database [200]. The model can modified in order to account for

this issue by including relevant species such as NO and NO2 in the definition of Yc

and solving for an additional transport equation for these species [200, 201, 202].

An alternative approach for the evaluation of NOx, quite popular in commer-

cial CFD codes, stems from the observation that nitrogen oxides concentrations

are usually very small (of the order of ppm) and negligible with respect to main

species. Therefore they do not have a significant impact on global balances, main

species mass fractions and temperature and can be evaluated via a post-processing

technique [38]. In this approach, transport equations for NO and other species

involved in NOx chemistry (such as N2O and HCN) can be solved using the frozen

resolved field for velocity, temperature and other species. The source terms in

these equations can be evaluated from rate expressions representative of the var-

ious paths leading to NOx creation and destruction (i.e. thermal, prompt and

N2O-intermediate formation paths 9 and NO reburn). The averaged (or filtered)

9The nitrogen oxides production coming from fuel nitrogen content is usually neglected when
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source terms are then obtained by averaging the resulting instantaneous values

by means of a suitable presumed-PDF [38].

2.3.6 Radiative heat transfer modelling

The total radiative heat transfer in gas combustion can be split into two different

contributions [21]:

• Non-luminous radiation due to the emissivity of the participating species

such as CO2, H2O, CO, CH4.

• Luminous radiation coming from particles (mainly soot) present in the

flame.

Although the latter contribution can be significant at high operating pressures

that are found in modern gas turbines and in the presence of non-premixed burn-

ing mode [203], it will be neglected in this study, since the main focus here is to

assess the implications of the enhanced presence of carbon dioxide and steam on

the non-luminous radiative mechanism. Also, the numerical prediction of soot is

a very challenging task, mainly due to complexity of its formation process, and

it is still an open research field [203, 204].

The interaction of gas molecules with photons is governed by quantum me-

chanics [205]. Even if the energy associated with a photon varies smoothly with

its wavelength λ, the interaction of photons with the medium are restricted by

quantum mechanics to discrete energy levels allowed for the considered molecule.

It follows that a given molecule will only interact with photons with given en-

ergy levels, i.e. with given wavelengths. Thus, the absorption coefficient of a gas

molecule shows characteristic peaks at well-defined wavelengths, whilst an almost

transparent behaviour is observed outside of these absorption bands [206].

Furthermore, in order for a particular gas species to interact with thermal ra-

diation, which typically falls in the infrared part of the electromagnetic spectrum,

the presence of a permanent dipole moment in the gas molecule is necessary [205].

Therefore, monatomic and symmetrical diatomic molecules such as O2 and N2

dealing with natural gas combustion, whilst it can give a significant contribution to the overall

NOx production for other fuels such as coal.
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can be considered transparent to thermal radiation. On the other hand, other

molecules, such as CO2, H2O, CO and CH4, can absorb and emit thermal ra-

diation at given wavelengths [207]. In particular, carbon dioxide and H2O are

always present in air and represent the two final products of natural gas combus-

tion. Also, in the diluted combustion processes considered in the present work,

significantly higher concentrations of these species can be found in the combus-

tion environment with respect to typical air-fired combustion. The enhanced

presence of participating species results in higher radiation absorption and emis-

sion with respect to conventional air-firing, which can have a direct impact on

flame temperature and heat transfer to the walls.

The transport of radiation energy in the direction s can be expressed by the

radiative transfer equation (RTE). For a non-scattering environment under the

equilibrium assumption it takes the form [206]

dIη
ds

= κη (Ibη − Iη) (2.150)

where Iη is the spectral radiative intensity associated with the wavenumber

η = 1/λ, κη is the spectral absorption coefficient and Ibη is the spectral black-

body intensity. Scattering effects in gaseous medium are usually negligible, and

therefore the corresponding terms have not been included in Equation (2.150)

[208, 209]

The spectral blackbody intensity Ibη can be evaluated through the Planck

function [206]

Ibη(T ) = 2hc2η3
1

exp (hcη/(kBT ))− 1
(2.151)

and the total blackbody emission can evaluated by integration of the Planck

function over the entire spectrum as

Ib(T ) =

∫ ∞
0

Ibη(T )dη =
2π4k4B
15h3c2

T 4 =
σ

π
T 4 (2.152)

where σ is the Stefan-Boltzmann constant. Equation (2.152) highlights the

fourth-power dependence of radiative emission on the temperature, which ex-

plains the importance of radiative heat transfer at high temperatures.

The radiative heat transfer is coupled to the governing equations via the

source term in the energy equation. The radiative source term is represented

81



by the divergence of the radiative heat flux through the medium, and can be

expressed in terms of the radiative intensity as [206]

ωrad =

∫ ∞
0

κη

(
4πIbη −

∫
4π

Iη(s)dΩ

)
dη (2.153)

If radiation is assumed to be independent of the wavenumber η, then the inte-

gration over the spectrum can be avoided, corresponding to the so called ”grey”

approximation.

The RTE can be resolved analytically only in very simple configurations that

are of little practical interest. In all practical applications it is necessary to

solve Equation (2.150) employing approximate methods, and several different

solution techniques have been proposed for this purpose including Monte-Carlo

[206], Discrete Ordinate [210], discrete transfer [211] and spherical harmonics (or

PN) [212] methods. A review of the various RTE solving methods can be found

in [206].

Regardless of the employed solution method, the spectral absorption coeffi-

cient κη is affected by local properties such pressure, temperature and mixture

composition and its evaluation is necessary in order to solve the RTE. The cal-

culation of the spectral absorption coefficient can be challenging due to its high

variability over the spectrum.

The most accurate approach for the evaluation of κη is referred to as the line-

by-line (LBL) method [213]. In this approach the radiative intensity is resolved

at a very high resolution using spectral absorption coefficient values from highly-

resolved spectroscopic databases. More than one million intervals are required to

discretise the infrared spectrum in LBL calculations [209], making this approach

extremely expensive from the computational point of view, and therefore not

affordable for most practical problem. In order to reduce the computational

burden associated with the calculation of κη, the statistical narrow-band (SNB)

model [214] has been introduced, in which the whole spectrum is discretised

into hundreds of intervals with a spectral resolution of 10-50 cm-1 [209] and the

average trasmissivity associated with every band is evaluated through a statistical

representation of the optical properties. Although the SNB model is not suitable

to evaluate radiative heat transfer in the presence of scattering or non-black

walls, in most cases it is in very close agreement with LBL and experimental
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measurements [215]. On the other hand, since the SNB model describes the

radiative properties of the medium in terms of a path-dependent quantity, it is

only compatible with integral methods for the resolution of the RTE.

The latter drawback of the SNB approach is overcome in the correlated-k

model (CK), which is a narrow-band model that expresses the optical properties

of the medium in terms of κη rather than the gas transmissivity, and is therefore

compatible with all the resolution methods for the RTE. In this model the spec-

trum is divided into narrow bands in which Ibη is assumed to be constant. Within

each band, the spectral absorption coefficient is rearranged into a k-distribution

as [216]

f(φ, k) =
1

∆η

∫ ∞
0

δ(k − κη(φ))dη (2.154)

where φ represents a vector including the local variables affecting the absorption

coefficient (i.e. temperature, pressure, composition). The distribution repre-

sents the fraction of the narrow-band having an absorption coefficient equal to

k. Therefore, it regroups all the spectral regions of similar absorption coefficient,

which can be represented by the same RTE. In order to simplify its integration,

it is convenient to arrange the the k distribution into a cumulative distribution

g(φ, k) as

g(φ, k) =

∫ k

0

f(φ, k′)dk′ (2.155)

The g distribution is a smooth monotonically increasing function bounded be-

tween 0 and 1 and, therefore, can be easily integrated [209]. In the CK model the

distribution in Equation (2.155) is inverted to produce a k − g distribution. The

intensity is expressed as a function of g, which is then integrated using a Gauss

quadrature scheme.

If the g(φ, k) distribution is evaluated from SNB parameters rather than from

LBL data, the so called SNB-CK model is obtained [217]. In the present work,

the SNB-CK model has been used to evaluate the Planck-averaged absorption

coefficient of the mixture κPL in the optically thin model implemented in Cantera

[218]. Under the optically thin assumption, the local intensity in Equation 2.153

is neglected, and the radiative heat source term can be expressed as

ωrad = 4π

∫ ∞
0

κηIbη = 4πκPLIb = 4κPLσT
4 (2.156)
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The Planck-averaged absorption coefficient κPL is evaluated according to the

SNB-CK model as

κPL =

∑Nb

i ∆ηi
∑Nq

j wjki(gj)Ibηi
Ib

(2.157)

where Nb is the number of narrow bands, ∆ηi is the width of band i, Nq is the

number of quadrature points, ki(g) is the k − g distribution of band i, and wj

is the quadrature weight for point j. The SNB model parameters employed to

evaluate the g distribution are taken from [219].

Narrow-band models still requires the resolution of hundreds of RTEs (one for

each interval used to discretise the wavenumber spectrum) and therefore they are

often used in simplified configurations to generate benchmark data for the vali-

dation of less computationally-intensive global approaches, such as the weighted-

sum of grey gas (WSGG) and the full-spectrum correlated-k (FSCK) models

[215].

In the WSGG model [220], the total emissivity of the gas mixture ε is evaluated

through a weighted average of the contributions coming from fictitious grey gases

as

ε =
K∑
k=0

akεk =
K∑
k=0

ak (1− exp(−κkps)) (2.158)

where ak is the weighting factor for the fictitious gas k, K is the number of

fictitious grey gases used in the model (usually less than 5), p is the sum of the

partial pressure of the participating species (usually CO2 and H2O) and s the

path length. In order to account for windows between regions of high absorption

in the spectrum, K = 0 corresponds to a transparent gas.

The previous assumption leads to the following form of the RTE equation for

the WSGG model [220]
dIk
ds

= κk (akIb − Ik) (2.159)

which represent the RTE for a gray gas with the blackbody intensity Ib replaced

by the weighted intensity akIb. The WSGG model requires the solution of a

number of RTEs equal to the number of grey gases used in equation (2.158).

The overall radiation intensity is then evaluated as the sum of the grey gases

intensities

I =
K∑
k=0

Ik (2.160)
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The model parameters, i.e. the weighting factors ak and the absorptions

coefficients κk, are usually evaluated by fitting Equation (2.158) to tabulated ex-

perimental or calculated emissivity values [209]. In the most common approaches

the correlations for ak and κk are limited to specific operating conditions and

molar ratio between CO2 and H2O [221]. More advanced formulations in order

to account for broader ranges of molar ratios, corresponding to the conditions

typical of diluted and oxy-combustion, have been proposed [222, 223].

In commercial CFD codes (e.g. [63]) the model is further simplified in order

to represent the medium with a single grey gas and reduce the number of RTE

to be solved to one. The path length is Equation (2.158) is estimated as a beam

length characteristic of the whole domain as

s =
3.6V

A
(2.161)

where V is the domain volume and A the total internal surface area of the domain.

The path length evaluated through Equation (2.161) is then employed to convert

the emissivity given by Equation 2.158 into an effective grey absorption coefficient

κe as

κe = − ln(1− ε)
s

(2.162)

Although neglecting the spectral dependence of κ does not have a sound physical

justification, it leads to a great simplification of the problem and calculations

carried out with this approach still show an acceptable accuracy in some cases

[224].

The limited range of applicability of the set of coefficients of the model and its

reliance on generic definitions for important quantities such as the path length s

lead to issues related to the generalisability of the WSGG approach. Nevertheless

this model is extremely popular in CFD codes due to its simplicity and low

computational cost.

The FSCK model employs the same approach as the CK model, but in this

case the reordering takes place over the entire spectrum. Different wavenumbers

are weighted through the Planck function in order to account for the variation

of Ibη across the spectrum [215]. It has been reported [215, 225] that the FSCK

approach is more accurate with respect to the grey WSGG model with coefficients
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from Smith et al. [221] when the considered operating conditions depart from

the standard air-fired combustion at atmospheric pressure considered in [221].

When considering the prediction of radiative heat transfer in turbulent com-

bustion, the mutual effects of the turbulent eddies on the radiative intensity and

the dependence of the turbulent flow field on the radiative impact on the flame

temperature are referred to as turbulence-radiation interaction (TRI) [226]. The

effects of TRI are still not fully understood and represent an active research field

at the moment.

2.4 Summary

In the present chapter a survey on the state of the art of gas-phase turbulent

combustion modelling has been presented. Even if RANS still represents the

workhorse for CFD modelling of combustion devices of industrial relevance, LES

is becoming a more viable option due to the increased computational power of

modern computers. Although neither LES nor RANS directly resolve the scales

at which the combustion processes take place, the former approach still offers

significant advantages over the latter due to its ability to cope with the natu-

ral unsteadiness of the combustion process. Nevertheless, the increased accuracy

than can be obtained in LES calculations comes at the cost of a noticeably higher

computational cost, and therefore LES is not always a viable option in the mod-

elling of complex industrial problems.

Further, an analysis of the peculiarities of diluted combustion and the impli-

cations from the modelling point of view has been carried out. CO2 and H2O

dilution impact on the combustion process is due to both thermal and chemical

effects. In particular, since the participation of the diluting species in the com-

bustion chemistry takes place at the radical production level, a detailed chemical

description of the combustion process is necessary to account for these effects,

which can be associated to very high computational cost in realistic turbulent

configurations. The use of tabulated chemistry appears to offer a good com-

promise between a detailed description of the chemistry and the control of the

computational cost associated with the CFD modelling of the combustion process
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in industrial devices.

Although CFD is widely used for the modelling of combustion systems, most

of the models commonly employed have been developed in the context of air-fired

combustion. The relatively small dilution levels observed in EGR and STIG gas

turbine operations are still expected to have an impact on combustion chemistry

that has to be accounted for at the modelling stage. Therefore, there is a need to

understand the effects of dilution on the combustion process and include them in

reliable CFD models of combustion devices. In this context, the following tasks

will be addressed in the next chapters:

• Fundamental study of the impact of carbon dioxide and steam dilution

of natural gas combustion and assessment of the effects of the enhanced

presence of participating species on radiative heat transfer.

• Validation of numerical models for the investigation of swirled partially-

premixed flames.

• Development of a complete CFD model for the investigation of the air-fired

and diluted operation of an industrial gas turbine combustor.
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Chapter 3

Experimental facilities and data

This present chapter presents a short description of the experimental facilities

employed to generate the data used to set up and validate the CFD calculations

carried out in this thesis. Firstly, the lab-scale burner employed to generate the

detailed in-flame measurements used in the numerical investigation outlined in

Chapter 5 is described. Secondly, the industrial MGT system object of the CFD

modelling outlined in Chapter 6 is presented, with details on the boundary con-

ditions and the validation data employed in the CFD analysis of the combustion

chamber.

3.1 Lab-scale burner

The complex nature of reactive flows, the strong coupling between chemistry and

turbulence, and the different characteristic scales of these phenomena, makes the

modelling of turbulent combustion processes a challenging task [20]. The difficul-

ties related to turbulent combustion modelling are even greater when considering

its application to complex swirling flames. This is due to the complicated flow

features associated with these flows, such as vortex breakdown, recirculation and

the possible presence of aerodynamic instabilities [23].

The validation of models that are suitable for such complicated reactive swirling

flows requires the availability of extensive experimental measurements, together

with well defined geometry and boundary conditions. A number of laboratory-

scale swirled burners have been developed for this purpose [227]. Among the
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Figure 3.1: Schematic of the Sydney bluff-body burner (left) and detail of the

burner outlet (right).

available experimental datasets, the Sydney burner flames series provides an ex-

tensive experimental database for two non-reactive and eight reactive cases [228].

In the modelling work described in Chapter 5, a non-reactive and a reactive cases

have been numerically investigated in order to assess the potential of different

numerical models against detailed in flame measurements.

The bluff-body burner used for the Sydney swirl flame series experimental

campaign is characterized by a relatively simple geometry and is provided with

well-defined boundary conditions. The burner produces complex swirling flows

with features similar to those found in practical combustion chambers [228]. A

schematic of the burner together with a more detailed representation of the burner

outlet are reported in Figure 3.1.

The fuel jet is not swirled and is injected through a central pipe with a 3.6 mm

inner diameter and is inserted into the bluff body, which has a diameter of 50 mm.

The primary swirled oxidizer flow is fed through an annular channel having an

outer diameter of 60 mm with a 0.2 mm thick knife edge at the outlet. The
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Case Fuel mixture

(vol ratio)

Us (m/s) Ws (m/s) Uj (m/s) Sg

N29S054 air 29.7 16.0 66.0 0.54

SMA1 CNG-air (1:2) 32.9 21.6 66.3 0.66

Table 3.1: Flow parameters for the non-reactive N29S054 and the reactive SMA1

cases.

swirl on the primary oxidizer is induced aerodynamically via three tangential

air injectors positioned 300 mm upstream of the burner exit plane. The burner

assembly is located within a wind tunnel, having a square section with a side of

130 mm, which provides a secondary non-swirled air coflow. The coflow has a

bulk axial velocity of 20 m/s for all of the cases. The jet, annulus and coflow

velocity profiles are fully developed at the burner outlet [229].

The cases are characterized by different values for the three controlling pa-

rameters, i.e. the bulk axial velocity of the jet flow Uj and the bulk axial Us and

tangential Ws velocity components of the swirling primary oxidizer flow, as well

as by different fuel mixture compositions. The geometric swirl number, Sg, is

defined as the ratio between the tangential and the axial bulk velocities, which

are measured at the annulus outlet. The values of the different parameters for

both the non-reactive and the reactive cases considered in the present work are

reported in Table 3.1.

Detailed LDV measurements of the velocity components and RMS fluctua-

tions are available for both the non-reactive [229] and the reactive cases [228],

and were employed in this study to validate the CFD flowfield predictions. Also,

for the reactive case, the numerical results were validated against detailed temper-

ature and species mass fraction measurements performed at the Sandia National

Laboratory with a single-point Raman-Rayleigh-LIF technique [230]. Finally,

time-resolved measurements (acquired by high-speed imaging of laser Mie scat-

tering and shadowgraph) with a focus on flow instabilities are reported for the

non-reactive [231] and the reactive cases [232], and were used to assess the capa-

bility of the numerical models to predict such instabilities. Since no estimation

of the accuracy of the measurements is provided in the relevant publications, the
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Figure 3.2: Schematic of the Turbec T-100 micro gas turbine [234].

experimental data in the plots in Chapter 5 will be presented without error bars.

This should be kept into account when comparing the experimental data with

the numerical results.

3.2 Turbec T-100 micro gas turbine

In the context of small-scale power generation, MGTs represent an attractive

option for CHP generation, with the possibility to attain overall efficiencies above

90%. The main advantages of MGT systems are represented by the compact size

and low weight, the small number of moving parts with the associated benefits

in terms of maintenance, and the possibility to attain lower pollutant emissions

with respect to gas and diesel engines [233].

This section is focused on the description of the Turbec-T 100 MGT system.

The combustion chamber of this system is the object of a detailed CFD investiga-

tion, carried out under both air-fired and diluted operation, described in Chapter

6. The Turbec T-100 MGT is a system for the combined generation of heat

and power. The nominal electrical power output is 100 kW, corresponding to a

thermal power output of about 165 kW, with an electrical and overall nominal

efficiency of about 33% and 80%, respectively [234].

A schematic of the system is shown in Figure 3.2. The air, at ambient temper-

ature and pressure, is drawn into the system by the compressor, which operates

at a nominal pressure ratio equal to 4.5. The compressed air is fed to a gas-to-air

heat exchanger (i.e. the recuperator) where it is pre-heated before being injected

into the combustor. The heated air is then fed to the combustor, where it is
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mixed with the fuel in order to generate a flammable mixture. The hot combus-

tion products are expanded through the turbine, which is mounted on the same

shaft as the compressor and the electrical generator. The gases exiting from the

turbine are fed firstly to the recuperator and, afterwards, to a gas-water heat

exchanger where the production of hot water takes place. A short description of

the main components of the system is provided below:

• Compressor: the system uses a radial centrifugal compressor, mounted on

the same shaft as the turbine, with a pressure ratio of about 4.5.

• Recuperator: is a gas-to-air heat exchanger used to preheat the air coming

from the compressor before injecting it into the combustion chamber.

• Combustor: the combustion process takes place in a DLE combustor

which will be described in the detail below.

• Turbine: a centripetal turbine drives both the compressor and the electri-

cal generator.

• Electrical generator: the electric power is generated by a water-cooled

two-poled permanent magnet generator rotating at high speed (70000 rpm),

thus producing high frequency electricity. It can also act as an electric

starter.

• Exhaust gas heat exchanger: is a gas-water counter-current heat ex-

changer. It uses the exhaust gas coming from the recuperator to heat up

water. The resulting outlet water temperature depends on the inlet water

conditions, temperature and mass flow.

The Turbec T-100 also includes an electrical system for converting the high

frequency AC power to the desired grid voltage and frequency and a supervi-

sion and control system which allows the operation of the Turbec T-100 without

personal attendance under normal operation.

The system performances at nominal conditions are summarized in Table 3.2.

The combustion process takes place in a reverse-flow DLE combustion chamber.

NOx emissions are reduced by controlling the in-flame temperature by means of
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Fuel type Natural gas

Fuel LHV 49 MJ/Nm3

Combustor operating pressure 4.5 bar

Fuel consumption 333 kW

Electrical output 100 kW

Electrical efficiency 30 %

Thermal output 165 kW

Total efficiency 80 %

NOx at 15% O2 < 15 ppm

CO at 15% O2 < 15 ppm

Table 3.2: Turbec T-100 system performance at nominal power output [234].

a lean-premixed combustion process. A non-premixed pilot flame, located in a

dome, is present to enhance flame stability at stationary working points as well

as during transient maneuvers. A section view of a CAD model of the combustor

is shown in Figure 3.3.

With reference to the section view in Figure 3.3, the air coming from the re-

cuperator enters the combustion chamber through the annular section comprised

between the outer casing (in yellow in Figure 3.3) and the flame tube (shown in

red in the figure) and is split into a dilution stream, the mean combustion air and

the pilot flame air.

The flame tube encompasses the main combustion process and is provided

with nine dilution holes (9 x 19.6 mm) used to cool down the hot combustion

products before the turbine inlet. The pilot fuel flows through a dedicated pipe

and is injected without swirl into the pilot flame region using six nozzles (6 x

1 mm). The main fuel injection system (depicted in blue in Figure 3.3) is used

for both supplying air to the pilot flame zone by means of 12 jet holes (12 x

3.5 mm) and to distribute the main fuel into a toroidal chamber. The main fuel

is then injected from the toroidal chamber directly into the premixing vanes by

means of 15 nozzles (15 x 1.2 mm).

The main swirler is equipped with 15 radial swirling vanes, where the premix-
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Figure 3.3: Section view of the CAD model for the Turbec T-100 combustor.

ing between the main fuel and the oxidizer takes place. A secondary axial/radial

swirler, consisting of a series of 30 air jet holes distributed circumferentially, is

present further downstream close to the burner outlet.

3.2.1 Experimental datasets

The datasets from two independent experimental campaigns have been employed

in the present work to set-up and validate the CFD model of the Turbec T-

100 combustion chamber. The first experimental investigation has been carried

out by the Institute of Combustion Technology of the German Aerospace Center

(DLR). This experimental campaign has employed the gas turbine in both its

original configuration and in a modified configuration, in which the MGT has

been equipped with a modified optically accessible combustion chamber [235]. In

the former configuration, flue gas composition at the combustor outlet has been

monitored [236]. The experimental techniques employed for the measurements of

the different species in the exhausts are described in [237]. The reported accuracy

of the measurements for carbon monoxide, NOx and UHC is summarised in Table

3.3.

In the optically accessible configuration, in addition to flue gas species mea-
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CO NOx UHC

ppmv ppmv ppmv

Range 1 0-8 0-24 0-9

Accuracy 1 0.1 0.5 0.1

Range 2 8-80 24-238 9-90

Accuracy 2 1 5 1

Range 3 80-400

Accuracy 3 5

Table 3.3: Range and corresponding accuracy for the measurements of pollutant

species in the flue gas [237].

N pabs ṁF ṁoxi Toxi s

(%) (bar) (kg/s) (kg/s) (K) (-)

92.5 3.30 0.006651 0.658 829.15 9.2

75.0 2.27 0.003578 0.446 802.15 3.6

Table 3.4: Boundary conditions for the case from the DLR dataset [236]

surements, the flame was analysed through visual inspection, as well as with

OH* chemiluminescence and OH-PLIF measurements [236, 235]. The data from

this experimental campaign have been employed to validate the performance

of the CFD model under air-fired conditions at two stationary working points.

The boundary conditions for these cases are reported in Table 3.4, where N

is expressed as the percentage of the nominal shaft rotating speed (equal to

70000 rpm), p is the absolute pressure at the combustor inlet and s is the fuel

split between the main and the pilot stages, defined as

s =
ṁF,main

ṁF,pilot

(3.1)

The natural gas composition used to characterise the fuel stream is taken from

[236].

The second dataset comes from the experimental campaign carried out at the

UKCCSRC PACT Facility 1 and consists of different cases including air-fired,

1http://www.pact.ac.uk/
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CO2-diluted, H2O-diluted and combined CO2- and steam-diluted operation at

different power output levels. Temperature, pressure and mass flow rates have

been monitored at different locations in order to characterise the MGT system at

different working points. In particular, temperature and pressure were monitored

at the compressor inlet and outlet (points 2 and 4 in Figure 3.2, respectively),

between the turbine and the recuperator and at the exhaust outlet (point 10

in Figure 3.2). Further, air, fuel, diluting species and exhaust mass flow rates

were measured, together with the gas composition at the exhaust outlet (point

10 in Figure 3.2). More details on the experimental setup and the measurement

techniques can be found in [238].

In order to analyse the system performance under EGR and STIG operation,

the MGT has been modified to allow for CO2 and/or H2O injection in the system.

The carbon dioxide, coming from a cryogenic CO2 storage tank, is fed to the

compressor inlet through a copper pipe. It is possible to inject up to 175 kg/h of

CO2. By injecting the carbon dioxide in this way it is possible to account for the

effects of CO2 dilution on the system operation and, at the same time, to avoid

the technical issues related to the actual recirculation of the exhaust gases back

to the compressor intake.

The steam injection takes place at the compressor outlet. The steam at high

temperature and pressure is produced in a boiler located on site, which is able to

guarantee steam mass flow rates up to 150 kg/h.

Since no direct measurements are taken at the combustor inlet and outlet

sections, the boundary conditions for the CFD model of the combustion chamber

for the different cases have been obtained through a process model of the system.

Further, since it was not feasible to take a direct measurement of the air flow

rate at the compressor intake in the considered experimental configuration [238],

this parameter has been calibrated in the process modelling calculations in order

to match the measured CO2 content at the exhaust outlet. The air and natural

gas composition considered in the process modelling calculations are reported in

Table 3.5. The process model has been setup employing the experimental mea-

surements for the different cases considered here [239, 240]. A summary of the

boundary conditions obtained for the cases modelled in Chapter 6 is reported in
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Air Fuel

Species Xi Species Xi

N2 0.7732 CH4 0.9114

O2 0.2074 C2H6 0.0512

Ar 0.0092 C3H8 0.0131

CO2 0.0003 N2 0.0106

H2O 0.0099 CO2 0.0137

Table 3.5: Air and natural gas compositions considered in the process simulation

of the PACT cases.

Case pabs ṁF ṁair ṁCO2 ṁH2O Toxi

(bar) (kg/s) (kg/s) (kg/s) (kg/s) (K)

80 kW BAS 4.135 0.007168 0.7415 - - 814.1

80 kW CO2 4.055 0.007482 0.7831 0.03472 - 800.8

65 kW BAS 3.645 0.005950 0.6565 - - 828.1

65 kW CO2 3.615 0.006033 0.7196 0.03472 - 813.6

65 kW H2O 3.445 0.005890 0.6740 - 0.01111 821.2

65 kW COMB 3.485 0.005925 0.6585 0.03472 0.01111 819.7

Table 3.6: Boundary conditions for the PACT cases.

Table 3.6, where BAS, CO2, H2O and COMB stand for baseline air-fired, car-

bon dioxide-dilute, steam-diluted and combined CO2- and H2O-diluted operation,

respectively.

It should to be pointed out that the fuel mass flow rate figure reported in

Table 3.6 represents the sum of the pilot and main fuel streams, since the fuel

flow meter is installed upstream of the split between the two lines. Consequently,

no direct information on the value of fuel split s are available for the PACT cases.

Therefore, the value of s for these cases has been retained constant and equal to

5.7 (which is equal to the fuel split value at nominal power output as reported in

[241]), although it would be advisable to modify the measurement system of the

fuel mass flow rate in order to be able to evaluate the fuel split for the different

cases in the future.
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3.3 Summary

The experimental rigs and the related data employed to set up and validate

the CFD calculations carried out in this thesis have been introduced in this

chapter. Firstly, a short description of the Sydney burner has been presented.

The detailed in flame measurements available for the Sydney swirl flames dataset

have been employed to set up and validate the calculations described in Chapter

5. Secondly, a description of the Turbec T-100 MGT system has been provided.

The combustion chamber of the system is the topic of the CFD investigation

reported in Chapter 6. The CFD model of the system has been validated against

the experimental data obtained by the Institute of Combustion Technology at

DLR. The same CFD model has been employed to numerically investigate the

operation of the combustion chamber, under air-fired and diluted conditions at

two different power outputs, for a total of six different cases which have been

investigated experimentally at the UKCCSRC PACT Facilities.
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Chapter 4

Effects of CO2 and H2O dilution

on natural gas combustion

The effects of diluting species, such as carbon dioxide and steam, on natural gas

combustion can be investigated in detail, both numerically and experimentally, in

simple configurations. In numerical calculations it is common practice to employ

detailed chemical schemes to assess the effects of dilution in simple representative

configurations such as 1D freely propagating premixed flames, planar counterflow

diffusion flames, plug flow and perfectly stirred reactors, as reported in Section

2.3. Most studies refer to highly diluted combustion processes such as MILD

[172] and oxy-combustion [173].

In this chapter the effects of CO2 and H2O at the relatively low dilution levels

that are typical of EGR and STIG applications in gas turbines are investigated.

In particular, dilution levels comparable to those employed in the experimen-

tal campaign carried out at PACT and described in Section 3.2 are considered.

The representative configuration chosen for this study is a 1D adiabatic freely

propagating premixed flame. All the calculations were carried out with Cantera

[218] and employing the GRI3.0 mechanism [179] to describe the chemistry of

the problem. The governing equations are solved in the physical space consid-

ering a domain length equal to 0.12 m. Details on the governing equations and

the numerical techniques employed for their solution can be found in [242]. For

simplcity, the natural gas composition has been considered to be equal to pure

methane.
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Figure 4.1: Calculated adiabatic flame temperature (left) and laminar flame speed

(right) as a function of the equivalence ratio at atmospheric pressure and Tu =

298 K.

A 4% concentration of CO2 or H2O in the oxidizer stream is considered.

Also, combined dilution with both carbon dioxide and steam is investigated,

with XCO2,oxi = XH2O,oxi = 0.04. Two different operating conditions are evalu-

ated: the first one is representative of ambient conditions, i.e. p = 1 atm and

Tu = 298 K, whilst the second one corresponds to the operating conditions typical

of a MGT, i.e. p = 4 bar and Tu = 800 K. Further, the effects of dilution on the

radiative heat transfer in 1D premixed flames has been assessed by employing an

optically thin approach and the SNB-CK model to evaluate the mixture optical

properties, as detailed in Section 2.3.

Finally, the impact of dilution on the combustion process at the conditions

corresponding to the six PACT experimental cases reported in Section 3.2 is

considered.

4.1 Ambient operating conditions

In this section the results obtained at atmospheric pressure and with an unburnt

mixture temperature equal to 298 K are reported. Figure 4.1 shows the calcu-

lated adiabatic flame temperature and laminar flame speed for three different

equivalence ratio values (i.e. φ equal to 0.6, 1.0 and 1.4) that are representative

of lean, stoichiometric and rich mixtures.

From Figure 4.1 it can be seen how, even at the relatively low dilution levels
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Figure 4.2: Calculated adiabatic flame temperature (left) and laminar flame speed

(right) as a function of the equivalence ratio at atmospheric pressure and Tu =

298 K with CO2 and FCO2 dilution.

considered here, carbon dioxide and steam dilution have a non-negligible impact

on both the adiabatic flame temperature and the laminar flame speed. In detail,

the calculated reductions in both Tad and sL with CO2 dilution are slightly higher

with respect to steam dilution. The more pronounced difference between carbon

dioxide and steam dilution is observed in the laminar flame speed at stoichiometric

conditions. As expected, when combined CO2 and H2O dilution is considered, the

effects on the combustion process are more evident. Furthermore, it is observed

that the effects of dilution on the laminar flame speed appears to be more marked

at stoichiometric conditions, with respect to both lean and rich mixtures.

The reasons behind the latter observation can be inferred from Figure 4.2,

which shows the adiabatic flame temperature and the laminar flame speed values

for three different cases. In detail, a baseline case, a case with CO2 dilution and

one with FCO2 dilution, where FCO2 is a fictitious species introduced in order

for us to be able to distinguish between thermal and chemical effects of carbon

dioxide dilution as detailed in Section 2.3, are reported. Since FCO2 has the same

thermal and transport properties as carbon dioxide, but does not participate in

any chemical reaction, the differences between the baseline and the FCO2-diluted

cases in Figure 4.2 can be regarded as being only due to thermal effects. On

the other hand, the discrepancy between the FCO2- and the CO2-diluted cases

represents the effects due to the direct participation of carbon dioxide in the

combustion chemistry. It can be observed that thermal effects are, in general,
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Figure 4.3: Net reaction rate of the chain-branching reaction (R 2.2) as a function

of the progress variable c at atmospheric pressure, Tu = 298 K, and φ = 1.

predominant over the chemical effects. Being characterised by a higher combus-

tion temperature with respect to lean and rich mixtures, the chemical effects are

more marked at stoichiometric conditions. Therefore, the significant difference

in the the laminar flame speed values at stoichiometric conditions observed in

Figure 4.1 can be due to the the fact that the carbon dioxide chemical effects are

more pronounced with respect to H2O dilution [32], and this difference is more

marked at the higher temperature levels reached at φ = 1.

It has been observed in Section 2.3 that the most significant chemical effects

of both carbon dioxide and steam dilution is the inhibition of the chain-branching

reaction (R 2.2) by boosting the reactions that compete with the former for the

H radical. The overall effects of dilution on reaction (R 2.2) at stoichiometric

conditions are shown on the left hand side of Figure 4.3, where the net rate

of reaction is reported as a function of the progress variable c. The progress

variable is defined according to Equation (2.146). It can been seen that dilution

has a significant impact on the chain-branching reaction. The curves reported

on the left hand side of Figure 4.3 include both thermal and chemical effects.

The chemical effects of CO2 can be assessed by analysing the right hand side

of the figure, where the results obtained with FCO2 dilution are included. The

difference between the solid and the dashed blue curves represent the reduction in

the chain-branching reaction rate due to chemical effects alone. Although thermal

effects are more significant with respect to the influence of the chemical reactivity

of CO2, the latter cannot be neglected, especially at stoichiometric condition.
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Figure 4.4: NO mass fraction (left) and NO source term (right) as function of

the progress variable c at atmospheric pressure, Tu = 298 K, and φ = 1.

In addition to improving the efficiency of carbon dioxide post-combustion

capture, advanced cycles such as EGR and STIG can result in reduced nitrogen

oxides emissions due to the lower combustion temperature observed with CO2

and H2O dilution. In fact, thermal NOx production is extremely sensitive to the

temperature due to the very high activation energy of the reaction [243]

N2 + O −−⇀↽−− NO + N (R 4.1)

The reduction in NOx production associated with the considered dilution lev-

els is highlighted in Figure 4.4, showing the mass fraction of NO and its source

term as a function of the progress variable at stoichiometric conditions. It is evi-

dent how even the relatively small reduction in the temperature associated with

the considered levels of dilution results in a significant decrease in the NO mass

fraction and in its source term. For instance, the adiabatic flame temperature

in the baseline case, assumed to be equal to the temperature corresponding to

c = 1, is equal to 2228 K, and it is lowered to 2094 K in the combined case, with

a reduction of about 6%. The corresponding final NO mass fraction drops from

0.000581 in the baseline case to 0.000135 in the combined case, with a reduction

of about 77%. The significant decrease in NO levels associated with such a rel-

atively small reduction in temperature is due to the very high sensitivity to the

temperature shown by reaction (R 4.1).

Although the considered domain length of 0.12 m is enough to ensure that the

main product species, such as CO, CO2, H2 and H2O, have reached equilibrium
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Figure 4.5: NO mass fraction for the baseline case at stoichiometric conditions

as a function of the default progress variable definition cDef (left) and of the

modified definition cMod (right).

at c = 1, given the very slow character of the NO formation, the domain has been

extended to 0.25 m for the calculations shown in Figure 4.4, in order for NO to

be closer to its equilibrium concentration for the given cases. Also, the progress

variable in the aforementioned calculations has been modified as follows

Yc,Mod = Yc = YCO2 + YH2O + YCO + YH2 + αYNO = Yc,Def + αYNO (4.1)

where a value of α equal to 1000 has been considered according to [200]. As

reported in Section 2.3, a definition of the progress variable based on the main

product species, such as the one in Equation (2.146), leads to very high gradients

in the vicinity of the c = 1 limit for NO. The definition reported in Equation

(4.1) allows us to avoid this issue and therefore it is more suitable when employing

a progress variable approach to analyse NOx. This is highlighted in Figure 4.5

where YNO for the stoichiometric baseline case is plotted as a function of cDef ,

Equation (2.146), and cMod, Equation (4.1). It is evident how employing the

modified formulation for the progress variable allows the reduction of the YNO

gradient and therefore the interpolation error associated with the use of tabulated

chemistry to evaluate the NOx production.

104



Figure 4.6: Calculated adiabatic flame temperature (left) and laminar flame speed

(right) as a function of the equivalence ratio at pabs = 4 bar and Tu = 800 K.

4.2 MGT-like operating conditions

The results obtained at MGT-like operating conditions, i.e. pabs = 4 bar and

Tu = 800 K, are reported in this section. The calculated adiabatic flame tem-

perature and laminar flame speed at the considered pressure and temperature

conditions are shown in Figure 4.6. In general, the same considerations made

for the ambient operating conditions apply to this case. A comparison between

the laminar flame speed values reported in Figures 4.1 and 4.2 highlights how

the differences between carbon dioxide and steam dilution are more evident at

MGT-like operating conditions. This is due to the fact that the elevated tempera-

ture of the unburnt gases leads to a higher combustion temperature and therefore

more pronounced chemical effects, whilst the effect of the increased pressure is

generally negligible with respect to that of temperature.

The increased importance of the chemical effects with higher temperature lev-

els is depicted in Figure 4.7, where the calculated adiabatic flame temperature and

laminar flame speed for the baseline, CO2- and FCO2-diluted cases are reported.

It can be seen how the chemical effects on the laminar flame speed are visible, not

only at φ = 1 but also for lean and rich mixtures. Also, the relative importance

of the chemical effects with respect to thermal effects at stoichiometric conditions

is increased. At ambient conditions, the calculated laminar flame speed at φ = 1

for the baseline case is 0.37 m/s, and is lowered to 0.28 m/s with carbon dioxide

dilution, corresponding to a reduction of about 24%. About 71% of the total
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Figure 4.7: Calculated adiabatic flame temperature (left) and laminar flame speed

(right) as a function of the equivalence ratio at pabs = 4 bar and Tu = 800 K with

CO2 and FCO2 dilution.

reduction in the laminar flame speed is due to thermal effects, and the remaining

29% is related to the chemical reactivity of CO2. At elevated temperature and

pressure conditions, the laminar flame speed for the stoichiometric non-diluted

and the CO2-diluted cases are 1.59 m/s and 1.25 m/s, respectively, with a total

reduction of about 21% between the two. At these operating conditions, the share

of the chemical effects in the total laminar flame speed reduction is increased to

38%, with the remaining 62% being associated with thermal effects.

The impact of dilution on the chain-branching reaction (R 2.2) at MGT-like

operating conditions is depicted in Figure 4.8. From the left hand side of the

figure it can be seen how at these operating conditions the considered dilution

levels have a significant impact on the combustion chemistry. Due to the elevated

unburnt gas temperature in the MGT-like conditions, the overall reaction rates

are considerably higher with respect to the values reported in Figure 4.3 for the

ambient operating conditions. Also, from the right hand side of the figure, it can

be noted how the chemical effects have a non-negligible impact on the combustion

process and this has to be accounted for in the modelling of the diluted operation

of real combustors.

Finally, the impact of dilution on nitrogen oxides production at MGT-like

conditions is summarised in Figure 4.9, showing the NO mass fraction and NO

source term as a function of the progress variable c at stochiometric conditions.

Due to the elevated sensitivity of the thermal NOx production to the temperature,
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Figure 4.8: Net reaction rate of the chain-branching reaction (R 2.2) as a function

of the progress variable c at pabs = 4 bar, Tu = 800 K and φ = 1.

Figure 4.9: NO mass fraction (left) and NO source term (right) as a function of

the progress variable c at pabs = 4 bar, Tu = 800 K and φ = 1.

the reduced temperature levels obtained with dilution have a significant impact on

the NO source term and on YNO. The calculated adiabatic flame temperatures

in the baseline and in the combined cases are equal to 2511 K and 2392 K,

respectively, corresponding to a decrease of about 5% when combined CO2 and

H2O injection is considered. The corresponding NO mass fractions at c = 1 are

equal to 0.00475 and 0.00316, respectively, with a reduction of about 33% between

the two cases. As in the ambient operating conditions case, the results shown

in Figure 4.9 have been obtained with an extended domain of 0.25 m and on

employing the modified expression of the progress variable reported in Equation

(4.1).
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4.3 Radiative heat transfer assessment

The effects of CO2 and steam dilution on the radiative heat transfer have been

evaluated by comparing the baseline and the combined dilution cases, at both am-

bient and MGT-like conditions, in the same representative configuration consid-

ered in the previous sections, i.e. 1D freely propagating flames. The radiative heat

transfer has been evaluated in the optically thin limit and the Planck-averaged

absorption coefficient κPL has been calculated according to the SNB-CK model,

as detailed in Section 2.3.

The calculated temperature profiles along the domain are reported in Figure

4.10 for both adiabatic and non-adiabatic, i.e. including radiation, calculations,

at ambient and MGT-like conditions for both air-fired and diluted flames. It can

be noted how the impact of radiation in the diluted cases is higher with respect

to the air-fired flames under both operating conditions. Also, for the considered

configuration, the impact of radiative heat loss on the temperature becomes more

evident when the domain is extended significantly behind the reaction zone. In

fact, this region is characterised by elevated temperatures and high concentration

of participating species and, at the same time, by a reduced contribution of

the chemical heat release, which takes place mainly within the reaction zone.

Therefore the impact of the radiative losses on the temperature can be expected

to be significant in this region. Also, it can be noted that radiation appears to

have a more marked impact on the temperature field at ambient conditions with

respect to MGT-like conditions although, due to the dependence of the radiation

loss on the fourth-power of the temperature, ωrad is expected to be higher when

MGT-like conditions are considered.

The high sensitivity of the radiative source term to the temperature, resulting

from the aforementioned fourth-power dependence, can be inferred from the left

hand side of Figure 4.11, where the radiative source term at MGT-like conditions

is almost one order of magnitude higher with respect to ambient conditions. Fur-

ther, it can be seen how the radiative source term is nearly negligible ahead of the

flame, and it increases steeply within the reaction zone, following the temperature

increase due to the onset of the chemical reactions. Behind the reaction zone, the

chemical heat source term decreases rapidly, whilst ωrad decreases slowly due to
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Figure 4.10: Calculated temperature profiles at ambient (left) and MGT-like

(right) conditions.

the cooling of the gases by radiative heat loss. It is also worth noting that the

radiative heat loss is higher in the diluted cases, although these cases are char-

acterised by lower temperature values with respect to the air-fired cases. This is

due to the higher concentration of the participating species in the former flames.

The calculated chemical heat source term ωchem within and in the proximity of

the reaction zone for the four considered flames is reported in the right hand side

of Figure 4.11. The chemical heat source term peaks sharply once the flame is

ignited and, as opposed to ωrad, decreases quickly outside of the reaction zone.

The elevated temperatures reached at MGT-like conditions result in significantly

higher chemical heat release rates compared to ambient conditions.

The latter observation can explain why radiation appears to have a more

marked effect on the calculated temperature at ambient conditions, although

these conditions are characterised by smaller radiative heat loss compared to

MGT-like conditions. In fact, even if the flames at MGT-like conditions are

characterised by a higher radiative source term, its effect on temperature is coun-

terbalanced by the higher heat release rate and heat capacity rate observed at

these conditions with respect to ambient temperature and pressure.

Nevertheless, even in diluted cases, the chemical heat release rate within the

reaction zone is about three orders of magnitude higher than the radiative heat

source term, and therefore radiation is found to have a significant impact on the

temperature field only if the region of high temperature and elevated participating

species concentration extends for a significant distance outside of the reaction
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Figure 4.11: Calculated radiative (left) and chemical (right) source terms for the

four considered flames.

zone.

The extension of the previous considerations to real combustion devices is

cumbersome. Firstly, the optically thin model employed here neglects absorp-

tion in the gas mixture, which can be significant especially in the diluted cases.

Unfortunately, an accurate evaluation of the optical properties of the mixture is

necessary in order to obtain an accurate evaluation of the radiative heat transfer

under diluted and oxy-combustion conditions [244]. Such an evaluation has to

rely on computationally expensive models, such as the SNB-CK model employed

in the present study, and therefore it is usually not feasible when performing a

numerical analysis of complex devices. Also, soot can give a significant contri-

bution to the overall radiative heat transfer in gas turbines, especially when a

pilot non-premixed flame is present [21]. Given the fact that, for the considered

dilution levels, the radiative source term is considerably smaller with respect to

the chemical heat release in the reaction zone, radiation is not included in the

CFD calculations. Nevertheless, the relative importance of radiation with respect

to chemical reaction can be significantly higher when highly diluted conditions

are considered, as in MILD and oxy-combustion. The choice of neglecting ra-

diative heat transfer in the CFD calculations carried out in the present work

is also justified by the significant computational effort that would be associated

with an accurate prediction of the radiative heat transfer in an actual gas turbine

combustor and by the difficulties associated with the specification of a sensible

boundary condition for the combustor outlet section.
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4.4 Experimental Turbec T-100 cases

From the calculations reported above, it is clear that carbon dioxide and steam

dilution has a significant influence on the combustion chemistry. Further, both

thermal and chemical effects have a non negligible impact. Therefore, when con-

sidering the diluted combustion processes in real combustors, both these effects

must be accounted for at the modelling stage. The thermal effects are related

to the the different physical properties, namely the different specific heat of the

diluting species with respect to the replaced air, and therefore can be included in

the model by accounting for the different mixture composition in the calculation

of the physical properties.

Chemical effects are more complicated to be included in the model. As high-

lighted above, the participation of carbon dioxide and steam in the combustion

chemistry takes place mainly at the radical level and affects the chemical kinetics

of the combustion process. Therefore, there is a need to include detailed chem-

istry in the CFD model, together with finite-rate effects. Tabulated chemistry

represents an attractive option to account for both these effects at a reasonable

computational cost.

In the present work, the FGM method has been employed to parametrise

the combustion chemistry as a function of the mixture fraction Z and progress

variable c only, as detailed in Section 2.3. One-dimensional premixed adiabatic

flamelets have been used as the representative configuration for the combustion

process. A flamelet database ranging from pure oxidizer (Z = 0) to pure fuel

(Z = 1) has been generated for each experimental case identified in Section 3.2.

Since nitrogen oxides production will be evaluated at the post-processing stage,

the progress variable definition reported in Equation (2.146) is employed in the

generation of the flamelet libraries.

The governing equations for the baseline and the CO2-diluted cases at 80 kW

power output have been solved in both the physical space by employing Cantera

and in the reaction progress space using the flamelet solver embedded in ANSYS

Fluent [63], in order to assess the suitability of Equation (2.145) as a model for

the scalar dissipation term within the reaction progress space. Since no significant

differences were observed between the physical and the reaction progress space
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Figure 4.12: 80 kW power output: final temperature (left) and laminar flame

speed (right) as a function of the equivalence ratio for the baseline and the CO2-

diluted cases.

Figure 4.13: 65 kW power output: final temperature (left) and laminar flame

speed (right) as a function of the equivalence ratio for the baseline, H2O-diluted

and combined CO2/H2O-diluted cases.

solutions, the latter has been employed in the remaining cases that have been

investigated. The governing equations have been solved for each flamelet database

between the lean and rich flammability limits. The solution has been extrapolated

outside of the flammability limits in order to cover the entire mixture fraction

range in the database between Z = 0 and Z = 1.

Since fuel and oxidizer are injected into the system at different temperatures,

the unburnt mixture temperature at different mixture fraction values is evaluated

as [31]

Tu(Z) = Toxi − Z(Toxi − TF ) (4.2)
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The resulting laminar flame speed and burnt gas temperature at c = 1 are

reported in Figures 4.12 and 4.13 for the cases at 80 kW and 65 kW power outputs,

respectively. It can be seen that even in these realistic cases, whose boundary

conditions are obtained from the experimental tests and therefore account for the

influence of dilution on the overall MGT operation, the considered dilution levels

can be expected to have a significant impact on both the combustion temperature

and the flame speed. It is interesting to note that the combined injection of

carbon dioxide and steam has a slightly lesser effect with respect to sum of the

individual impact of CO2 and H2O dilution. This can be due to the fact that

the higher reduction in temperature observed with combined dilution hinders the

direct participation of the diluting species in the combustion chemistry, resulting

in less pronounced chemical effects.

The dashed curves on the right hand side of Figure 4.12 represent the laminar

flame speed calculated by ANSYS Fluent for the two 80 kW cases. ANSYS

Fluent uses correlations from [245] to evaluate the laminar flame speed at a given

mixture fraction value. These correlations are only valid for combustion in air of

the pure fuels H2, CH4, C2H2, C2H6 and C3H8, for unburnt mixture temperature

up to 800 K, equivalence ratio ranging from the lean limit to unity and pressure

from 1 bar to 40 bar. It can be seen how the laminar flame speed values evaluated

by Fluent according to [245] are not suitable for the present application, failing

to predict the correct peak value of sL in the stoichiometric region and not being

valid in the rich part of the flammability range. This has to be kept in mind

if a turbulent flame speed model, Equation (2.114), is employed to model the

source term in the progress variable transport equation, since all the models for

sT require the laminar flame speed as an input parameter.

4.5 Summary

This chapter presented the results obtained from the numerical investigation of

the effects of H2O and CO2 dilution on methane combustion. The investigation

has been performed in a representative simple configuration, i.e. a freely prop-

agating 1D flame using a detailed chemical mechanism for natural gas combus-
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tion. Two different operating conditions, corresponding to ambient and MGT-like

temperature and pressure, have been considered. A dilution level of 4% in the

oxidizer, similar to the experimental cases reported in Section 3.2 has been in-

vestigated for both carbon dioxide and steam dilution, together with a case with

combined dilution using both CO2 and H2O. It has been found that dilution has

a significant impact on the combustion process, even at the relatively low dilution

levels considered. In detail, dilution has been found to have an impact due to both

thermal and chemical effects, the former being related to the physical properties

of the diluting species and the latter due to their participation in the chemical

reactions. Although the thermal effects have been found to be more significant

than the chemical ones, the latter cannot be neglected, especially at high unburnt

gases temperature and for stoichiometric mixtures. This suggest that both these

effects have to accounted for in the modelling of diluted combustion in practical

combustion devices.

Furthermore, a fundamental study on the impact of radiative heat transfer

has been carried out by employing the optically thin approximation and the SNB-

CK model to evaluate the optical properties of the mixture. It has been found

that the enhanced presence of CO2 and H2O in the combustion environment in

the diluted cases results in a higher radiative source term and in a more marked

impact on the temperature field. Nevertheless, this impact is small with respect

to the effects of the chemical heat release within the reaction zone, and is less

evident at MGT-like conditions. For this reason, together with the complications

and the significant computational cost associated with an accurate calculations

of radiative heat transfer under diluted conditions in complex configurations,

radiation is neglected in the CFD analyses carried out in the present work.

Finally, it has been shown that dilution has a significant impact on the com-

bustion process even under the realistic operating conditions taken from the

PACT experimental dataset for the air-fired and diluted operation of the Turbec

T-100 MGT. The impact of dilution on the operation of the combustor of this

MGT will be assessed in detail through 3D CFD calculations in Chapter 6.
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Chapter 5

Modelling of a lab-scale burner

This chapter presents the results obtained for the modelling of two cases of the

Sydney burner swirling flames series described in Section 3.1. The non-reactive

case N29S054 and the reactive SMA1 case have been selected for the present

investigation. The non reactive case has been selected due to the presence of

a characteristic secondary RZ having the form of a closed bubble and due to

vortex breakdown. The vortex-breakdown mechanism [246] is often employed in

combustion devices to generate a RZ in order to stabilise the flame [23]. The

reactive case has been selected for being characterised by a partially-premixed

combustion regime, which is often found in gas turbine combustors.

The main aim of this chapter is the assessment of the numerical techniques

employed in the present thesis against detailed experimental data. For the reasons

outlined in Section 2.3.5, the combustion chemistry is tabulated using the FGM

method, and turbulence-chemistry interaction is accounted for using a presumed-

PDF approach. In order to assess the main advantages and drawbacks of the two

approaches, both steady-state RANS and LES have been employed for turbulence

modelling.

The steady-state RANS calculations have been carried out using the realizable

k− ε model from Shih et al. [67]. This model is expected to perform better than

the standard and the RNG k − ε formulations in the modelling of jet flows and

of flows characterised by strong streamlines curvature [63, 247, 140]. Also, the

realizable k − ε model has been observed to perform similarly to RSM closures

in some test cases, with the advantage of requiring less computational cost with
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respect to second-order models [247, 248, 249].

With a focus on the LES approach, whilst a substantial effort has been put into

the development and validation of SGS combustion models [29, 30], a relatively

small attention has been given to the systematic assessment of SGS stress models

and mesh resolution in the modelling of swirling flames. Due to the complex fluid

dynamics nature of swirling flows, SGS stress models can be expected to have a

significant impact in the prediction of such reactive swirling flows.

Therefore, four SGS models, i.e. the Smagorinsky, Dynamic Smagorinsky,

WALE and Sigma models, have been tested in this thesis, employing three nu-

merical grids with different levels of refinement in the modelling of both the

non-reactive and the reactive cases. A total of 24 LES calculations have been

carried out in the current work. The impact of mesh resolution, quantified using

an a-priori quality metric, and of the SGS stress models has been assessed for

the non-reactive and reactive cases with an extensive comparison with the ex-

perimental measurements. Also, general guidelines for LES-FGM calculation of

partially-premixed swirling flames have been inferred.

Finally, in order to assess the benefits and drawbacks of both approaches, the

LES results have been compared against the findings from steady-state RANS

calculations of the same cases.

5.1 Computational domain and numerical set-

tings

The computational domain used in the present calculations is cylindrical, with

a height of 0.35 m and a radius of 0.22 m. During preliminary calculations it

was found that further extending the domain in the axial and radial directions

does not have a significant impact on the numerical results. The inflow plane is

shifted 0.08 m upstream of the burner outlet section, following the observation

from [250] that extending the domain upstream of the burner outlet improves the

results accuracy with respect to applying the boundary conditions directly at the

burner outlet section.

Three numerical grids, with different levels of refinement, have been generated
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Mesh #1 Mesh #2 Mesh #3

Jet diameter 27 29 29

Annulus radius 11 17 17

Annulus circumf. 79 87 87

Bluff-body radius 39 49 49

Axial (up to 0.2 m) 219 349 449

Total cell count 3.17× 106 4.19× 106 6.02× 106

Table 5.1: Number of elements used to resolve different geometrical features and

total cell count for the three numerical grids.

using a structured blocking method in ANSYS ICEM 15.0. The numerical grids

were applied to both the non-reactive and the reactive cases. The number of

elements employed to resolve the main geometrical features and the total cell

count are summarised in Table 5.1.

The main differences between the first two meshes is an increased resolution

in the radial direction within the annulus and across the bluff-body, as well as

the refinement in the axial direction, in order to better resolve the shear layers

in the near-burner region. The distinction between mesh #2 and mesh #3 is the

increased axial resolution of the latter, with the objective to have a more accurate

resolution away from the burner.

Fully developed velocity profiles based on the experimental flow rates were

used for the inlet boundary conditions, together with stochastic unsteady pertur-

bations generated using the vortex method [105]. For the exit of the domain a

Dirichlet condition was employed for the pressure and a zero-gradient condition

was enforced for all of the other flow variables. The wall treatment from [100]

was employed for the near-wall regions in order to relax the mesh requirements

to resolve the wall boundary layer and thus reduce the overall cell count.

All of the calculations have been carried out using the commercial CFD code

ANSYS Fluent 15.0, which employs the finite volume method discretization tech-

nique. In terms of numerical settings, the Semi-Implicit Method for Pressure-

Linked Equations (SIMPLE) algorithm was used for the pressure-velocity cou-

pling [251], with a bounded second-order implicit advancement in time. A second-
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order upwind scheme has been used for both the momentum equation and trans-

ported scalars for the RANS calculations, whilst a bounded central differencing

scheme has been employed for the momentum equations in LES calculations.

Since the Sigma model is not included in the default SGS stress closures avail-

able in ANSYS Fluent, it has been implemented in the code via a User Defined

Function.

All of the LES solutions were calculated for a physical time of 0.02 s, equal

to the residence time in the domain, in order to reach a statistically steady state,

with an additional 0.04 s for statistical averaging. A time-step equal to 2×10−5 s

was employed for the calculations on mesh #1, and a smaller time-step of 1.5×

10−5 s was used for meshes #2 and #3.

The steady-stated RANS calculations for both the non-reactive and the reac-

tive have been carried out on mesh #3.

5.2 Non-reactive case N29S054

The numerical results for the non-reactive N29S054 case are reported in this

section. This case has a jet axial bulk velocity of 66.0 m/s and a swirl number

equal to 0.54. The peculiar feature of this case is the presence of two distinct

RZs: the first one is stabilised on the bluff-body face while the second one, due to

vortex breakdown, has the form of a closed bubble and is located along the burner

axis further downstream. From the experimental findings, the first RZ stagnates

at x=25 mm downstream of the burner outlet over the bluff-body face and the

second one presents a first stagnation point located at x=50 mm along the axis

and a second one at x=110 mm. This second recirculating region is associated

with a peak negative velocity of about -6 m/s at x=85 mm [229]. The simulation

of 0.06 s of physical time on mesh #3 with the Smagorinsky SGS model took

about 132 hours on a 48 cores cluster. The use of WALE and Sigma models

did not result in any significant computational overhead, whilst the Dynamic

procedure resulted in an increase in the computational time of about 24% with

respect to the Smagorinsky model.
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Figure 5.1: Case N29S054 - Mesh quality criterion, Equation (2.79), contours for

(from left to right) mesh #1, #2 and #3.

5.2.1 Mesh resolution impact

The suitability of the three different meshes for LES has been assessed using the

a-priori criterion reported in Equation (2.79). Figure 5.1 shows distributions of

the ratio ∆/ L
12

for the three meshes, where L has been evaluated from a precursor

steady RANS simulation carried out with the realizable k− ε model. The regions

where the criterion in Equation (2.79) is satisfied are clipped out in the figure.

It can be seen how, according to the proposed criterion, the most critical regions

for mesh refinement are represented by the inner and outer shear layers at the

burner outlet. Also, it can be noted that these two regions appear to be under-

resolved, especially in mesh #1. The shear layers resolution is improved in mesh

#2, although, according to the criterion, the numerical grid is still too coarse in

these regions to resolve 80% of the turbulent kinetic energy. A mesh satisfying

the criterion everywhere in the domain has not been considered in the present

investigation due to the elevated number of cells that such a computational grid

would require. As detailed in Section 5.1, the difference between mesh #2 and #3

lies in the increased refinement of the latter in the axial direction up to x=0.2 m.

The increased axial resolution has a significant impact on the results, especially

away from the burner, and this will be discussed more in the detail for the reactive

case in Section 5.3.1.

All of the considered SGS stress models have been able to predict the presence

of the two RZs on the three considered meshes. The numerical results for the
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main RZs features are summarised in Table 5.2. From the figures reported, it can

be seen that a good prediction for both the RZs has been obtained. As expected,

the results are converging towards the experimental measurements with refined

numerical grids. The Sigma model provides the most accurate results among the

considered SGS models. On the most refined mesh, this model predicts that the

first RZ stagnates at x=28 mm, compared to an experimental value of 25 mm.

The caclulated locations of the stagnation points associated with the bubble-like

RZ are x=43 mm and x=109 mm. Also, the magnitude and the location of the

negative velocity peak within the secondary RZ are predicted with a reasonable

accuracy.

5.2.2 Mean and RMS velocity components

A comparison between experimental and calculated axial mean velocity values

is shown in Figure 5.2 at x=10, 40, 70 and 100 mm. Overall, a satisfactory

matching between numerical and experimental values has been observed. In the

first section, there is a spurious negative velocity dip in all the numerical results

around r=30 mm, and this is probably due to a coarse resolution of the outer

shear layer region. A trace of this spurious peak is still visible in the downstream

section in the standard Smagorinsky results, whilst all the other SGS models

are in reasonable agreement with the experimental data. Further downstream,

a good matching between numerical predictions and experimental data has been

achieved.

The same comparison for the mean tangential velocity component is reported

in Figure 5.3, with an overall good agreement with the experiments. At x=40 mm

the Smagorinsky and the Dynamic models provide a better prediction of the peak

located at r=16 mm. Away from this radial location, the standard Smagorinsky

model deviates slightly from the experimental values, whilst the other models are

matching the experimental data closely. All of the considered SGS models are in

good agreement with the experiments in the downstream sections, with a slight

under-prediction of the experimental values along the axis.

A comparison between the experimental and the calculated axial and tan-

gential velocity RMS fluctuations at x=10, 20, 40 and 70 mm is reported in
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Mesh #1 Mesh #2 Mesh #3

Smagorinsky

x1rz 35 mm 31 mm 30 mm

x2rz 40/95 mm 42/101 mm 42/106 mm

Uneg -5.81 m/s -6.04 m/s -6.14 m/s

xneg 70 mm 61 mm 59 mm

x1rz 37 mm 32 mm 30 mm

Dynamic x2rz 43/99 mm 41/106 mm 44/116 mm

Smagorinsky Uneg -7.21 m/s -6.44 m/s -6.11 m/s

xneg 65 mm 72 mm 73 mm

WALE

x1rz 37 mm 30 mm 29 mm

x2rz 42/104 mm 42/111 mm 42/113 mm

Uneg -6.90 m/s -5.75 m/s -6.13 m/s

x1rz 67 mm 62 mm 70 mm

Sigma

x1rz 36 mm 30 mm 28 mm

x2rz 42/101 mm 43/117 mm 43/109 mm

Uneg -6.86 m/s -6.02 m/s -6.36 m/s

xneg 62 mm 71 mm 75 mm

Table 5.2: Case N29S054: LES predictions for the RZs main features - Calculated

location of the stagnation points associated with the first (x1rz) and the second

(x2rz) RZs together with the peak negative velocity value (Uneg) and its location

(xneg) associated with the latter.
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Figure 5.2: Case N29S054 - Calculated (mesh #3) and experimental mean axial

velocity profiles at different axial locations.

Figure 5.3: Case N29S054 - Calculated (mesh #3) and experimental mean tan-

gential velocity profiles at different axial locations.
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Figures 5.4 and 5.5, respectively. For the axial velocity fluctuations at x=10 mm,

the two spikes observed experimentally at r=24 mm and r=29 mm are captured

by the CFD calculations, although the calculated peak values are smaller than

the measured values. The Smagorinsky model overestimates the axial Urms value

more significantly than the other SGS stress models. At x=20 mm the predictions

of peak values are improved with respect to the upstream section, and further

downstream a good agreement between numerical and experimental results can

be observed.

For the tangential velocity RMS values, the first experimental spike at x=10 mm

is hardly visible in the numerical results, whilst the second peak is well predicted

by all of the considered SGS models apart from the Smagorinsky model. At

x=0.02 m, the axial Wrms value is well predicted by all of the models. Also, the

first spike is still not reproduced correctly, whilst a good prediction for the second

peak experimental value can be observed (again, the Smagorinsky model underes-

timates this value). A good matching between numerical and experimental data

can be observed further downstream, with a tendency to slightly over-predict the

Wrms values along the burner axis.

5.2.3 Flow instabilities

An assessment of the unsteady jet behaviour has been carried out, taking advan-

tage of the LES ability to predict flow instabilities. Experimentally, the presence

of jet precession and the associated frequency have been assessed by postprocess-

ing of the high speed Mie scattering imaging in a region centered around a spatial

jet locator at x=12.3 mm and r=2.3 mm. Although no direct evidence of jet pre-

cession has been observed experimentally for this case, the presence of this kind

of flow instability has been reported for a similar case, where the experimental

jet precession frequency observed for a swirl number of Sg = 0.45 is equal to 26

Hz [231].

Following the approach outlined in [252], a combination of visual inspection

of the flowfield together with a Fast Fourier Transform (FFT) analysis of the

instantaneous axial velocity signal evaluated at the same spatial location consid-

ered in the experimental investigation (i.e. x=12.3 mm, r=2.3 mm) was used
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Figure 5.4: Case N29S054 - Calculated (mesh #3) and experimental axial velocity

RMS fluctuations at different axial locations.

Figure 5.5: Case N29S054 - Calculated (mesh #3) and experimental tangential

velocity RMS fluctuations at different axial locations.
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in the present work to assess the presence of flow instabilities and evaluate the

related characteristic frequencies. The power spectrum of the calculated instan-

taneous axial velocity signal on mesh #3 with the Sigma model shows a peak

corresponding to a precession frequency of 27 Hz. A visual representation of

the jet precession motion is shown in Figure 5.6 in terms of instantaneous axial

velocity contours between t=0 s and t=0.0369 s.

In general, it can be concluded that LES has been confirmed to be a suitable

tool for the prediction of the considered non-reactive swirling flow and of the

related complex phenomena (i.e. flow recirculation, vortex breakdown). Good

quantitative predictions for the mean velocity component have been obtained

on a sufficiently refined mesh, especially employing more advanced SGS stress

models with respect to the standard Smagorinsky model. The proposed mesh

quality metric showed that the numerical grid is undersized in the shear layers

region, and this can explain the slight deviation between the calculated and the

measured location of the first RZ stagnation point. The use of more advanced SGS

models also appears to improve the prediction of the velocity RMS fluctuations.

Overall, the Sigma model provides the most accurate results for this case among

the considered SGS closures. Further, it was shown that LES has the potential

to predict flow instabilities associated with swirling flows.

5.2.4 Steady-state RANS results

The simulation of the reactive case on mesh #3 with the realizable k − ε model

took about 24 hours on a 48 cores cluster. Due to the inherently unsteady nature

of the flow, and to the presence of flow instabilities, the calculation showed a fluc-

tuating behaviour and it was not possible to reach a completely stable solution.

Also, due to the intrinsic limitations of the steady RANS approach, no informa-

tion on the RMS quantities and flow instabilities are obtained. Nevertheless, the

RANS simulation is able to reproduce the main time-averaged features of the

flow, at least from a qualitative point of view. In particular, the presence of two

distinct RZs, the first one stabilised over the bluff-body face and the second one

having the form of a closed bubble further downstream, is predicted correctly.

The first RZ is predicted to stagnate at x=32 mm, compared to an experimental
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Figure 5.6: Case N29S054 - Calculated (Sigma model - mesh #3) instantaneous

axial velocity contours at different simulation times.

value of 25 mm and a prediction obtained with the Sigma SGS model on the same

mesh of 28 mm. The calculated shape of the second RZ results elongated with

respect to the experimental observation. The two stagnation points associated

with this RZ are located at x=52 and 154 mm, compared to the experimental

locations corresponding to x=50 and 110 mm, and the calculated locations with

the Sigma model on the same mesh being equal to x=43 and 109 mm.

A more detailed comparison between the results obtained with the steady

RANS approach and the LES with the Sigma model on mesh #3 for the mean

axial velocity component at the axial locations corresponding to the second RZ

is reported in Figure 5.7, showing the calculated mean axial velocity profiles at

x=70, 100 and 125 mm together with the experimental data. It can be noted how

the Sigma model is able to provide a more accurate prediction of the axial velocity

along the burner axis in all the considered axial locations. Also, at x=125 mm the

steady-state calculations are still predicting a significantly negative axial velocity

at r=0 mm, whilst the Sigma model is in close agreement with the experimental

data, predicting a positive value of the axial velocity.
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Figure 5.7: Case N29S054 - Calculated mean axial velocity profiles at different

axial positions

5.3 Reactive case SMA1

In this section the results for the reactive case SMA1 are presented. This case

is characterised by a jet bulk axial velocity of 66.3 m/s and a geometrical swirl

number of 0.66. The jet flow is composed of a CNG-air mixture (with a 1:2

volume ratio), and thus the combustion regime is partially premixed. In the

present calculations the CNG is treated as pure methane. The velocity flowfield is

characterised by a single elongated RZ attached to the bluff-body which stagnates

at a distance of about 110 mm from the burner outlet [230].

A real-colour picture of the flame taken from [253], together with contour plots

of the instantaneous OH mass fraction and temperature from LES calculations

(Sigma model on mesh #3), are shown in Figure 5.8. From the experiments,

the flame looks asymmetric, with a visible length of about 200 mm and an ev-

ident neck zone downstream of the RZ. Further, extensive local extinction has

been observed experimentally within the flame [230]. From the contour plots in

Figure 5.8, it can be noted how the numerical calculations have been able to

reproduce the neck contraction in the flame (it is worth noting that James at al.
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Figure 5.8: Case SMA1 from left to right: real-colour picture of the flame from

from [253] and calculated (Sigma model on mesh #3) instantaneous OH mass

fraction and instantaneous temperature.

[254] had difficulty in predicting this feature in their numerical investigation of

the same case case). Also, the extensive local extinction observed experimentally

has been predicted by CFD calculations thanks to the progress variable approach

ability to account for this phenomenon [192], as can be noted in the instanta-

neous temperature contour plot shown in the same figure. The simulation of a

physical time of 0.06 s on mesh #3 with the Smagorisnky model resulted in a

computational time of about 199 hours on a 48 cores cluster. Also in this case,

the increase in the computational cost associated with the Sigma and the WALE

models resulted to be less than 5% with respect to the Smagorinsky model, whilst

the computational time associated with the Dynamic model for the same physical

time on the same mesh was equal to 277 hours.

5.3.1 Mesh resolution impact

In terms of the assessment of the mesh refinement impact on the numerical re-

sults, the same a-priori mesh quality criterion employed for the non-reactive case,

Equation (2.79), has been applied to the reactive case as well. Plots of ∆/ L
12

for

the three meshes are shown in Figure 5.9, where regions corresponding to a value

less than unity are clipped out. Similarly to the findings for the non-reactive case,

it can be noted from Figure 5.9 that the inner and outer shear layers are still the

most challenging regions in terms of mesh resolution, with an improvement be-

tween mesh #1 and mesh #2 and a very small improvement in the near-burner
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Figure 5.9: Case SMA1 - Mesh quality criterion, Equation (2.79), contours for

(from left to right) mesh #1, #2 and #3.

Mesh #1 Mesh #2 Mesh #3

Smagorinsky 0.49 mm 0.67 mm 0.86 mm

Dynamic 0.79 mm 0.87 mm 0.88 mm

WALE 0.67 mm 0.78 mm 0.85 mm

Sigma 0.80 mm 0.85 mm 0.93 mm

Table 5.3: SMA1 case - LES results for the stagnation point locations.

region from mesh #2 to #3.

The four different SGS models have been employed on the three meshes, for a

total of 12 calculations. The presence of a single RZ attached to the bluff body has

been predicted correctly in all of the simulations, and the calculated stagnation

point locations are summarised in Table 5.3. Also in this case, the calculated

positions converge towards the experimental values as the mesh is refined. The

Sigma model provides the most accurate predictions for the stagnation point

location on mesh #3, with a calculated value of x=93 mm compared to the

experimental figure of 110 mm. The discrepancy between the calculated and the

experimental values can be due to the insufficient mesh resolution in the shear

layers. Furthermore, it can be noted how the Dynamic and the Sigma models are

able to provide a reasonable prediction even on the coarser mesh, whilst WALE

and the Smagorinsky model are more sensitive to mesh refinement, as it will now

be detailed further.

Since the mesh resolution has been found to have a significant impact on the
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Figure 5.10: Case SMA1 - Mesh size impact on axial jet penetration: mean axial

velocity profiles at x=40 mm.

accuracy of the numerical predictions, a more in depth analysis of the effects of

mesh resolution on the numerical results for the SMA1 case has been carried out,

with a particular focus on the following three features:

• Jet penetration prediction, for which the mean axial velocity profiles at

x=40 mm are reported in Figure 5.10.

• Flame stabilization on the bluff body surface, for which the mean temper-

ature profiles at x=10 mm are shown in Figure 5.11.

• Temperature field prediction away from the burner, for which the mean

temperature profiles at x=120 mm are reported in Figure 5.12.

From Figure 5.10, it can be seen how mesh refinement has a marked impact

on the prediction of one of the most challenging features of this case, i.e. the

axial jet penetration. With the most refined grid, the Sigma model is providing

the most accurate prediction for this feature, followed by the Dynamic model. In

general, the Sigma model was observed to be the less sensitive model to mesh

size. Nevertheless, a non-negligible improvement in the prediction of this feature
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Figure 5.11: Case SMA1 - Mesh size impact on flame stabilization on the bluff

body: mean axial velocity profiles at x=10 mm.

with this SGS model was observed over the refined meshes. In particular, it is

worth noting the improvement between meshes #2 and #3, due to the higher

axial resolution of the latter.

The effects of mesh refinement on the flame stabilization on the bluff body

are shown in Figure 5.11. It can be noted how the numerical results are improved

on the more refined numerical grids. The Smagorinsky and WALE models are

found to be quite sensitive to the mesh resolution in this location, while the

Sigma and the Dynamic models are giving more consistent results regardless of

mesh resolution. In particular, the Sigma model appears to be able to give an

acceptable prediction for this particular feature even on the coarser mesh.

Finally, the impact of mesh resolution on the temperature predictions away

from the burner is shown Figure 5.12. It can be seen that the Smagorinsky model

is very sensitive to mesh resolution in this section. On the other hand, WALE

resulted to be the less sensitive model to grid refinement in this section, whilst the

Sigma and Dynamic models over-predicted the axial temperature value noticeably

on mesh #1. Overall, improvements in the accuracy with more refined numerical
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Figure 5.12: Case SMA1 - Mesh size impact on the calculated temperature away

from the burner: mean axial velocity profiles at x=120 mm.

grids can be noted for all of the SGS models. It can be concluded that mesh

resolution is crucial to the accuracy of the LES calculations in the reactive case,

both in the shear layers and in the low-turbulence region away from the burner.

Although mesh #3 is still too coarse to satisfy the criterion in Equation (2.79),

an improvement of the results with respect to mesh #2 can be seen both in the

shear layers and in the low turbulent region away from the burner.

5.3.2 Mean and RMS velocity components

A comparison between the numerical results obtained on mesh #3 with the differ-

ent SGS models and the experimental data for the mean axial velocity at x=10,

40, 70 and 150 mm is shown in Figure 5.13. A good agreement with the experi-

mental data is obtained in the first section, although the presence of a spurious

negative dip at r=30 mm, as noted in the non-reactive case, is present in this

case as well. At x=40 mm, the jet decay is over-predicted by all of the SGS

models, with the Sigma and Dynamic models closer to the measured values. As

reported also in [189] for the investigation of the SMA2 case, an accurate jet pen-
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Figure 5.13: Case SMA1 - Calculated and experimental mean axial velocity pro-

files at different axial locations.

etration prediction appears to be a very challenging task for the SMA flames. In

the sections downstream, all of the models are underestimating the experimental

axial value, with the Sigma model providing the most accurate prediction among

the considered models, whilst a good agreement with the measurements is found

away from the burner axis.

A comparison between the experimental and calculated mean tangential veloc-

ity is reported in Figure 5.14. At x=10 mm, the double-humped profile observed

experimentally is reproduced correctly by all models, although the first peak value

is slightly underestimated, whilst the central values are overestimated. In their

numerical investigation of the same case, James et al. [254] failed to predict the

correct tangential velocity shape in this section. At x=40 mm, the numerical

results are in reasonable agreement with the experimental values, even if all of

the SGS models, except Sigma, are failing to predict the short plateau observed

experimentally at r=15 mm. At x=70 mm, the Sigma model is still providing a

more accurate prediction of the experimental values between r=15-20 mm. Fur-

ther downstream, all the models are in good agreement with the experimental
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Figure 5.14: Case SMA1 - Calculated and experimental mean tangential velocity

profiles at different axial locations.

measurements.

Experimental and numerical values of the RMS fluctuations of U and W at

x=10, 40, 70 and 150 mm are reported in Figures 5.15 and 5.16, respectively.

For the axial velocity fluctuations, at x=10 mm all the models are overestimating

the axial value significantly. Also, the presence and location of the two spikes

observed experimentally is well predicted, with the Smagorinsky model underes-

timating the peak values. At x=40 mm, all the models, except WALE, are still

overpredicting the measured axial Urms value, whilst a reasonable agreement with

the experimental values is found away from the burner axis. At x=70 mm, the

correct experimental axial value is recovered, and further downstream an overall

good agreement with the measurements can be observed.

For the tangential velocity fluctuations, as shown in Figure 5.16, at x=10 mm

the measured axial Wrms values are overestimated significantly by the calcula-

tions, whilst a fairly good prediction of the two peaks observed experimentally

has been obtained with all the SGS models, except Smagorinsky. At x=0.04 mm

a reasonable estimation of the axial value can be observed, whilst the measured
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Figure 5.15: Case SMA1 - Calculated and experimental RMS axial velocity pro-

files at different axial locations.

values between r=7 mm and r=20 mm are over-predicted by all the SGS models.

In the downstream section, a satisfactory overall agreement with the experimental

values has been found, although the axial experimental value is slightly overesti-

mated at x=150 mm.

5.3.3 Temperature and species

The calculated mean temperature is compared to the measured values at x=10,

25, 50 and 120 mm in Figure 5.17. The temperature values are well predicted by

all models in the first section, with the Smagorinsky model performing slightly

better close to the burner axis. At x=25 mm, the axial temperature is overes-

timated by all models, due to the incorrect jet penetration prediction, with the

Sigma and the Dynamic model closer to the experimental axial value. The ex-

perimental peak temperature away from the axis is well estimated by all models,

although the flame looks slightly broader than the experiments in this section.

The latter feature can be observed also at x=0.05 m. Also, in this section the ax-

ial temperature is predicted correctly (slightly overestimated by the Smagorinsky
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Figure 5.16: Case SMA1 - Calculated and experimental RMS tangential velocity

profiles at different axial locations.

model) whilst the peak value is over-predicted and shifted outwards with respect

to the experimental measurements. Overall, a good estimation of the experimen-

tal temperature profiles and its axial values can be observed further downstream,

although the radial extent of the flame is slightly underestimated in these sections,

with the Sigma and the Dynamic models closer to the measurements.

Comparisons between the experimental and the numerical values for the mean

mass fraction of CO2, H2O and OH at the same axial locations considered for

the temperature profiles are reported in Figures 5.18, 5.19 and 5.20, respectively.

Overall, the species predictions are satisfactory and reflect the general picture

outlined when discussing the temperature field. The carbon dioxide mass frac-

tion is underestimated significantly in the first two sections, especially close to

the burner axis, while an improvement in the predictions can be observed in the

downstream sections. The calculated H2O mass fraction is in good agreement

with the measured values at x=10 mm, and follows the same trend described for

the temperature predictions in the remaining sections. For the numerical predic-

tion of the radical species OH, the connection with the calculated temperature

136



Figure 5.17: Case SMA1 - Calculated and experimental mean temperature profiles

at different axial locations.

field is less straightforward. At x=10 mm a general under-prediction of the ex-

perimental OH levels has been observed, with the Smagorinsky model performing

better close to the burner axis, while the Sigma model gives a better prediction of

the overall profile shape and of the experimental values away from the axis. The

same general underestimation of OH levels is observed at x=25 mm, although

the peak observed in the experiments is reproduced qualitatively by all models,

with the Sigma model better matching the measured value. At x=50 mm, a rea-

sonable prediction of the measured OH level is provided, and the Sigma model

is able to correctly predict the maximum OH value observed in the experiments.

In the downstream section, all the models are able to reproduce the shape of the

experimental data, although the axial OH levels are underestimated significantly

and the radial broadness of the profile is under-predicted as well (with the Sigma

model again closer to the experimental values).
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Figure 5.18: Case SMA1 - Calculated and experimental mean CO2 mass fraction

profiles at different axial locations.

Figure 5.19: Case SMA1 - Calculated and experimental mean H2O mass fraction

profiles at different axial locations.

138



Figure 5.20: Case SMA1 - Calculated and experimental mean OH mass fraction

profiles at different axial locations.

5.3.4 Flow instabilities

Finally, an analysis of the time-dependant results obtained for the reactive case

has been performed. In particular, Al-Abdeli et al. [232] reported that, although

no clear jet precession or other form of periodic instabilities have been observed

in this case, Mie scattering movie clips showed that the tip of the jet is subject to

irregular bending, and a FFT analysis of the instantaneous axial velocity within

the jet (at x=12.3 mm and r=2.3 mm) revealed a characteristic peak around 100

Hz. The numerical results somewhat confirm these experimental findings. In fact,

employing the same technique used for the non-reactive case, no clear precession

jet motion has been observed in any of the calculations carried out. However, as

evident in the power spectrum (calculated from the Sigma model results on mesh

#3) shown in Figure 5.21, a characteristic peak at around 80 Hz is present, and

irregular (non-periodic) jet bending has been reproduced as well. Again, as for

the non-reactive case, this confirms the potential of LES calculation to predict

flow instabilities in both reactive and non reactive flows.
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Figure 5.21: Case SMA1 - Power spectrum of the instantaneous axial velocity

signal sampled at x=0.0123 m and r=0.0023 m from the Sigma model calculation

on mesh #3.

5.3.5 Steady-state RANS results

The calculation of a steady-state RANS solution on mesh #3 for the reactive case

took about 32 hours on a 48 cores cluster. The observations made in Section 5.2.4

on the inability of the steady RANS approach to account for flow unsteadiness

apply also to the reactive case. Also in this case, the realizable k − ε approach

is able to predict the main features of the flow, such as the presence of a single

RZ attached to the bluff-body, and the characteristic neck contraction of the

flame. The calculated stagnation point associated with the RZ is located 65 mm

downstream of the burner, whilst the Sigma model predicts a location of x=93 mm

on the same numerical grid and the experimental location is equal to x=110 mm.

Also, due to a less accurate estimation of the velocity field within the RZ with

respect to LES, the steady RANS calculation is not able to correctly predict the

stabilisation of the flame above the bluff-body face. A comparison between the

mean temperature contours calculated with the realizable k − ε and the Sigma

model on mesh #3 is shown in Figure 5.22, together with the calculated 2D ve-

locity streamlines within the RZ. It can be seen how the less accurate prediction

of the velocity field over the bluff-body obtained with the RANS model has a

dramatic impact on the temperature field, resulting in the failure to predict the

stabilisation of the flame over the bluff-body face. Also, the steady-state calcu-
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Figure 5.22: Case SMA1 - Mean temperature contours and 2D streamlines cal-

culated with the realizable k − ε (left) and the Sigma model (right) on mesh

#3.

lation appears to underpredict the length of the flame with respect to LES and

experimental measurements.

A detailed comparison between the calculated mean temperature and axial

velocity profiles with the realizable k − ε and the Sigma model above the bluff-

body at x=10 mm is reported in Figure 5.23. It can be observed that the Sigma

model is able to provide a better representation of the recirculating flow field

above the bluff-body, with a calculated axial velocity dip radial location equal

to about 0.021 mm, which is very close to the experimental observations. The

position of this velocity dip is shifted towards the burner axis in the realizable k−ε

calculations, and the velocity field within the RZ is predicted less accurately with

respect to the Sigma model. This has a significant impact on the temperature

prediction at x=10 mm, with the LES calculation able to accurately predict the

flame stabilisation over the bluff-body face.
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Figure 5.23: Case SMA1 - Calculated mean axial velocity (left) and temperature

(right) profiles at x=10 mm.

5.4 Summary

A non-reactive and a reactive partially-premixed cases from the Sydney swirl

flames series were simulated using both RANS and LES approaches. The RANS

calculations were carried out in steady-state using the realizable k−ε model. The

LES calculations were focused on the assessment of performances of four different

SGS stress models (Smagorinsky, Dynamic, WALE and Sigma) on three different

meshes, for a total of 24 LES simulations.

For the non-reactive case, a good estimation of the main features of the two

RZs and reasonable predictions of the mean and fluctuating velocity components

have been reached with the LES approach, with more precise results obtained

using more advanced SGS models on a refined numerical grid. Overall, the Sigma

model was able to provide more accurate results on all the three considered meshes

with respect to the other SGS models considered. The ability of LES to predict

flow instabilities typical of swirling flows has been confirmed for both cases, with

jet precession predicted in the non-reactive case and the reproduction of the

non-periodic instability of the jet tip observed experimentally in the reactive

case. The steady-state RANS calculations were able to reproduce the main flow

field features, even if the predictions were less accurate with respect to the LES

calculations on the same computational grid. Also, due to the intrinsic limitations

of the steady-state RANS approach, no information about the unsteady nature

of the flow were obtained.

For the reactive case, the FGM method has been employed for chemistry
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tabulation together with a presumed-PDF approach for turbulence-chemistry in-

teraction. Although reasonably accurate results have been obtained for the main

velocity and temperature fields with LES, some features have been found to be

very challenging to reproduce (e.g. the axial jet penetration). Also in this case,

the Sigma model has given the more accurate results among the considered SGS

models. Further, the reactive case has been found to be more sensitive to the

numerical grid size both near the burner and further downstream. The a-priori

mesh quality criterion employed in the present work, based on the evaluation of

the turbulent integral length from a precursor RANS calculation, has been found

to be representative of the mesh suitability, in particular in the highly-turbulent

shear layer regions close to the burner. Among the considered SGS stress models,

the Sigma model appeared to be less sensitive to the grid resolution, providing

acceptable results even on relatively coarse meshes. Also in this case the steady-

state RANS calculation was able to predict the main features of the considered

case, such as the presence of a single RZ and the neck contraction of the flame,

at least from a qualitative point of view. A less accurate prediction of the flow

field within the RZ leads to inability to correctly predict the flame stabilisation

over the bluff-body face.

Finally, due to the ability of the considered experimental setup to reproduce

flow features that are typical of industrial configurations (e.g. flow recirculation,

vortex breakdown, flow instabilities), the study carried out in this chapter can

provide useful insights for the modelling of such complex devices, that are usu-

ally characterised by limited or no experimental in-flame measurements for results

validation. Steady-state RANS calculations still represent the common practice

for the investigation of such devices. It has been shown that this approach is

characterised by well-known limitations (e.g. inability to cope with the unsteady

nature of the flow) and reduced accuracy with respect to LES calculations. Nev-

ertheless, these calculations are able to provide useful insights about the mean

characteristics of the flow field at a reasonable computational cost. On the other

hand, LES is able to account for the unsteady nature of swirling reactive flows.

The use of advanced closures for SGS stresses and a sufficient mesh resolution are

key to obtaining accurate results. Further, the a-priori mesh quality metric used
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in the present work can be employed for assessing the suitability of the employed

mesh for LES, in particular in the critical regions dominated by highly-turbulent

shear layers. Also, due to a reduced sensitivity to the mesh size, the use of SGS

stress models based on sound physical principles, such as the Sigma model, can

result in a significant advantage when modelling complex geometries, where it is

usually necessary to find a compromise between grid refinement and calculation

time.
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Chapter 6

CFD analysis of a MGT

combustor

The present chapter presents the results obtained in the CFD analysis of the

Turbec T-100 combustor under both air-fired and diluted conditions. Prelim-

inarily, a description of the mesh and the numerical settings employed in the

calculations is provided. Afterwards, the results obtained for the DLR cases out-

lined in Section 3.2 are introduced. These cases are employed to validate the

model against the data provided by the DLR experimental investigation of the

MGT system. Finally, the numerical results obtained for the air-fired and di-

luted cases from the PACT experimental campaign are reported, highlighting the

impact of CO2 and H2O dilution on the operation of the device.

6.1 Mesh and numerical settings

Mesh generation for industrial gas turbine combustors can be a particularly chal-

lenging task, and this is due to the complex geometries typical of these devices.

In addition to the geometrical complexity, the complicated nature of the physical

processes associated with modern combustors poses additional challenges to the

generation of a suitable numerical grid.

The combustor employed by the Turbec T-100 MGT is described in detail

in Section 3.2. With respect to the actual combustor geometry, the following

modifications have been introduced at the modelling stage:
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• The three pins that are used to connect the outer casing to the flame tube

have been removed.

• The main fuel injection system has been simplified by removing the nozzle

and the toroidal chamber. Instead, the main fuel inlet section consists of 15

circular sections issuing directly into the corresponding main swirler vanes.

• The flame tube has been extended downstream in order to allow more room

for dilution to take place and avoid possible numerical issues related to the

presence of reverse flow in the exhaust outlet section.

The numerical grid has been generated using ANSYS ICEM 15.0. In order to

minimize the influence of the boundary conditions on the flame region, the entire

combustor geometry has been modelled, with the modifications outlined above.

Due to the significant complexity of the burner section, which includes the swirlers

and the pilot and main fuel injection systems, an unstructured tetrahedral mesh

has been employed in this region. Prism layers have been generated on the walls

of the unstructured region for a better prediction of the boundary layer physics,

especially in the non-adiabatic calculations involving Conjugate Heat Transfer

(CHT). On the other hand, it is desirable to employ a structured hexahedral

mesh in the relatively less complex region downstream of the burner section, in-

cluding the dilution holes. Although this region is relatively simple compared to

the burner section, the presence of the dilution holes represents a significant com-

plication from a topological point of view. An O-grid block has been associated

with each dilution hole in order to enhance the mesh quality for these features.

The resulting blocking structure is quite complex, and is represented in Figure

6.1.

In order to avoid numerical errors arising from interpolation between the struc-

tured and the unstructured regions, the use of a conformal interface between the

two is highly recommended. Normally, the interface between a fully tetrahedral

and a hexahedral mesh is made conformal by taking advantage of the flexibil-

ity of the tetra elements, and leaving the more rigid hexa elements unaltered.

Unfortunately, when prism layers are present in the tetra mesh, they cannot be

adjusted to match the corresponding hexahedral elements in the structured re-
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Figure 6.1: Blocking structure employed to generate the hexahedral mesh in the

structured region.

gion, and therefore the creation of a conformal interface in this case is particularly

challenging. In this work, the advanced meshing capabilities of ANSYS ICEM

have been employed to develop a novel methodology to generate a conformal

interface between the tetra-with-prisms and the hexahedral mesh. In detail, a

pre-inflation technique for the prism layers has been coupled with the use of the

existing quadrilateral faces at the interface on the structured region side. The

details of the resulting conformal mesh are illustrated in Figure 6.2. On the right

hand side of Figure 6.2 it can also be noted that the solid parts of the combustor

have been included in the computational domain, and this is in order to account

for the CHT within the device.

The same numerical grid used for the RANS calculations of all the considered

cases has been employed for the LES modelling of the baseline case at 80 kW

power output. As it is often the case when dealing with LES analysis of industrial

devices, the maximum number of elements that can be employed is controlled by

the available computational resources, and the mesh is often under-resolved for

a proper LES calculation. In this case, an upper limit of 15 million elements in

the cell count has been identified. The employed numerical grid consists of about

14.9 M elements, 3.9 M of which are solid cells employed for CHT calculations.
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Figure 6.2: Separation between the structured and unstructured regions (left)

and details of the resulting conformal interface between the two regions (right).

All of the calculations have been carried out using the commercial CFD code

ANSYS Fluent 15.0. Similar to the numerical settings employed for the CFD

investigation of the lab-scale burner described in Chapter 5, the SIMPLE algo-

rithm has been used for the pressure-velocity coupling. A second-order upwind

scheme has been used for both the momentum equation and transported scalars

for the RANS calculations, whilst a bounded central differencing scheme has been

employed for the momentum equations in the LES case, together with a bounded

second-order implicit advancement scheme in time.

In terms of boundary conditions, fully developed velocity profiles have been

used for the fuel and oxidizer inlet sections, with the mass flow rates specified ac-

cordingly to the experimental measurements. In the LES calculation, stochastic

unsteady perturbations generated using the vortex method [105] were added to

the mean velocity components. For the exhaust outlet section, a Dirichlet con-

dition was employed for the pressure and a zero-gradient condition was enforced

for all of the other flow variables.

In order to reduce the cell count, a suitable wall-treatment has been employed

in both the RANS and LES calculations. For RANS, the scalable wall-functions

formulation has been used [63], whilst the Werner-Wengle near-wall treatment

[100] has been employed for LES.
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Due to the very compact design of the device, CHT is expected to have a

significant impact on the results and therefore it has been accounted for in all the

calculations. In order to assess the impact of CHT, the baseline 80 kW case of the

PACT experimental campaign has been investigated under adiabatic conditions

as well.

The RANS calculations have been carried out using the realizable k−ε model,

whilst the LES calculation relies on the Sigma model for the SGS stress closure.

The combustion thermo-chemistry has been tabulated in terms of the mixture

fraction Z and the progress variable c following the FGM approach, as detailed

in Section 4.4. The turbulence-chemistry interaction have been accounted for

by employing a presumed-PDF approach, where the joint-PDF P (Z, c) has been

evaluated as the product of two β-functions.

The progress variable definition presented in Equation (2.146) has been em-

ployed for all the calculations. Therefore, NOx emissions have been evaluated

according to the post-processing approach discussed in Section 2.3.5. It should

be noted that an accurate quantitative calculation of NOx production is an ex-

tremely challenging task. The methodology adopted in the present work is aimed

at predicting the NOx variation trends, rather than provide precise quantitative

values, in order to assess the effects of dilution on pollutant emissions [63].

In detail, the thermal NOx reaction rates have been evaluated using rate co-

efficients from [255]. Prompt NOx production has been calculated using a global

kinetic model proposed by [256] for a C2H4-air flame, and a correction function to

account for alkane hydrocarbon fuels different from ethylene has been employed,

as described in [63]. Further, NOx formation due to the N2O-intermediate mech-

anism has been evaluated using the kinetic rate constants provided by [257].

Also, NOx reburn reactions from CH, CH2 and CH3 have been considered, by

assuming a general reburning mechanism having the form

CHi + NO −−→ HCN + products (R 6.1)

The rate constants for the ruburn reactions are taken from [258].

One of the main advantages of this approach is that it allows us to evaluate

the relative contribution of each route to the overall NOx production. In all of the

considered cases the thermal route resulted to be the most important mechanism
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for NOx production, the thermal NOx generation being between one and three

orders of magnitude higher than that due to the other routes.

Transport equations for the Favre-averaged mass fraction of the species in-

volved in the NOx calculation (e.g. NO, NO2, HCN) are solved on the frozen

flowfield obtained from the precursor CFD calculations. The instantaneous source

terms for the involved species come from the overall contribution of the different

mechanisms listed above (i.e. thermal, prompt, N2O-intermediate and reburn).

The Favre-averaged source terms, which have to be provided in order to close

the transport equations, are evaluated from the instantaneous values by means

of PDF-averaging. A β-function PDF of the temperature has been employed to

evaluate the Favre-averaged source terms. In order to build the PDF, the mean

temperature value is taken from the results of the precursor CFD calculation,

whilst a suitable transport equation for the temperature variance is solved, as

detailed in [63].

The mixture density is retrieved directly from the look-up table generated by

integration of the laminar flamelet library. Given the very lean overall equivalence

ratio and the relatively low dilution levels considered, the thermal conductivity

and molecular viscosity are considered to be equal to those of air. Values for the

molecular transport properties have been taken from [259].

6.2 DLR baseline cases

The boundary conditions for two DLR cases considered in the present work are

reported in Section 3.2. In the experimental findings from [236], as shown in

Figure 6.3, the shape of the flame is observed to switch from a closed cone in the

N = 75.0 case, to a open cone in the N = 92.5 case (where N is expressed as the

percentage of the nominal shaft rotating speed). Also, due to the higher value of

the fuel split ratio s in the latter case, most of the combustion process takes place

in the premixed main stage, and the high temperature region associated with the

flame appears to be more spread with respect to the N = 75.0 case.

The flame shapes obtained from the CFD calculations are reported in Figure

6.4, showing the temperature isosurface at 2000 K for the two cases. From a
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Figure 6.3: Flame pictures at N = 75.0 (left) and N = 92.5 (right) working

points (from [236]).

Figure 6.4: Calculated temperature isosurface at 2000 K for the N = 75.0 (left)

and the N = 92.5 (right) cases.

comparison with Figure 6.3, it can be observed how the CFD model is able to

predict the flame shape shift from a closed to an open cone between the two cases.

Unfortunately, no flowfield measurements within the combustor are available.

From the numerical results, confirmed by the experimental findings obtained in

an atmospheric pressure test rig and reported in [236], the velocity field within

the combustor chamber is characterised by the presence of two RZs: an outer

recirculation zone (ORZ) of toroidal shape and an inner recirculation zone (IRZ)

having the form of a closed bubble and generated by vortex breakdown of the

swirling flow issuing from the main swirler. It is interesting to note that the

realizable k − ε model is able to predict these features, that are typical of swirl-

stabilised combustors [23], at least from a qualitative point of view. This confirms

151



Figure 6.5: Calculated temperature contours together with 2D streamlines on the

combustor mid-plane for the N = 75.0 (left) and the N = 92.5 (right) cases.

the observations made in Chapter 5 on the ability of the steady RANS approach

to predict these features.

The flow field for the two cases is depicted in Figure 6.5 in terms of 2D

streamlines on the combustor mid-plane, together with the temperature contours

on the same plane. The presence of the ORZ and the IRZ is clearly visible

in both cases. From a comparison with the experimental findings of [236], it

appears that the CFD calculations tend to overestimate the length of the cold jet

associated with the pilot flame structure. This can be due to the shortcomings of

the turbulence model and to the unsuitability of the premixed flamelet library to

reproduce the non-premixed combustion process taking place in the pilot region.

The location of the reaction zone has been assessed by means of the progress

variable source term contour plots shown in Figure 6.6. In both cases, the chemi-

cal reactions associated with the main combustion process are particularly intense

in the shear layers between the ORZ and the IRZ. In the N = 75.0 case, the main

stage reaction zone is attached to the pilot dome tip and is localised in a small

zone close to the burner outlet plane. Also, it can be seen how in this case the
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Figure 6.6: Calculated progress variable source term contours on the combustor

mid-plane for the N = 75.0 (left) and the N = 92.5 (right) cases.

contribution of the pilot flame to the overall combustion process is more signifi-

cant, due to a lower value of the fuel split ratio. In the N = 92.5 case, most of the

combustion takes place in the main stage, and the region of the maximum reaction

rate appears to be lifted and more widespread with respect to the former case.

These findings are in agreement with the experimental OH* chemiluminescence

measurements for the two cases reported in [235].

For the N = 92.5 case, pollutant emissions at the exhaust outlet are reported

in [236]. The measurements have been taken while operating the MGT equipped

with its original combustion chamber, i.e. without the modifications necessary to

guarantee optical access. Therefore, the additional heat losses associated with the

fitting of the optically accessible window to the combustor are not present and the

experimental data can be readily compared with the CFD results. The calculated

and measured NOx 1, CO and unburned hydrocarbons (UHC) concentration at

the combustor outlet for the N = 92.5 case are summarised in Table 6.1, together

with the calculated values for the N = 75.0 case. The calculated NOx and CO

concentrations are in good agreement with the experimental values in the former

case. The observed overprediction of the UHC levels can be due to the inability

of the premixed flamelet library to provide an accurate description of the dilution

1In this chapter, NOx are considered to consist of the NO species only, since NO2 production

has been found to be negligible with respect to NO. Also, all the figures reported for NOx

emissions are ”wet” and not normalised to a given oxygen concentration.
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CFD Exp CFD

N = 92.5 N = 92.5 N = 75.0

NOx 11 8 19

CO 4 3 < 1

UHC 13 3 42

Table 6.1: Pollutant emissions (ppmv) at the combustor outlet.

of the hot combustion process with cold air downstream of the flame [198].

Although no experimental measurements for pollutant emissions are reported

for the N = 75.0 case, the calculated results can be compared against the general

trends reported in [236] at different N values. Overall, from the experiments, CO

emissions are observed to increase sharply for values of N lower than 85, reaching

a value of about 200 ppm at N = 80.0. UHC and NOx emissions increase slightly

at low N values, reaching a value of 5 and 12 ppm, respectively, at N = 80.0.

The general trend for UHC and nitrogen oxides is reproduced correctly by the

CFD calculations, although the predicted figure of 42 ppm for UHC is probably

too high, for the same reasons outlined for the N = 92.5 case. Carbon monoxide

emissions for the N = 75.0 case appears to be substantially underpredicted,

and the fact that the calculated value is lower than the one reported for the

N = 92.5 case is in contrast with the observed experimental trends. This issue

in the prediction of super-equilibrium CO at low power outputs can be related

to the inability of the premixed flamelet library to describe the dilution process

with cold air that takes place before the combustion outlet [198]. Also, at low

loads, the fuel split s is reduced significantly, and the relative importance of the

non-premixed pilot stage with respect to the main stage is therefore augmented.

The use of a premixed flamelet library to represent the thermo-chemistry of the

combustion process under these conditions may be less appropriate with respect

to the operation at high power outputs, where most of the combustion takes place

in the premixed main stage.

Overall, the CFD model appears to be able to reproduce the main features

of the two investigated cases, i.e. flame shape, location of the reaction zone,

vortex breakdown, presence and shape of the characteristic RZs. The numerical
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predictions for NOx and CO are also in good quantitative agreement with the

experimental measurements for the N = 92.5 case. The use of premixed flamelets

to represent the the combustion process is likely to be less appropriate for the

N = 75.0 case, and this is due to the increased contribution of the non-premixed

pilot flame to the overall combustion process. The non accurate prediction of

same features (e.g. the length of the cold core associated with the pilot flame,

CO emissions at partial load) can be due to shortcomings in the steady RANS

approach and in the use of a premixed flamelet library for the representation of

the complex phenomena taking place in the device.

6.3 PACT cases

This section introduces the numerical results obtained for the CFD analysis of the

Turbec T-100 combustor under the conditions investigated experimentally at the

PACT facility. Overall, six cases have been considered, at two different electrical

power output. In the first two cases, the MGT is operated at a power output

of 80 kW, under air-fired and CO2-diluted conditions. In the latter four cases,

the electric power output has been reduced to 65 kW, and the cases comprise

air-fired, CO2-diluted, steam-diluted, and combined carbon dioxide- and steam-

diluted operation. The boundary conditions for all the cases investigated are

reported in Table 3.6.

6.3.1 80 kW power output

Both cases at 80 kW power output have been modelled employing the numerical

grid described in Section 6.1, which includes the solid parts of the combustor

for CHT calculations. In order to assess the impact of CHT on the results, the

baseline case has been simulated on the same numerical grid under adiabatic

conditions, i.e. without including CHT. Therefore, the mesh for the adiabatic

calculation consists of 11 M fluid elements, and does not include any solid part

of the combustor.

Temperature contour plots for both the adiabatic and the CHT calculations

of the baseline case are shown in Figure 6.7. It can be noted how, as expected,
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Figure 6.7: Baseline 80 kW case: calculated temperature contours together with

2D streamlines on the combustor mid-plane for the adiabatic (left) and the CHT

(right) calculations.

taking into account the CHT has a significant impact on the temperature field.

This is due to the very compact geometry of the device, which results in high

temperature gradients and therefore in non-negligible conductive heat transfer

through the walls. This effect is particularly evident in the pilot region, where

thin walls separate the hot pilot flame zone from the relatively cold premixing

chamber.

Overall, CHT has the effect of reducing the temperature levels at walls and

within the flame. The effects of CHT on the temperature in both the pilot and the

main flame regions are illustrated in detail in Figure 6.8, showing the calculated

radial temperature profiles at two different axial locations for both adiabatic and

CHT calculations. The position of the first axial location, corresponding to z=-

0.027 m, is shown on the left hand side of Figure 6.7 and corresponds to the mid

point of the pilot dome in the axial direction. The calculated temperature profiles

for this location show how CHT has a significant impact on the temperature field
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Figure 6.8: Baseline 80 kW case: calculated radial temperature profiles at z=-

0.027 m (left) and z=0.2 m (right)for the adiabatic and the CHT calculations.

in the pilot region, especially close to the walls. The calculated wall temperature

in the adiabatic case is very high (the wall radial location corresponds to 0.0255 m

in the plot, which is equal to the inner radius of the pilot dome), and this is beyond

the structural limit for steel. It can be observed that accounting for CHT has the

effect of reducing the calculated wall temperature significantly, to a value slightly

above 1000 K. The calculated temperature profiles reported on the right hand

side of Figure 6.8 show the effects of CHT in the main flame region. The plot is

taken at the axial location z=0.02 m, i.e. 2 cm downstream of the burner outlet

section, as illustrated in Figure 6.7. CHT has been found to have a non-negligible

impact on the main combustion stage as well, with the peak temperature within

the flame being reduced by up to 100 K with respect to the adiabatic calculation.

Since CHT has a significant impact on the temperature field within the com-

bustor, it can be expected that it affects other aspects of the combustion process,

such as the pollutant formation. In particular, thermal NOx production has been

found to be the dominant mechanism for nitrogen oxides formation in the com-

bustor. The production of NOx via the thermal mechanism is extremely sensitive

to the in-flame temperature and also to the spatial extension of the hot regions

within the flame [243], and therefore accounting for CHT can have a significant

impact on the predicted thermal NOx production. The calculated NO source

term due to the thermal mechanism for both the adiabatic and the CHT calcu-

lation on the combustor mid-plane is shown in Figure 6.9. It can be seen how,

due to the reduced temperature levels within the flame, thermal NO production
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Figure 6.9: Baseline 80 kW case: calculated thermal NO source term contours on

the combustor mid-plane for the adiabatic (left) and the CHT (right) calculations.

is reduced significantly when including CHT in the CFD model, with respect to

the adiabatic calculation. As a result, the overall NOx emissions at the combus-

tor outlet are reduced from 24 ppmv in adiabatic conditions to 16 ppmv when

accounting for CHT effects. Therefore, since CHT has been found to have a no-

ticeable impact on the results for the baseline 80 kW case, it has been included

in all the following calculations.

At the power output considered in this section, only the baseline and CO2-

diluted operation have been investigated in the PACT experimental campaign.

The boundary conditions for the two 80 kW cases considered in the present work

are reported in Table 3.6. The baseline and the diluted cases are characterised by

a similar operating pressure, whilst the oxidizer inlet temperature in the combus-

tion chamber is slightly higher in the former case. In the CO2-diluted case, carbon

dioxide is injected at the compressor inlet with a mass flow rate of 0.03472 kg/s.

This results in an increase in the CO2 concentration in the oxidizer stream from

0.0003 (which is the carbon dioxide concentration in the air composition reported

in Table 3.5) to 0.0285. As reported in Section 4.4, even this relatively low carbon
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dioxide dilution has a non-negligible impact on the combustion process. In fact,

the adiabatic flame temperature of the mixture is reduced from 2503 K in the

baseline case to 2451 K in the diluted operation, whilst the maximum laminar

flame speed is lowered from 1.48 to 1.24 m/s.

The impact of the dilution on the operation of the combustor is shown in

Figure 6.10, in terms of the calculated temperature contours on the combustor

mid-plane, together with 2D streamlines, for the baseline and the CO2-diluted

cases. The shape of the flame appears to be similar for the two cases, and is the

same open cone shape as observed in the N = 92.5 case for the DLR experiments.

The similarity in the shape of the flame is expected, since both the air-fired and

the diluted cases have been calculated with the same fuel split ratio, as reported

in Section 3.2. Also, both cases are characterised by the presence of a toroidal

ORZ and of a large IRZ which acts as an aerodynamic flameholder. The length of

the cold core associated with the pilot flame appears to be longer in the diluted

case, and this is probably due to the higher fuel and oxidizer mass flow rates

associated with this case, which results in a higher axial velocity. In this respect,

it is worth observing that the modifications in the flow field are due to both the

direct impact of the diluting species on the operation of the combustor and to the

fact that, as reported in Table 3.6, diluted operation leads to different oxidizer

and fuel volumetric flow rates with respect to air-fired operation at the same

power output.

The temperature levels within the flame in the diluted case are lower with

respect to the baseline case, due to the thermal and chemical effects of CO2

dilution on the combustion process. As a result, the maximum temperature

value in the computational domain is lowered from 2471 to 2406 K.

A quantitative analysis of the effect of carbon dioxide dilution on the tem-

perature field is reported in Figure 6.11, showing the radial temperature profiles

for both cases at z=0.02 m. It can be noted how the enhanced carbon dioxide

presence in the combustion environment has the effect of reducing the tempera-

ture levels within the flame and in the ORZ. Also, the extended axial length of

the cold pilot jet core in the CO2-diluted case is evident in the plot, with the

temperature dip due to this feature evident in the former case and not present in
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Figure 6.10: 80 kW power output: calculated temperature contours together

with 2D streamlines on the combustor mid-plane for the baseline (left) and the

CO2-diluted (right) cases.

the air-fired case. Within the flame, a temperature reduction up to about 100 K

is observed.

Even if carbon dioxide dilution has a relatively small impact on the flame

shape in the considered case, it has been found to modify the location of the

flame stabilisation point, as well as to affect the characteristics of the IRZ. The

modifications in the velocity field are due to the different mass flow rates and

physical properties of the mixture [184]. In particular, the changes in the density

are related to both the changes directly due to CO2 dilution (and therefore to the

different mixture composition) and to the impact of dilution on the temperature

field. The flame stabilisation point is identified as the axial location where the

turbulent flame speed sT is equal to the axial velocity component U . The tur-

bulent flame speed is calculated employing the model from Zimont [143]. In this

model, sT is evaluated as a function of the local laminar flame speed and of the

turbulent variables. Therefore, CO2 dilution has an impact on sT due to both

160



Figure 6.11: 80 kW power output: calculated radial temperature profile at

z=0.02 m for the baseline and the CO2-diluted cases.

PIRZ,1 PIRZ,2 Pstab

Baseline 0.073 0.181 0.066

CO2 0.074 0.178 0.061

Table 6.2: 80 kW power output: axial location (m) of the IRZ stagnation points

and of the flame stabilisation point for the baseline and the CO2-diluted cases.

the changes in the laminar flame speed (see Section 4.4) and to the modifications

induced in the velocity and turbulent fields.

The axial locations of the stagnation points associated with the IRZ and of the

flame stabilisation point for the two considered cases are reported in Table 6.2.

The CO2-diluted case is characterised by a slightly shorter IRZ. In fact the axial

length of the IRZ is reduced from 10.8 cm in the air-fired operation to 10.4 cm in

the diluted case. Also, in the latter case, the location of the flame stabilisation

point is moved upstream, closer to the burner outlet, by 0.5 cm.

The calculated exhaust gas temperature and composition, in terms of main

species and pollutant emissions, for the two cases are reported in Table 6.3.

The carbon dioxide content in the exhaust gas is increased from 1.69% in air-

fired operation to 4.40% in the CO2-diluted case. The enhanced carbon dioxide

content in the latter case would benefit significantly the post-combustion carbon

capture process [15, 260]. The higher efficiency of the carbon capture process in
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Baseline CO2

CO2 1.69 4.40

O2 17.18 16.75

H2O 4.13 3.97

NOx (ppmv) 16 4

CO (ppmv) 2 2

UHC (ppmv) 8 9

Tout (K) 1184 1151

Table 6.3: 80 kW power output: calculated exhaust gas composition (% vol) and

combustor outlet temperature for the baseline and the CO2-diluted cases.

the diluted case is counterbalanced by the lower combustor outlet temperature,

which results in a lower electric efficiency in the MGT operation, as highlighted by

the higher fuel consumption in the CO2-diluted with respect to the baseline case

reported in Table 3.6. Also, due to the lower in-flame temperature observed in

the former case, NOx emissions are reduced significantly with respect to air-fired

operation. The considered dilution level does not have a significant impact on the

CO emissions and also UHC emissions do not show any significant increase, in

line with the experimental findings for the considered power output and dilution

levels [238].

LES simulation of the baseline 80 kW case

In addition to the RANS calculations described above, the baseline case at 80 kW

power output has been investigated employing the LES approach for turbulence

modelling. As stressed in Section 6.1, due to the very high computational bur-

den associated with the LES simulation of industrial combustors, the maximum

number of cells employable is dictated by the available computational resources,

and is often not enough for a proper LES calculation. The suitability of the nu-

merical grid for the LES simulation of the considered case has been evaluated by

means of the criterion reported in Equation (2.79), where the integral turbulent

length scale L has been calculated from the RANS results for the same case. The
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resulting distribution of the ratio ∆/ L
12

on the combustor mid-plane is reported

in Figure 6.12, in which the regions satisfying the criterion have been clipped

out. It is worth pointing out that, since a near-wall treatment is employed in

the present LES calculation, the mesh criterion does not apply to the near-wall

regions.

The upper limit of 15 M elements due to computational constraints, combined

with the complexity of the geometry and of the physical processes taking place

within the device, results in the necessity to compromise between the cell size

necessary to satisfy the criterion and the overall cell count. The main concept

followed in the generation of the numerical grid is to maximise the number of

elements available for the discretisation of the most critical regions and phenom-

ena within the combustor (i.e. the mixing between the fuel and oxidizer in the

pilot region, the shear layers at the burner outlet, the high gradients associated

with the presence of the dilution holes) and employ a coarser discretisation for

the regions in the domain that are not characterised by the presence of chemical

reactions, mixing and elevated gradients.

Following this approach, a relatively coarse mesh was employed in the annu-

lar section between the outer cases and the flame tube, which is used to convey

the oxidizer coming from the recuperator to the dilution holes and to the burner

region. The numerical grid results to be too coarse with respect to the mesh cri-

terion represented in Figure 6.12 also within the main swirler. Further, although

the mesh has been refined locally to improve the resolution of relevant physical

phenomena, the criterion expressed by Equation (2.79) is not satisfied in some

areas of the critical regions mentioned above. In particular, the highly turbulent

regions resulting from the mixing of the oxidizer and the fuel streams in the pilot

stage appears to be under-resolved in proximity of the injecting nozzles. Also,

in the critical regions of the shear layers found at the burner outlet and between

the ORZ and the IRZ, which correspond to the location of the main reaction

zone, the mesh does not satisfy the criterion. The under-resolution of the grid

in this region is particularly evident in the structured part of the mesh. In fact,

due to the low flexibility of structured meshes, it is not possible to refine the grid

locally without incurring a dramatic increase in the overall cell count. The same
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applies to the dilution holes region, where high gradients are present due to the

fact that the dilution air is injected at an almost orthogonal angle with respect

to the main flow direction within the combustion chamber. Although the mesh

has been refined locally in this region, in order to better resolve the expected

elevated gradients, the cell size is not small enough to satisfy the criterion in the

regions where the dilution air mixes with the hot combustion products. Also,

a relatively coarse grid has been employed within the low-turbulence hot region

located at the centre of the combustion chamber. Although this is not evident

from mesh criterion plots, a more refined mesh in this part of the domain could

improve the accuracy of the results significantly, accordingly to the results of the

study presented in Chapter 5.

Despite the shortcomings related to the numerical grid, a LES simulation for

the baseline 80 kW case has been performed in order to verify the suitability of

the present mesh for LES and develop guidelines for a further refinement in the

future, to assess the differences between RANS and a coarse LES results, and

also to obtain some insights on the unsteady behaviour of the flow field within

the combustor. Following the findings of the study reported in Chapter 5, the

Sigma model has been employed as a SGS stress model in order to reduce the

sensitivity of the results to mesh resolution.

The residence time within the domain for this case has been evaluated from

the precursor RANS calculation as

tr =

∫
V
ρdV

ṁtot

(6.1)

where ṁtot is the total mass flow rate entering the system, equal to the summation

of the oxidizer and fuel mass flow rates. According to Equation (6.1), the residence

time within the domain is 0.015 s. The LES calculation has been run for a physical

time of 0.02 s in order to reach a statistically steady solution, plus an additional

physical time of 0.04 s in order to collect statistics for the evaluation of time-

averaged quantities. A time step size of 2.0 × 10−6 s was employed. The total

computational time for a physical solution of 0.06 s on a 48 cores cluster was equal

to about 1200 hours, compared to the 72 hours necessary to reach a converged

steady-state RANS solution with the realizable k − ε model.

The calculated instantaneous and time-averaged temperature contours on the
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Figure 6.12: Baseline 80 kW case: mesh quality criterion, Equation (2.79), con-

tours on the combustor mid-plane.

combustor mid-plane are reported in Figure 6.13, together with the contours

obtained from the steady-state RANS calculation. From a comparison between

the time-averaged LES and the steady-state RANS temperature fields, it can

be noted how the former is characterised by a more spread high temperature

region in the main flame region with respect to the latter. Also, the calculated

time-averaged LES peak temperature values appear to be lower with respect

to RANS. On the other hand, as expected, the instantaneous temperature field

is characterised by higher peak values with respect to the time-averaged one.

Further, it can also be noted how the cold jet core associated with the pilot flame

is shorten with respect to the RANS calculations.

As shown by the 2D streamlines reported in Figure 6.13, the time-averaged

flow-field within the chamber is still dominated by the presence of a toroidal

ORZ and a central IRZ due to vortex breakdown. With respect to the RANS

calculations, the axial length of the IRZ is shorter and therefore it does not
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Figure 6.13: Baseline 80 kW case temperature contours on the combustor mid-

plane: steady-state RANS with 2D streamlines (left), instantaneous LES with

monitoring points location (centre), time-averaged LES with 2D streamlines

(right).

interact with the dilution air jets. Also, the different size and shape of the IRZ

with respect to the steady-state RANS results has an impact of the flame shape.

The locations of four monitoring points are highlighted on the instantaneous

temperature contours in Figure 6.13 and reported in Table 6.4, together with

the monitored variables. The monitoring points have been employed in order to

evaluate the statistically steady behaviour of the solution within the sampling

interval used to collect the statistics to calculate time-averaged quantities. The

time-series obtained for the instantaneous axial velocity at Point 1 (located in the

mixing region within the pilot stage) and the instantaneous temperature at Point

2 (corresponding to the hot region within the main flame) within the sampling

interval are reported in Figure 6.14. It can be seen how the solution appears to

have a statistically-steady behaviour within the considered sampling interval.

The times-series obtained for the monitored quantities in Table 6.4 have also

been employed to assess the presence of flow instabilities within the combustor,

following the same methodology as the one employed in Chapter 5. The FFTs

of the time-series showed that no dominant frequencies are present in any of the

monitored locations, suggesting that no periodic flow instabilities are present.
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x (m) y (m) z (m) Variables

Point 1 0 0 -0.047 u

Point 2 0 0 0.024 u, T

Point 3 0 0 0.053 u

Point 4 0.06 0 0.023 u, T

Table 6.4: Baseline 80 kW LES: monitoring points location and monitored vari-

ables.

Figure 6.14: Baseline 80 kW case: time-series for the instantaneous axial velocity

u at Point 1 (left) and the instantaneous temperature T at Point 2 (right).
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Figure 6.15: Baseline 80 kW case: calculated power spectra for the time-series

of the instantaneous axial velocity u at Point 1 (left) and of the instantaneous

temperature T at Point 2 (right).

As an example, the power spectra obtained from the two time-series reported

in Figure 6.14 are shown in Figure 6.15. The absence of flow instabilities in

the LES solution has been confirmed by visual inspection of the instantaneous

temperature and velocity field as well as by the stable behaviour of the device

observed experimentally.

Overall, the LES calculation of the baseline 80 kW case confirmed the obser-

vations made in Chapters 2 and 5 on the potential and drawbacks of the LES

approach. In particular, the main flow-field features predicted by LES are in

agreement with the steady-state RANS calculation of the same case. Neverthe-

less, significant quantitative differences are observed (e.g. flame shape, tempera-

ture distribution within the flame, shape and size of the RZs, length of the pilot

jet structure). Given the limitations of the numerical grid employed for the LES

calculation, it would be advisable to employ a more refined mesh in order to

assess the reliability of the LES results more in detail, possibly in combination

with in-flame experimental measurements.

6.3.2 65 kW power output

The boundary conditions for the four cases considered for CFD modelling at

65 kW power output are reported in Table 3.6. These cases comprise conventional

air-firing as well as carbon dioxide, steam and combined CO2 and H2O dilution.

The operating pressure at this power output is lower with respect to 80 kW, and
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ranges from 3.645 bar in the air-fired case to 3.445 bar when steam injection is

considered. The oxidizer temperature at the combustor inlet is comprised between

828.1 K in the baseline case and 813.6 K in the CO2-diluted case.

In the CO2-diluted case, the diluting species is injected at the compressor

inlet with a mass flow rate equal to 0.03472 kg/s, resulting in an increase in the

carbon dioxide mole fraction in the oxidizer from 0.0003 in the air-fired case to

0.0310 in the CO2-diluted case. In the steam-diluted case, the diluting species is

introduced at the compressor outlet with a mass flow rate of 0.01111 kg/s, which

increases the H2O mole fraction in the oxidizer stream from 0.0099 (which is the

value considered for pure air, as reported in Table 3.5) to 0.0354. Finally, in the

combined injection case, carbon dioxide and steam are injected with mass flow

rates of 0.03472 and 0.01111 kg/s, respectively. This results in an increased mole

fraction of both diluting species in the oxidizer stream. In particular, the CO2 and

H2O mole fractions in the oxidizer are equal to 0.0328 and 0.0348, respectively.

As reported in Section 4.4, the considered dilution levels have been found to

have a significant impact on the combustion process in 1D premixed flamelets

calculated under the same conditions considered in the experiments and in the

CFD calculations. The resulting adiabatic flame temperature and maximum

laminar flame speed values for the four considered cases are reported in Table

6.5. It can be noted that, as observed in Chapter 4, steam dilution has a smaller

impact on the combustion process with respect to carbon dioxide. The most

significant differences with respect to conventional air-firing is observed in the

combined injection case, with the calculated reduction in the adiabatic flame

temperature exceeding 100 K, and the related laminar flame speed value reducing

from a maximum value of 1.62 m/s in the baseline case to 1.24 m/s.

The impact of dilution on the operation of the Turbec T-100 combustor is

depicted in Figure 6.16, showing the calculated temperature contours on the

combustor mid-plane, together with 2D streamlines, for the four cases considered

at 65 kW power output. It can be noted how the shape of the flame is not

affected significantly by dilution under the present modelling assumptions. As

in the 80 kW cases, the velocity field within the combustor is dominated by the

presence of a large IRZ, which is employed to stabilise the flame, in both the
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T (K) sL (m/s)

Baseline 2508 1.62

CO2 2447 1.31

H2O 2471 1.50

Combined 2405 1.24

Table 6.5: 65 kW power output: calculated adiabatic flame temperature and

maximum laminar flame speed for the four considered cases.

air-fired and diluted operations. The most evident effect of dilution is a general

reduction in the in-flame temperature. In agreement with the 1D calculations

reported in Table 6.5, the most marked temperature reduction is observed in

the combined dilution case, followed by the carbon dioxide- and steam-diluted

operation. Also, dilution appears to extend the length of cold pilot jet core

with respect to the air-fired case, this effect being more evident in the combined

dilution case. The possible reasons behind this phenomenon have been outlined

when discussing the 80 kW cases.

A quantitative comparison of the temperature levels reached within the flame

is reported in Figure 6.17, showing the calculated temperature profiles at z=0.02 m

for the four cases at the considered electrical power output. The temperature plots

at this axial location confirm the general remarks made above. In particular, from

temperature values at the combustor axis it can be noted how the cold core of

the pilot flame does not reach this axial location in the baseline case, whilst all

the diluted cases are characterised by a temperature dip that corresponds to the

cold pilot flame region. Within the main stage flame, the air-fired case is char-

acterised by a significantly higher temperature with respect to the diluted cases.

Also, the CO2 and the combined cases are characterised by a lower temperature

in the ORZ region with respect to the baseline and steam-diluted operation.

The calculated axial locations for the stagnation points associated with the

IRZ and for the flame stabilisation point in the four cases are summarised in

Table 6.6. The reasons behind the modifications in the flow-field and in the flame

stabilisation point induced by the diluted operation have been illustrated when

discussing the 80 kW cases. From the data reported in Table 6.6, it can be
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Figure 6.16: 65 kW power output: calculated temperature contours together

with 2D streamlines on the combustor mid-plane for the baseline (top-left), the

CO2-diluted (top-right), the H2O-diluted (bottom-left) and the combined dilution

(bottom-right) cases.
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Figure 6.17: 65 kW power output: calculated radial temperature profile at

z=0.02 m for the four cases investigated.

PIRZ,1 PIRZ,2 Pstab

Baseline 0.073 0.180 0.061

CO2 0.071 0.177 0.059

H2O 0.072 0.175 0.060

Combined 0.076 0.172 0.064

Table 6.6: 65 kW power output: axial location (m) of the IRZ stagnation points

and of the flame stabilisation point for the four cases.

seen as the most marked differences can be observed between the baseline and

the combined dilution cases. In particular, the first stagnation point associated

with the IRZ in the latter case is located 0.3 cm downstream with respect to the

former, and the axial length of the IRZ is reduced from 10.6 to 9.6 cm. Also, the

axial location of the flame stabilisation point is moved 0.3 cm downstream in the

combined dilution case with respect to the air-fired operation.

The volumetric exhaust gas composition and the calculated combustor out-

let temperature are reported in Table 6.7. Also in this case, the CO2-diluted

operation is characterised by a lower combustor outlet temperature and a lower

overall electrical efficiency with respect to the baseline case. The carbon dioxide

concentration in the exhausts is increased from 1.59 to 4.45, with all the related

beneficial effects on the efficiency of the carbon capture process. In the case of the
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Baseline CO2 H2O Combined

CO2 1.59 4.45 1.49 4.69

O2 17.40 17.12 17.08 16.43

H2O 3.93 3.60 6.27 6.20

NOx (ppmv) 10 1 3 1

CO (ppmv) 1 < 1 < 1 < 1

UHC (ppmv) 14 29 19 19

Tout (K) 1174 1120 1145 1137

Table 6.7: 65 kW power output: calculated exhaust gas composition (% vol) and

combustor outlet temperature for the baseline and the CO2-diluted cases.

STIG cycle, i.e. when steam dilution is considered, the main advantage is related

to the higher electrical efficiency that can be obtained with respect to air-fired

operation, resulting in a lower fuel consumption for the same electrical power

output in the former case, as reported in Table 3.6. Steam dilution also results in

lower nitrogen oxides emissions with respect to air-firing, although the reduction

in NOx is slightly smaller with respect to CO2 and combined dilution, due to the

relatively higher temperature values typical of steam dilution with respect to the

former cases. The combined dilution case results in both a higher concentration

of CO2 in the exhaust gas and in a slightly smaller fuel consumption with respect

to the baseline case. Also, NOx are reduced significantly due to the noticeable

in-flame temperature reduction obtained with combined CO2 and steam dilution.

The prediction of carbon monoxide emissions seems to be affected by the same

issues reported in Section 6.2, i.e. the inability of the premixed flamelet ability to

predict super-equilibrium CO concentrations at partial load. The trend predicted

for UHC emissions appears more sensible, with an increase in UHC levels for the

air-fired case at 65 kW compared with the same case at 80 kW. Also, carbon

dioxide dilution appears to increase the UHC levels.

One of the main advantages of diluted operation is the reduction in thermal

NOx production with respect to conventional air-firing. The impact of dilution

on nitrogen oxides production is illustrated in Figure 6.18, showing the calculated
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Figure 6.18: Baseline 65 kW case: calculated thermal NO source term contours

on the combustor mid-plane for the air-fired (left) and the combined CO2 and

steam injection (right) cases.

NO source term due to the thermal mechanism for the baseline and the combined

injection cases. It can be seen how the noticeable decrease in in-flame temperature

obtained in the diluted case, which is of the order of 100 K as estimated in the 1D

calculations and confirmed in the CFD analysis, results in a dramatic reduction

in the thermal NO source term. This, in turn, results in noticeably lower NOx

emissions in the diluted operation, as reported in Table 6.7.

Overall, the diluted operation of the MGT results in significant modifications

with respect to conventional air-firing. In particular, carbon dioxide dilution re-

sults a in a reduced efficiency with respect to conventional air-combustion. This

energy penalty can be compensated when considering post-combustion carbon

capture in the economy of the system. In fact, the diluted operation is charac-

terised by a higher CO2 concentration in the exhaust gas, which would benefit

greatly the chemical CO2 capture process. Steam injection, on the other hand, in-

creases the overall mass flow rate through the turbine and results in an improved

electrical efficiency. By injecting both diluting species at the same time, it is pos-
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sible to combine the benefits of both solutions, i.e. an increase in carbon dioxide

concentration in the exhausts for a more efficient carbon capture process, and an

improvement in the MGT efficiency with respect to CO2-diluted operation.

With a focus on the combustion process, a diluted operation is characterised

by lower temperature levels within the flame and by a reduced flame speed with

respect to the baseline case. The reduction in the in-flame temperature has the

beneficial effect of lowering nitrogen oxides emissions significantly, and this is

due to the reduced production of thermal NOx. Further, the increased carbon

dioxide and/or steam content in the oxidizer stream modifies the characteristcs

of the IRZ, and results in modifications in the location of the flame stabilisation

point with respect to conventional air-combustion. Also, it should be noted that

the lowering in the flame speed results in a reduced flammability range for the

diluted mixture, as shown in the 1D calculations reported in Section 4.4. This

effect is more evident when combined CO2 and steam injection is considered.

Although the combustion process under diluted conditions has been observed to

be stable in both the experiments and the CFD calculation in all the considered

cases, the shrinking of the flammability range due to the enhanced CO2 and H2O

presence can be problematic when considering higher dilution levels. This is due

to the fact that the device is already operated close to the lean flammability limit

under air-fired conditions in order to control NOx emissions.

The numerical prediction of emissions in gas turbines is an extremely challeng-

ing task. The CFD model appears to be able to provide a satisfactory prediction

of the effects of dilution on NOx and UHC emissions, at least in terms of ex-

pected trends. On the other hand, the model is not able to correctly predict

super-equilibrium CO at partial load, due to limitations related to the premixed

flamelet library employed to parametrise the combustion thermo-chemistry in

this study. Since no direct species measurements at the combustor outlet are

available for the PACT cases, NO emissions measured at the outlet section of the

exhaust gas exchanger (details on the measurements are reported in Section 3.2)

are compared with the calculated NO emissions at the combustor outlet in Fig-

ure 6.19, for both the 80 kW and 65 kW power outputs. It can be seen how the

CFD model is able to predict the overall NO emissions trend at both the power
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Figure 6.19: Calculated and measured NO emissions for the 80 kW (left) and the

65 kW (right) cases.

output levels considered, although the accuracy of the calculated figures changes

from case to case. Again, it is worth pointing out again that the post-processing

methodology adopted in the present study is mainly aimed at predicting trends,

rather than the exact value of the NOx emissions in each case.

6.4 Summary

A complete CFD model for the combustion chamber of the Turbec T-100 MGT

has been developed in order to simulate its air-fired and diluted operation. The

computational domain employed for the calculations consists of both fluid and

solid cells, to account for CHT effects. A numerical grid consisting of 15 M ele-

ments has been generated to discretise the domain. Unstructured tetra elements

with prism layers on the walls have been employed in the complex burner region,

whilst a structured hexa grid has been used in the rest of the domain. The ad-

vanced meshing capabilities of ANSYS ICEM 15.0 have been employed in order to

develop a novel method to generate a conformal interface between the structured

and the unstructured regions.

The datasets coming from two different experimental campaigns have been

used in order to set-up and validate the numerical calculations. The experimental

data from DLR have been used to set-up and validate the steady-state RANS

calculations for two different air-fired cases. The numerical results are in good

agreement with the experimental observations in terms of flame shape, observed
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flow field and location and shape of the reaction zones. Reasonable quantitative

predictions for NOx, UHC and CO emissions have been obtained for the high

power output case. At partial load, the model has been able to predict the

correct trend for both NOx and UHC emissions, whilst it failed to predict super-

equilibrium CO, and this is probably due to limitations in the premixed flamelet

database used to represent the combustion thermo-chemistry.

A total of six air-fired and diluted cases from the PACT experimental dataset

have been simulated employing RANS steady-state calculations. The CFD model

is able to predict the effects of carbon dioxide and steam dilution on the operation

of the device. In particular, the impact of dilution on temperature levels, veloc-

ity flow-field and pollutant emissions has been assessed, and the results are in

good agreement with the theoretically expected behaviour and the experimental

observations. Again, the model has been able to predict the expected trends for

UHC and NOx emissions.

The baseline 80 kW case from the PACT experimental campaign has been

modelled using a LES approach with the Sigma SGS model. Due to the available

computational resources, the employed numerical grid is undersized with respect

to the grid solution required for a proper LES calculation. The LES results

are characterised by the same main features highlighted by steady-state RANS

calculations. Nevertheless, significant quantitative differences with respect to the

RANS calculation have been found, e.g. in the temperature levels within the

flame and in the size and shape of the RZs. Also, an assessment of the unsteady

behaviour of the flow-field as been carried out, and no evidence in the presence

of flow instabilities has been observed.
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Chapter 7

Conclusions and future work

CCS represents an attractive option to reduce greenhouse gas emissions due to

the combustion of fossil fuels. With respect to gas-fired power generation, post-

combustion carbon capture is regarded as the most feasible solution in the short

term. The energy penalty associated with the CO2 capture process can be re-

duced by resorting to modified cycles, such as EGR and STIG. These cycles are

characterised by an enhanced presence of CO2 and/or H2O in the combustion

environment. CFD can be a useful tool to assess the effects of dilution on the

combustion process and to develop novel combustor designs. In this context, the

main aims of this thesis are the assessment of the effects of carbon dioxide and

steam dilution on natural gas combustion and the development of an accurate

CFD model for the diluted operation of industrial gas turbine combustors. The

main conclusions drawn from the work carried out in the thesis are reported in

Section 7.1 and suggestions for further work on the topic are made in Section 7.2.

7.1 Conclusions

The aims and objectives of the present thesis have been outlined in Section 1.5 and

include the assessment of the impact of CO2 and H2O dilution on gas combustion

and the development of a CFD model for the investigation of diluted combustion

in realistic industrial configurations.

Preliminarily, a critical review of the methodologies available for turbulent

combustion modelling and of the studies regarding diluted combustion in the
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literature has been carried out in Chapter 2.

In order to assess the impact of the enhanced presence of carbon dioxide and

steam in the combustion environment, a fundamental numerical study has been

carried out in Chapter 4. A simple flame configuration, i.e. a 1D laminar steady

premixed flame, has been chosen to represent the combustion process. This con-

figuration has been modelled, by employing a detailed chemical mechanism on

a computational grid sufficiently refined to resolve the flame structure, under

air-fired and diluted conditions at ambient and MGT-like temperature and pres-

sure conditions. The dilution levels considered in the study are similar to those

observed in the EGR and STIG operation of the Turbec T-100 MGT in the ex-

perimental campaign carried out at the PACT facility, as reported in Chapter

3.

The detailed calculations showed that the considered dilution levels have a

non-negligible impact on the combustion process, at both ambient and MGT-

like conditions. The modifications in the combustion process with respect to

conventional air-firing are due to both thermal and chemical effects, the former

being related to the different physical properties of the mixture under diluted

conditions and the latter due to the direct participation of the diluting species in

the combustion chemistry. According to the results obtained in the considered

simplified configuration, thermal effects have a more marked impact with respect

to the chemical ones. Nevertheless, the latter cannot be neglected, and have a

more pronounced impact at MGT-like pressure and temperature conditions.

The latter observation has important implications when considering the CFD

modelling of diluted operation of realistic devices. In fact, the CFD model needs

to be able to account for detailed chemistry and finite-rate effects in order to

predict the impact of the diluting species on the combustion chemistry.

Further, an assessment of the impact of dilution on the radiative heat transfer

in 1D laminar premixed flames has been performed by employing an optically thin

model together with the SNB-CK model to evaluate the optical properties of the

mixture. It has been observed that radiation has a more marked impact on the

temperature field in the diluted cases with respect to air-fired flames, although

the latter are characterised by a higher flame temperature with respect to the
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former. Nevertheless, under the considered dilution levels, the chemical source

term has been found to be greater than the radiative source term by about three

orders of magnitude within the reaction zone. For this reason, together with

the elevated computational costs associated with the accurate evaluation of the

optical properties of the mixture in a 3D CFD simulation, radiative heat transfer

has not been included in the CFD calculations performed in the present work.

The findings of the fundamental study carried out in Chapter 4 have been

employed to formulate guidelines for the CFD modelling of diluted combustion.

In particular, the critical review of the turbulent combustion modelling tech-

niques presented in Chapter 2 allowed us to pinpoint the tabulated chemistry

combined with a presumed-PDF approach as the best compromise between the

need to incorporate detailed chemistry and finite rate effects in the CFD model

and the necessity to control the computational cost associated with the numer-

ical calculations. In order to assess the suitability of the FGM/presumed-PDF

approach to model swirling partially-premixed flames, a numerical investigation

of a non-reactive and of a partially-premixed case of the Sydney burner swirling

flames series has been performed and the results obtained are outlined in Chap-

ter 5. Both steady-state RANS and LES turbulence modelling techniques have

been employed in the study, with the aim of highlighting their main advantages

and drawbacks. Also, the sensitivity of the different SGS stress models to mesh

refinement has been assessed by employing three different numerical grids.

The FGM/presumed-PDF approach has been found to be able to provide

encouraging results for the considered partially-premixed case. In the steady-state

RANS calculations, the most significant features of both the non-reactive and

reactive cases have been predicted successfully, at least from a qualitative point

of view. The accuracy on these predictions can be improved significantly with

LES, especially when employing more refined numerical grids and advanced SGS

stress closures. Also, the LES calculations correctly predicted the presence of flow

instabilities which has been observed experimentally. The improvement in the

results accuracy obtained with LES comes at the price of the significantly higher

computational cost associated with this approach, especially when considering the

sensitivity of the LES results to the mesh size. In fact, it has been observed that
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mesh refinement is key in order to obtain accurate results with LES, especially

for the reactive case. The sensitivity of the LES results to grid refinement can be

reduced by employing a sound numerical formulation for the SGS stress closure,

such as the one provided by the Sigma model. Further, the Sigma model provided

the most accurate results among the considered SGS stress models on all the

numerical grids.

The findings from the fundamental study on diluted natural gas combustion

carried out in Chapter 4 and the CFD analysis of the lab-scale burner presented

in Chapter 5 have been used to develop a CFD model for the Turbec T-100

MGT combustor. The numerical results have been validated against two air-fired

cases which have been investigated experimentally at DLR. The CFD results are

in good agreement with the experimental observations, in terms of flame shape,

presence of IRZ and ORZ and location and shape of the reaction zone. With

respect to pollutant formation, the model provided good quantitative predictions

for CO and NOx at the nominal power output, whilst the calculated figure for

UHC is slightly overpredicted. At partial load, the CFD model is able to re-

produce the expected trends for NOx and UHC emissions, whilst it struggles to

predict the super-equilibrium carbon monoxide emissions. Overall the model ap-

pears to be in good agreement with the experimental data, with the main sources

of uncertainty being identified in the turbulence model and in the use of a pre-

mixed flamelet library to parametrise the complex phenomena taking place in the

device.

Successively, the CFD model has been employed to simulate the air-fired and

diluted operation of the device, by considering six cases from the experimental

campaign carried out at the PACT facility. The steady-state RANS calculations

of the PACT cases have been employed to assess the impact of CO2 and H2O

dilution on the operation of the device at two different power outputs, i.e. 80

and 65 kW. The baseline 80 kW case has been investigated with and without

accounting for CHT, in order to assess the impact of this heat transfer mechanism

on the operation of the device, which has been found to be significant. Therefore,

the CHT effects have been included in all the other modelled cases.

For all the considered cases, the CFD model successfully predicted the impact
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of dilution on the in-flame temperature, the flow-field within the combustor, the

flame stabilisation and pollutant emissions. The numerical results are in good

agreement with the detailed 1D calculations in terms of the observed reduction

in the in-flame temperature due to the diluted operation.

In terms of pollutant emissions, the considered levels of CO2 dilution do not

appear to have a significant impact on the calculated CO emissions at 80 kW.

On the other hand, an increase in UHC emissions has been observed with diluted

operation, and this increase is more marked at partial load. Similar to what has

been observed in the DLR cases, the calculated trend for UHC appears to be

correct, whilst the model is not able to predict the expected trend for the CO

emissions at partial load. One of the main advantages of diluted combustion is

the possibility to reduce the NOx emissions significantly with respect to air-fired

operation, and this is due to a reduction in the production of thermal NO. The

calculated trends for NOx emissions confirm this observation, and are in line with

the experimental observations.

Finally, although the resulting numerical grid appears not to be refined enough

in order to satisfy the mesh criterion of Equation (2.79) in some critical regions,

a LES investigation of the baseline 80 kW case from the PACT dataset has

been performed in addition to the steady-state RANS calculations. Following

the findings of the study carried out in Chapter 5, the Sigma model has been

employed for the SGS stresses in order to reduce the result sensitivity to the size

of the numerical grid, especially given the coarse mesh size employed in some

regions within the domain. Consistently with the findings reported in Chapter 5,

the resulting time-averaged flow field showed the same main features observed in

the steady-state RANS calculations, but some significant quantitative differences

are present. The LES calculation has also been employed to obtain some insights

on the unsteady behaviour of the combustor. In particular, no evidence of flow

instabilities has been observed in the LES results in the considered case.
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7.2 Future work

Although the CFD model employed in the present work provided satisfactory

results in the prediction of both air-fired and diluted operation of an industrial

MGT combustor, some possible sources of inaccuracy have been identified. The

first one is related to the dubious ability of the premixed flamelet library employed

in the present work to represent the complex phenomena taking place in the

device, as observed also in [198]. A possible solution to this problem would be the

creation of two flamelet libraries, one based on premixed flamelets as the one used

in the present work, and the second one employing non-premixed flamelets. The

most relevant representation for the local combustion thermo-chemistry between

the two libraries can be identified by employing a flame index that allows for the

identification of the local combustion regime, as suggested by [261] and [262].

The second source of inaccuracy is related to the use of a steady-state RANS

approach for turbulence modelling. As suggested by the study carried out in

Chapter 5, LES can improve the accuracy of the numerical results significantly,

especially when used with sufficiently refined numerical grids and advanced SGS

closures such as the Sigma model. Also, LES can provide additional informa-

tion on the unsteady behaviour of the device that cannot be obtained with a

steady-state RANS approach, as showed by the numerical investigation of flow

instabilities performed in Chapters 5 and 6. In this respect, the main bottleneck

associated with the application of LES to industrial combustors is clearly related

to its elevated computational cost. In the future, it would be advisable to employ

a more refined grid with respect to the one used in present study for the LES

modelling of the Turbec T-100 combustor.

The lack of in-flame detailed measurements in the PACT facility cases can also

represent an issue when it comes to detailed validation of the numerical results.

Although this is a common problem when dealing with industrial devices, it

would be advantageous to have some experimental insight on the flame behaviour

and of the flow-field under diluted combustion, perhaps considering the use of a

combustion chamber with optical access similar to the one described in [235], in

future experimental tests.

It would also be interesting to investigate higher levels of CO2 and H2O di-
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lution levels, in order to assess the experimental operational limits of the MGT

system and of its combustion chamber under diluted conditions. CFD analy-

ses could also be used to suggest modifications in the design of the combustion

chamber in order to optimise its diluted operation. The numerical investigation

of higher dilution levels would probably need to include radiative heat transfer

in the system, which has been neglected in the CFD analyses carried out in this

thesis on the grounds of the observations made in Section 4.3. In fact, with a

higher concentration of participating species such as CO2 and H2O, the relative

importance of radiation with respect to the chemical heat release can be expected

to be more significant. The use of narrow-band models, such as the SNB-CK, in

complex CFD calculations is ruled out by the computational burden associated

with these models. On the other hand, simplified models, such as the WSGG, are

not suitable for applications where the oxidizer composition differs significantly

from that of air. A good compromise would probably be represented by a full

spectrum model, such as the FSCK which, as reported in Section 2.3, has been ob-

served to perform significantly better than the standard WSGG model approach

in conditions departing from conventional air-firing at a reasonable computational

cost.
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