
Firefly-Inspired Synchronization
in Swarms of Mobile Agents

Fernando Perez Diaz

Supervisor:

Dr Roderich Groß

A Thesis Submitted for the Degree of

Doctor of Philosophy

30th September 2016





A mi familia





As you set out for Ithaka

hope your road is a long one,

full of adventure, full of discovery.

Ithaka Konstantinos Kavafis





Abstract

Synchronization can be a necessary prerequisite to perform coordinated actions or

reach consensus in decentralized multi-agent systems, such as robotic swarms and

sensor networks. One of the simplest distributed synchronization algorithms is fire-

fly synchronization, also known as pulse-coupled oscillator synchronization. In this

framework, each agent possesses an internal oscillator and the completion of oscil-

lation cycles is signaled by means of short pulses, which can be detected by other

neighboring agents. This thesis focuses on a realistic mode of interaction for prac-

tical implementations, in which agents have a restricted field of view used to detect

pulses emitted by other agents. The effect of agent speed on the time required to

achieve synchronization is studied. Simulations reveal that synchronization can be

fostered or inhibited by tuning the agent (robot) speed, leading to distinct dynami-

cal regimes. These findings are further validated in physical robotic experiments. In

addition, an analysis is presented on the effect that the involved system parameters

have on the time it takes for the ensemble to synchronize. To assess the effect of

noise, the propagation of perturbations over the system is analyzed. The reported

findings reveal the conditions for the control of clock or activity synchronization in

swarms of mobile agents.
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Chapter 1

Introduction

Synchronization refers to a process by which two or more systems adjust one of

their dynamical properties over time to achieve a common behavior by means of

their interaction (Boccaletti et al., 2002). As such, synchronization constitutes a

pervasive concept in the natural sciences, as well as in technological applications.

Crickets chirping in unison, neurons of the brain firing together, cardiac pacemakers

rhythmically signaling the pumping of the heart, the tidal locking of the Moon, or

the coherence of laser beams are but a few examples of synchronization phenomena.

One widely studied example of synchronization is the rhythmic synchronous

flashing by large groups of males of some firefly species, in particular, tropical fire-

flies in Southeast Asia (Buck, 1988). Each species of firefly may achieve this flash

synchronization in a different manner, but the basic mechanism is as follows: each

insect in the colony has an internal biological clock that indicates the timing of the

flashes; by observing the flashes of other individuals, either the timing or frequency

of its own flashes gets slightly shifted in an attempt to match these external stim-

uli (Murray, 2002). In this way, spontaneous order appears without a leader, in a

process of self-organization. Synchronization of these kinds of systems, called pulse-

coupled oscillators, is not unique to fireflies, but is ubiquitous in nature. This gave

rise to intensive research in a multitude of scientific fields (Pikovsky et al., 2001;

Arenas et al., 2008).

Most of the research on the synchronization of pulse-coupled oscillators focuses

1



2 1.1 Motivation

on static networks of oscillators. Recently, however, there has been increasing inter-

est in the study of synchronization in networks of mobile oscillators (Fujiwara et al.,

2011; Prignano et al., 2012, 2013), more specifically, in networks whose nodes repre-

sent physical agents that move in an environment and interact with local neighbors.

These studies aim to understand what role topological changes, due to the mobility

of the oscillators, play on the synchronization of these systems.

1.1 Motivation

The motivation for this thesis stems from the potential applications of firefly syn-

chronization in swarms of mobile agents.

The self-organizing behavior of populations of pulse-coupled oscillators is akin

to that of swarm-intelligent systems in the field of Artificial Intelligence. Swarm

intelligence research addresses the design of intelligent multi-agent systems drawing

inspiration from the collective behavior of social animals, like colonies of insects,

flocks of birds or schools of fish (Blum and Groß, 2015). These systems, made of a

number of relatively simple and limited individuals, can achieve a complex collective

behavior through local interactions without any centralized control (Bonabeau et al.,

1999; Beni, 2005; Nouyan et al., 2009).

Swarm robotics and, to a lesser extent, mobile sensor networks, could be consid-

ered applications of swarm intelligence, aiming at exploiting the robustness provided

by the self-organization of swarm-intelligent systems. These systems typically consist

of simple or limited robots with restricted or local sensing or actuating capabilities.

Like social insects, their strength is in their numbers and not in any particular indi-

vidual. A swarm-intelligent behavior of its own, firefly synchronization can also be

beneficial for robotic systems and sensor networks, enabling them to reach consensus,

coordinate their actions, merge their sensory information, or optimize communica-

tion and battery usage (Ren et al., 2007). On the other hand, desynchronization,

or temporal incoherence, has also been utilized for task distribution over time as it

could help agents to not interfere with each other (Simeone et al., 2008).
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As pulse-coupled oscillators operate at the physical layer by transmitting simple

identical pulses, rather than packet messages, they are especially suitable in noisy or

communication-limited environments (Wang et al., 2012, 2014). In addition, due to

its simplicity, synchronization of pulse-coupled oscillators is inherently decentralized

and robust. These properties are what makes this kind of synchronization particu-

larly relevant to systems formed by a large number of simple individuals that operate

in a distributed manner, such as sensor networks and robot swarms.

1.2 Problem Definition

Most of the previous work on mobile pulse-coupled oscillators (MPCOs) showed

that synchronization occurs monotonically faster with higher agent speed if each

agent influences others lying within a certain range (Prignano et al., 2012). At

high speeds all agents interact with each other frequently, whereas at low speeds

the neighborhood of any particular agent remains unchanged for long periods of

time, leading to a rapid local synchrony but needing a longer time to achieve global

synchronization. In contrast, if the agents influence only their nearest neighbor a

regime of intermediate speeds is observed, in which synchronization is inhibited,

while both the slow and fast regimes remain the same (Prignano et al., 2013).

The dramatic difference between the effect of nearest neighbor interaction (non-

monotonic dependence of synchronization time with respect to agent speed) com-

pared to finite radius interaction (monotonic dependence of synchronization time

with respect to agent speed) is the point of departure for this thesis. This work ex-

plores the effects of the interaction rule and agent speed on the time it takes for the

system to synchronize (synchronization time) with a view towards employing this

knowledge in swarm robotics applications. As mentioned in the preceding section,

both synchronization and desynchronization have uses in real-world applications.

One could exploit MPCO synchronization for this purpose by better understand-

ing the dependence of the synchronization time on the agents’ speed and further

characterizing the emergence of the inhibitory regime in practical settings.



4 1.3 Aims and Objectives

1.3 Aims and Objectives

In light of the above problem definition, the aim of this thesis is to advance the

state of the art on mobile pulse-coupled oscillator synchronization, and apply the

acquired knowledge to the swarm robotic field.

The specific objectives are:

� To conduct a literature review of the current state of MPCO synchronization

and its applications to practical domains. This review will contextualize the

present work, and the results of this thesis will be compared and contrasted

with existing approaches.

� To understand the factors that influence the time required for a system of

MPCOs to synchronize. In particular, this thesis will analyze: the effect of

agent speed on synchronization time; the effect of the system’s parameters,

such as number of agents and size of the environment; the effect of different

interaction rules, specifically those applicable to real-world scenarios; and the

effect of different oscillator and interaction models.

� To translate and verify the above results into a swarm of real robots. Special

focus will be put on the dependence of the synchronization time on agent speed,

and on determining whether the inhibitory regime can emerge in practical

contexts.

� To study the robustness of the observed behaviors in the presence of pertur-

bations and jitter. Real-world systems are subject to imperfections. Studying

their impact on synchronization can help understand how to minimize their

effect or even exploit it to our advantage.
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1.4 Preview of Contributions

The contributions of this thesis are:

� An in-depth study of mobile pulse-coupled oscillator synchronization with a

more practical mode of interaction for real applications: a cone of vision.

Abstract simulations, in which the oscillators are point-like particles, demon-

strated that one can switch between the monotonic and nonmonotonic behav-

iors by appropriately tuning the dimensions of such a cone. Namely, for a

small or narrow cone the nonmonotonic dependence of synchronization time

as a function of agent speed is found. As the cone widens the nonmonotonicity

gradually disappears and the monotonic behavior is retrieved.

� An experimental validation of the above results in a swarm of real robots,

despite the effects of embodiment. That is, collisions between robots are taken

into account as well as occlusion of the firing signals. This is first validated in

robotic simulations and further confirmed in a swarm of real robots. In this

work, robots emitting pulses by momentarily flashing LEDs are considered.

These flashes can, in turn, be perceived by other robots using a directional

camera.

� The characterization of two key features of the nonmonotonic curve and the

understanding of how these features are affected by various system parameters

in a robotic simulation. These parameters include the number of agents, the

size of the environment, the period of oscillation and the coupling strength

between oscillators.

� A metric that predicts the appearance of the nonmonotonic behavior. The

impact on the synchronization time of different responses to a pulse found in

the literature is investigated. In particular, it is found that only one family of

responses produces the described nonmonotonicity.

� A study of mobile pulse-coupled oscillator synchronization with two other

neighborhoods: cone of emission and K-nearest neighbor interaction. Sim-
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ilar to the cone of vision, in both cases, the monotonic and nonmonotonic

behaviors can be retrieved by tuning the neighborhood size. The effect of the

cone dimensions in the cone of emission is qualitatively equivalent to that of

the cone of vision. Small or narrow cones result in a nonmonotonic behav-

ior and, which gradually becomes monotonic with increasing cone dimensions.

Similarly, for K-nearest neighbors connectivity, it is observed that by increas-

ing K the nonmonotonicity gradually disappears. This prompts to conclude

that it is the average rate of neighbor change that leads to the nonmonotonic

behavior.

� An in-depth study of the robustness of the different dynamical regimes to

perturbations or jitter. It is observed that if agents move at fast speeds syn-

chronization is resilient to perturbations. This is also true, although to a

lesser extent, when agents move at slow speeds. However, in the intermedi-

ate, synchronization-hindering, regime, an initially completely synchronized

system can be totally disrupted by a small perturbation in a single oscillator.

Furthermore, an analogy between the behavior in this intermediate regime and

stable chaos is drawn.

1.5 Publications

This thesis represents the author’s own work, and includes a number of original

contributions to scientific knowledge. The work presented herein is built around the

following peer-reviewed papers that I produced as first author during my PhD:

1. Perez-Diaz, F., Zillmer, R., and Groß, R. (2015). Firefly-inspired syn-

chronization in swarms of mobile agents. In Proceedings of the 2015 Interna-

tional Conference on Autonomous Agents and Multiagent Systems, AAMAS

’15, pp. 279—286. IFAAMAS.

2. Perez-Diaz, F., Zillmer, R., and Groß, R. (2016). Emergence and inhi-

bition of synchronization in robot swarms. In Proceedings of the 13th Interna-
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tional Symposium on Distributed Autonomous Robotic Systems (to appear).

Springer.

3. Perez-Diaz, F., Zillmer, R., and Groß, R. (2016). Control of synchro-

nization regimes in networks of mobile interacting agents. Physical Review

Applied (in prep.).

Publication 1 was presented orally as full paper by the author himself at the

corresponding conference, held in Istanbul, Turkey.

The material in Publications 1, 2 and 3 corresponds to the contents of Chapters

3, 4 and 5 of this thesis, respectively. The introductory and related work material

from all these three publications has contributed to the contents of Chapters 1 and

2.

During the course of my PhD studies, in addition to the aforementioned work,

I have also contributed to other projects that are not featured in this thesis. These

contributions have led to the following publications:

1. Berdan, R., Prodromakis, T., Khiat, A., Salaoru, I., Toumazou, C.,

Perez-Diaz, F., and Vasilaki, E. (2013). Temporal processing with volatile

memristors. In 2013 IEEE International Symposium on Circuits and Systems,

pp. 425—428. IEEE.

2. Doyle, M. J., Xu, X., Gu, Y., Perez-Diaz, F., Parrott, C., and Groß,

R. (2016). Modular hydraulic propulsion: A robot that moves by routing fluid

through itself. In 2016 IEEE International Conference on Robotics and Au-

tomation, pp. 5189—5196. IEEE.
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1.6 Thesis Outline

This thesis is structured as follows:

� Chapter 2 provides an overview of background material and related work that

places this thesis in context. The chapter starts in Section 2.1 with a historical

introduction to synchronization. This introduction presents different examples

of the phenomenon, since its first scientific discovery until the 20th century,

when the science of synchronization commenced to be formalized. Section 2.2

defines synchronization. Its basic ingredients, “oscillators” and “coupling” are

described in detail in Sections 2.2.1 and 2.2.2, respectively. Section 2.3 con-

cerns “pulse-coupled oscillators”, the type of oscillators studied in this thesis,

and provides a formal definition. Section 2.4 reviews previous approaches and

results in “mobile pulse-coupled oscillators”, that is, pulse-coupled oscillators

where the oscillators are agents moving in space. Section 2.5 discusses the

existing applications of mobile-coupled oscillators in technical domains. In

particular, Section 2.5.1 defines “sensor networks”, describes the importance

of synchronization in these systems, and presents the related research on pulse-

coupled oscillators’ synchronization in mobile sensor networks. Section 2.5.2,

in turn, defines “swarm intelligence” and “swarm robotics”, discusses the uses

of synchronization in these systems, and describes previous approaches on syn-

chronization through pulse-coupled oscillators in swarms of mobile robots.

� Chapter 3 introduces the framework developed and utilized in this thesis and

presents our first approaches to understanding the effect of a cone of vision

interaction in MPCO synchronization both in a particle and a robotic simula-

tion. Section 3.1 describes the models used, such as the oscillator (Sec. 3.1.1)

and neighborhood (Sec. 3.1.2) models; the details of the particle (Sec. 3.1.3)

and robotic (Sec. 3.1.4) simulations; and the employed metric of synchrony

(Sec. 3.1.5). Section 3.2 presents the results obtained in the particle simu-

lations. It investigates the dependence of the synchronization time on agent

speed and on the dimensions of the cone of vision (i.e. its radius and angle).
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Section 3.3 presents the corresponding results in the robotic simulations. It

shows an initial validation of presence of both the monotonic and nonmono-

tonic behaviors despite the embodiment of the agents. Section 3.4 summarizes

the chapter.

� Chapter 4 extends the results of the previous chapter with more realistic sim-

ulations of the robotic environment and a validation of the results on a swarm

of real robots. Section 4.1 presents the simulation environment and the chosen

robots, as well as the employed algorithms. Section 4.2 describes the simu-

lation setup and the obtained results, which display the dependence of the

synchronization time on the dimensions of the cone and the speed of agents.

Moreover, this section also finds the relationship between key features of the

synchronization curve and various system parameters. Section 4.3 presents a

validation of the simulation results on a swarm of real robots. It shows that

the nonmonotonic behavior is observed also in reality and it is not an artifact

of the simulations. Section 4.4 summarizes the chapter.

� Chapter 5 returns to an abstract particle simulation in order to further inves-

tigate all the factors involved in the emergence of the nonmonotonic behavior

and the lack thereof. It also presents an in-depth study of the effect of pertur-

bations and the robustness of synchronization regimes against disturbances.

Section 5.1 presents the utilized methods, which extend those of Chapter 4

by providing a more generalized oscillator model with various responses to a

pulse, and describing two other interaction models, K-nearest neighbors and

cone of emission interaction. Section 5.2 presents the effect of the response

function, which is the part of the oscillator model that characterizes the re-

sponse to a pulse. Section 5.3 studies the effect of the interaction model and

extends the results found with a cone of vision to K-nearest neighbors and cone

of emission connectivities. Section 5.4 analyzes the effect of perturbations on

the system, from the propagation of small perturbations applied initially to a

single oscillator (Sec. 5.4.1) to a generalized clock jitter (Sec. 5.4.2). Section
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5.5 summarizes the chapter.

� Chapter 6 concludes this thesis with a discussion of the presented results to-

gether with their limitations, and provides a number of potential directions for

future developments.



Chapter 2

Background and Related Work

“... when we suspended two clocks so constructed from two

hooks imbedded in the same wooden beam, the motions of each

pendulum in opposite swings were so much in agreement that

they never receded the last bit from each other [...] Further, if

this agreement was disturbed by some interference, it

reestablished itself in a short time. For a long time I was

amazed at this unexpected result, but after a careful

examination I finally found that the cause of this is due to the

motion of the beam, even though this is hardly perceptible”

Christiaan Huygens , 1673

2.1 Synchronization: A Historical Introduction

In 1665, Dutch mathematician, physicist and inventor of the clock pendulum, Chris-

tiaan Huygens, realized an “admirable effect which no one could have ever thought

of”: When two pendulum clocks were hanging side by side, they started oscillating

together, without alteration. Struck by this phenomenon, he set a series of experi-

ments, aiming to understand what caused that “kind of sympathy”, as he called it.

He concluded that the imperceptible vibrations of the common support that held

the clocks was providing a means for their interaction (Fig. 2.1). Huygens had given

the first accurate description and understanding of synchronization.

11
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Figure 2.1: Diagram of Huygens’ experiment. Two pendulum clocks are fixed to a
common support. The motion of the pendula makes this support vibrate slightly. As
a result, the clocks can interact with each other and synchronize their oscillations.

From that moment onwards, descriptions of other synchronization phenomena

continued to appear in the scientific literature. In the early 18th century, the French

astronomer and mathematician, Jean-Jacques Dortous de Mairan, recounted how

the leaves of the haricot bean would move up and down with the changes of light

during the day. The movement of the leaves would continue even if the plant was

put in a dark room. It is now known that many other biological clocks can adjust

their rhythms to the Earth’s 24-hour day cycle, in what is known as the circadian

rhythm (Winfree, 2001). In the 19th century Lord Rayleigh described the synchro-

nization of acoustical systems, as he observed that two similar pipes would sound

in unison despite small differences between them. In 1920, W.H. Eccles and J.H.

Vincent discovered that two connected triode generators, devices capable of produc-

ing a periodic alternating current, would vibrate with a common frequency. This

discovery became of great importance as one of the essential components of radio

communication systems.

Over time it gradually became apparent that these, and many other, apparently

unrelated phenomena, observed in a variety of fields, all followed some common laws

and could be described by a unified theory. From the mid 20th century, led by the

seminal paper of Winfree (1967), the science of synchronization started to blossom,
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and a vast body of research in mathematics and physics has emerged since then.

2.2 What is Synchronization?

Synchronization is a process whereby two or more oscillators adjust their rhythms

until they achieve a common behavior due to their interaction(s) (Pikovsky et al.,

2001; Boccaletti et al., 2002). For instance, in Huygens’ clock experiment, each

pendulum on its own exhibits an independent cyclical behavior. However, when

two or more clocks are put on the same stand, their individual oscillations would

influence each other’s cycles, resulting in all the clocks ticking in unison.

2.2.1 Oscillators

A condition for synchronization is that oscillations must be self-sustained. That is,

the oscillator is an active system that converts an internal source of energy into

a rhythmic movement or oscillation. This oscillation persists over time until the

source of energy expires, or a strong disturbing force1 is applied to the system

(Pikovsky et al., 2001). The movement of the haricot leaves described above is a

perfect example of self-sustained oscillation, as the plant performs its daily motion

even if it is hidden from the Sun. On the other hand, tides cannot be considered

self-sustained. In the absence of the Moon, the oscillation of the ocean would vanish.

Therefore, one cannot claim that the sea level synchronizes with the Moon’s position

on the sky.

Another important characteristic of oscillations is their periodicity. That is, the

system repeats its motion cyclically with period T . In Huygens’ clock example, the

coordinates of the tip of the pendulum follow a periodic motion.

The space formed by the coordinates that uniquely represent all possible states

of a dynamical system is called its phase space. The behavior of the system can

be described by the trajectory of its coordinates in phase space. For a pendulum

clock, the phase space can be formed by its angle with respect to the vertical, and

its angular velocity. This example has a two-dimensional phase space but more

1If the magnitude of the perturbation is small, the oscillation could return to its original shape.
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Figure 2.2: Example of a phase oscillator. (a) A pendulum clock swings back and
forth. Five points along its trajectory are marked: © and � correspond to its
leftmost and rightmost points, respectively; C and B represent the passing across
the vertical when swinging left and right, respectively; and ••• is the current position
of the pendulum. (b) Angular position α and angular velocity α̇ of the pendulum
over time. (c) Trajectory of the oscillator in phase space (the plane formed by α
and α̇). The phase φ represents the current point along the oscillation cycle.

complex ones can exist. Given its periodicity, an oscillator describes a closed curve

in phase space called a limit cycle (Strogatz, 2014). Given an oscillator’s limit cycle,

its phase is a quantity that defines at which point along the trajectory the system

is located at a particular time. The oscillator’s phase φ, is thus a periodic function

of time,

φ(t) = φ(t+ T ) . (2.1)

Figure 2.2(a) presents a pendulum clock as an example of a phase oscillator. Figure

2.2(b) plots the evolution of the pendulum’s coordinates (angular position and ve-

locity) as a function of time, whereas Figure 2.2(c) represents the oscillator’s limit

cycle (i.e. its closed trajectory in phase space).

Before a group of oscillators becomes synchronized, they could differ from each

other in several ways: they could each follow slightly different trajectories (e.g.

having different periods of oscillation); they could all have the same trajectory but

start at different points along it (i.e. having different initial phases); or a combination

of the two. After synchronizing, all oscillators will describe in unison a common

trajectory in phase space (Figure 2.3). Naturally, if the initial individual trajectories

are radically different the group of oscillators may not be able to synchronize.
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(a) (b)

Figure 2.3: Examples of oscillator synchronization in phase space. (a) Two oscilla-
tors with initially different trajectories (thin lines) converge to a common behavior
(thick line). (b) Several oscillators (black dots) describing the same trajectory but
possessing different initial phases (left) start converging towards a synchronous os-
cillation.

2.2.2 Coupling

As mentioned earlier, some sort of interaction between oscillators is needed for them

to synchronize. This interaction, or coupling, is any kind of force, exerted by one

oscillator on another, that modifies the latter’s trajectory in phase space (Pikovsky

et al., 2001). In Huygens’ experiment, the coupling between clocks occurs through

the vibrations of the beam that supports them.

Coupling can be unidirectional or bidirectional (also called mutual) (Pikovsky

et al., 2001; Boccaletti et al., 2002). In the former case, one oscillator drives the

evolution of the other in a master-slave fashion, until the slave follows the trajectory

of the master (Boccaletti et al., 2002). For instance, the motion of the haricot bean

leaves synchronizes with the movement of the sun, but not the other way around.

With bidirectional coupling, oscillators induce changes in each other’s rhythms until

they achieve a common behavior. Therefore, it is a self-organized behavior that is

a result of their collective interactions (Pikovsky et al., 2001). This is the case with

the pendulum clocks, where they mutually influence one another, or the rhythmic

firing of cardiac pacemakers.

Coupling can be global (all-to-all) if every oscillator influences all other oscillators

(Fig. 2.4(a)). A good example of this is the synchronized clapping of the audience

at a theater, where each person hears the sound produced by all other people in the

hall (Pikovsky et al., 2001). However, in the general case, oscillators form a complex



16 2.2 What is Synchronization?

(a) (b)

Figure 2.4: Examples of coupling between oscillators. Each oscillator is represented
by a node of a graph (depicted as a circle). An arrow between two nodes denotes
that the oscillator at the base of the arrow influences the oscillator at its tip. A
two headed arrow means that the two linked oscillators influence each other. (a)
Globally connected network. (b) A more complex network of interactions.

network of interactions, where each oscillator only influences, or is influenced by, a

subset of all oscillators (Fig. 2.4(b)). Oscillator networks can be represented by a

graph, in which each oscillator is a vertex and the edges correspond to couplings

between oscillators (Arenas et al., 2008).

An oscillator can influence another oscillator continuously over time or discretely,

in pulses. Tidal locking, or synchronous rotation, is a form of continuous coupling

between the Moon’s rotation along its own axis and its translation around the earth

caused by its gravitational interaction with the Earth (Strogatz, 2003). The Ku-

ramoto model (Kuramoto, 1975) is perhaps one of the most studied models where

interactions occur continuously over time, and it has found numerous applications

in biological and chemical oscillators (Arenas et al., 2008). On the other hand, in

synchronized clapping, the coupling occurs discretely, in pulses, corresponding to

individual claps. This is also the case for crickets chirping in harmony, or fireflies

flashing in unison.
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2.3 Pulse Coupled Oscillators

“Some twenty years ago I saw, or thought I saw, a synchronal or

simultaneous flashing of fireflies. I could hardly believe my eyes,

for such a thing to occur among insects is certainly contrary to all

natural laws.”

Philip Laurent , 1917

Rhythmic synchronous flashing by large groups of males of some firefly species,

in particular, tropical fireflies in Southeast Asia, has been reported for hundreds

of years. This phenomenon awoke the interest of biologists from the beginning of

the 20th century, and a vast number of research articles appeared during that time,

describing and modeling this behavior (see Buck, 1988, for a review). Each species

of firefly may achieve this flash synchronization in a different manner, but the basic

mechanism is as follows: each insect in the colony has an internal biological clock

that indicates the timing of the flashes; by observing the flashes of other individuals,

either the timing or frequency of its own flashes gets slightly shifted in an attempt

to match this external stimuli (Ermentrout, 1991; Murray, 2002). In such a way,

spontaneous order appears without a leader, in a process of self-organization.

The synchronization of populations of pulse-coupled oscillators (PCOs) is

not unique to fireflies. It is observed in numerous natural systems, such as pacemaker

cells in the heart, pacemaker neurons in the brain (for instance, those producing the

circadian rhythm), the in-unison chirping of crickets, or even the synchronization of

women’s menstrual cycles (Winfree, 2001; Mirollo and Strogatz, 1990).

The most frequently studied PCOs model, and the one considered in this the-

sis, involves integrate-and-fire oscillators (IFOs) synchronizing their phases (Arenas

et al., 2008). The phase of such an oscillator grows monotonically with time in an

interval I (for instance φ grows between 0 and 2π in Fig. 2.2(c)). That is

dφ

dt
= f(φ) , (2.2)

where f(φ) : I → I and df(φ)
dφ > 0.
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Figure 2.5: Two pulse-coupled IFOs. Oscillator i (bottom) influences oscillator j
(top) until synchronization is achieved. φi displays a periodic oscillation in the
interval I with period T . When φi reaches the maximum of the interval it fires a
pulse that induces a phase response ψ in φj .

When the phase reaches the maximum of the interval, it is immediately reset to

its minimum value (see bottom plot in Fig. 2.5). At that moment, the oscillator

signals the completion of a cycle with a pulse. Other oscillators, to which the firing

oscillator is coupled, receive this pulse and, in turn, modify their individual phases

(Peskin, 1975; Mirollo and Strogatz, 1990). That is, at the moment of firing of

oscillator i at time t,

φi
(
t−
)

= 1⇒


φi (t+) = 0

φj (t+) = φj (t−) + Ψ (φ (t−)) ,

(2.3)

where j is an oscillator receiving the pulse of i, and φi,j ∈ I = [0, 1] represent the

corresponding oscillator’ phases. The map Ψ : I → R is called a phase response curve

(PRC) and represents the amount of phase update induced after receiving a pulse

(Buck, 1988). Figure 2.5 depicts the synchronization of two IFOs. The top oscillator

receives pulses from the bottom oscillator. After two pulses and corresponding phase

updates (PRCs), both oscillators are synchronized.
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Mirollo and Strogatz (1990) pioneered the theoretical study of pulse-coupled os-

cillators by determining the sufficient characteristics of a PRC that guarantee that

a system of globally coupled IFOs will always synchronize. Namely, Ψ(φ) should

be some smooth, monotonically increasing and concave down function of φ. Due

to the ubiquity of synchronization in communities of pulse-coupled constituents, a

vast body of research devoted to studying synchronization in PCOs subsequently

emerged. These pieces of research dealt with different aspects or variations of the

same problem as well as practical applications (Rosenblum and Pikovsky, 2003).

For instance, synchronization in lattices, where the oscillators only form local con-

nections, was studied (Corral et al., 1995a,b). Some works focused on the dynamics

of the synchronization process (Pazó and Montbrió, 2014), observing, for instance,

clusters of synchronized oscillators (Mauroy and Sepulchre, 2008), or partial synchro-

nization (van Vreeswijk, 1996). In engineering, PCOs have been used to synchronize

clocks in sensor networks (Scaglione and Hong, 2003; Hong and Scaglione, 2005; An

et al., 2011; Carbone et al., 2013). Synchronization of certain chemical oscillators,

such as pulse-coupled Belousov–Zhabotinsky oscillators, was also studied (Horvath

et al., 2012, 2015). In biology, synchronization of glycolytic oscillations in a popu-

lation of yeast cells was understood as a form of synchronization of PCOs (Richard

et al., 1996). In neuroscience, synchronous activity of neurons mediated by synap-

tic pulses was studied (Izhikevich, 1999; Tateno and Robinson, 2007; Marella and

Ermentrout, 2008; Stam and Van Straaten, 2012).

2.4 Mobile Pulse-Couple Oscillators

Most research in oscillator synchronization has focused on static networks. Recently,

however, synchronization in temporal, or time-evolving, networks has garnered in-

creasing interest. More specifically, in networks whose nodes represent physical

agents that move in an environment and interact with other agents in their local

vicinity (Sarkar and Parmananda, 2010; Fujiwara et al., 2011, 2016; Janagal and

Parmananda, 2012; Prignano et al., 2012, 2013; Uriu et al., 2013; Gómez-Gardeñes
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et al., 2013; Shen et al., 2013, 2014; Wang et al., 2014, 2015; Levis et al., 2016).

The study of such mobile oscillators aims at understanding the impact that motion-

induced topological changes play on synchronization. When the oscillators at hand

are PCOs, they are often referred in the literature as mobile pulse-coupled os-

cillators (MPCOs) (Wang et al., 2015).

Oscillator mobility leads to novel behavior if the interaction is restricted to a local

neighborhood, forming a time-evolving network. When oscillators only influence

others in their proximity, the connectivity of the resulting network may not guarantee

that signals will propagate over all the units. Therefore, in general, agent mobility

is necessary to achieve global synchronization.

Most of the existent work on MPCOs deals with random geometric graphs (Pen-

rose, 2003), where two oscillators interact with each other if the distance between

them is smaller than a certain range. It was found that, for a system of IFOs with

this kind of connectivity, synchronization occurs faster with higher agent mobility

(Prignano et al., 2012; Uriu et al., 2013; Wang et al., 2014, 2015). This is what one

would intuitively expect: on the one hand, at high speeds every oscillator interacts

with all others very frequently, and the dynamics of the system can be reduced to the

mean-field (Uriu et al., 2013); on the other hand, at low speeds the neighborhood of

any particular oscillator does not often change, leading to rapid local synchrony but

requiring a longer time to achieve coherence at a global scale (see Fig.2.6, solid line).

In addition, the larger the range of influence the faster synchronization will occur,

as a greater range of influence allows for greater connectivity between oscillators

(Prignano et al., 2012; Uriu et al., 2013; Wang et al., 2014, 2015).

The aforementioned results are qualitatively consistent for various phase response

curves: Wang et al. (2015) used an additive PRC, where a constant is added to an

oscillator’s phase upon receiving a pulse; Prignano et al. (2012) used a multiplicative

PRC, where an oscillator’s phase increased proportionally to its value upon receiving

a pulse; and Wang et al. (2012, 2014) used a PRC, known as delay-advance, in which

an oscillator’s phase is decreased after receiving a pulse early in its cycle, or increased

if the pulse is received late in its cycle. Different motion dynamics have also been
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Figure 2.6: Synchronization time as a function of agent speed in MPCOs, represented
in a log-log scale with arbitrary units. The solid line reproduces the monotonical
dependence observed when oscillators influence others within a range (replication
of Prignano et al., 2012). The dashed line reproduces the nonmonotonical behavior
observed when oscillators influence their nearest neighbor (replication of Prignano
et al., 2013).

studied yielding equivalent results: Prignano et al. (2012) considered oscillators

moving in straight lines in a two-dimensional (2D) environment, and reorienting at

random after receiving a pulse; and in Wang et al. (2012, 2014) oscillators performed

a random walk in a 2D environment.

In the results described above, using an interaction range connectivity, the time

until synchronization is reached, or synchronization time, decreases monoton-

ically with oscillator mobility. In contrast, Prignano et al. (2013) reported the

counterintuitive result that for nearest neighbor connectivity this is no longer the

case. Instead, a nonmonotonic dependence is found (Fig. 2.6, dashed line). The be-

havior for slow and fast speeds remains the same as for range interaction. That is, it

takes long time to synchronize with low mobility but synchronization occurs fast for

high unit speeds. However, an intermediate regime emerges where synchronization

is inhibited.
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2.5 Applications of Mobile Pulse-Coupled Oscillators

The MPCO framework, of locally interacting moving oscillators, has received grow-

ing attention in technical domains, particularly in distributed multi-agent systems.

As they are based on simple identical pulses, rather than packet messages, MPCOs

make for suitable scalable protocols for decentralized systems (Deligeorges et al.,

2015a). Specifically, MPCOs have been recently studied in the contexts of mobile

sensor networks (Wang et al., 2012, 2014; Wang et al., 2015; Deligeorges et al.,

2015a,b), mobile ad hoc networks (Tyrrell et al., 2006; Wang et al., 2015), and

swarm robotics systems (Christensen et al., 2009; Trianni and Campo, 2015).

2.5.1 Sensor Networks

Wireless sensor networks, or simply sensor networks, are systems consisting of

large numbers of low-cost, low-power, small (from the centimeter down to nanometer

scale) autonomous sensor nodes (Akyildiz et al., 2002a,b; Akyildiz and Kasimoglu,

2004). These tiny devices are deployed in an environment to study phenomena oc-

curring in it. Some of the main uses of sensor networks are in military applications,

such as surveillance or reconnaissance; environmental or agricultural applications,

such as monitoring soil, pollution, temperature, etc.; or health applications, for in-

stance collecting physiological data to track a patient’s condition (for comprehensive

surveys see Akyildiz et al., 2002a,b; Yick et al., 2008). Sensor networks can com-

prise hundreds to thousands of sensors. Due to the large numbers of units, together

with the low-power constraints and their small size, sensing is typically performed

in a distributed manner (Akyildiz et al., 2002a). In addition, sensors often need

to cooperate with each other to carry out the assigned sensing tasks (Akyildiz and

Kasimoglu, 2004).

Time synchronization can be a prerequisite for the operation of sensor networks,

as it provides a common time frame to different units and, thus, allows them to

cooperate with each other (Wu et al., 2011; Carbone et al., 2013). It is, therefore,

essential when fusing data from different sensors, particularly for the detection or

monitoring of temporally correlated data, such as audio or video in order to detect
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a moving target (Hong and Scaglione, 2005; Wu et al., 2011). Temporal synchro-

nization also plays a crucial role in power management in sensor networks. Units

might be left unattended for their whole lifetimes. Energy efficiency and energy

saving are, thus, critical factors in the design of sensor networks. Synchronization

is key to coordinate sleep wake-up scheduling (Yu et al., 2010; Wu et al., 2011).

For instance, synchronization was proposed for power saving in sensor networks, by

keeping the sensors’ communication channels idle most of the time and only using

them at precise times (Yu et al., 2010). Likewise, for communication purposes, time

synchronization is also essential for time-based channel sharing and transmission

scheduling (Yu et al., 2010).

2.5.1.1 PCOs Synchronization in Sensor Networks

The large numbers of units in a sensor network and the typical lack of central control

make synchronization a challenging task (Akyildiz et al., 2002b). Numerous central-

ized synchronization protocols have been proposed. However, they can fail if the

central station malfunctions, and could be, therefore, vulnerable to attacks (Hong

and Scaglione, 2005). The ad-hoc and distributed nature of sensor networks requires

synchronization protocols that are decentralized, simple and scalable (Hong and

Scaglione, 2005). Synchronization protocols based on pulse-coupled oscillators are

under active development and study (Scaglione and Hong, 2003; Hong and Scaglione,

2005; Werner-Allen et al., 2005; Tyrrell et al., 2007; An et al., 2011; Pagliari and

Scaglione, 2011; Wang and Doyle III, 2012; Wang et al., 2013; Carbone et al., 2013;

Núñez et al., 2015). The simplicity of PCOs, based on simple identical pulses, rather

than packet messages, makes them ideal for sensor networks. These pulses operate

exclusively at the physical layer, which, in turn, eliminates the inaccuracies due to

Media Access Control (MAC) layer delays, protocol processing, or software imple-

mentation (Wang et al., 2015; Deligeorges et al., 2015a). Moreover, all received

pulses are treated identically, independently of the origin, therefore eliminating or

reducing the memory requirements. In conclusion, the PCO synchronization strat-

egy is inherently scalable (Deligeorges et al., 2015a). Given that the inspiration for
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PCO synchronization is drawn from the behavior of fireflies, the derived protocols

are also often referred to as firefly synchronization (Werner-Allen et al., 2005;

Tyrrell et al., 2006; Yick et al., 2008).

The aforementioned works deal with sensor networks in a static configuration.

In recent years, however, a number of papers emerged studying PCO-based synchro-

nization protocols with moving sensors (Wang et al., 2012, 2014; Wang et al., 2015;

Deligeorges et al., 2015a,b). In other words, they were studying mobile pulse-coupled

oscillators. In the context of mobile sensor networks, the decentralized nature of

firefly synchronization presents yet another advantage compared to packet-based al-

gorithms. The latter typically requires a hierarchical structure, such as a spanning

tree, which is difficult to maintain due to the sensor movement (Wang et al., 2012).

Wang et al. (2012, 2014) and Wang et al. (2015) studied sensors performing a

random walk in a square 2D environment, where each unit could send pulses to others

within a certain range or radius around it. Using various phase response curves,

the authors calculated analytically the expected time until synchronization as a

function of the system parameters. They found that synchronization time decreases

monotonically with the average unit speed, as mentioned earlier. This result was

further verified in simulations with networks of nine sensors. Finally, Deligeorges

et al. (2015a,b) presented field experiments where they successfully validated the

use of PCO synchronization for data fusion applications with mobile sensors. The

mobile sensors in question were acoustic gunfire detectors mounted in unmaned

aerial vehicles (UAVs) (Deligeorges et al., 2015a) or carried by soldiers (Deligeorges

et al., 2015a).

In addition to the applications of synchronization in sensor networks, desyn-

chronization (or temporal incoherence) has also been exploited in the context of

task scheduling (Simeone et al., 2008). By performing tasks at different times,

monitoring activities or sleeping cycles can be organized and distributed (Degesys

et al., 2007; Patel et al., 2007). Desynchronization can also benefit communication

in this context, effectively implementing time division medium access (TDMA), a

well know medium access control protocol. By sending messages at different times
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agents do not have to compete for the shared medium and can avoid message col-

lisions (Degesys et al., 2007; Patel et al., 2007; Cornejo and Kuhn, 2010). PCO

mechanisms have also been studied to achieve desynchronization with a view to-

wards channel-sharing applications (Degesys et al., 2007; Patel et al., 2007; Cornejo

and Kuhn, 2010; Buranapanichkit et al., 2015). In these scenarios, desynchroniza-

tion is mostly used to refer to equidistant distribution in time of the signals, tasks,

etc. Note that in other contexts this effect may not be called desynchronization,

instead the terms phase locking or splay state may be used (Pikovsky et al., 2001).

2.5.2 Swarm Intelligence and Swarm Robotics

2.5.2.1 Swarm Intelligence

Swarm intelligence studies the collective behaviors emerging in a decentralized

manner from local interactions between large numbers of (relatively simple) indi-

viduals (Bonabeau et al., 1999; Nouyan et al., 2009; Beni, 2005). This subfield of

artificial intelligence draws inspiration from the collective behavior of social animals,

specially insects. Some examples are: bee swarms, ant colonies, flocks of birds, and

schools of fish (Blum and Groß, 2015). Many of these animals have quite limited

individual abilities. However, they are able to carry out complex tasks as a group.

These, group-level, behaviors emerge from simple interactions between simple indi-

viduals in a process of self-organization (Blum and Groß, 2015). Self-organization

is, thus, one of the key focuses of swarm intelligence.

Synchronization of groups of individuals, in particular firefly synchronization, is

a self-organizing behavior itself, where global order emerges from local interactions.

Therefore, it is of interest in swarm intelligence (Zhang et al., 2014). The more

abstract literature can be found in the fields of non-linear dynamics and complex

systems in physics, and has been discussed in previous sections. Most of the work

on firefly synchronization in the field of swarm intelligence itself can be found in

the derived swarm robotics application domain (Trianni and Campo, 2015), as it

will be discussed later. A related algorithm, known as the firefly algorithm, inspired

by the manner fireflies flash to attract mates, has been extensively studied with
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applications to optimization (Fister et al., 2013).

2.5.2.2 Swarm Robotics

Swarm robotics refers to the application of swarm intelligence techniques for the

coordination of multi-robot systems (Şahin, 2004; Beni, 2005). Therefore, swarm

robotics is concerned with the study of emergent self-organized behavior in groups

of embodied agents (i.e. robots) (Brambilla et al., 2013). These robots typically: are

autonomous; have limited sensing and communication capabilities, confined locally;

do not have a centralized control or global knowledge; and cooperate to accom-

plish tasks (Dorigo et al., 2004; Brambilla et al., 2013). The emerging behaviors of

the swarm are characterized by robustness to the loss of individuals, scalability to

different group sizes and flexibility to cope with various environments.

Similar to sensor networks, timing synchronization can be necessary for the op-

eration of robotic swarms, mainly to coordinate actions or achieve consensus in a

decentralized manner (Parker, 2008; Ren et al., 2005). Certain modes of coopera-

tive transport need synchronization to ensure that groups of robots push an object

simultaneously (Parker, 2008; Vig and Adams, 2006). Temporal synchronization

has also been used in distributed sensing and data gathering by teams of robots

(Ranganathan et al., 2010; Winfield, 2000). For example, a swarm of robots is able

to track a target that moves faster than any individual robot by synchronizing the

timings of the robots’ observations (Khaluf et al., 2011). In addition, synchronous

robots are required in some solutions to the rendezvous problem (Cortés et al., 2006;

Lin et al., 2007), which involves a group of agents meeting in a previously unspecified

location without active communication.

2.5.2.3 PCOs Synchronization in Swarm Robotics

Due to its simplicity and its decentralized nature firefly synchronization is well suited

for robotic swarms. The most relevant approaches to swarm synchronization using

PCOs are presented below, specially those where the mobility of the robots plays

an important role.
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Melhuish et al. (1999) used PCOs to regulate the size of a traveling robotic clus-

ter. The oscillators used were not IFOs. Instead, they fired stochastically within a

certain time interval. In addition, oscillators entered a refractory period after firing,

during which firings from other robots are discarded. The robots are influenced by

firings from other units only outside the refractory period . Upon receiving such a

firing an oscillator reacted by immediately firing. The firing signal was an acoustic

signal emitted radially. When a group of robots is synchronized, the number of

robots forming that group can be estimated based on the strength of the signal. In

addition, robots turn left or right in response to the strength of the sound at both

their sides. In this a way, clusters of specific sizes can be formed.

Christensen et al. (2009) developed a swarm level fault detection algorithm based

on the synchronization of PCOs, and implemented it on the swarm-bot robotic

platform. In their work the agents interacted with others within a certain range,

similar to Prignano et al. (2012); Wang et al. (2014) and Wang et al. (2015). Each

of the robots possesses LEDs that can be detected by the onboard omnidirectional

camera on the others robots. Through PCOs, robots attempt to flash in synchrony.

Robots that failed can be identified as those that are not flashing in unison with the

rest of the swarm. This algorithm was evaluated on swarms of up to 100 robots in

simulation, and on 10 physical robots. This is a perfect example of mobile pulse-

coupled oscillators, similar to those described in Sec. 2.4. It was found that the

synchronization time decreased with the robot density. In addition, it was shown

that moving robots synchronized faster than static ones. However, the effect of the

speed of the robots and their radius of interaction was not investigated.

Perfect temporal synchronization could be, in some cases, unattainable, both in

biological and technological scenarios. There might exist a delay between a leader

and a follower who is trying to synchronize with it. Together with a limited sensor

range, propagation waves might be generated as a by-product. Hartbauer and Römer

(2007) exploited this effect, and proposed a control algorithm that allows robots to

communicate the direction of a target by initiating and propagating such waves.

The application of this technique was demonstrated in a cleaning task with I-Swarm
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micro-robots. Robots flashed their on-board LEDs to signal a firing, emitting light

in four 60◦ cones. Upon perceiving this signal with a photo-receptor, a robot would

modify its current phase with a delay-advance PRC as in Wang et al. (2012, 2014).

Hartbauer and Römer (2007) analyzed the effect of speed on the completion of the

task analyzed, but not its effect on the synchronization time.

Trianni and Nolfi (2009, 2010, 2011) utilized evolutionary approaches that would

lead to swarm synchronization. In particular, these papers dealt with movement syn-

chronization in an environment rather than temporal synchronization. Robots were

rewarded if they alternated periodically between two locations in the environment

and if they signaled to other robots in order to synchronize their motions. The

evolved strategies resembled those found in fireflies (Buck, 1988). Earlier, Trianni

and Nolfi (2007); Sperati et al. (2008) had performed similar studies on movement

synchronization using artificial evolution. In this case, the desired behavior was for

the robots to oscillate back and forth in proximity to a light source.

Similar to the above, Castillo-Cagigal et al. (2014) studied periodic oscillatory

motion of a swarm between two areas of an environment. These two areas exhibit

periodic temporal patterns, whereby a task is available for the robots in one or the

other area. The authors designed an algorithm that allows the robots to maximize

their time at the right location and, therefore, synchronize their movement with

the changing environment. In addition, to speed up the process, pulse-coupled

synchronization was also implemented among the robots. The utilized signal is

the blink of a light that could be detected via a line-of-sight sensor on the robots.

Interestingly, the PCO synchronization algorithm was modified to allow for near-

synchronization instead of perfect synchronization, to avoid physical interference

(e.g. path obstruction) among robots.

Wang et al. (2016), implemented an algorithm inspired by firefly synchronization

to align the headings of robots in a swarm via exchange of short pulses. In this case,

the orientation of the robot represented its phases, and synchronization equated to

alignment. A similar approach had been presented earlier (Sepulchre et al., 2007),

however it involved continuous sensing of all surrounding robots, instead of being
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pulse-based.

The works presented in the above three paragraphs focused on motion synchro-

nization. Although PCOs were studied in moving oscillators, in those studies the

position of the robot in an environment is coupled to its phase. Therefore, there is

no effect of an independent spatiotemporal motion on a temporal-only dynamics as

it is the typical case of MPCOs as presented in Sec. 2.4.

In an attempt to avoid interference among robots performing a foraging tasks,

Wischmann et al. (2006) studied PCO synchronization using sound signals. In Wis-

chmann and Pasemann (2006), firefly-like synchronization of periodic acoustic sig-

nals emerged spontaneously after evolving a swarm behavior that maximized forag-

ing by communicating the presence of food between robots. In a similar foraging

scenario, Chevallier et al. (2011) investigated synchronization among subpopulations

of agents. It was observed that this reduced the chances of collisions or obstruction

between robots.

Silva et al. (2015) studied PCO synchronization in a swarm of robots, analyzing

also the effect of topological changes on the synchronization rate. Unlike MPCOs,

oscillators (robots) here were static cellular automata and topological changes were

modeled by randomly removing some of the connections. Therefore, this setup is

not totally equivalent to MPCOs.

In contrast to the aforementioned works, Sutantyo and Levi (2013, 2015) used

a variant of PCOs to achieve desynchronization in a swarm of underwater robots.

As with sensor networks, desynchronization facilitates time division medium access

(TDMA). This allows robots to communicate at different time slots without inter-

fering with each other.

2.6 Summary

In this chapter, the basic principles of synchronization were presented. Special em-

phasis was given to phase oscillators, where only the phase (or current point along

the oscillation cycle) needs to be synchronized. In particular, the chapter focused on
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oscillators interacting via pulses, or pulse-coupled oscillators. Subsequently, recent

results in mobile pulse-coupled oscillators were described. In these, oscillators rep-

resent physical agents moving in an environment, in which agent mobility influences

the network topology and, as a consequence, the synchronization rate. Previous

works have reported that, depending on the topology and system parameters, differ-

ent synchronization regimes appear. This thesis focuses on the study of the emerging

dynamical regimes with a view towards applications in technical domains. In this re-

spect, previous approaches to pulse-coupled oscillators networks and swarm robotic

systems were recounted in this chapter.



Chapter 3

Towards Firefly Synchronization

in Swarms of Mobile Agents1

The previous chapter showed the growing interest in synchronization of mobile pulse-

coupled oscillators, both as an abstract non-linear dynamics physics problem and for

its applications in technical domains, such as sensor networks and swarm robotics.

In most works, agents interacting with the neighbors within a local range were

considered. In this scenarios, synchronization occurs monotonically faster as agent

speed increases, as shown in Figure 2.6 (solid line). However, Prignano et al. (2013)

found a nonmonotonic dependence if agents interact only with their nearest neighbor,

as shown in Figure 2.6 (dashed line). Depending on their speed, synchronization

emerges as a slow process through spreading of the local coherence, as a fast process

where global synchronization dominates, or it is inhibited for a range of intermediate

speeds.

In this chapter we study a different kind of interaction, in which agents are

influenced only by others in their cone of vision. This is a potentially more realis-

tic scenario for technical applications than nearest neighbor interaction, given that,

without knowledge of the position of every member of the population, a particular

agent cannot know whether it is the nearest neighbor to another agent. Moreover, al-

though omnidirectional range interactions are common in sensor networks or swarm

1This chapter has been adapted from Perez-Diaz et al. (2015).
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robots, some sensing modes involve a detection cone, such as a camera or parabolic

antennas. We build on the work by Prignano et al. (2013) and show that, with a

cone of vision interaction, not only the speed of the agents, but also their angle and

range of interaction can tune the appearance of this intermediate regime. Specif-

ically, we show that by tuning the angle and range of vision, both the monotonic

and the nonmonotonic behaviors described earlier can be obtained. These results

are first demonstrated in abstract simulations, where agents are point-like particles.

Subsequently, our findings are validated in a robotic simulator, where the effects of

embodiment are taken into account.

This chapter is organized as follows. Section 3.1 introduces the methods used,

including the oscillator and neighborhood models as well as the synchronization

metric. Section 3.2 presents the experiments performed in a particle simulator and

compares the results with those of Prignano et al. (2012, 2013). Section 3.3 shows

the effects of embodiment and physical constraints in a robot simulator. Finally,

Section 3.4 concludes the chapter.

3.1 Methods

We consider a population of N agents moving with constant speed V in a bounded

square 2-D environment of side length L. Each agent possesses an associated internal

oscillator. When an agent reaches the scene boundary it will randomly reorient

its motion to a direction uniformly selected from the range
[
−π

2 ,
π
2

]
with respect

to the wall’s normal. This is in contrast to many previous approaches (Prignano

et al., 2012, 2013; Wang et al., 2014, Wang et al., 2015), where periodical boundary

conditions were considered (topologically equivalent to a torus). A bounded scenario

was preferred here for realism and practical feasibility.

Two sets of simulations were realized. Firstly, we analyze an abstract model,

where each oscillator behaves as a point-like particle. Secondly, we study the effects

of physical constraints and embodiment on a robot simulator. The robot chosen for

these simulations was the e-puck (Mondada et al., 2009).
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Figure 3.1: Dynamics of two oscillators, where the bottom one influences the top one.
Left: Oscillator model and interaction as described in Sec. 3.1.1. Right: Oscillator
as implemented in the robot simulations. During the refractory period (only shown
for the upper oscillator) the oscillator is not influenced by any interaction. Outside
the refractory period multiple consecutive interactions are allowed, as it will benefit
synchronization.

3.1.1 Oscillator Model

The model of the internal oscillator of each agent, i, is a simple integrate and fire

oscillator,

dφi
dt

=
1

τ
, (3.1)

where its phase, φi ∈ [0, 1], grows linearly in time with period τ , until a threshold,

φthres = 1, is reached and a firing event occurs. Upon firing, the oscillator resets

its phase to 0, and the phase of the neighbors, φn, is updated multiplicatively by a

factor ε (Christensen et al., 2009; Prignano et al., 2012, 2013), as follows (see Fig.

3.1 left):

φi
(
t−
)

= 1⇒


φi (t+) = 0

φn (t+) = (1 + ε)φn (t−) .

(3.2)

3.1.2 Neighborhood Model

An agent, A, is considered neighbor of another, B, if and only if B lies inside the

cone of vision of A, that is, the circular sector centered in A, with radius R and
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θ

R

A

CB

A

ER

Figure 3.2: Top-left: Cone of interaction. Center-left: Occlusion in the robot simu-
lation; C cannot be seen from A. Bottom-left: Interaction range used in Prignano
et al. (2012). The red arrows indicates the direction of the interaction. Right: Ex-
ample of different interactions. A is neighbor of B and C; B has two neighbors, A
and D; A and E have no neighbors and E is not a neighbor of any other agent.

angle θ, and oriented in the direction of motion of A (see Fig. 3.2 top-left). If A is

a neighbor of B, then B will influence A when applying Eq. 3.2.

The bottom-left panel in Fig. 3.2 shows the frequently used interaction range. In

that case, agents that lie within a certain distance, R, from another are considered

its neighbors. By contrast, regardless of the shape of the interaction region, our cone

assigns the neighborhood in the opposite direction. That is, if B can be seen by A,

then A is B’s neighbor. This choice was made to emulate a natural scenario, where

the flashing of a firefly would only be recognized by those insects that are currently

seeing it. Note, however, that for θ = 360◦ this interaction becomes equivalent to

the interaction range.

In contrast to the nearest neighbor interaction described in Prignano et al. (2013)

where each oscillator has precisely 1 neighbor, in our model any given agent could

have from 0 to potentially N−1 neighbors (see Fig. 3.2 right for examples of different

interactions). In this aspect, this is similar to the interaction range scenario.

The dimensions of the cone of vision that were studied are shown in Table 3.1.
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Note that any R greater than
√

2L, the length of the diagonal, is equivalent to an

infinite range.

Table 3.1: Dimensions of the Cone of Vision
Parameter Value

R [0.05L, ∞)
θ [10◦, 360◦]

3.1.3 Particle Simulations

The particle simulations were performed in an event-driven manner. The posi-

tions, phases and orientations of the oscillators were updated either when a wall was

reached by a particle or when an oscillator reached the firing threshold. In this way

we simulated pure continuous time and equation (3.1) is integrated exactly.

Given that some agents may fire upon receiving a phase update from a firing

neighbor and, it turn, could elicit further firings, in the particle simulation this

interaction occurs instantaneously in frozen time. This also implies that, if two

firings are received at the exact same time, a single phase update will take place.

3.1.4 Robot Simulations

3.1.4.1 Robot and Simulator

The robot simulations were performed using the open-source Enki simulation toolkit

(Magnenat et al., 2007). Enki provides a faster than real time simulation of the

physics and dynamics of colonies of robots, and it contains a built-in model of

the e-puck (see Fig. 3.3). This robot weighs 152 g and its body is modeled as a

differential-wheeled cylinder of diameter 7.4 cm. The distance between the wheels is

5.1 cm. Their speed can be set independently within the range [−12.8, 12.8] cm/s.

The length of the control cycle was set to ∆t = 0.1 s and the physics was updated

100 times per second. The choice of simulator is supported by the work of Gauci

et al. (2014a,b) where swarm controllers synthesized using Enki were successfully

validated with up to 40 physical e-pucks.

The e-puck is equipped with eight short-range infra-red proximity sensors and
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Figure 3.3: The robot environment in Enki showing 20 e-pucks in a 100 cm square
arena. The robots with the red LED ring turned on are firing.

a proximity camera located at its front. The camera has a resolution of 640 (hori-

zontal) by 480 (vertical) RGB pixels, with a corresponding 56◦ horizontal viewing

angle. The full image cannot be processed or stored in the dsPIC of the robot. Nev-

ertheless, a subsampled image can be acquired at 4 frames per second (Mondada

et al., 2009).

The proximity sensors are used to implement a simple wall avoidance algorithm.

When the distance to a wall is smaller than a certain value, the robot reorients itself

as described at the beginning of Section 2. In order to keep the robot simulation as

close as possible to the particle simulation, no explicit robot-robot collision avoidance

mechanism was employed. We carried out preliminary tests with Enki and the

physical e-pucks, and found that the circular shape of the robot allows two agents

to come in contact and slide past each other.
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3.1.4.2 Oscillator

The phase of the robot’s oscillator is updated according to the discrete version of

(3.1),

φi (tn) =
∆t

τ
φi (tn−1) , (3.3)

where tn represents the nth control step. Once the phase reaches the threshold and

is reset to 0, the red LED ring on the contour of the robot is switched on and kept

lit for a certain interval.

3.1.4.3 Cone and Interaction

The agents take snapshots using their camera, which is pointed in the direction of

motion. In Enki, the camera can be set to capture images of objects within a cer-

tain distance range and angle of view, which directly implements the neighborhood

model. If a certain robot is firing, and thus having its LEDs on, it will be detected

by the camera of its neighbors and lead to an update of their phases according to

(3.2). However, in contrast to the particle simulation, in this case a direct line of

sight between the two agents is also required. Therefore, the effects of occlusion by

other robots is taken into account (see center-left panel in Fig. 3.2).

In the particle simulation the interaction between oscillators occurs instanta-

neously. In a real robot scenario that would be impossible. For a robot to observe

a flash it must record and process the snapshot of its camera (Christensen et al.,

2009). This process inevitably gives rise to delays. For this reason, the LEDs are

kept on for a certain time, tLED. Because of the necessary latency of the flashing

signal and the delays in processing it, an oscillator could get displaced from syn-

chrony if it detects more than one firing. To compensate for this effect, a refractory

period, tref was added immediately after each agent has fired. During this interval

the oscillator is not influenced by any interaction (Kuramoto, 1991; Nymoen et al.,

2013) (see Fig. 3.1 right). We have found experimentally that keeping the LEDs on

for four control cycles, tLED = 4∆t, while staying in the refractory period for eight

cycles, tref = 8∆t allowed the robots to achieve and sustain synchronization.
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Even though the actual camera of the e-puck is directional and has a limited field

of view (approx. 56◦), we assumed that it can detect images of up to 360 degrees

for the sake of completeness.

3.1.5 Synchronization Metric

In order to measure the level of synchrony of the system, a certain oscillator, φ1,

is selected as reference, and upon its kth firing, at time Tk, we calculate the order

parameter (Prignano et al., 2012, 2013), defined as follows,

η (Tk) =
1

N

N∑
i=1

cos (2πφi (Tk)) . (3.4)

As it is calculated at the moment of firing of the reference oscillator, this function

measures the average phase difference between the other oscillators and the reference.

It increases monotonically with the degree of synchronization, from η (Tk) = 0 for a

totally uniform phase distribution, to η (Tk) = 1 for complete synchronization.

The simulation is stopped once the order parameter arrives to a certain thresh-

old, ηsync ' 1; in this case we consider the system to be synchronized. Moreover, we

count the number of cycles, k, of the reference oscillator elapsed until synchroniza-

tion. From this point, we will refer to this value as Tsync. This synchronization

time is a good measure of how long it takes for a system to achieve coherence

independently of the oscillation period.

For practical reasons, we halted any simulation where T exceeded a certain

censoring threshold, Tcens, before synchronization is achieved. This censoring is

taken into account when calculating the mean of Tsync over several repetitions (see

Appendix A for further details).
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3.2 Particle Simulation Results

We performed the particle simulations with the parameters shown in Table 3.2. We

studied the effect of varying the cone dimensions for 30 different speeds, V . We

explored a set of 18 angles of view, θ, and 14 radii, R, from the ranges in Table 3.1.

For each combination of V , θ, R the simulations were repeated 100 times, where the

initial phases, positions and orientations of the oscillators were randomly chosen.

Figure 3.4 shows the average synchronization time, Tsync, as a function of the

speed of the oscillators, for several angles, θ, and radii, R, of the cone of interac-

tion. We obtained both the monotonic dependence characteristic of the range of

interaction and the nonmonotonic relationship of the nearest neighbor interaction.

For large angles and large cone radii Tsync is a strictly decreasing function of V .

However, as the size of the cone decreases (either θ or R decrease), the monotonicity

is broken, and an intermediate region appears where the synchronization is totally

impeded. This intermediate regime varies from a small bump in the curve, to a dras-

tic inhibition of synchronization, for relatively narrow and short interaction cones.

Furthermore, we observe that, when present, the onset of the intermediate regime

varies as a function of R. For comparison, the behavior for a nearest neighbor in-

teraction, for the same setup is depicted with a dashed-line. The resemblance to

our case becomes apparent in the second plot in Fig. 3.4 (R = 0.25L), where the

intermediate regime coincides for the same range of speeds.

For further insight, Figure 3.5 displays the dependence of Tsync as a function of

the ranges of interaction for several angles of vision. Here we perceive three clearly

distinct sectors corresponding to the three dynamical regimes. Narrow angles exhibit

Table 3.2: Parameters of the Particle Simulation
Parameter Value

N 20
L 200 cm
τ 1 s
ε 0.1
V

[
10−2, 102

]
cm/s

ηsync 1− 10−6

Tcens 107
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Figure 3.6: Effects of decreasing the environment size for R = 0.25L in the particle
simulation. The dashed lines represent the log-log plot of Tsync as a function of V for
L = 200 cm whereas the solid lines depict the corresponding curves for L = 100 cm.

a low degree of synchronization and the three areas are visibly separated. As the

cone widens, the intermediate regime gradually disappears and gets relegated to the

small radii region of the graph. Concurrently, a monotonic gradient of Tsync as a

function of V appears and gradually spreads over all values of R. In the limit when

θ → 360◦, which is equivalent to a range of interaction, the synchronization time

decreases monotonically with V and R as in Prignano et al. (2012).

The experiments corresponding to R = 0.25 were repeated for four additional

environment sizes (L = 50, 100, 300 and 400 cm). In agreement with the results of

Prignano et al. (2013), the location of the intermediate regime varies proportionally

with the environment size. This relationship is not trivial, given that for a change of

L not only the relative speed, V , changes but also the density of oscillators. Figure

3.6 shows the shift in speeds of Tsync from L = 200 cm to L = 100 cm.
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Table 3.3: Parameters of the Robot Simulation
Parameter Value

N 20
L 200 cm
τ 8 s
ε 0.1
V 2

[
10−2, 12.8

]
cm/s

ηsync 0.95
Tcens 104

∆t 0.1 s
tLED 0.4 s
tref 0.8 s

3.3 Robot Simulation Results

We performed the robot simulations with the parameters shown in Table 3.3. For the

initial experiments we used a scenario of the same size as in the particle simulation

(L = 200 cm). Nevertheless, the maximum speed of the e-pucks is 12.8 cm/s, which is

significantly lower than the maximum investigated speed in the particle simulations

(100 cm/s). We set τ = 8 s in order to keep the number of oscillation cycles it takes

for an agent to cover L approximately equal in both simulations.

Conditioned by the fact that embodied simulations are several orders of magni-

tude more costly to perform than particle simulations, we set lower synchronization

and censoring thresholds compared to the particle simulation. By applying Eq. 3.4

to a system with 20 agents, ηsync = 0.95 implies that the firing time of any indi-

vidual is not shifted further than 0.01τ from all other firings, which is equivalent

to the threshold suggested in Christensen et al. (2009). Tcens = 104 with τ = 8 s

corresponds to 22 hours, much longer than what an e-puck can run continuously.

The effect of varying the cone dimensions was studied for 30 different speeds. We

selected five different angles of interaction, θ, and six interaction radii, R, from the

ranges in Table 3.1. For every combination of V , θ and R we performed 25 trials,

where the initial phases, positions and orientations of the robots were randomly

chosen. Additionally, we ensured that the random initial positions of the e-pucks

were physically possible, i.e. no two individuals can occupy simultaneously the same

space.

2Although the e-puck cannot move at 0.01 cm/s, this lower limit was set for completeness.
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The results of these experiments are shown in Figure 3.7. Despite the changes in

implementation with respect to the particle simulation, the same essential behavior

is found (cf. Fig. 3.4). The nonmonotonic relationship of Tsync with respect to

V is observed. For cones of vision of increasing dimensions, a single monotonic

regime dominates. However, in the case of embodied robot simulations, we observe

a stronger prevalence of the intermediate regime than in the particle simulation. For

instance, for R =∞ and θ = 60◦ we still observe an inhibition of the synchronization

in the robot simulation, whereas in the particle simulation this is almost completely

smoothed out.

The simulations corresponding to R = 0.25L were repeated for two smaller

environment sizes (L = 100 and 150 cm). In contrast to the particle simulation, we

observe that the inhibitory regime disappears for L = 100 cm for some of the studied

angles (Fig. 3.8), instead of the shift in speeds previously obtained. We ascribe this

difference to the effect of occlusion. For large environments, i.e. low robot densities,

the effect of the physical size of the agents can be neglected. However, for an

environment densely populated with robots, occlusion will occur more frequently.

This will, inevitably, influence the rate at which agents change neighbors.

3.4 Discussion

This chapter presented a new case study on the emergence and tuning of synchroniza-

tion in mobile pusle-coupled oscillators and it has showed a possible implementation

on a swarm of robots.

Prignano et al. (2013) hypothesized that the occurrence of the intermediate

regime when agents influence only their nearest neighbors might be related to the

rate of change of neighbors. Our results support this hypothesis, given that a smaller

cone of interaction (both in angle and range) implies a higher frequency of neigh-

borhood change. Moreover, for very wide angles, our results approach those of

Prignano et al. (2012), where all agents within a certain distance from a firing agent

are influenced. The dimensions of the cone of vision allow to connect both cases,
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Figure 3.8: Effects of decreasing the environment size for R = 0.25L in the robot
simulation. The solid lines represent the log-log plot of Tsync as a function of V for
L = 100 cm (top) and L = 150 cm (bottom).

thus yielding a natural extension of the aforementioned work. We have shown that

global synchrony can be tuned both with the speed of the agents and the character-

istics of their interaction. Further analysis is needed to understand the underlying

mechanism that governs the dynamical regimes of the system.

The work of Prignano et al. (2013) suggested a possible discontinuity in the

intermediate regime, where the synchronization is completely inhibited (i.e. Tsync =

∞) with a nearest neighbor interaction. In our case, the synchronization time is
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computationally incalculable for small cones of vision. Nevertheless, we observe a

gradual change of the behavior for the intermediate range of speeds, from a slight

impediment to a large inhibition of the synchronization. This could indicate that

such a discontinuity might not exist in the present case until the size of the cone

becomes infinitely small. However, this hypothesis remains unproven. In practice,

the intermediate regime acts as a true boundary to synchronization.

It is worth noting that, to the best of our knowledge, this nonmonotonic de-

pendence has only been observed elsewhere with a phase update such as the one

described in Eq. 3.2 and with agents influencing their nearest neighbor (Prignano

et al., 2013). Chapter 5 discusses how the type of neighborhood and the phase

update rule can affect this emergent behavior.

In addition, an implementation on a swarm of e-pucks is simulated. For a suf-

ficiently large environment, this yielded similar results to the particle simulation

despite the physical constraints of the system, such as occlusion, collisions between

agents and a non-instantaneous interaction. However, for a small environment,

where the robots would be closer to each other, the effects of embodiment (i.e. oc-

clusion, collision) become apparent. The intermediate regime is no longer present

for some configurations.

The cone of vision was chosen due to its applicability in a robotics scenario.

We demonstrated that the synchronization of the system can be inhibited under

certain conditions. This becomes relevant when applying algorithms that rely on

synchronization to robots that interact with each other using an interaction akin

to the cone of vision. An example would be to apply the fault-detection method

proposed by Christensen et al. (2009) on robots with a directional camera, whereas it

was originally implemented on robots with an omnidirectional camera. Our findings

suggest that depending on the dimensions of their field of view, the speed of the

agents would affect the performance of this algorithm.





Chapter 4

Emergence and Inhibition of

Synchronization in Robot

Swarms1

The previous chapter described how different dynamical regimes can emerge in firefly

synchronization of a swarm of mobile agents interacting with each other through a

cone of vision. The presented results are indicative of the effects it can cause on

practical applications in a real swarm of robots or a sensor network. As explained

in Sec. 2.5.1 synchronization or the lack thereof could be beneficial depending on

the desired use. Most of the work presented in Chapter 3 refers to simulation

of dimensionless agents. An initial validation with a robot simulation was also

performed. However, realism was lacking as robots performed an instantaneous

reorientation when approaching the scenario’s walls. In addition, collision avoidance

was not executed. Instead, robots slided past each other when they enter in contact.

Although this is possible with the used e-puck robots due to their circular shape,

this type of contact between robots may be detrimental in other cases.

This chapter extends our previous work and focuses on embodied agents that

signal their pulses visually using LED lights and are influenced only by others in

their cone of vision. We study the parameters that influence synchronization in a

1This chapter has been adapted from Perez-Diaz et al. (2016a).
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simulated robotic environment. In this occasion realism was a priority in our exper-

iments. Firstly, number of pixels instead of camera angle was used to manipulate

the dimensions of the cone of vision. And secondly, obstacle avoidance and realistic

reorientation at walls were implemented using the robots’ infrared sensors. Finally,

we present a validation of the simulation results with physical robot experiments.

In the robotic implementation the processing delays are also taken into considera-

tion. The presence of the three dynamical regimes as a function of robot speed is

observed, confirming experimentally our previous results.

This chapter is structured as follows. Section 4.1 introduces the methodology,

with an overview of the system as well as a description of the agents’ temporal and

spatial dynamics. Section 4.2 presents the simulation setup and results, with an

analysis of the effect of the parameters involved. Section 4.3 describes the robotic

trials and confirms experimentally the simulated results. Finally, Section 4.4 con-

cludes the chapter.

4.1 Methods

We consider a group of N robots moving in a walled square arena of length L.

Every robot possesses an associated internal oscillator. The completion of a robot’s

oscillation cycle is signalled visually, and can be detected by neighboring robots

(see details below). Thereby, the robots can influence each other in an attempt to

synchronize their oscillators.

4.1.1 Robotic and Simulation Platforms

The robot used is the e-puck (Mondada et al., 2009), which is a differential-wheeled

cylindrical robot of 7.4 cm in diameter (Fig. 4.1(a)). The distance between the

wheels is 5.1 cm, and their speed can be set independently within the range [-12.8,

12.8] cm/s. The e-puck is equipped with a ring of red LED lights, eight short-range

infra-red proximity sensors and a camera located at its front. The camera has a 56◦

horizontal viewing angle, with a resolution of 640 × 480 RGB pixels. Each robot
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Figure 4.1: (a) An e-puck robot. (b) Simulation setup in the Enki simulator. The
overlaid drawing illustrates an e-puck’s field of view, where a few pixels have detected
a flashing robot (note that the actual amount of pixels in Enki is 60).
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Algorithm 1 Oscillator dynamics

Require: φ← random (0, τ) . Initialize φ randomly within [0, τ)
Require: φref ∈ [0, τ) ∧ φLED ∈ [0, τ) ∧ φref ≥ φLED
Require: ε > 0
1: procedure Oscillator
2: φ← φ+∆t . Linear increase of phase
3: if φ > φref then . If phase is outside the refractory period
4: if wasFlashDetected then
5: φ← PhaseUpdate(φ) = (1 + ε)φ
6: end if
7: end if
8: if φ ≥ τ then . If a full oscillation cycle is complete
9: φ← 0

10: turnLEDsOn();
11: end if
12: if φ > φLED then . If the cycle is outside the flashing period
13: turnLEDsOff();
14: end if
15: end procedure

signals the completion of a cycle of its internal oscillator by activating its red LED

ring for a short duration. This, in turn, can be detected by another robot with its

camera if the flash is in its field of view (cone of vision).

The robot simulation was performed using the open-source Enki library (Magne-

nat et al., 2007), see Fig. 4.1(b). Enki provides a faster than real time 2-D simulation

of the physics and dynamics of groups of robots, and it contains a built-in model

of the e-puck. In Enki the camera capture is a single row of 60 pixels spanning the

field of view of the e-puck.

4.1.2 Oscillator Dynamics

Algorithm 1 presents the dynamics of each agent’s internal oscillator. The dynamics

is described by the value of its phase φ ∈ [0, τ ] ∩N, which is initialized at random2.

The procedure Oscillator is executed every control cycle (∆t � 1 s). At the

beginning of each cycle φ is advanced by ∆t (Line 2). When the threshold φ = τ is

reached a firing event occurs (Lines 8-11). At that moment the oscillator starts a

new cycle by resetting its phase to 0, and turns on its red LEDs for a certain period

2All random numbers used in this chapter are generated using uniform distributions.
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Algorithm 2 Modified phase update function to compensate for camera delay

Require: ∆ ≥ 0, ∆� φLED . Average camera delay
Require: φref ∈ [0, τ)
Require: ε > 0
1: function phaseUpdate′(φ)
2: φ← (φ−∆) mod τ . Phase at estimated time of flash
3: if φ > φref then . If phase at time of flash is outside the refractory period
4: φ← (1 + ε)φ
5: end if
6: if φ > τ then . If this would have triggered a new oscillation cycle
7: φ← 0
8: turnLEDsOn();
9: end if

10: φ← φ+∆ . Calculate current phase
11: return φ
12: end function

of time to signal the firing to neighboring agents. The active LEDs of an agent can

be perceived by the camera of another agent. In that case, the later would update its

phase multiplicatively by a factor ε (Prignano et al., 2012, 2013; Christensen et al.,

2009; Perez-Diaz et al., 2015) (Lines 4-6),

φ← (1 + ε)φ . (4.1)

Note that, contrary to the previous chapter, here φ is restricted to the naturals

instead of the interval [0, 1] ∈ R. The e-puck lacks a floating-point unit, therefore

all stored and calculated values must be integers. This not only has an effect on the

precision of φ but also results in rounding in Eq. 4.1.

The LEDs of a robot need to be active for a sufficient amount of time, φ ∈

[0, φLED] (Lines 12-14) to ensure that the cameras of other robots can detect it. In

addition, because of the necessary duration of the flashing signal and the delays in

processing it, an oscillator could get displaced from synchrony if it detected a firing

shortly after starting a new cycle. To compensate for this effect, a refractory period,

φ ∈ [0, φref ] was added during which an oscillator is not influenced by any other

(Kuramoto, 1991) (Line 3).

We found empirically that accounting for the average delay due to the frame

rate (∆ = ½framerate−1 � φLED) yielded a more stable synchronization in the
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real e-puck implementation. The function phaseUpdate in Alg. 1 is replaced by

phaseUpdate′, defined in Alg. 2. The basic principle is to apply the phase update

due to an LED flash detected at time t to the phase at time t − ∆, as if it had

been perceived instantaneously (Line 2). Subsequently the phase is advanced by ∆

to obtain the current value (Line 10). Note that setting ∆ = 0 in Alg. 2 yields the

original behavior described in Alg. 1.

4.1.3 Motion Controller

Each robot moves in a straight line with speed V while there are no obstacles blocking

its way. A collision avoidance algorithm is used to avoid running into walls or other

robots. This algorithm implements a small turn if a robot is detected and a random

reorientation upon encounter with a wall. The distinction between other robots and

walls is determined heuristically by the time spent near the obstacle (see Appendix

B for code and detailed description).

4.2 Simulation

4.2.1 Setup

Simulations were performed for a range of values of the system parameters: size of

the environment L, number of robots N , oscillator period τ and phase update factor

ε. The LED and refractory periods were fixed to φLED = 0.075 τ and φref = 0.15 τ

respectively for all simulations. In addition, the effects of the dimensions of the

cone of vision were studied by considering only certain fractions of the total camera

pixels: from 4 to 60 pixels centered at the middle of the row. All the combinations of

parameters were simulated in 200 trials for a range of 20 agent speeds V , from near

stop to the maximum e-puck speed. In all trials the initial positions, orientations

and phases of each robot were set at random.

In order to measure the level of synchrony, a certain robot is selected as reference.

At the time of its kth firing, Tk, the complex order parameter is calculated as follows
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Figure 4.2: Synchronization time Tsync (in number of cycles) as a function of agent
speed V for a variety of parameters. (a) Varying the arena size L while fixing
N = 10, τ = 5 s and ε = 0.1. (b) Varying the number of agents N while fixing
L = 60 cm, τ = 5 s and ε = 0.1. In all cases φLED = 0.075 τ , φref = 0.15 τ and
the full image was considered (i.e. 60 pixels). The dashed lines in this figure and
Fig. 4.3 correspond to the exact same parameter configuration. Points (Vm, Tm)
and (Vp, Tp) denote the synchronization speed and time for the local minimum and
the peak in the intermediate regime.
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Figure 4.3: Synchronization time Tsync (in number of cycles) as a function of agent
speed V for a variety of parameters. (a) Varying the oscillation period τ while fixing
L = 60 cm, N = 10 and ε = 0.1. (b) Varying the update factor ε while fixing L = 60
cm, N = 10 and τ = 5 s. In all cases φLED = 0.075 τ , φref = 0.15 τ and the full
image was considered (i.e. 60 pixels). The dashed lines in this figure and Fig. 4.2
correspond to the exact same parameter configuration. Points (Vm, Tm) and (Vp, Tp)
denote the synchronization speed and time for the local minimum and the peak in
the intermediate regime.
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(Arenas et al., 2008),

r(Tk)e
i
2πφ(Tk)

τ =
1

N

N∑
j=1

ei
2πφj(Tk)

τ , (4.2)

where φ(Tk) is the mean phase and modulus r(Tk) measures the level of synchrony,

from r(Tk) = 0 for a totally incoherent system, to r(Tk) = 1 for complete synchro-

nization. This metric is related, although not exactly equal to Eq. 3.4, used in

the previous chapter. The simulations were stopped once r(Tk) reaches a threshold

rsync, set here to rsync = 0.95 as in the previous chapter. We have observed that

from this point synchronization becomes stable3. The number of cycles k to syn-

chronization is recorded. We refer to this value as the synchronization time Tsync.

This measure represents how long it takes the system to synchronize independently

of the oscillation period.

4.2.2 Results

Figures 4.2 and 4.3 show the synchronization time Tsync for a variety of parameters.

We observe three clearly distinct regimes. For slow agent speed the system takes long

to synchronize and Tsync decreases with V . For high enough speeds synchronization

occurs significantly faster and Tsync also decreases with V . For an intermediate

range of speeds the monotonically decreasing dependence observed in the other two

regimes is broken, observing a local maximum. The precise position and strength of

this peak, as well as the local minimum that precedes it, depend on the oscillator

parameters.

We performed a least-square fitting of Vp and Vm, the speeds at which the inter-

mediate regime peak and the preceding minimum occur respectively (Fig. 4.3 (a)),

with respect to each parameter and found that,

Vm ∝
εL

N3/2
and Vp ∝

εL

N1/2
,

3We consider the synchronization to be stable if the system continues in coherence (r(Tk) & rsync)
from that point in time onwards.
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Figure 4.4: Time Tsync (in number of cycles) required to synchronize 10 agents
moving at speed V in a square arena of side 60 cm while observing different fractions
of the total camera image. The oscillator parameters are the same as for the dashed
lines in Fig. 4.2 and 4.3: τ = 5 s, ε = 0.1, φLED = 0.075 τ and φref = 0.15 τ .

which agrees with the analysis by Prignano et al. (2013) on point-like agents influenc-

ing their nearest neighbor. No clear dependence of either point with τ was found. In

addition, we found the following relationships for the corresponding synchronization

times, Tp and Tm, for both points,

Tp,m ∝
LeN

τ2
+Kp,m ,

where Kp,m are some constant offsets. No evident dependence with ε was found.

Figure 4.4 shows the effect of changing the dimensions of the cone of vision by

considering different amounts of pixels as described in the previous section. The

three synchronization regimes can be clearly identified over the whole considered

range of pixels. In addition, we observe that the synchronization time increases for

all speeds as the number of pixels is reduced (narrower cone of vision).



Emergence and Inhibition of Synchronization in Robot Swarms 59

Figure 4.5: Snapshot of the experimental setup with 10 physical e-puck robots
in a square arena of side length L = 60 cm. The active LED rings are detected
and superimposed as green circles. The lower strip shows an evolving histogram
of the number of LED rings detected over time. The system is considered to be
synchronized if the distribution of the histogram around the current peak has a
standard deviation smaller than two frames.

4.3 Physical Implementation and Experiments

4.3.1 Setup

Physical experiments were run in parallel with two groups of 10 e-pucks4 in one

of two adjacent 60 × 60 cm2 white-walled arenas. Five trials for 10 different robot

speeds were performed, starting with random initial phases until the system achieved

global synchrony (see below for details). The robots’ initial positions were randomly

4Hardware revision HWRev 1.2. http://www.gctronic.com/doc/index.php/E-Puck
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selected from a 5×5 grid with 10 cm spacing between points and equal padding to the

walls. The initial orientations were randomly selected at 45◦ degree intervals. The

experiments were performed in total darkness, and the robots only started moving

once the room lights were switched off. In a few trials, a robot stopped moving and

was unable to recover, or the battery ran out and accidentally restarted (resetting

its phase). In such cases, the trial was discarded and repeated.

The software was implemented utilizing functions of OpenSwarm, an embedded

operating system running directly on each e-puck (Trenkwalder et al., 2016). The

LED detection was performed at approximately 8 frames per second (FPS) by an-

alyzing a single row of the acquired camera image (20 pixels with a 32× digital

zoom). If two or more pixels were identified as red, a firing was considered to be

detected. In addition, the LED indicating a low battery voltage was covered with

tape to prevent false-positive flash detections.

A web camera was positioned at 110 cm above each arena and was used to record

the trials and to measure the level of synchrony in real time. For this purpose, track-

ing software was developed using OpenCV that counted the number of detected red

LED rings at each frame. The system was considered to be synchronized when the

standard deviation of the ring counts over time was smaller than two frames, which

corresponds to approximately 130 ms with our setup and ensured that synchroniza-

tion was stable thenceforth (see Fig. 4.6). This threshold approximately corresponds

to rsync = 0.95 in accordance with the simulation setup (Sec. 4.2.1) (see Appendix

C). The time required to achieve synchrony, Tsync, measured in number of cycles,

is recorded. Figure 4.5 shows a snapshot of one experiment with the detected LED

rings and a histogram of the ring count over time.

4.3.2 Results

Figure 4.7 shows the synchronization time Tsync (in number of cycles) required to

synchronize the group of 10 e-pucks as a function of speed. The obtained curve

qualitatively displays the same behavior as in simulation. The slow, intermediate

and fast regimes can be clearly identified.
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Figure 4.6: Time evolution of a robotic experiment trial with V = 12.8 cm/s.
The histogram, counting the number of observed flashes (green circles) per frame
evolves from right to left. Long blue lines mark an interval equal to the oscillator
period, τ . The standard deviation of the histogram during the τ interval is only
calculated when the mode of the distribution passes through the midpoint of the
interval (short blue line). The first row displays the initial moments of the trial.
The standard deviation is first calculated in frame (g). The third row shows the
system reaching and maintaining synchrony. A standard deviation smaller than 2
frames is first detected in frame (j), and it persists over time.
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Figure 4.7: Time Tsync (in number of cycles) needed to synchronize 10 physical e-
pucks moving at speed V in a 60×60 cm2 arena. Black markers: average values over
5 trials. Grey contour: minimum and maximum values over the trials. The oscillator
parameters are the same as for the dashed lines in Figs. 4.2 and 4.3: τ = 5 s, ε = 0.1,
φLED = 0.075 τ and φref = 0.15 τ .

Observation of the trials yields visual confirmation of previous hypothesis re-

garding the underlying mechanisms governing each regime (Prignano et al., 2013;

Perez-Diaz et al., 2015) (see trial videos in the online supplementary material (Perez-

Diaz et al., 2016b)). In the slow regime an agent spends many cycles observing the

same agent(s), or not seeing any other. This helps to form locally synchronized

clusters. However, the whole system does not synchronize globally until a sufficient

amount of neighborhood changes occur. In the fast regime, the opposite effect takes

place. Each agent frequently changes the agents it sees. Therefore, global synchrony

becomes much easier to attain. In the intermediate regime, the two mechanisms

compete with each other. Local clusters are synchronized as in the slow regime, but

they are constantly displaced by the frequent neighborhood changes.
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4.4 Discussion

This chapter studied the presence of three synchronization regimes on a system of

moving embodied pulse-coupled oscillators where the influence between agents is

dictated by their cone of vision. The time Tsync required to synchronize the system

decreases as a function of agent speed in the slow and fast speed regimes. However for

an intermediate range of speeds this dependence does not hold and a local maximum

of Tsync is observed. Building on previous work (Prignano et al., 2013; Perez-Diaz

et al., 2015) we extended the understanding of the system by finding correlations

between key features (namely the local minimum and maximum) and the involved

parameters. In addition, the simulation results were experimentally validated in 50

trials with a group of 10 physical e-puck robots. Five trials were performed for 10

different robot speeds. The low number of trials is attributed to the time consuming

set up process, which includes recharging the robot batteries for a few hours after

every couple of trials. The lack of more data contributes to the large variance of the

results.

The quantitative differences between the simulation and the physical system

may be attributed to several factors. Firstly, real robots present differences from

one another: the system clocks may be slightly different or experience jitter; the

onboard cameras are not equally sensitive; and the proximity sensors vary greatly,

both within the same robot and between robots, which may results in robots not

avoiding obstacles efficiently and getting stuck for periods of time. Secondly, real

robots present other imperfections. For instance, due to the low frame rate of the

robot’s camera, it can miss certain flashings when turning, or when other robots are

too close or far away. Lastly, the simulation does not take into account reflections

of the LED flashes on the arena walls, which can affect the effective field of view.

The biggest shortcoming of our experiments resides on the motion dynamics. As

described in Sec. 4.1.3, robots move in a straight line except when avoiding other

robots or reorienting at random when a wall is reached. The choice was made in

order to build on the work of Prignano et al. (2013) and Perez-Diaz et al. (2015)

(the previous chapter). One could argue that this is not a realistic motion for robots
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in a swarm, which may move independently or coordinately to perform some task.

In lieu of our controller, different random walks could be explored. For instance,

Dimidov et al. (2016) presented an in-depth study of random walks (from Brownian

motion to Lévi walks) in the context of target searching in swarms of robots. It

would be worth investigating the effect of the described motion models on firefly

synchronization in the future.

Further future work could study whether the effect of speed on synchronization

observed here is translatable to other related consensus problems. For instance,

Trianni et al. (2016) studied the time required for a group of robots to converge

to consensus in a similar setup to the one presented here. The authors studied a

system of moving robots interacting with local neighbors within a certain range. As

described in Sec. 4.1, a system of MPCOs influencing neighbors within a certain

range yields a monotonically decreasing dependence of Tsync with agent speed (Prig-

nano et al., 2012), whereas a cone of vision leads to a nonmonotonic behavior. It

would be worth investigating whether neighborhood type has similar effect on the

convergence time in the described consensus problem.



Chapter 5

Robustness of Synchronization

Regimes in Networks of Mobile

Pulse-Coupled Oscillators1

Chapter 2 explained how agent synchronization and desynchronization could be uti-

lized in decentralized multi-agent systems, such as robotic swarms and mobile sensor

networks. It also described how pulse-coupled oscillators were garnering attention

for these systems, due to their simplicity and intrinsically distributed nature. In

these practical applications one is confronted with several challenges. Examples are:

restricted communication range, latency, finite amplitude perturbations due to noise

or jitter, etc. However, only the range interaction has been studied in these practical

contexts, and the effect of perturbations has not been considered.

This chapter presents an in-depth analysis of the conditions and parameters

that control the time required for a system of MPCOs to synchronize. We study the

factors that affect the relationship between synchronization time and agent speed—

from the monotonic dependence observed for range interactions (Prignano et al.,

2012) to the nonmonotonic dependence found with nearest neighbor interactions

(Prignano et al., 2013). Understanding the emergence of the aforementioned inter-

mediate regime is of particular importance because it allows us to enable or impede

1This chapter has been adapted from Perez-Diaz et al. (unpublished).
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synchronization depending on the application. In addition, we study the response of

the system to perturbations such as those encountered in real systems. Our findings

reveal the conditions for the control of clock or activity synchronization of agents

with intermediate mobility.

We start by analyzing the effect of the oscillator’s phase response curve on the

nearest neighbor scenario and find that the inhibitory regime can be eliminated by

adding an appropriate refractory period—an interval of time after emitting a pulse in

which pulses from other agents are not received or taken into account. This is indeed

a necessity in real-world applications. Contrary to idealized systems, propagation of

a signal through physical media incurs latency. The subsequent processing of this

signal also involves delays. Moreover, wireless antennas and other communication

devices may not simultaneously transmit and receive signals (Wang et al., 2014). In

a synchronized system, an oscillator could be pushed out of synchrony if it reacted

to a slightly delayed signal from a neighbor. A refractory period can overcome

problems that arise from these limitations.

Secondly, we analyze the effect of the neighborhood model, which determines

the connectivity between agents. In practical applications a range connectivity may

not always be achievable. Furthermore, an agent may be incapable of determining

whether it is the closest to another agent, rendering the nearest neighbor interaction

impractical. In this work we study three types of connectivity: cone of vision, cone

of emission and k-nearest neighbors connectivities. As discussed in the preceding

chapters, the cone of vision, in which an oscillator is only influenced by others in

its cone of vision, is perhaps the more realistic connectivity in real-world scenarios.

Its counterpart is the cone of emission, where an oscillator is only able to influence

others in its cone of emission. In both cone of vision and emission the dimensions

of such a cone (namely its angle and radius), influence the synchronization time.

For narrow or short cones of vision, the aforementioned nonmonotonic behavior is

found. However, as the size of the cone increases, the intermediate regime disappears,

and synchronization time monotonically decreases with agent speed. Equivalently,

for a system with K-nearest neighbor connectivity, we observe that as K increases
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the intermediate regime becomes increasingly less inhibitory until the monotonic

behavior is found.

Finally, the effect of perturbations on a synchronized system is investigated. We

show that the propagation of this perturbation in the intermediate regime displays

characteristics akin to stable chaos (Politi and Torcini, 2010). In addition, we study

a system with small clock differences (i.e. oscillators with slightly different oscillation

periods), in order to model jitter or manufacturing variations.

This chapter is organized as follows: In Sec. 5.1 we introduce the utilized models

and metrics; Section 5.2 describes the effect of the response curve; Section 5.3 exam-

ines the effect of two neighborhood models on the synchronization curves; Section

5.4 investigates the effect of perturbations on the system; and Sec. 5.5 summarizes

the chapter.

5.1 Methods

We consider a system of N identical mobile agents moving in a two-dimensional

(2D) bounded square environment of side length L. Unless otherwise stated, we set

N = 20 and L = 100.

The adjacency matrix of the network, A(t) = {aij(t)}, defines the neighborhood

of each agent based on geometrical criteria. Due to the mobility of the agents, the

neighborhood evolves over time; aij(t) = 1 if unit j is in the neighborhood of unit i

at time t, and aij(t) = 0 otherwise.

5.1.1 Oscillator Dynamics

Each unit, i, is a simple integrate-and-fire oscillator with free-running dynamics,

dφi
dt

=
1

τ
, (5.1)

where the phase φi ∈ [0, 1] grows linearly in time with period τ (set here to 1 without

loss of generality), until the threshold, 1, is reached and a firing event occurs. Upon

firing, the oscillator resets its phase to 0, and sends an instantaneous pulse to its
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neighbors. The phase of neighboring oscillators is shifted by a certain amount, which

depends on the timing of the incident signal.

Equation (5.2) represents the dynamics of the system at the moment of a firing

of oscillator i at time t,

φi
(
t−
)

= 1⇒


φi (t+) = 0

φj (t+) = φj (t−) + aij(t)Ψ (φj (t−)) ,

(5.2)

where the map Ψ : [0, 1] → R is called a phase response curve (PRC). The factor

aij(t) guarantees that the phase shift is only applied to the current neighbors of the

firing oscillator.

Several PRCs are considered: a multiplicative PRC, which produces an increase

in phase proportional to the current phase (Prignano et al., 2012, 2013; Christensen

et al., 2009); and two PRCs belonging to a class of response curves called delay-

advance in the literature (Wang et al., 2012, 2014; Proskurnikov and Cao, 2015),

which cause a decrease (inhibition) of the phase for φ ≤ 0.5 and an increase (exci-

tation) for φ > 0.5.

Equation (5.3) describes the multiplicative (Ψmult) PRC, whereas Eqs. (5.4) and

(5.5) describe the delay-advance PRCs, that we will call sawtooth (Ψsaw) and sine

(Ψsine), respectively.

Ψmult(φ) = εφ forφ ∈ (D, 1] (5.3)

Ψsaw(φ) =


−κφ, forφ ∈ (D, 0.5]

κ(1− φ), forφ ∈ (0.5, 1]

(5.4)

Ψsine(φ) = −κ sin(2πφ) forφ ∈ (D, 1] (5.5)

Constants ε ∈ R≥0 and κ ∈ [0, 1] characterize the strength of the interaction.

The interval [0, D], with 0 ≤ D < 0.5, is the refractory period, during which no

phase update is produced (Ψ = 0). As mentioned in the introduction, the refractory
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period is necessary in practical applications to counter physical delays as well as

other technical constraints. In all cases, the resulting phase after the update, φ(t+),

is capped to 1, in order to prevent overshooting. In other words, for any PRC, Ψ,

the effective phase response curve is Ψeff (φ) = min (1− φ, Ψ(φ)). Figure 5.1(a)

shows examples of the three PRCs, where the aforesaid restriction has been taken

into account.

Given that some units may fire upon receiving a phase update from a firing

neighbor and, in turn, could elicit further firings, the phase shift is performed at

frozen time until the phases of all oscillators have been updated. In addition, if

more than one firing is simultaneously received by the same oscillator, a single

phase update takes place.

5.1.2 Motion Dynamics

The units are initially placed at randomly chosen positions within the bounded

environment. Their initial orientations are chosen at random from [0, 2π). Each

unit moves in a straight line at constant speed V until it reaches the environment

boundary. At that point, the unit reorients to a direction randomly chosen from[
−π

2 ,
π
2

]
with respect to the boundary’s normal and proceed with its straight line

motion in the new direction. All random numbers are generated using uniform

distributions.

The chosen motion of the agents is decoupled from the dynamics of the associated

oscillators. This is because synchronization is not the main objective of a robotic

swarm or a sensor network, but is instead a prerequisite for the agents to be able

to coordinate their actions. Nevertheless, reorientation upon emitting or receiving

a firing was also explored yielding qualitatively similar results (see Appendix D.1).

In addition, whereas most previous work uses environments with cyclic boundary

conditions (Fujiwara et al., 2011; Prignano et al., 2012, 2013), we opted for a bounded

environment for practical realism. Cyclic boundary conditions yielded analogous

results (see Appendix D.2).
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Figure 5.1: (a) Multiplicative PRC with ε = 0.1 and D = 0, Sawtooth PRC with
κ = 0.5 and D = 0.2, and Sine PRC with κ = 0.08 and D = 0. (b) Corresponding
order parameter change, ∆r(φ), after a firing of one oscillator in a two-unit fully-
connected system.
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5.1.3 Neighborhood Models

When an oscillator fires it induces a phase shift on its neighbors. We consider

three neighborhood models based on geometrical criteria: K-nearest neighbors (Knn)

connectivity, cone of vision connectivity, and cone of emission connectivity.

Given the positions of the oscillators at time t, {Xi(t)}, the adjacency matrix

of the network at that time, A(t), is, in general, nonsymmetric (i.e. the graph is

directed). The neighborhood of a given unit, i, at time t, is a set Ni(t), which

determines the non-zero elements of the adjacency matrix. Formally,

aij(t) =


1 if j ∈ Ni(t)

0 otherwise

, (5.6)

where i, j ∈ {1, 2, . . . , N} and i 6= j. A unit cannot be its own neighbor, therefore

the adjacency matrix has an all zeros diagonal, Aii = 0.

In systems with K-nearest neighbors connectivity, oscillator i influences the K

other units that are spatially closest to itself, K ∈ {1, 2, . . . , N − 1}. We have that

the cardinality of the neighborhood,|NKnn
i (t)| is K and that

j ∈ NKnn
i (t) if ‖Xj −Xi‖ ≤ ‖Xl −Xi‖ ∀l 6∈ NKnn

i (t),

where ‖X‖ represents the Euclidean norm. Note that the case where K = N − 1 is

the all-to-all connected network. Figure 5.2(a) shows an example of Knn connectivity

for K = 1 in a system of three oscillators.

In systems with cone of vision connectivity, unit j is considered a neighbor of

another unit, i, if and only if i lies inside the circular sector centered on j, with

radius R, angle θ, and oriented in the direction of motion of j. That is,

j ∈ N
cone
vision
i (t) if


‖Xi −Xj‖ ≤ R

Xi−Xj

‖Xi−Xj‖
Vj

‖Vj‖ ≤ cos(θ/2)

,

where Vj is the velocity vector of unit j, with ‖Vj‖ = V . Figure 5.2(c) shows an
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Figure 5.2: Different neighborhood models and the corresponding interactions (solid
arrows) for a system of three units (©, �, 4). Note that the unit at the end
of an arrow denotes the neighbor of the unit at its origin. (a) Nearest neighbor
connectivity—each unit influences the spatially nearest unit. � and 4 influence
each other,© influences �. (b) Range connectivity—two nodes influence each other
if they lie within range R. � and 4 influence each other, © does not influence
other units as they are out of range. (c) Cone of vision connectivity—if a unit can
see another unit (see text for details), the latter will influence the former. � lies in
the cone of vision of the other two units, thus it influences both. © and 4 do not
influence other units for they do not lie in any other unit’s cone of vision. (d) Cone
of emission connectivity—if a unit can reach another unit (see text for details), the
former will influence the latter. � lies in the cone of emission of the other two units,
thus is influenced by both 4 and ©. These two units, in turn, are not influenced
by other units as they do not lie in any other unit’s cone of emission.
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example of cone of vision connectivity for a system of three oscillators.

Conversely, in systems with cone of emission connectivity the direction of the

interaction is the opposite of the preceding case. Unit j is considered a neighbor

of another unit, i, if and only if j lies inside the circular sector centered on i, with

radius R, angle θ, and oriented in the direction of motion of i. That is,

j ∈ N
cone
emission
i (t) if


‖Xi −Xj‖ ≤ R

Xj−Xi

‖Xj−Xi‖
Vi
‖Vi‖ ≤ cos(θ/2)

,

where Vi is the velocity vector of unit i, with ‖Vi‖ = V . Figure 5.2(d) shows an

example of cone of vision connectivity for a system of three oscillators. Compared

with Fig. 5.2(c) the direction of the influence is reversed.

Note that, for both cone of vision and cone of emission, in the limit where θ → 2π

the network becomes a random geometric graph, and the limit where R→
√

2L and

θ → 2π corresponds to an all-to-all connected network.

It is important to remark on the directionality of the cone of vision connectivity.

Contrary to K-nearest neighbors, cone of emission and the much used range of

interaction, with a cone of vision a firing oscillator, i, does not directly elicit a phase

update on other oscillators. Instead, the recipient unit must be able to physically

see i to react to that firing (see Fig. 5.2(c)). This choice was made to emulate

a practical scenario. For instance, a robot may only have a directional camera,

antenna or sensor to detect the pulse. Note that the 360◦ cone of emission is the

previously studied range of interaction and it is equivalent to the 360◦ cone of vision

(cf. Fig. 5.2(b) and (c)). That is, if i is in the 360◦ cone of vision of j, j will also

be in the 360◦ cone of emission of i.

5.1.4 Synchronization Metric

The collective dynamics of the system are measured by the complex order parameter

(Arenas et al., 2008),

r(t)ei2πφ(t) =
1

N

N∑
j=1

ei2πφj(t), (5.7)
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Figure 5.3: Time Tsync (in number of cycles) required to synchronize 20 units with
nearest neighbor connectivity and moving with speed V in a 2D square environment
of side 100 for the multiplicative (ε = 0.1), sawtooth (κ = 0.1), and sine (κ = 0.1)
PRCs with no refractory period (D = 0).

where φ(t) is the mean phase and modulus r(t) measures the level of coherence,

from r(t) = 0 for a totally incoherent system, to r(t) = 1 for complete synchroniza-

tion. Henceforth we will refer to the real part r(t) as the order parameter without

ambiguity.

A certain oscillator, φ1, is selected as reference, and the order parameter is

calculated upon its kth firing at time Tk, r(Tk). The simulation is stopped once

the system is synchronized (i.e. r(Tk) = 1) and the number of firings, k, emitted

by the reference oscillator until synchronization is counted. This value, that we will

call synchronization time Tsync, is a good measure of the time needed to achieve

coherence independently of the oscillation period.
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Figure 5.4: Time Tsync (in number of cycles) required to synchronize 20 units with
nearest neighbor connectivity and moving with speed V in a 2D square environment
of side 100 using the multiplicative PRC for different refractory periods.

5.2 Effect of the Response Curve

We start by extending the work by Prignano et al. (2013) on oscillators interacting

with their nearest neighbor to different PRCs. In their work, they observe a non-

monotonic dependence of the synchronization time, Tsync, on the speed of agents,

V , for the multiplicative PRC, with no refractory period (D = 0). We observe that

both delay-advance response curves, sawtooth and sine, display a monotonically

decreasing dependence (see Fig. 5.3).

We attribute the observed difference of behavior to the sign of Ψ(φ). As can

be seen in Fig. 5.1(a) both delay-advance response curves have a negative sign for

φ < 0.5 and positive otherwise. This means that the phase of an oscillator receiving

a pulse will always get closer to the emitting pulse (note that the two phase limits

φ = 0 and φ = 1 are equivalent). However, for the multiplicative PRC, the receiving

oscillator will distance its phase from the pulse emitter for any 0 < φ < 1
2+ε .
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We can measure the effect on synchronization of a PRC by considering a system

of only two units, one emitting a pulse (i.e. phase equal to one) and the other, with

phase φ, receiving it, and calculating the difference of the system’s order parameter

before and after the firing,

∆r(φ) = r(φ(t+))− r(φ(t−)) . (5.8)

Figure 5.1(b) shows that ∆r(φ) is always positive for the delay-advance PRCs

but it is negative when 0 < φ < 1
2+ε for the multiplicative PRC. Adding a refractory

period as in Eq. 5.3 confirms that this negative interval hinders synchronization

(see Fig. 5.4). When suppressing the effects of this interval, the nonmonotonicity

disappears as D increases. Moreover, sufficiently large refractory periods (D ≥ 0.4)

display a faster synchronization for slow speeds than any of the delay-advance PRCs

in Fig. 5.3.

5.3 Effect of the Neighborhood Model

In the previous section we concluded that the multiplicative PRC with no refrac-

tory period displays the strongest nonmonotonic behavior in a system with nearest

neighbor connectivity. In this section we study the effect of three other neighborhood

models for the same phase response curve. Henceforth, we set the multiplicative fac-

tor in Eq. 5.3 to ε = 0.1.

5.3.1 K-Nearest Neighbors

Firstly, we extend the nearest neighbor interaction to K-nearest neighbors. We

observe that the intermediate, synchronization-inhibiting, regime becomes weaker as

K increases, until it finally disappears (see Fig. 5.5). Large enough K (K > 5) yield

a monotonically decreasing dependence of Tsync on V , similar to the one observed

in previous work for a 360◦ range interaction (Prignano et al., 2012).

It is worth noting that, in general, mobility is necessary for the system to syn-

chronize. For a static population of oscillators, it is necessary (although typically
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Figure 5.5: Time Tsync (in number of cycles) required to synchronize 20 units with K-
nearest neighbors connectivity and moving with speed V in a 2D square environment
of side 100.

not sufficient) that the undirected graph forms a single connected component for

global synchronization to be achieved. Otherwise, two or more clusters could re-

main isolated from each other, reaching only local synchrony. The smallest cluster

size with Knn connectivity is the complete (fully connected) K + 1 directed graph.

We have that for K+1 ≤ N/2 there could exist two or more non-interacting clusters

and, therefore, synchronization is not guaranteed if the units are static. The case

where K = 19 in Fig. 5.5 corresponds to the trivial all-to-all connected network.

5.3.2 Cone of Vision and Cone of Emission

In the preceding subsection we observed how the synchronization time of the system

can be tuned, not only by changing the speed of agents, but also by changing the

number of neighbors with which each unit interacts. This tuning is also applicable

to cone of vision and cone of emission neighborhoods. A cone (of vision or emission),

being a circular sector, can be considered an extension of the widely studied range
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of interaction. However, in contrast to the latter, where Tsync always exhibits a

monotonic dependence with V , the dimensions of the cone of vision can alter the

synchronization behavior.

Figures 5.6 and 5.7 show the resulting synchronization behavior for various cone

angles and radii using a cone of vision and a cone of emission, respectively. Large

(R →
√

2L) and wide (θ → 2π) cones lead to a decreasing dependence of Tsync

on V . Nevertheless, as the size of the cone decreases (either θ or R decrease), the

monotonicity is broken, and synchronization is slowed for an intermediate range of

speeds. In fact, in the top-left panel in Figs. 5.6 and 5.7 three clearly distinct

sectors, corresponding to three dynamical regimes, can be observed. Comparing

Figures 5.6 and 5.7 it can be seen that the effect of the cone of vision and cone of

emission neighborhoods is qualitatively similar. However, the nonmonotonicity is

more prominent with a cone of vision.

Note that the interplay between the radius and the angle of the cone is not

trivial. For a given speed, a wider angle and larger radius produce, in general, faster

synchronization. However, a greater radius can slow synchronization for particular

speeds and angles (see Fig. 5.6 for θ = 10◦, 45◦, 90◦, and 120◦), or a wider angle

can slow synchronization for particular speeds and radii (cf. Fig. 5.6 for θ = 10◦

and 120◦ at V = 100 with R < 20).

As in the previous section, in the general case mobility is necessary for the system

to synchronize. For a cone of vision only R ≥
√

2L and θ = 360◦ (i.e. the all-to-all

connected network) guarantee that the units will always form a single connected

cluster.
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5.4 Effect of Perturbations

Real-world systems are subject to a number of imperfections, such as noise or varia-

tions within manufacturing tolerances. In this section we study the effect of pertur-

bations in two ways: firstly, we measure the propagation of finite-amplitude pertur-

bations through the system; secondly, we study a system with slightly misaligned

clocks to model possible physical faults or jitter.

5.4.1 Finite-Amplitude Perturbations

Departing from a fully synchronized state, one of the oscillators is initially displaced

by a small but finite amount [φ1(0) = 0.001, φj 6=1(0) = 0]. Figure 5.8 provides a

typical example of the effect of this perturbation over the system for a relatively

small cone of vision (R = 40 and θ = 20◦). The figure shows the phase difference

|∆φ|, between the perturbed and unperturbed [φ1(0) = 0] systems over time.

In the slow regime (top panel), the perturbation spreads among the connected

units, but the system settles before the topology changes. In the fast regime (bot-

tom panel), the perturbation is quickly transferred to all other units. However

its magnitude remains small until it completely vanishes due to the rapid changes

in connectivity. The connection between two given oscillators is too short-lived for

long-lasting changes to be produced. In addition, due to the high speeds, the oscilla-

tors effectively experience a mean field of the interactions which causes the displaced

system to rapidly return to coherence. Naturally, the resulting synchronous state

for both slow and fast regimes could be displaced by a constant amount with respect

to the unperturbed scenario (see Fig. 5.8 bottom panel).

In the intermediate regime (central panel) characteristics from both the slow and

fast regimes are present. On the one hand, the movement is sufficiently fast for the

perturbation to spread over all units. On the other hand, the changes of connectivity

occur at a rate that still permits the magnitude of this perturbation to be amplified.

The obtained results are equivalent to those found with oscillators interacting

with their nearest neighbor as can be seen from Figure 5.9. The plot shows that

|∆φ| (order parameter, r) increases (decreases) with time for intermediate speeds,
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Figure 5.8: Propagation of small perturbation over time in a system of 20 units with
cone of vision connectivity (R = 40 and θ = 20◦) using the multiplicative PRC. The
color represents the magnitude, in logarithmic scale, of the phase difference, |∆φ|,
with respect to the unperturbed system. Top panel: slow regime. Central panel:
intermediate regime. Bottom panel: fast regime. Inset: oscillators that play a role
in the propagation of the perturbation in the slow regime. The initially perturbed
unit 1 displaces unit 19. In parallel, undisturbed unit 17 brings 1 (and therefore 19)
back to synchrony with the rest of the system.

whereas the perturbation vanishes after some time in the slow regime, and the system

is barely affected in the fast regime.

In the intermediate regime all memory of the initially synchronized state is lost

in the span of a few firing events, which is typical of chaotic and stochastic regimes.

Synchrony will eventually be reached, however, after a long number of cycles as if it

were a randomly initialized system.

The sensitivity to small but finite-amplitude perturbations in the intermediate

regime resembles the behavior of stable chaos, which has been observed in networks

of integrate-and-fire neurons (Politi and Torcini, 2010; Zillmer et al., 2009). In
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Figure 5.9: Average evolution of the order parameter, r, (top curves) and |∆φ| (bot-
tom curves) after applying a perturbation once to a single oscillator in an initially
synchronized system of 20 units with nearest neighbor connectivity.

contrast to standard chaos, stable chaos is a transient phenomenon restricted to finite

time-scales. However, the transient duration diverges exponentially with system size.

Indeed, as shown in Fig. 5.10 for a system with nearest neighbor interaction, the

time to achieve synchronization after applying a perturbation grows exponentially

with population size for intermediate speeds. In contrast, Tsync barely depends on

N in the slow and fast regimes. Prignano et al. (2013) found that the speed at which

the system enters the fast regime for nearest neighbor interaction is Vf ∝ L/
√
N .

Therefore in Fig. 5.10 the density of the system, N/L2, is kept constant while

increasing the number of units in order to ensure that the fast regime limit remains

fixed.

5.4.2 Clock Jitter

In order to model jitter, we consider a system where the oscillation period is different

for each oscillator. Therefore, Eq. 5.1 transforms into

dφi
dt

=
1

τi
, (5.9)
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Figure 5.10: Average transient time until synchronization, Tsync, as a function of
system size after a small perturbation is applied once to a single oscillator in an ini-
tially synchronized system with nearest neighbor connectivity. Average performed
over 20 random initializations (positions and orientations) with fixed initial pertur-
bation [φ1(0) = 0.001, φj 6=1(0) = 0].

where τi is the oscillator period of unit i. In the following τi is randomly selected from

the Gaussian distribution centered in τ = 1 and with standard deviation σ = 5 ×

10−5. The choice of σ was made to better illustrate the effect of clock misalignment

on synchronization.

Departing from a fully synchronized state, the evolution of the system is recorded.

Figure 5.11 shows the order parameter over time for speeds in the three dynamical

regimes in a system with nearest neighbor connectivity. Similarly to the results

reported in Section V.A, the fast regime is negligibly affected by the perturbations.

However, for both low and intermediate speeds the oscillators are permanently dis-

placed from synchrony. In the intermediate regime, the system gets totally desyn-

chronized, almost approaching a random system (r = 0). In contrast, for slow

speeds, connected oscillators can achieve local synchronization. Therefore, the ef-

fect on global synchronization is not as severe as in the intermediate regime.
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Figure 5.11: Average evolution of the order parameter r, in a system with clock jitter,
in which the oscillators are initially synchronized. Average over 100 populations of
20 units, with Gaussian distributed oscillator periods, τi (see text for details).

5.5 Discussion

In this chapter we analyzed the dependence of synchronization time on the speed of

agents in a population of mobile pulse-coupled oscillators. Previous research showed

that synchronization is facilitated by oscillator mobility when the agents interact

with others within a certain range. In contrast, if the agents interact with their

nearest neighbors, a regime of intermediate speeds is observed, where synchroniza-

tion is hindered. Taking this as a point of departure, we studied various factors

that lead to this pernicious effect with a view towards controlling synchronization

in real-world applications.

Firstly, the conditions for the previously reported nonmonotonic behavior with

nearest neighbor interaction were studied. We found that the synchronization-

hindering regime only emerges with a multiplicative phase response curve whereas

it is not present in the other studied phase response curves. We devised a metric

for the phase response curve, ∆r(φ), that correlates with the emergence of the per-

nicious interval. Indeed, a partial or total blocking of this interval, by means of a



86 5.5 Discussion

refractory period, recovers the monotonic dependence.

We extended the previously studied work, by studying K-nearest neighbors, cone

of vision and cone of emission connectivities with the multiplicative phase response

curve. We linked the previously found monotonic and nonmonotonic synchronization

curves by tuning the average size of the agents’ neighborhood. For K-nearest neigh-

bor connectivity, as K increases the effect of the intermediate regime is decreased

until a monotonically decreasing dependence is observed. Similarly, for both the

cone of vision and the cone of emission connectivities, a synchronization impeding

regime appears for small or narrow cones. This nonmonotonic dependence of the

synchronization time with agents’ speed can be gradually transformed into a mono-

tonic one by widening or extending the range of the cone of vision. The interplay

between the cone parameters, θ and R, is not trivial; increasing the angle or range

of the cone can result in an increased synchronization time. This aspect deserves

further analysis in future work.

Finally, we analyzed the effect and propagation of small perturbations on initially

synchronized systems. It was found that the perturbations were contained within the

locally connected cluster and did not spread over the system for the slow regime. In

the fast regime, the perturbation propagates to all agents but its magnitude remains

small due to the brevity of each interaction. For both slow and fast speeds a coherent

state is achieved in relatively short time. Interestingly, in the intermediate regime,

perturbations get amplified as they propagate through the system. Nevertheless, the

system will eventually return to synchrony after a certain transient period. We found

that the length of this transient increases exponentially with system size. Given the

characteristics of this irregular behavior, we draw an analogy with stable chaos.

The latter was found in models characterized by discontinuities in the evolution

rule (Politi and Torcini, 2010). In our case, the firing events and the elicited phase

responses constitute such discontinuities.

Similarly to the effect of small perturbations, a system with clock jitter exhibited

a strong departure from synchrony in the intermediate regime. Jitter is, to a lesser

degree, also deleterious for synchronization if the movement is slow. This implies
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that, in real applications using the multiplicative phase response curve, synchroniza-

tion is stable only for sufficiently high agent speeds.

An important difference between our model and the previous approach on nearest

neighbor interaction (Prignano et al., 2013) is that, in our case, the motion of the

units is totally decoupled from the oscillator dynamics. Other motion dynamics were

explored with similar results (see Appendix D). Namely, randomly reorienting units

upon firing or upon being influenced by another unit (as in Prignano et al., 2013).

Therefore, we observe that the emergence of synchronization regimes depends on the

relationship between the temporal dynamics of the oscillators, the spatio-temporal

dynamics of the units’ motion, and the spatial influence of the neighborhood models.

In practical applications in multi-agent systems, such as sensor networks or

robotic swarms, both synchronization and desynchronization can serve their pur-

pose to coordinate the agents’ activities. The former allows the agents to perform

their actions at the same time whereas the latter allows the distribution of individ-

ual activities over time. We have observed that the intermediate regime not only

slows synchronization down but also promotes desynchronization after small pertur-

bations are applied to the system. Depending on what is most desirable at the time,

the agents could easily switch between a synchronized state or a desynchronized one

conveniently changing their speed, modifying their neighborhood scope, increasing

or decreasing the refractory period, and/or perturbing the phase of just a single

oscillator.





Chapter 6

Conclusions

This thesis presented an in-depth investigation of firefly synchronization (or pulse-

coupled oscillator synchronization) in groups of mobile agents (that is, mobile pulse-

coupled oscillators) with a view towards implementations in technological applica-

tions, mainly swarm robotics and sensor networks.

We built on the findings of Prignano et al. (2012, 2013), which show how mobile

oscillators describe a monotonically descending relationship between the synchro-

nization time (the time required for the system to synchronize) if oscillators influ-

ence others within a certain range of interaction (Prignano et al., 2012), but describe

a nonmonotonic relationship when oscillators only influence their nearest neighbor

(Prignano et al., 2013). In the first case, with a range of influence, oscillators take a

long time to synchronize if they move slowly, but this time is reduced as the speed

of the agents increases. This is intuitively expected as for slow speeds interactions

occur only at a local level and global coherence takes time to spread, whereas at high

speeds all oscillators interact with each other frequently, fostering global synchrony.

On the other hand, with a nearest neighbor interaction, while the slow and fast

regimes are maintained, a new regime emerges for an intermediate range of speeds,

where synchronization is hindered or limited.

Chapter 3 studied the effect of a more realistic mode of interaction for practical

applications: a cone of vision. Firstly, we showed in abstract simulations, where os-

cillators are point-like particles, that both the monotonic and nonmonotonic behav-
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iors could be retrieved with appropriate dimensions of the cone of vision, namely its

radius and angle. For small and narrow angles we found a strong nonmonotonicity.

As the angle and radius of the cone of vision were increased, the intermediate regime

gradually disappeared until the monotonic behavior was retrieved. This successfully

linked both behaviors previously described in the literature. Secondly, we verified

these results in a simplified robotic simulation, where the effects of embodiment (i.e.

occlusion and collisions) are taken into account. We considered that a robot could

signal a pulse to other robots by briefly flashing its onboard LEDs, which in turn

could be detected by other robots in their camera field of view. We demonstrate

that, despite the finite size of the robots, both behaviors could be retrieved with a

cone of vision.

Chapter 4 focused on the validation of the aforementioned results on a swarm

of real robots. To this purpose, the robotic simulations of the previous chapter

were extended to maximize realism. Contrary to the preceding chapter, here colli-

sion avoidance was implemented, as well as a realistic reorientation algorithm. In

addition, a more faithful cone of vision, taking pixels into consideration, was mod-

eled. These simulations also served to characterize the dependence of key features

of the synchronization curve on the system parameters. Good fits were found for

the dependence on the number of agents, the size of the environment, the period

of oscillation and the coupling strength between oscillators. This chapter also suc-

cessfully validated our findings in a swarm of real e-puck robots. The nonmonotonic

behavior was found for the robots’ field of view, overcoming the reality gap and

distinctly displaying the three dynamical regimes.

Chapter 5 further analyzed the factors that influence the time required for a

system of mobile pulse-coupled oscillators to synchronize. Firstly, the effect of dif-

ferent phase response curves was investigated. We found that only a multiplicative

response curve produced the described nonmonotonicity. In addition, we provided a

suitable metric that predicts the appearance of this behavior. Secondly, we explored

the effect of three neighborhood models. The impact of a cone of emission neigh-

borhood is qualitatively equivalent to that of a cone of vision. The nonmonotonic
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behavior is present for short or narrow cones, and it gradually vanishes with increas-

ing cone size. Similarly, with K-nearest neighbors connectivity we found that the

nonmonotonicity disappears by increasing K. This led us to conclude that it is the

average rate of neighbor change which leads to the nonmonotonic behavior. This

chapter also studied the effect and propagation of perturbations on the different dy-

namical regimes. We observed that, for slow and fast-moving agents synchronization

is resilient to perturbations. However, in the intermediate, synchronization hinder-

ing, regime, an initially completely synchronized system can be totally disrupted by

a small perturbation in a single oscillator. We drew an analogy between the behavior

in this intermediate regime and stable chaos. Furthermore, we found that the pres-

ence of clock jitter is catastrophic for synchronization in the intermediate regime,

whereas the slow regime is moderately affected and the fast regime is resilient to it.

6.1 Discussion

The aim of this thesis was to further understand the synchronization dynamics of

mobile pulse-coupled oscillators with a view towards applications in sensor networks

and swarm robotics. As previously discussed, both synchronization and desynchro-

nization can be beneficial for these systems. Our findings can be applied to achieve

either as follows:

� In general, agents will synchronize in a short time when moving sufficiently

fast, independently of the phase response curve or the neighborhood model

used.

� If we are only interested in synchronization, a response curve that only in-

creases the order parameter (see Eq. 5.8) should be selected. These include

delay-advance response curves, or a multiplicative response curve with a suffi-

ciently large refractory period (see Eq. 5.3).

� A narrow or short cone of vision (or also an interaction with a small number of

nearest neighbors) can allow us to switch between synchronization and desyn-

chronization regimes when using a multiplicative phase response curve. For
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instance, one can tune the system parameters so that the typical agent speed

corresponds to a point in the intermediate regime that is relatively close to

the fast regime. Agent speed can be momentarily increased to foster synchro-

nization. Once this is achieved, the speed can be returned to its normal value,

and synchronization will persist. If desynchronization is then desired, it would

suffice to add a small perturbation to a single agent for the entire system to

be desynchronized.

A shortcoming of our experiments and simulations resides in the motion dynam-

ics. Robots move in straight lines except when avoiding other robots or reorienting

at random when a wall is reached. It can be argued that this is not a realistic motion

for robots in a swarm, which may move independently or coordinately to perform

some task. In addition, in our simulations we assume that all agents move at the

same speed. In a real scenario a distribution of speeds would be typically observed.

In the experimental validation with real e-puck robots of Chapter 4, we observed

that the speeds of the robots were not exactly equal among robots or even, in a few

cases, between the two wheels of a single robot (producing subtle turns). However,

the effect of such distribution of speeds was not explicitly analyzed.

6.2 Future Work

The previous section proposed a possible application of our results to a swarm of

robots that allows switching between synchronization and desynchronization. Future

developments could formalize such an algorithm and study its validity in a swarm

of real robots.

In light of the shortcomings discussed above, future work could also study other

types of motion. Firstly, different types of random walks could be explored. For

instance, the study of Dimidov et al. (2016) could be followed, as it presents an

in-depth study of various families of random walks in the context of target searching

in swarms of robots. Secondly, an explicit study of the effect of speed distributions

could be performed. It would be of interest to find whether a broad distribution
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fosters or hinders synchronization and if the intermediate regime still exists in this

case. Finally, synchronization could be explored in the context of a practical task,

such as distributed sensing, object pushing, etc.

In this thesis we found an intermediate, synchronization-hindering, regime when

using a cone of vision. Previous research in swarm robotics and sensor networks has

focused on a range of interaction. In the future, one could study the effects of using

a cone of vision in previously reported applications. For instance, one could explore

whether the fault detection algorithm proposed by Christensen et al. (2009) is still

applicable in the intermediate regime.

Further research could study whether the effect of speed on synchronization ob-

served here is translatable to other related consensus problems. Trianni et al. (2016)

studied the time required for a group of robots to converge to consensus in a system

of moving robots interacting with local neighbors within a certain range. This is

similar to the results of synchronization in mobile pulse-coupled oscillators inter-

action influencing neighbors within a certain range. Whereas with an interaction

range a monotonically decreasing dependence of the synchronization time on agent

speed was found, a nonmonotonic behavior was reported in this thesis when a cone

of vision is used. It would be worth investigating whether neighborhood type has a

similar effect on the convergence time in the described consensus problem.

This work could also be extended to other robot platforms. The current method

depends on LED flashing, cameras and darkness (to maximize visibility), which

may not be the dominant communication method used by other robot systems.

Our approach could be generalized to systems where wireless communication is the

utilized signaling method.
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Appendix A

Censored Data

As described in Sec. 3.1.5, any simulation exceeding Tcens is terminated. As a

consequence, we will have a record of the repetitions where Tsync < Tcens but no

value of Tsync for the censored results. Despite the incompleteness of the data,

we can estimate the cumulative distribution function (CDF) of the synchronization

times by using the Kaplan-Meier, K-M, estimator (Kaplan and Meier, 1958).

Assuming that out of M trials, there are K where T isync < Tcens, the procedure

for calculating K-M estimator is as follows (Natrella, 2010):

1. Sort T isync in increasing order, from i = 1 to i = K.

2. Associate a number ni for each T isync. ni is the number of trials that take

longer than T isync to synchronize.

3. Calculate R(T 1
sync) = (n1 − 1) /n1.

4. Calculate R(T isync) = R(T i−1sync) (ni − 1) /ni.

5. The CDF is estimated as F (T isync) = 1−R(T isync)

In this way, the censored values are counted up to the latest recorded synchroniza-

tion time, TKsync. Note that the CDF is calculated without making any assumption

about the form of the probability distribution function (PDF) of the data.

By examining our results we concluded that the data best fits a Weibull distri-

bution for all the performed simulations. By adjusting the K-M estimator to the
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CDF of a Weibull distribution,

F (Tsync) = 1− e−
(
Tsync
α

)γ
,

we obtain its two parameters, α and γ. Lastly, we can calculate the mean of Tsync

as

〈Tsync〉 = αΓ

(
1 +

1

γ

)
,

where Γ is the Gamma function.

The accuracy of this method decreases as the number of censored values in-

creases. Therefore, we required a minimum of 10% of the measures to be exactly

obtained in order to calculate their average. If this condition is not met then we

consider the mean value as undetermined.

Figure A.1 shows how the estimation of censored data fits the uncensored points

with high precision for synchronization using nearest neighbor interaction. Each

violin plot shows the distribution of Tsync for a given agent speed, V . The solid line

shows the estimated Tsync when setting Tcens = 107 as in the main text. Note that

the estimated mean value can exceed the censoring threshold if enough point were

censored.
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Figure A.1: Comparison of censored and uncensored data for synchronization using
nearest neighbor interaction. Violin plots shows the whole uncensored distribution
of synchronization times. The solid red line shows the estimation of Tsync with
censoring at Tcens = 107.





Appendix B

Motion Algorithm

The motion of the robots in Chapter 4 is calculated, in simulation and experiments,

independently to the oscillator and synchronization dynamics. The following imple-

mentation is an illustration of the motion algorithm. For better readability, the code

was simplified and functions have been renamed. The function motionAlgorithm

describes the entire implementation of the algorithm and is called periodically every

25 ms.

int motionAlgorithm(void){

getProximityValues();//get the values from the sensors

calculateProxPointer();//calculate the overall vector pointing to the

centeroid od the obstacle

calculateMotorSpeed(&robot_speed);//calculate the motor speed from the

vector

//Set the motor speeds of the robot

Sys_Set_LeftWheelSpeed(robot_speed.left);

Sys_Set_RightWheelSpeed(robot_speed.right);

}

First, the sensor values of 6 sensors located on the front of the robot are obtained

and stored in global buffers (proximity values[]) as follows:
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void getProximityValues(){

int new_value;

for(int i = 0; i < PROXIMITIES; i++){// for each proximity sensor

if(Sys_Get_Prox(i) > 100){//measure if it is out of sensor range

proximity_values[i] = 0;

}else{//was something measured?

proximity_values[i] = 100-Sys_Get_Prox(i);

}

}

}

Subsequently, the values of the directed proximity sensors are transformed into vec-

tors where its magnitude is an indicator how close the measured obstacle is. These

vectors are then summed to a vector that points towards the centroid of the mea-

sured obstacles.

void calculateProxPointer(){

int prox_x = 0, prox_y = 0;

int i,j;

for(i = 5; i < 11; i++){ // sums all sensors from the front half

j = i % 8;

if(proximity_values[j] > 70){// if obstacle is close

prox_x += proximity_values[j] * angle_component_x[j];//calculate

the X component

prox_y += proximity_values[j] *

angle_component_y[j]);//calculate the Y component

}

}

//store in global buffer

proximity_pointer.x = prox_x;

proximity_pointer.y = prox_y;

}
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The resulting vector is then used to calculate the wheel speeds and therefore

the movement of the robot. The robot follows the following rules: Move forward

when no obstacle is detected. If an obstacle was detected on the left side, then

rotate to the right side and vice versa. If the robot detected for a long time an

obstacle in its surroundings, the robot rotates on the spot for a random amount

of time to avoid potential life-locks. This effectively implements obstacle avoidance

and random reorientation at walls.

void calculateMotorSpeed(motor_speeds *speeds){

static int rotTime = 0; // counts number of consecutive cycles where

robot was rotating

static int proxCount = 0; // counts the cycles that the robot is close

to an object

int vel = MAX_SPEED; // robots velocity

int max = MAX_SPEED; // 128 mm/s (maximum possible velocity)

int rotDir = 0; // -1 for right and +1 for left

if(rotTime > 0 || proxCount > 0){ // if the robot is rotating or

detected something

// is the X or Y component above threshold?

if( abs(proximity_pointer.x) > proxThres ||

abs(proximity_pointer.y) > proxThres ){

proxCount++;//Something was measured for an additional timestep

} else {

proxCount = 0;

}

}

// If obstacles obstacle was right or left

if(proximity_pointer.y > 0){

rotDir = 1; //left

} else {
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rotDir = -1; //right

}

// If the robot was close to an obstacle for too long (>

proxCountThres) then turn away (for a random amount of time)

if(proxCount > proxCountThres){

speeds->left = - max*rotDir;

speeds->right = max*rotDir;

rotTime += 1 + (rand() % rotMax);

proxCount = 0;

}

// If there is an obstacle ahead turn slightly away

if(proximity_pointer.x > proxThres){

if(proxCount == 0){//if you haven’t rotated before

speeds->left = -max*rotDir;

speeds->right = max*rotDir;

} else { // use lowpass to avoid life-lock by toggling direction

due to noise

speeds->left = speeds->left/2 - max*rotDir/2;

speeds->right = speeds->right/2 + max*rotDir/2;

}

rotTime = 1;

} else {// if there is no obstacle

if(rotTime == 0) { // go forward

speeds->right = speeds->left = vel;

} else {// or continue last action until the robot finished rotating

rotTime -= 1;

}

}

}
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Synchronization Threshold

In Section 4.3 we claim that a standard deviation of 2 frames (approx. 130 ms) in

the robotic experiments is approximately equivalent to rsync = 0.95 as set for the

simulation experiments. In this appendix we present a proof.

We start by considering the distribution of instantaneous firings (φLED → 0)

corresponding to the lowest order parameter, r, for a system of N oscillators firing

within a certain time interval, [−σA, σA] (σA ≤ τ/2). This is displayed in Fig.

C.1(a): half of the firings occur at t = −σA and the other half occurs at t = +σA.

The standard deviation of this distribution is, thus, exactly σA.

Remember that the complex order parameter is calculated as follows,

r(Tk)e
i
2πφ(Tk)

τ =
1

N

N∑
j=1

ei
2πφj(Tk)

τ . (C.1)

Solving (C.1) for the standard deviation, σA, corresponding to r = 0.95 in the

described scenario,

0.95 =
1

N

N

2

(
e−i

2πσA
τ + ei

2πσA
τ

)
= cos

(
τ

2πσA

)
, (C.2)

yields σA = 0.25 s for τ = 5 s as used in the robot experiments. At the frame rate

used for tracking (approximately 15-16 FPS) it corresponds to σA ≈ 3.8 frames.

In reality, however, firings are not instantaneous, but the LEDs are turned on

for a period of time. In our experiments, φLED = 0.075τ = 0.375 s ≈ 5.7frames.
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Figure C.1: Distribution of firings yielding the lowest synchronization for (a) instan-
taneous firings, and (b) non-instantaneous firings.

Now we consider the distribution of non-instantaneous firings that corresponds

to the worst synchronization of N oscillators firing within time interval [−σA, σA].

If we count the number of agents that are flashing at any particular frame, the

worst synchronization corresponds to the greatest standard deviation, σB (see Fig.

C.1(b)). Naturally, σB ≤ σA.

Approximating σA = 4 frames and φLED = 5 frames to minimize skewness (as

in Fig. C.1(b)), we can obtain the upper limit of σB:

σB ≤

√
2

5N

(
N

2
(42 + 32 + 22) + 11

)
≈ 2.49 frames, (C.3)

which is consistent with the choice of synchronization threshold (2 frames) set in

our experiments.
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Additional Results

This appendix presents additional results that complement those of the main text.

D.1 Motion Dynamics Coupled to Interactions

Chapters 3, 4 and 5 considered agents moving in straight lines that reorient at ran-

dom when approaching the environment boundaries. Additionally, embodied agents

(robots) avoided collisions with other agents in Chapter 4. In general, the motion

dynamics considered in the main text are independent of the oscillator dynamics or

interactions between oscillators. In this section, we present the effect of three other

controllers, in which the motion dynamics is coupled to the interactions between

agents. In particular, we consider the same movement as before (i.e. straight lines

and random reorientation at boundaries) with additional random reorientation of an

agent upon emitting a pulse, receiving a pulse from another agent, or both emitting

or receiving a pulse.

Synchronization curves using K-nearest neighbor interaction are presented in

Figures D.1, D.2 and D.3 for the motion controllers with reorientation upon emitting

a pulse, receiving a pulse, and both emitting or receiving a pulse, respectively. The

resulting behavior in all cases is qualitatively similar to that presented in Chapter

5 (cf. Fig. 5.5). A nonmonotonic behavior is found for low K and, as K increases

the monotonic behavior is retrieved.
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Figure D.1: Time Tsync (in number of cycles) required to synchronize 20 units
with K-nearest neighbors connectivity and moving with speed V in a 2D square
environment of side 100, and reorienting upon emitting a pulse.
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Figure D.2: Time Tsync (in number of cycles) required to synchronize 20 units
with K-nearest neighbors connectivity and moving with speed V in a 2D square
environment of side 100, and reorienting upon receiving a pulse.
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Figure D.3: Time Tsync (in number of cycles) required to synchronize 20 units
with K-nearest neighbors connectivity and moving with speed V in a 2D square
environment of side 100, and reorienting upon emitting or receiving a pulse.

D.2 Cyclic Environment

Bounded environments were considered in the main text for practical realism whereas

some previous approaches in the literature (Prignano et al., 2012, 2013; Wang et al.,

2015) opted for periodic boundary conditions.

In this section we study the synchronization of agents using a cone of vision

and moving in a cyclic square environment. That is, an environment with periodic

boundary conditions, in which an oscillator crossing a boundary on one side of the

environment will appear on the opposite side. This is topologically equivalent to a

torus. Figure D.4 shows that the resulting behavior is qualitatively equivalent to

those in Chapter 5 (cf. Fig. 5.6). A nonmonotonic behavior is found for short or

narrow cones of vision, and the nonmonotonicity gradually vanishes with increasing

cone dimensions. Note that in Fig. D.4 no reorientation of the units takes place.
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Figure D.5: Time Tsync (in number of cycles) required to synchronize 20 units with
K-nearest neighbors connectivity and moving with speed V in a 1D segment of side
100, and reorienting upon emitting a pulse.
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Figure D.6: Time Tsync (in number of cycles) required to synchronize 20 units
with K-nearest neighbors connectivity and moving with speed V in a 3D cubic
environment of side 100, and reorienting upon emitting a pulse.
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D.3 Beyond Two Dimensions

All the results presented in this thesis and all the literature in MPCOs synchroniza-

tion are concerned with agents moving in a two-dimensional environments. This

section show that our findings are also applicable to agents moving in spaces of dif-

ferent dimensionality. The synchronization curves for agents interacting with their

K-nearest neighbor in a one-dimensional (1D) segment and a three-dimensional cu-

bic environment are shown in Figures D.5 and D.6, respectively. The results are

qualitatively equivalent to those of Chapter 5 (cf. Fig. 5.5). Note that the consid-

ered environments are bounded and random reorientation occurs at the environment

boundary. In the 1D environment only reorientation in the opposite direction is pos-

sible.
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Instituto Politécnico de Castelo Branco.

Murray, J. D. (2002). In Mathematical Biology I: An Introduction, Volume 17 of

Interdisciplinary Applied Mathematics. Springer.

Natrella, M. (2010). Nist/sematech e-handbook of statistical methods. NIST/SE-

MATECH Available online at http://www.itl.nist.gov/div898/handbook/.

http://home.gna.org/enki/


118 Bibliography

Nouyan, S., Groß, R., Bonani, M., Mondada, F., and Dorigo, M. (2009). Teamwork

in self-organized robot colonies. IEEE Transactions on Evolutionary Computa-

tion, 13(4):695–711.
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