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Abstract

The work in this thesis describes two experiments which use transfer reactions

to perform spectroscopic studies of nuclei in order to improve reaction rates in

astrophysical environments.

The first experiment is an indirect study of the 34S(p,γ)35Cl reaction rate at energies

relevant to classical novae temperatures. By reducing uncertainties in this reaction

it may be possible to use 32S/34S isotopic ratio as a diagnostic tool to determine

pre-solar grain paternity. A study of the 34S(3He,d)35Cl transfer reaction was

performed to identify energy levels in the astrophysically relevant energy region and

assign spin and parity to these new states. A new reaction rate has been calculated

from this spectroscopic information and is the first experimental measurement of

the 34S(p,γ)35Cl reaction rate. Using this new rate it was concluded that it is now

possible to determine the paternity of pre-solar grains using the 32S/34S isotopic

ratio.

The second experiment measured two proton transfer reactions, (3He,d) and (α,t),

with the aim of making spin assignments of states above the neutron threshold in
27Al. Combined with information from complementary experiments this information

would be used to calculate new 26Al(n,p/α) reaction rates. Direct comparison of

the two transfer reactions should allow for low and high spin states to be identified,

however due to lower than expected cross sections useful information could not be

extracted from the (α,t) reaction. The experimental resolution was insufficient to

resolve individual states with the (3He,d) reaction, however due to the selectivity

of the reaction it appears that many of the previously known states show low

spin behaviour and are likely not relevant to the reaction rate at astrophysical

temperatures. In addition, the non-observation of 23 states known to exist in 27Al

may indicate they are high spin and further measurements of these states should be

performed in order to calculate new 26Al(n,p/α) reaction rates.
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Chapter 1

Introduction

The work described in this thesis concerns the study of reaction rates in astrophysical

environments through indirect methods using transfer reactions. Specifically,

the reactions investigated in this work concern the proton destruction rate of
34S and the neutron destruction rate of 26Al. The 34S(p,γ)35Cl reaction rate

has been studied indirectly with the 34S(3He,d)35Cl transfer reaction and states

important to the neutron destruction reactions 26Al(n,p/α) have been studied

through indirect methods with the 26Mg(3He,d)27Al and 26Mg(α,t)27Al transfer

reactions. The astrophysical sites, classical novae, Type II supernova and massive

stars and motivation for studying these reactions will be discussed in sections 1.2.3

and 1.2.4.

1.1 Astrophysical Sites

Astrophysical reaction rates are highly sensitive to the thermal and chemical

conditions within stellar environments. A reaction may have a large impact on the

chemical composition of one stellar environment, but will have a negligible impact

if conditions, such as temperature, are different than the original environment.

It is therefore necessary to understand the different stellar environments in

which reactions can occur. The reactions covered in this work involve multiple

environments which will be discussed briefly in the following sections. More detailed

descriptions of these sites in regards to the relevant reactions will be given in

sections 1.2.3 and 1.2.4. The reactions occur at different stages of stellar evolution so

13



it is necessary to describe several possible paths of stellar evolution. As the reactions

occur during the end stages of stellar evolution, neither protostar formation or the

burning process of the main sequence will be discussed. The following sections will

describe the possible pathways following termination of core hydrogen burning. The

mass of the star at this stage determines the endpoint of stellar evolution for that

star.

1.1.1 White Dwarf

For a star with mass 0.4M�<M<10M� following the depletion of core hydrogen,

there is no longer sufficient energy generation to prevent gravitational collapse of

the star’s core. As the star begins to collapse it will heat up until a thick layer of

hydrogen surrounding the core is able to undergo hydrogen burning. The energy

produced during this burning process causes the surface of the star to expand. At

this stage the star is known as a red giant. The collapse of the core continues until

it reaches electron degenerate conditions. The temperature of the core of the star

continues to increase and it becomes possible for helium burning to occur at T � 0.1

GK. During this burning phase helium nuclei begin to fuse and cause a build up of

carbon and oxygen within the core. For stars with mass 0.4M�<M<2M� the star

core will be under electron degenerate conditions and energy released in the helium

burning will cause a thermonuclear runaway within the core. The energy released

during this runaway will overcome the gravitational collapse of the core causing

it to expand and breaking electron degeneracy. For stars of mass 2M�<M<10M�

electron degeneracy in the core is not reached and helium will continue to burn

under normal conditions. During the helium burning phase a series of dredge ups

occur, where the core fusion products are mixed into the outer layers of the stellar

atmosphere through strong convective currents, resulting in significant mass loss via

stellar winds. Depending upon the initial mass of the star the end result of this

process is a CO or ONe white dwarf star [1].

1.1.2 Wolf-Rayet Star

For very massive stars M>11M� the hydrogen burning phase occurs over a much

shorter period of time, typically millions of years. Following the termination

of hydrogen burning the core contracts until the temperature is hot enough for

14



Figure 1.1: Schematic Diagram showing the structure of a pre-supernova star [1].
Labelled on the upper left side of the figure are the most abundant nuclear species
in each shell. Nuclear burning shells are labelled in the bottom left of the figure.
H-B, He-B, C-B, Ne-B, O-B and Si-B refer to he hydrogen, helium, carbon, neon,
oxygen and silicon burning shells respectively.

helium burning to occur. The extra heat from helium burning ignites the hydrogen

surrounding the core and the outer layers of the star expand with the star becoming

a super giant. Core helium burning continues until there is insufficient material

available to burn. The core will again contract until temperatures are sufficiently hot

for carbon burning. Helium burning will resume in a shell surrounding the carbon

burning core with a hydrogen burning shell surrounding the helium. Other burning

stages follow carbon burning with neon, oxygen and silicon burning sequentially

as the core depletes the required seed material. As seen in Figure 1.1 the star

adopts an onion like structure with an iron core surrounded by successive shells of

burning and a hydrogen outer layer. Strong stellar winds cause a significant loss of

the outer hydrogen layer with the effect more pronounced in the largest stars, those

with masses M≥30-35M�, where most of the outer layers are lost. This results in

weak or absent hydrogen lines in the emission spectra. These stars are known as

Wolf Rayet stars [1].

1.1.3 Type II Supernova

A Type II supernova is the endpoint of the stellar evolution of a massive star. As

described in the preceding section, a massive star adopts an onion like structure of

burning shells with an iron core supported by electron degeneracy. With no other

sources of energy available via burning processes the mass of the core will continue
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to grow as the outer layers continue to burn and contribute matter. Eventually

the mass of the core reaches the Chandrasekhar limit [2], the maximum mass of an

object for which electron degeneracy pressure is sufficient to overcome gravitational

collapse. When this limit is reached the core will begin to collapse. This process

is accelerated by two processes, the capture of electrons by the iron nuclei, which

reduces the electron density and subsequently the electron degeneracy pressure. In

addition the temperature of the star becomes sufficient for direct photodisintegration

of the iron nuclei into lighter nuclei which removes energy from the core. The collapse

of the core continues until nuclear density is reached. At this density the strong force

is repulsive which causes the core to rebound. The rebounding core will encounter

the infalling matter which gives rise to an outward moving shockwave. The shock

wave will lose energy through photodisintegration of iron nuclei and the emission of

neutrinos and will eventually stall. Through a process that is not presently known

the shock wave will restart and propagate through the outer layers of the star. As it

moves through the layers, nucleosynthesis can occur in the different burning shells.

The shock wave will eventually reach the edge of the star where a large amount of

matter is ejected into the interstellar medium (ISM). Through a presently unknown

mechanism the core of the star will collapse into a neutron star or black hole [1].

1.1.4 Binary Systems

Most stars exist in binary systems where their evolution is significantly affected by

their companion star. Each star has its own gravitational boundary known as its

Roche limit with a Lagrangian point existing at their intersection. If the initial

masses of the stars are different they can evolve at different rates, so that one

star may have reached its evolutionary end point while the companion star is still

developing.

1.1.4.1 Type 1A Supernova

A Classical Type 1A supernova occurs in binary systems consisting of a white dwarf

star with a main sequence or red giant as a companion. If the outer layers of the

companion star exist within the gravitation boundary of the white dwarf, matter

can be accreted from the companion star to the surface of the white dwarf star. If

the rate of matter accretion is sufficiently large, M≈10−7M�yr−1 [1] the white dwarf
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will begin to increase in mass. When the white dwarf reaches the Chandrasekhar

limit [2], the maximum mass of the white dwarf, the pressure is sufficient for carbon

burning to occur. As the burning occurs under electron degenerate conditions the

white dwarf cannot expand to counteract the heating which results in thermonuclear

runaway. The energy released during this runaway is eventually so great as to

unbind the white dwarf which violently explodes. Following this supernova, nothing

remains of the initial star with the material being expelled into the interstellar

medium (ISM). Type 1A supernovas involving a single white dwarf are believed to

account for at most 20% of the total number of the observed Type 1A events [3].

Type 1A supernovas can also occur following the merger of two white dwarfs. The

classification Type 1 refers to an absence of hydrogen lines in the emission spectra,

opposed to Type II supernova which have hydrogen lines in there spectra. Supernova

are further subdivided based on the presence or absence of other spectral lines, with

Type 1a showing a strong silicon emission line at 615 nm. [1].

1.1.4.2 Classical Novae

Classical novae occur in a binary system consisting of a white dwarf and red giant.

Similar to Type 1A events matter is accreted from the red giant to the white

dwarf. The rate of matter accretion however, is smaller than required for a Type 1A

supernova. The hydrogen rich material accreted onto the surface is compressed and

begins to fuse into helium nuclei. Thermonuclear runaway occurs on the surface

of the star which eventually causes an explosion, ejecting matter into the ISM.

Classical novae are less explosive events than Type 1A supernova with the white

dwarf remaining intact. With both stars remaining intact matter will continue to

be accreted and the classical novae can reoccur, typically with a time period of

104-105 years.

1.2 Astrophysical Motivation

1.2.1 Astrophysical Observables

To relate nuclear reaction rates to astrophysical environments it is necessary to have

astronomical observations that are sensitive to the decay of nuclei that are products

or daughters of nuclear reactions. Radioactive isotopes decay with characteristic γ
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lines, which can be identified with satellite based γ-ray detectors. Pinpointing the

source of these emissions allows regions of nuclear synthesis to be identified. The

COMPTEL [4]and INTEGRAL [5] satellites have been used to provide all sky maps

of γ ray lines to identify the production of specific isotopes. In addition, during

certain burning process the outer layers of stars are transparent to γ rays. Their

observation therefore provides a means to view the stars’ interior.

It is also possible to study the reactions which occur within stellar environments,

by studying their ejecta. During the final stages of stellar evolution a large amount

of material rich in heavy nuclei is ejected into the ISM. As the ejecta cools the

matter will begin to coalesce into small grains. During the formation of the solar

system, these grains are then embedded in meteorites. The isotopic composition of

these grains differ from that of the surrounding material indicating they pre-date

the formation of the Sun, hence they are known as presolar grains. Isotopic ratios

of pre-solar grains often show excesses of specific isotopes which can be used to

determine their origin. As nuclear reactions are very sensitive to temperature,

the measured isotopic ratios will depend on the stellar environment they were

produced in. Understanding reaction rates will therefore provide information on

the conditions within stars at the time of synthesis which can be used to constrain

stellar models.

1.2.2 Sensitivity Studies

Nuclear reactions govern the evolution of stellar environments as they are responsible

for the energy generation and the chemical-element synthesis in stars. Knowledge

of nuclear reactions is therefore essential to understand how stars evolve. The

problem, however, is that this evolution is not driven by a single reaction, but several

thousands of co-dependent reactions. It is not feasible to measure every reaction,

so there is a need to identify which are the key reactions that must be measured.

These key reactions are not necessarily the most important reactions which occur in

a stellar environment, for example those that generate the most energy, but rather

the ones whose uncertainties have the largest impact on stellar models.

A sensitivity study is one method of identifying these key reactions [6–8]. In

a sensitivity study, nuclear synthesis calculations are performed for a given

environment. Individual reaction rates, in both the forwards and reverse directions,

are varied one at a time within their uncertainties and new calculations are
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performed to see how isotopic yields are affected. Experimental rates are used

whenever possible, with statistical models used when no other data are available.

Full hydrodynamic calculations are computational intensive, so are not suitable

when performing a large number of calculations. Sensitivity studies solve these

issues by making assumptions about the initial composition of the environment as

well as how the temperature and pressure evolve. These thermodynamic profiles are

taken from current hydrodynamic simulations. This approach neglects important

effects such as convective mixing [9, 10] so cannot calculate absolute abundances,

however it is useful to explore the effects of reaction rate uncertainties to identify

key reactions.

1.2.3 Motivation 34S(3He,d)35Cl

Current models of nucleosynthesis in classical novae find elemental abundances which

are in broad agreement with the observed ejecta. These models predict that the

heaviest isotopes, in the Si-Ca mass region [11–13], are synthesised only in massive

ONe white dwarfs. A more stringent test of models, however could be obtained

from the isotopic composition of ejecta observed in pre-solar grains. The problem

arises, however that only a few grain measurements show signatures of classical

novae origin [14–16] and these are also found to be consistent with type II supernova

origin [17, 18]. It would be advantageous, therefore to have a set of isotopic ratios

which can be used as a test to discriminate pre-solar grains from different stellar

sites.

Sulphur isotopes have been proposed as a possible diagnostic tool to determine

pre-solar grain paternity. Measurements of sulphur isotopic ratios in SiC grains show

clear evidence of 32S over-abundance, or depletions of the heavier 33,34S isotopes,

relative to the solar abundances [19–21]. Measurements of the isotopic ratios 32S/34S

and 32S/33S could therefore be used to with other common isotopic ratios 12C/13C,
14N/15N and 29,30Si/28Si [16], to determine pre-solar grain paternity. The 32S/33S

ratio has been updated recently [22] and has shown to be successful in differentiating

grains from classical novae and type II supernova events.

Due to uncertainties in several reaction rates, most prominently the 34S(p,γ)35Cl

reaction, the 32S/34S ratio is unable to be used as a diagnostic. Presently the

recommended 34S(p,γ)35Cl reaction rate [26] is obtained from a statistical model.

A sensitivity study by Iliadis [6] varied this reaction rate within uncertainties and
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Figure 1.2: Factor change Xi=Xrec in final isotopic abundance as a result of varying
the 34S(p,γ)35Cl reaction rate within present uncertainties Data is taken from [6].
Xrec is the isotopic abundance using the current recommended reaction rate and
Xi is isotopic abundance when the reaction rate is multiplied by a specific factor
which depends on the reaction rate uncertainties. Triangles pointing up and down
correspond to the upper and lower limit of the reaction rate, respectively. The
horizontal axis refers to specific ONe novae models whose parameters are given in
Table 1.1.

found that the abundance of 34S can vary by as much as a factor of 130, depending

upon the model used. In addition, this reaction rate has a significant effect on 35Cl

and 36Ar abundances. Figure 1.2 shows the variation in isotopic abundances, given

present uncertainties, for a variety of novae models, whose properties are summarised

in Table 1.1. Variations between these models arise due to the initial mass of the

white dwarf and the total mass accreted to the white dwarf prior to the novae event.

Using this reaction rate, nova models predict a 32S/34S isotopic ratio of ≈ 10 -

4400 [6]. Current Type II supernova models predict a ratio of 19 - 38 [27], so it is

clear a new rate is required to distinguish grains from these two events.

An experimental reaction rate has not be calculated due to limited information

in the temperature region of interest, corresponding to states within 600keV of
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Table 1.1: Properties of Evolutionary ONe Novae Models used in the Iliadis
sensitivity study [6]. The models labelled P, S, and JCH are adopted from Politano
et al. [23], Starrfield et al. [24] and José et al. [25]. The input parameters in the
model are the initial mass of the White dwarf, WD, the level of mixing between the
accreted matter and the white dwarf, the peak temperature and luminosity of the
classical novae, Tpeak and Lpeak. The rate of mass accretion is shown as δMacc with
the total mass accreted to the white dwarf given as Macc. Following the novae event
a total mass Mej is ejected into the ISM.

Model P1 P2 S1 JCH1 JCH2

WD mass (M�) 1.25 1.35 1.35 1.15 1.25

Mixing (%) 50 50 50 50 50

Tpeak (106” K) 290 356 418 231 251

Lpeak (104 L�) 4.3 16.3 39 26 46

Macc (10−5 M�) 3.2 1.5 3.8 3.2 2.2

δMacc (10−10 M� yr−1 ) 16 16 1.6 2.0 2.0

Mej (10−5 M�) 0.0 0.62 2.2 2.6 1.8

the proton threshold in 35Cl. There are only a few energy levels in this region

identified from (α,p) transfer reactions and of these no spin, parity, or resonance

strengths are known [28]. Above 7 MeV the nucleus has been studied extensively

through (p,γ) reactions [29–31]. A more detailed spectroscopic study in the 6-7 MeV

excitation region in 35Cl is therefore required to reduce experimental uncertainties

in the 34S(p,γ)35Cl reaction rate. For this reason an experimental measurement of

the 34S(3He,d)35Cl reaction was performed with the aim of identifying new energy

levels, making spin and parity assignments and using this information calculate an

experimental reaction rate.

1.2.4 Motivation 26Mg(3He,d)27Al/26Mg(α,t)27Al

The nucleus 26Al has been of great importance to understand the chemical evolution

of the galaxy. The nucleus decays via beta decay to an excited state in 26Mg

which de-excites by emitting a 1.809 MeV γ ray. The observation of this γ-ray

transition was suggested as the most promising evidence of ongoing nucleosynthesis

due to the short half life of the nucleus, 7.2×105 yr, in comparison to the galactic

timescale, ∼ 1010 yr [32, 33]. This line was first observed by a germanium detector
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Figure 1.3: Galactic 26Al emission map as observed by the INTEGRAL satellite
[36]. Shown is the flux of the 1.809 MeV emission line in units of ×103 photons cm−2

s−1 sr−1 with contours showing galactic longitude, l and latitude, b. 26Al is shown
to be concentrated in specific galactic regions which can be correlated to known
regions of stellar formation. These include the Perseus region (105◦ ≤ l ≤ 170◦,
Cygnus/Cepheus region (75◦ ≤ l ≤ 100◦), the inner Galaxy (30◦ ≤ l ≤ 30◦, 10◦ ≤
b ≤ 10◦), Carina (l = 286◦, b = 1◦), and the Vela region (260◦ ≤ l ≤ 270◦).

aboard the HEAO 3 satellite [34], with later instruments such as COMPTEL [4] and

INTEGRAL [5] mapping this line across the galaxy. The most current map can be

seen in Figure 1.3. When combined with maps of other wavelengths the origin of the
26Al line could be attributed to regions with massive star population [35–37].

There is also evidence of 26Al in meteorites based on excesses of the daughter nucleus
26Mg with respect to 24Mg. The first evidence of this was through measurements

of Calcium-Aluminium Inclusions (CAIs) in the Allende meteorite [38]. During

the early formation of the solar system CAIs would be among the first solids to

condense [39], so excesses of 26Mg would suggest 26Al was present in the early solar

system. Currently it is believed that contamination from massive stars is responsible

for this excess [40, 41]. Understanding how 26Al forms in massive stars will provide

crucial information on the early formation of the solar system.

While massive stars are currently the favoured site of 26Al production there is still

much information required to constrain reaction rates. The production of 26Al

occurs at different stages of a massive stars evolution and it is crucial to understand

which reactions affect the final abundances at each stage. To this end Iliadis et

al. [7] performed a sensitivity study, varying multiple reaction rates within their

uncertainties to identify the reactions which have the most affect on final 26Al

abundances. The three stages of stellar evolution which were investigated are
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Figure 1.4: Reactions involved in the MgAl cycle. Through a series of (p,γ)
reactions and β decays hydrogen is burned and converted into helium.

summarised below.

Core Hydrogen Burning With sufficient seed material core hydrogen burning

can proceed through a series of (p,γ) and (p,α) reaction on nuclei with A>20.

Several chains of reactions are possible and one such chain which affects 26Al

abundance is the MgAl cycle, the key reactions of which can be seen in Figure 1.4.

During core hydrogen burning 26Al is produced in the 25Mg(p,γ)26Al reaction and is

destroyed mainly through β decay. This process terminates when hydrogen burning

can no longer occur and the core collapses to burn helium. The amount of 26Al

produced during the core hydrogen burning phase which is then ejected into the

ISM is dependent upon the mass of the star. For lighter stars, any 26Al still left in

the core will be destroyed through (n,p) and (n,α) reactions. Only a small amount

of 26Al present in the outer hydrogen envelope remains which will then be ejected

when the star explodes. For heavier stars strong stellar winds can eject the 26Al

before it can be destroyed [42].

Convective Shell C/Ne Burning As with the core hydrogen burning phase
26Al is produced in the C/Ne convective shell via the 25Mg(p,γ)26Al reaction. The

initial CNO abundances in the carbon burning shell are directly responsible for the

amount of 25Mg which is created through the sequence, CNO → 14N → 22Ne →
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25Mg. A significant proportion of 25Mg is left unburned in the carbon burning shell

and will be destroyed during neon burning. High temperatures within the neon shell

would eventually destroy any 26Al produced, however strong convective currents

simultaneous bring fresh 25Mg seed material into the neon burning shell and the
26Al into lower temperature shells where its lifetime is significantly increased. When

the star explodes it is then possible for the produced material to be emitted into the

ISM. In present calculations the destruction rate of 26Al is dominated by β decay,

however, the sensitivity study found varying the 26Al(n,p)26Mg reaction rate had

a significant effect on the final 26Al abundance. Varying the rate of this reaction

within its uncertainties leads to it being the dominant source of 26Al destruction,

instead of β decay, which highlights the need for a new improved measurement.

Explosive Ne/C Burning

During the explosion of the star as the temperatures reaches ∼ 2.3 GK, 26Al

is produced strongly within the carbon neon shells and emitted into the ISM. As

before the dominant production method for 26Al is the 25Mg(p,γ) reaction, with

the 25Mg produced from neutron capture on 24Mg which remains after carbon

and neon burning [42]. The major source of 26Al destruction during the explosive

Ne/C burning stage are the 26Al(n,p)26Mg and 26Al(n,α)23Na reactions. The

explosive Ne/C burning phase is found to be the major contributor of the total
26Al yield, therefore it becomes necessary understand it destruction rate through

the 26Al(n,p/α) reactions.

1.2.4.1 The 26Al(n,p/α) reactions and their role in the destruction of
26Al

The 26Al(n,p/α) reactions rates have not been measured directly and the adopted

rates are theoretical models based on a statistical model [43], see section 2.4.3 for

more details. As it is difficult to estimate the uncertainties of the current reaction

rate it becomes necessary for a new rate to be calculated based on experimental

data in order to understand how 26Al is produced in stellar environment.

The 26Al(n,p/α) reactions proceed through states up to 500 keV above the neutron

threshold in 27Al. These states lie within the Gamow window which will be discussed

in section 2.3. Detailed spectroscopic studies in this region are therefore essential
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to calculate an experimental reaction rate. Previous studies which have populated

this region include, a 23Na(α,p)26Mg study by Whitmire et al. [44], a 23Na(α,γ)27Al

study by de Voight et al. [45] and a 26Al(n,α)23Na study by de Smet et al. [46].

There is little agreement however, between the data. The excitation energy regions

populated by de Voight and de Smet populate do not overlap and the reaction

employed by Whitmire should populate different states due to the selectivity of the

reaction, see section 2.1.3.3 for more details. The large uncertainties in the energy

obtained by Whitmire et al., 8.5 keV, also makes any comparison difficult, especially

considering the high level density expected in this region.

This region has been studied recently using the 27Al(p,p’)27Al [47] reaction and an

Enge-Split pole spectrometer [48]. Over 30 new states above the neutron threshold

were reported, however no other spectroscopic information could be extracted.

Without this information an experimental reaction rate cannot be calculated, see

section 2.4 for details. In order to extract the necessary spin parity information an

experiment was performed using the 26Mg(3He,d)27Al and 26Mg(α,t)27Al transfer

reactions. The two reactions preferentially populate low and high spin states

respectively and when combined with other complementary studies allow new
26Al(n,p/α) reaction rates to be calculated.
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Chapter 2

Theory

The study of reaction rates in astrophysical environments requires detailed

knowledge of nuclear structure. In particular it is important to not only know

which states are present within the nucleus, but which states may contribute to the

total reaction rate for specific astrophysical environment. Spectroscopic studies

must therefore be performed in order to extract the properties of these states.

Following the extraction of these properties reaction rates are determined and are

used to predict nuclear synthesis yields, which can be compared to astrophysical

observables such as cosmic γ ray lines and pre-solar grains. In this chapter reaction

rates will be discussed and in particular the necessary inputs from nuclear physics.

Nuclear reaction mechanisms will be detailed in section 2.1 with the theoretical

models discussed in section 2.2. Section 2.3 will discuss the Gamow window and its

importance to astrophysical reactions, with the formalism of thermonuclear reaction

rates described in section 2.4.

2.1 Nuclear Reactions

A nuclear reaction involving two colliding particles often involves the exchange of

energy and/or nucleons. The measurement of one of these particles following a

collision can be used to extract nuclear information on both particles. Reactions are

sensitive to nuclear properties, so when performing an experiment it is important

to select a reaction which populates states of interest. Many types of reactions

are available, however they can be separated into two different classes of reactions;
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Figure 2.1: Scattering in the centre of mass and laboratory frames [49]. The velocity
of the two colliding particles 1,2 before the collision are denoted by the letter v in
the CoM frame and V in the laboratory frame. Following the collision the particles
are scattered at an angle θ in the CoM frame and ψ and ζ in the laboratory frame
with a velocity denoted with a prime superscript.

direct and compound. The time-scale for the reaction determines whether they are

a direct or compound reaction with direct reactions occurring more quickly. Direct

and compound reactions will be discussed in more detail in sections 2.1.3 and 2.1.4.

When discussing any type of nuclear reaction there are several properties common

to all which will be discussed below.

2.1.1 Centre of Mass Frame

In a typical nuclear physics reaction a stationary target nucleus A is bombarded with

a projectile nucleus B. The same reaction can also be performed by firing the nucleus

A at a target containing nuclei B. To compare theoretical models to experimental

data a coordinate system is used which is invariant of the motion of the two nuclei.

The coordinate system employed is the Centre of Mass (CoM) system, in which

the centre of mass of the colliding nuclei is at rest. In this system the two nuclei

have equal and opposite momentum before and after the collision ensuring the CoM

remains at rest. The kinematics of reactions in the laboratory and CoM frames can

be seen in Figure 2.1. As measurements are taken in the laboratory reference frame

it is necessary to convert them into the centre of mass frame in order to compare to

theoretical calculations.
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2.1.2 Cross Section

A useful measure of a reaction is the probability that it can occur. The quantity

used is the cross section, σ which is defined as:

σ =
Number of reactions

Number of Beam Particles× Number of Target Atoms per unit Area
(2.1)

and has dimension of area. Cross sections are given in units of barns (1b = 10−28

m2) or the subunits millibarns and microbarns.

Due to experimental constraints, such as limited numbers of detectors, it is not

always possible to measure a reaction at all angles. Instead it is useful to have a

measure of the cross section at a specific point, defined by the polar coordinates (θ,φ)

relative to the beam axis as seen in Figure 2.2, which corresponds to the location

of the detectors. The number of scattered particles into a given solid angle dΩ is

defined by the differential cross section dσ(θ, φ)/dΩ. Unless the beam or target is

polarised, scattering is symmetrical around the beam direction and independent of

φ. The total cross section can then be obtained by integrating the differential cross

section:

σ =

∫
dσ(θ)

dΩ
dΩ. (2.2)

Differential cross sections are often plotted as angular distributions which describe

how the cross section varies as a function of θ. Angular distributions are dependent

upon angular momentum transfer and are compared to theoretical calculations to

extract information on the colliding nuclei.

2.1.3 Direct Reactions

A direct reaction is defined as a nuclear reaction where the two colliding nuclei

make a glancing contact and immediately scatter. The timescale of this reaction

is short and often involve the interaction of only a few nucleons, usually at the

surface of the nucleus. Direct reactions proceed immediately between the initial and

final states. The overlap of these wavefunctions describes the probability that the

reaction can occur between these states from which nuclear structure information

can be extracted. There are several types of direct reactions and the choice of the

reaction influences what information can be obtained. Direct reactions relevant to

the work in this thesis will be discussed below.
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Figure 2.2: Diagram for the definition of differential cross section [49]. An incident
beam of I0 particles per second collides with a target of thickness N and is scattered
at an angle θ. The total number of particles scattered into an element of solid angle
dΩ can be related to the incident beam current and target thickness through the
differential cross section dσ/dΩ

.

2.1.3.1 Elastic Scattering

For the case of elastic scattering the internal structure of the colliding particles

remain the same before and after the collision. The internal energy of the colliding

particles remain unchanged and the kinetic energy is conserved in the CoM frame.

The cross section for elastic scattering is proportional to the sum of the charge radii

of the colliding particle. This property allows elastic scattering measurements to be

used to measure the charge radius of nuclei. Optical models use potentials derived

from elastic scattering experiments to model scattering processes (see section 2.2.1

for details).

2.1.3.2 Inelastic Scattering

During an inelastic scattering process there is an exchange of energy between the

two nuclei leaving one or both in an excited state. By measuring the scattered

particle it is possible to study excited states within the nucleus. Inelastic scattering

is an non-selective reaction mechanism and is able to populate all states regardless

of spin.
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2.1.3.3 Transfer reactions

A transfer reaction involves the exchange of one or more nucleons between the two

colliding particles. Following the exchange of the nucleon/s the target can be left

in an excited state. As is the case for inelastic scattering measuring the scattered

particles can be used to study states in the target nucleus. Transfer reactions are,

however selective in the levels they populate [50]. This can be explained classically

where the angular momentum, `, transferred can be approximated as:

` = Rq, (2.3)

where R is the interaction distance and q is the transferred linear momentum

between the incoming and outgoing scattered beams, with magnitude:

q2 = (p2i + p2f − 2pipf cos(θ)), (2.4)

where pi,f is the initial and final momentum of the particle which is scattered at an

angle θ. It is clear from eqs. (2.3) and (2.4) that the change in momentum between

the incoming and outgoing channels determines the ` transfer. It is therefore possible

to select reactions which will preferentially populate low or high spin states. In

this work two proton-transfer reactions are used, the (3He,d) reaction, to populate

low-spin states and the (α,t) reaction for high-spin states.

2.1.4 Compound Reactions

A compound reaction involves the collision of two nuclei which then coalesce forming

a compound nucleus. This nucleus exists for a sufficient time, ∼ 10−19 s, that the

excitation energy is shared uniformly amongst all of the nucleons. If the energy of

this compound is sufficiently high the nucleus can decay through the emission of

one or more nucleons. Due to the long interaction time the decay of the compound

nucleus is found to be independent of its formation. The compound nucleus forgets

how it was formed and will decay in the same way regardless of the reaction which

created it, provided the nucleus has the same total energy.
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2.2 Reaction Theory

Direct reactions can be modelled using scattering theory where an incoming beam

represented as a plane wave of the form:

ψa = Aei(kz−ωt), (2.5)

scatters off a potential V. Equation (2.5) uses the standard definition for plane

wave where φa is the magnitude of a wave at a specific point in space and time.

A is the peak amplitude of the wavefunction, with k being the wave number, ω is

the angular frequency and z and t are the specific point in space and time of the

wavefunction. Following this interaction the outgoing scattered wave is modelled as

a radial wave:

ψscatt = f (θ)
e(ikr)

r
, (2.6)

which is symmetric about the beam axis. The parameter f(θ) is the amplitude of

the wavefunction about θ and r is the radial distance from the interaction point.

The whole scattering process can then be described by a wavefunction which is the

sum of eqs. (2.5) and (2.6) for all available reaction channels. This wavefunction χ

must be a solution of the the Schrödinger equation:[
h̄2

2m
∇2 + V (r)

]
ψ (r) = Eψ (r) , (2.7)

where V (r) is the nuclear potential which excites both nuclei. This expression can

be simplified to: [
∇2 − U (r) + k2

]
ψ (r) = 0, (2.8)

where k = [2mE/h̄2]1/2 and U(r) = 2mV (r)/h̄2. Once a valid solution for psi is

found the differential cross section can be calculated using:

dσ

dΩ
=
µb
µa
|f (θ)|2 , (2.9)

where µa,b are the velocities of the incoming and outgoing channels respectively.

The equations above are simplified, as they neglect the fact the nucleus has internal

structure. When accounting for the structure such as the internal degrees of freedom

of the colliding particles it can become difficult to find wavefunctions which are exact

solutions to the Schrödinger equation [49]. To account for the internal structure of
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the nucleus, different models and assumptions must be used. For the case of transfer

reactions the model which is often used is the Distorted Wave Born Approximation

(DWBA).

2.2.1 DWBA

The DWBA is a common tool for calculating angular distributions for transfer

reactions. The Born approximation states that if the interaction strength is weak

compared to the total energy of the system, the interaction can be treated as a

perturbation [51]. The order of the perturbation determines the number of steps

in the reaction between the initial and final interaction. The Born approximation

considers only single step first order perturbations.

The DWBA [50] is an extension of this where the scattering potential can be split

into two parts U1 and U2. If U2 is weak in comparison to U1 it can be treated as a

perturbation. The exact form of χ which satisfies eq. (2.8) is unknown, however it

can be replaced with the wavefunction which solves Schrödinger’s equation for the

potential U1. The wavefunctions of the system are then not described in terms of

plane waves, but the ‘distorted wave’ solution for U1.

In the DWBA the dominant process is elastic scattering with the other reaction

channels expressed as perturbations. The wavefunction which describes elastic

scattering can be obtained using an optical model potential which is described in

section 2.2.1.2. With this wavefunction known the angular distributions for other

reaction channels can be calculated.

The angular distributions obtained from DWBA calculations can then be compared

to experimental data to determine the orbital angular momentum, `, transferred.

Due to the spin of the transferred particles it is not always possible to make definite

Jπ assignments. In this work proton transfer reactions are used which can populate

levels with J = ` ± 1/2.

2.2.1.1 Spectroscopic Factors

When comparing DWBA calculations to experimental data it is clear that they

overestimate the magnitude of the differential cross section. It is therefore necessary

to normalise the DWBA calculations to match the experimental data [52]. The
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normalisation factor is know as the spectroscopic factor, C2S, and it is defined

as:
dσ

dΩ exp
= C2S

dσ

dΩDWBA
, (2.10)

where C is the isospin Clebsch-Gordon coefficient. As the DWBA assumes single

step processes the calculations should not be scaled past the first minimum.

This corresponds to a grazing collision, with higher angle scattering increasing

the likelihood the reaction involves multiple steps [53]. The spectroscopic factor

describes the probability that the state being populated in the reaction can be well

described as a isolated core plus a single nucleon. The transfer of a particle to a

double closed shell nucleus matches this description and a spectroscopic factor ∼ 1

would be expected. A well known case if this is the transfer of a neutron to an 16O

nucleus which is found to have spectroscopic factor of 0.9 for the transfer to the 17O

ground state, which is the largest known measured value [54]. If the spectroscopic

factor is < 1, this implies that the reaction has been hindered due to the need to

rearrange nucleons to form the final state.

2.2.1.2 Optical Model Potential

The optical model is a simple scattering model in which the interaction of two

many-body nuclei is modelled as two structureless bodies interacting via a simple

potential, which varies only as a function of distance [55]. Where other interactions

are possible they are treated as loss of the total elastic cross section. This absorption

is accounted for by using a complex potential of the form:

U(r) = −Vrfws(r, R0, a0)− iWvfws(r, Rw, aw)

−iWs(−4aw)
d

dr
fws(r, Rw, aw)

−2(Vso + iWso)

(
−1

r

d

dr
fws(r, Rso, aso)

)
+Vc.

(2.11)

V and W refer to real and imaginary potentials with R and a being the radius and

diffuseness parameters of these potential. The subscripts r, v, s, so and c refer to

the real, volume, surface, spin orbit and Coulomb potentials respectively. These

parameters can be obtained from elastic scattering data. The advantage of the

optical model is that multiple sets of elastic scattering data can be fit to obtain a
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set of parameters which vary smoothly as a function of A, Z and projectile energy.

These global parameters are used in large-scale calculations [56,57] and for reactions

where no experimental data is available.

2.2.2 FRESCO

The DWBA calculations of this work were performed using the coupled channel

reaction code FRESCO [58]. FRESCO is a general purpose reaction code, written

in Fortran 90, which can be used to model a variety of direct nuclear reactions

including elastic, inelastic and transfer reactions. Calculations are performed by

defining a number of parameters which FRESCO uses to construct and solve the

Schrödinger equation. From this solution it is then possible to extract the required

nuclear information such as the angular distributions for individual states.

The parameters which are required for a calculation can be divided into five parts,

however certain reaction mechanisms such as elastic scattering do not require all the

parameters to be defined. The set of parameters are:

General Parameters - These are required for all calculations and control how the

code converges to a solution. These include the maximum values of angular

momentum and radius considered in the calculation as well as step sizes. Also

included in the general parameters are the beam energies for which the reactions are

studied. The final set of parameters are a series of switches which determine what

information, such as cross-sections and matrix elements, are output at the end of

the calculation.

Intrinsic Parameters - These are specific for the reaction being studied and describe

the beam and target nuclei, before and after the collision. Nuclear properties such

as mass and spin parity must be defined as well as any states involved in the

reaction.

Nuclear Potentials - The parameters used here define the potentials which are used

for the reaction calculation. The potentials used are taken as optical potentials,

section 2.2.1.2, and are separated into coulomb, volume, surface and spin orbit

potential terms. For each type of potential used a real and imaginary term must

be included for the potential depth, V0 and the radius and diffuseness parameters R

and a. Also included are the shape of the volume potential, which can be defined as

a Woods-Saxon or Gaussian potential. It is also possible to define any other shape
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of potential.

Overlap Functions - Where a calculation requires single particle excitations to

performed, such as inelastic scattering or transfer, parameters must be included to

construct overlap functions. The overlap function is a description of the composite

nucleus looks relative to its core. As with spectroscopic factors, section 2.2.1.1, the

overlap functions describe how the final state looks like a core plus a single nucleon.

Here the spin and angular momentum of the transferred particles must be defined

as well as a description of which nuclear orbitals must be populated.

Coupling Parameters - These describe the type of coupling between the initial and

final states. Simply this describes the method in which the final state is populated

whether through an electromagnetic interaction, a single particle excitation of the

beam or target nuclei or a particle transfer. For a transfer reaction it is also possible

to include the type of transfer coupling which includes; zero range, local energy

approximation, finite range or a non-orthogonality correction to the previous transfer

types. It is also possible to include couplings in the reverse direction.

FRESCO calculations are performed in this work to extract differential cross

sections. Individual calculations are performed for each spin transfers depending

on the type of reaction, for example the (3He,d) reaction involves low spin transfer

so calculations are performed for ` = 0-3. These calculations can then be compared

to experimental angular distributions in order to extract spin and parity as well

as proton transfer spectroscopic factors. Descriptions of the calculations performed

for the 34S(3He,d)35Cl and 26Mg(3He,d)27Al reactions will be discussed in detail in

sections 4.4 and 6.4 respectively. In addition as a test of the DWBA calculations

used in this work a replication study was performed which can be found in

Appendix A.

2.3 Gamow Window

For a nuclear reaction to occur classically the colliding particles must have sufficient

energy to overcome the Coulomb barrier. Quantum mechanically, however there is a

possibility that the colliding particles can tunnel through the Coulomb barrier and

the reaction can occur unhindered. The probability for a particle to tunnel through

35



a Coulomb potential is given by the expression:

Pg(E) = e−
√
Eg
E , (2.12)

where Eg is the Gamow factor:

Eg = 4π2η2E, (2.13)

with η being the Sommerfeld parameter:

η =
Z1Z2e

2

h̄v
, (2.14)

where Z1Z2e
2 is the product of charges of the colliding particles. From eq. (2.12)

it can be seen the probability of penetration of the Coulomb barrier is energy

dependent with high energy particles most likely to penetrate the barrier. In an

astrophysical environment, the particles will have a range of energies governed by a

Maxwell-Boltzmann distribution:

f(E) =

√
8

πm(kBT )3
Ee
− E
kBT . (2.15)

The probability a nuclear reaction will occur is dependent upon the product

of eqs. (2.12) and (2.15). The product of these equations, known as the

Gamow distribution can in seen in Figure 2.3. Also shown are the separate

Maxwell-Boltzmann distribution (dashed black line) and penetrability factor

(dashed-dotted line). It can be seen clearly that if the energy of the particles is

too low they cannot penetrate the barrier, but if the energy is too high there is

insufficient numbers of particles for the reaction to occur. There is, however, a

small energy region, known as the Gamow window [53] for which nuclear reactions

are most likely to occur and is defined by:

E = E0 ±
∆

2
, (2.16)

where E0 is the Gamow peak:

E0 =

(
Egk

2
BT

2

4

) 1
3

(2.17)
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and ∆ is the Gamow width:

∆ =
4

3
1
2

(E0kBT )
1
2 . (2.18)

Resonances which lie within the Gamow window are the most important during

astrophysical reactions. The contribution of individual states to the reaction rate is

discussed in section 2.4

Figure 2.3: Dependence of the reaction cross section for charged particles as a
function of energy (arbitrary units) [53]. The probability for a reaction to occur,
the Gamow distribution (solid black line), is the product of the Maxwell-Boltzmann
distribution (dashed line) and penetrability factor (dashed-dotted line).

2.4 Thermonuclear Reaction Rates

The thermonuclear reaction rate describes the number of reactions between two

nuclei in a thermonuclear environment per second. The formalism for the reaction

rate used in this work was detailed recently by Iliadis [1,59] and has been summarised
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below. The thermonuclear reaction rate is given as:

NA 〈σν〉 =
3.7138× 1010

T 9
3/2

√
ma +mb

mamb

∫ ∞
0

Eσ (E) e
− 11.605E

T9 dE cm3mol−1s−1

(2.19)

and describes the number of nuclear reactions per unit volume and time per mole

of material. NA is the Avogadro constant and 〈σν〉 is the reaction rate per particle

pair. It can be seen that the reaction is dependent upon both nuclear properties,

contained within σ(E) and the temperature T9 which is units of GK (109 K).

The temperature of the astrophysical environment determines the kinetic energy

of the colliding particles as described by the Maxwell Boltzmann distribution. The

parameter σ(E) describes how the cross section varies as a function of energy. This

parameter does not necessarily vary smoothly as a function of energy and is made of

multiple contributions which must be combined to calculate the cross section. The

multiple contributions required to calculate the reaction rate will be discussed in

the following sections.

2.4.1 Non-Resonant Reaction Rate

Non-Resonant contributions to the cross section are found to vary smoothly as a

function of energy at high energies. At low energies the probability of interaction is

decreased several orders of magnitude due to the presence of the Coulomb barrier.

The cross section due to non-resonant contributions is often given as:

σ (E) =
1

E
e−

Eg
E S (E) , (2.20)

where S(E) is the astrophysical S factor. S(E) is a useful parameter as it contains

the energy dependent nuclear effects to the cross section and removes the dependence

due to the Coulomb barrier. This parameter varies smoothly with energy and so

can be approximated as a polynomial:

S (E) ' S (0) + S ′ (0)E + S ′′ (0)E2. (2.21)
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2.4.2 Resonant Reaction Rate

The following contributions to the reaction rate proceed with resonances within the

nuclei of interest. It is therefore necessary to first describe what a resonance is and

how its properties influence the reaction rate.

2.4.2.1 Resonances

Figure 2.4: Graph showing a neutron resonance in a potential well in 27Al. Shown
as a dashed black line is a Woods-Saxon potential, with the dashed blue showing a
centripetal potential and the solid red line showing the total potential. A particle
can populate states within this well represented as a solid black lines. A resonance
is a state which would be unbound to the nuclear potential (dashed black line), but
can exist due to the angular momentum barrier (dashed blue).

A resonance is a ‘nearly bound’ state, which exhibits discrete quantum numbers

despite being unstable against particle emission. A resonance is unbound to the

nuclear potential barrier, however can exist due to extra binding from coulomb

and centripetal effects as seen in Figure 2.4. The lifetime of these resonances are

typically orders of magnitude greater than the orbital period of a nucleon ∼ 10−22

s [49], however the nucleon within this resonance state can eventually tunnel through

the potential and decay through particle emission. A resonance can be described by
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three parameters, the resonance energy, the lifetime and width Γ which is related to

the lifetime τ through the uncertainty principle:

Γ ≥ h̄

τ
(2.22)

Each of the available decay paths (p,n,α, γ) have their own partial widths Γi

which contribute to the total width Γ. The partial widths themselves describe the

probability of a state decaying through a certain channel. In order for the particle to

decay it must first tunnel through the potential barrier. The penetrability through

this barrier is calculated using:

Pl = R

(
k

F 2
l +G2

l

)
, (2.23)

where Fl and Gl are the regular and irregular Coulomb wave function and k is the

channel wave number [60]. The widths are also dependent upon the single particle

reduced width θsp which is the probability that the particle is emitted at the nuclear

surface. Values of θsp for specific orbitals are computed using a suitable nuclear

potential [61]. Finally the partial widths are dependent upon the value C2S which

is a combination of the isospin Clebsch-Gordan coefficient C2 and single particle

spectroscopic factor S. The partial widths is calculated using:

Γi =
2h̄2

µr2
C2SPlθ

2
sp, (2.24)

where r is the interaction radius and µ is the reduced mass of the core + single

particle system [59]. Using the partial widths and the spin of the resonance it is

possible to define a new property known as the resonance strength ωγ which is

defined as:

ωγ =
2Jr + 1

(2Jp + 1)(2JT + 1)

∏
Γi

ΓTot
. (2.25)

The resonance strength takes into account all nuclear structure information for the

resonance which is needed to calculate NA 〈σν〉.

2.4.2.2 Narrow Resonant Reaction Rate

The presence of a resonance results in a large increase in the total cross section.

For narrow resonances in which the Maxwell Boltzmann factor e−
E
kT is constant
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over the width of the resonance. The cross section, σ(E) in eq. (2.19), can then

be approximated as the sum of all narrow resonances with the total reaction rate

calculated using:

Na 〈σν〉 = 1.5399× 1010 (µT9)
−3/2

∑
i

(ωγ)i e
− 11.605Ei

T9 cm3mol−1s−1, (2.26)

where µ is the reduced mass and the subscript i refers to individual resonances

[1, 59].

2.4.2.3 Broad Resonance Reaction Rate

Equation (2.26) becomes invalid when the widths of the resonant states become

broad. The Boltzmann factor and partial widths vary as a function of energy so

cannot be assumed to be constant over the width of a broad resonant state. In

addition if the Gamow window lies outside the resonance energy, contributions from

the tail would be neglected from the reaction rate. The cross section for a broad

resonance is calculated using a Breit-Wigner formula:

σ(E) = 0.6566
ω

E
µ−1

Γa(E)2Γb(E +Q− Ef )2

(Er − E)2 + Γ(E)2/4
, (2.27)

where Q is the reaction Q-value, and Ef is the energy of the final state in the

residual nucleus. This expression is used in place of σ(E) in eq. (2.19) to calculate

the reaction rate contribution of broad resonances.

2.4.2.4 Interference

If two broad resonances with the same spin overlap, their amplitudes will interfere.

The contribution from the two resonances is given by:

σ(E) = σ1(E) + σ2(E)± 2
√
σ1(E)σ2(E) cos(δ1 − δ2), (2.28)

with σi obtained from eq. (2.27). δi is the resonance phase shift and is calculated

using:

δi = arctan

[
Γi(E)

2(E − Eri)

]
. (2.29)
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2.4.3 Statistical Models

To understand the nuclear evolution of astrophysical events it is necessary to have

reaction rates for many different reactions. While it is possible to measure some of

these reaction rates through direct or indirect methods, many cannot be studied in

current laboratory facilities. In place of rates based on experimental information,

it is therefore necessary to use theoretical models to predict reaction rates. For the

majority of astrophysical reactions the rates which are used are calculated using

a Wolfenstein-Hauser-Feshbach approach [62, 63]. The main assumption of this

approach is that there is a high level density of relevant resonances in the reaction

energy range, typically 5-10 MeV−1 [64]. While many reactions meet this criteria,

lighter nuclei and those at shell closures or the drip lines do not reach sufficient level

densities and the use of a statistical model is not ideal.

The statistical model reaction rates for the 34S(p,γ)35Cl and 26Al(n,p/α) reactions,

mentioned in sections 1.2.3 and 1.2.4 were calculated using the code NON-SMOKER.

NON-SMOKER uses the level density of excited states and the particle and

γ-transmission coefficients [43] in order to calculate reaction rates. The transmission

coefficients describe an absorption via an imaginary optical potential, section 2.2.1.2,

and represent a transition from an excited state in a compound nucleus to another

state through the emission of a particle or γ ray. They are calculated as the sum

of partial waves for all energetically favourable bound and unbound states. Particle

transmission coefficients are calculated by solving the Schrödinger equation for an

optical potential for the particle nucleus interaction [56,57]. The largest contribution

to the γ-transmission coefficients are E1 and M1 transmissions. The E1 transition

is the strongest of these and the contribution is calculated from a Lorentzian

representation of a Giant Dipole Resonance [65], which is the bulk vibration of

neutrons against protons in a nucleus.

The reaction rates derived from the NON-SMOKER are used in large scale

nuclear astrophysics calculations where many reactions have not yet been measured.

Sensitivity studies in particular use these rates to explore the effect of individual

reactions to identify which are important for the chemical evolution of a stellar

environment and as a result those which should be measured experimentally

[6–8].
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2.4.4 Reverse Reaction Rate

Nuclear reactions are not unidirectional and as long as it is energetically allowed

to do so a reaction can proceed in forward and reverse directions. The extra

kinetic energy of nuclei in a hot stellar environment allow for nuclear reactions

to occur in both directions even if one has a negative Q value. To accurately predict

nucleosynthesis yields it is necessary to include all reactions in both directions.

Rather than measure all reactions in both directions however, it is possible to

calculate the reverse rate of any reaction from the principle of detailed balance.

This requires the transition probabilities for the forward and reverse reactions to

be equal. In stellar environments the forward and reverse reactions will reach an

equilibrium and at this point the transition probabilities will be equal. As this will

satisfy the principle of detailed balance it is then possible to relate the two reaction

rates using,

Na 〈σν〉CD→AB
Na 〈σν〉AB→CD

=
(2JA + 1)(2JB + 1)

(2JC + 1)(2JD + 1)
·
(
GAGB

GCGD

)
·
(
AAAB
ACAD

)3/2

·e−11.605Q/T9 , (2.30)

where Q is the reaction Q-value for the forward reaction and Gi is the

temperature-dependent normalized partition functions which is defined as,

Gi =
∑
µ

(2Jiµ + 1)

(2Ji0 + 1)
e−Eiµ/kT (2.31)

where Jiµ and Eiµ are the spin and excitation energy of state µ in nucleus i and

Ji0 is the ground-state spin of nucleus i [26]. For the case of a capture reaction,

A(B,γ)D, the reverse reaction will be photodissociation and the transition rate for

this can be calculated using,

λCγ→AB
Na 〈σν〉AB→Cγ

= 9.685× 109T
3/2
9 · (2JA + 1)(2JB + 1)

(2JC + 1)

·
(
GAGB

GC

)
·
(
AAAB
AC

)3/2

· e−11.605Q/T9 ,
(2.32)

where λ is the number of photodissociations per second.
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2.4.5 Reaction Rates Involving Excited Nuclei

Equation (2.19) is valid only if the reacting nuclei are in their ground states. While

this assumption is valid for reactions measured in the lab, in stellar environments

the high temperatures make it is possible for the reacting nuclei to be thermally

excited. If the ground state and excited state of the reacting nuclei have different

spin values they will preferentially populate different states. A example of this is

transferring a neutron to 26Al. The ground state and first excited state have spin

parity values of 5+ and 0+ respectively. Due to the presence of angular momentum

barriers, neutron transfer reactions on the ground state of 26Al will preferentially

populate high spin states in 27Al whereas low spin states would be populated if
26Al was in its excited state. To account for these effects the reaction rate must be

corrected by a Stellar Enhancement Factor (SEF) [66]. The SEF is defined as,

SEF =
〈σ∗ν〉
〈σν〉

, (2.33)

where σ is the cross section assuming ground state reactions only and σ∗ is the

cross section in the stellar environment where reactions can occur on excited states.

Values of SEF for nuclei close to stability can be found in data tables [43].
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Chapter 3

Munich Experimental Setup

The reactions described in chapter 1 were studied at the Maier-Liebnitz Laboratory

in Garching, Munich. Beams of 3He and α particles were accelerated using a 14

MV Tandem Van de Graaff accelerator and impinged on a variety of targets most

importantly Ag34S and 26MgO targets. A full list of targets used in this work will

be detailed in section 3.3.1. Reaction products were separated and analysed using

the Munich Q3D magnetic spectrometer, which will be discussed in the following

section.

3.1 Beam Production

The 3He and α beams were produced by the MML tandem accelerator. An ion

source is used to form 3He− and 4He− ions which are repelled into the accelerator

due to a bias applied to the ion source. The negatively charged ions are attracted

towards a high-voltage terminal located at the centre of the accelerator. Also located

at the centre of the detector is a carbon foil which strips electrons from the ions

forming 3He+ and 4He+ ions which are repelled by the high-voltage terminal out

of the accelerator. This means that the central voltage is used twice. The energy

of the ions will be from a combination of the voltage on the central terminal and

the ion source with EBeam = 2qVTerminal + qVSource where q is the charge of the

ions.
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Figure 3.1: Ion optical layout of the Q3D spectrometer. T - target chamber; ME -
multipole element; Q - quadrupole D1, D2, D3 - dipole magnets; E.D. - electrostatic
deflector; F - focal plane; D - detector chamber [68].

3.2 Experiment Detectors

3.2.1 Munich Q3D Magnetic Spectrometer

The Munich Q3D Magnetic Spectrometer, hereafter referred to as the Q3D, is a

charged particle spectrometer, consisting of a three dipole magnets, one quadrupole

magnet and a single multipole magnet. A schematic of this spectrometer can be

seen in Figure 3.1. The Q3D has a large solid angle acceptance, up to 14.7 msr−1,

which can be reduced to increase energy resolution at the expense of transmission.

The Q3D is a high resolution spectrometer with a resolution of ∆E/E ∼ 2×10−4

[67] where E is the energy of the scattered particle. The Q3D can be rotated in order

to study reaction products at different angles to extract angular distributions.

Reaction products are separated by magnetic elements within the detector and

brought to focus on a common plane. Position along this focal plane can then

be used to determine the energy of reacted particles. From reaction kinematics

the energy of excited states in the target nuclei can be extracted. A description

of the ion optics will be discussed in the following sections. Position and particle

identification is determined using several detectors positioned at the focal plane and
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will be discussed in section 3.2.2.

3.2.1.1 Dipole Magnets

A charged particle moving with velocity, v, through a uniform magnetic field, B,

will experience a Lorentz force of the form:

F = q(v ×B), (3.1)

which for the case of a particle moving perpendicular to the field simplifies to:

F = qvB. (3.2)

A particle experiencing this force will move in a circular orbit with radius ρ and will

experience a centripetal force:

F =
mv2

ρ
. (3.3)

Combining eqs. (3.2) and (3.3) gives:

Bρ =
mv

q
, (3.4)

where the quantity Bρ is the magnetic rigidity. Particles with different momentum,

will have different Bρ and will follow different paths through the field as seen in

Figure 3.2. Changing the field strength can be used select particles whose energies

correspond to a excitation energy in the nuclei of interest.

3.2.1.2 Quadrupole Magnet

A quadrupole magnet consists of four poles arranged so that the field present at the

centre is zero. A schematic of a quadrupole magnet with field lines can be seen in

Figure 3.3. The magnetic field due to a quadrupole magnet is non-uniform with the

field strength increasing radially outwards. A charged particle travelling through

the top of the magnet will experience a force, eq. (3.1), directed towards the centre

of the magnet. Similarly a particle travelling through the bottom of the magnet

will be deflected towards the centre. Particles travelling through either the left or

right of the magnet, will however experience a force directed away from the centre.

It can therefore be seen that a quadrupole magnet focusses a beam of particles in
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Figure 3.2: Diagram showing trajectory of charged particles through a dipole
magnet. Magnetic Field strength can be adjusted to select isotopes with specific
Bρ.

Figure 3.3: Diagram showing idealised magnetic field lines produced by a
quadrupole magnet. Field lines are labelled assuming a particle moving into the
page [69].
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one direction while defocussing in the other. A quadrupole magnet is employed in

the Q3D in order to improve the vertical acceptance of ions travelling through the

detector.

3.2.1.3 Multipole Magnet

For wide angle magnetic spectrometers, kinematic broadening effects begin to

become the dominant factor affecting the resolution of the detector [70]. For a

reaction of the form A(B,C)D with particle A impinging on a target B, the Q value

can be written as:

Q = EC

(
1 +

mC

mD

)
− EA

(
1 +

mA

mD

)
− 2

mD

(EAECmAmC)
1
2 cos θlab. (3.5)

Differentiating with respect to θ and rearranging it can be seen that:

1

EC

∂EC
∂θ

= −100π

180
·

2
(
mAmC

EA
EC

) 1
2

sin θ

mC +mD −
(
mAmC

EA
EC

) 1
2

cos θ

(3.6)

Assuming a case of elastic scattering of α particles on a 12C target at 90◦ eq. (3.6).

simplifies to:
1

EC

∆EC
∆θ

' 1.2% deg−1 . (3.7)

The result in equation eq. (3.7) is percent energy change per degree. It can be

seen from this result that for a wide acceptance window ∆θ this effect can be quite

large.

In the Q3D this effect is reduced using a multipole magnet [68]. Kinematic

broadening is to first order a defocussing effect so can be compensated by focussing in

the horizontal plane. This focussing can be performed using a quadrupole magnet

as described in section 3.2.1.2. From eq. (3.6) it can be seen that for heavy ion

kinematics, where the beam has a greater mass than the target, there is greater

kinematic broadening and larger corrections are required. The Q3D uses a multipole

element, which produces simultaneous dipole, quadrupole, sextupole, octopole and

hexapole fields. The multipole is placed at the vertical focus of the quadrupole field

so that vertical focussing is not affected.
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Figure 3.4: Side view schematic of the Q3D focal plane detectors. Particles enter
from the left [71]

3.2.2 Focal Plane Detectors

The focal plane detectors of the Q3D are made up of three detectors, two MultiWire

Proportional Counters (MWPC) and a plastic scintillator, the arrangement can be

seen in Figure 3.4. The purpose of these detectors is to both detect position of the

reacted particles and provide particle Identification (PID). Details of these detectors

and their operation will be given in the following sections.

3.2.2.1 Scintillators

Scintillators are a class of detectors made of a variety of materials used to detect

ionising radiation. The material choice greatly affects the scintillator performance,

however all work on the principle of fluorescence. Ionising radiation excites electrons

in the scintillating material, which proceeds to de-excite by the emission of visible

light. The total number of photons produced is proportional to the energy of the

incoming radiation. The choice of scintillating material is important in determining

the light yields, photons per keV, and the response time, the delay between excitation

50



Figure 3.5: Basic elements of a Photomultiplier tube. [73]

and de-excitation [72]. The photons are collected by a PhotoMultiplier Tube (PMT)

which outputs a current signal to measure the energy of the radiation. A simple

PMT, as seen in Figure 3.5, is a vacuum tube consisting of a photocathode and an

electron multiplier. The photocathode absorbs photons produced by the scintillating

material, creating low energy photoelectrons. These electrons are then accelerated

due to a bias applied across the PMT. The electrons collide with dynodes within

the PMT producing a large number of electrons which are then accelerated and

collected by an anode. In this way large signals can be produced from low photon

yields. The Q3D uses a 7 x 14mm2 Ne-104 plastic scintillator.

3.2.2.2 MultiWire Proportional Counter

A MWPC is a type of gas filled position sensitive detector. A basic proportional

counter consists of an anode wire held at high voltage surrounded by a tube which

acts as a cathode. Radiation collides with gas molecules within the detector, causing

the formation of electron-ion pairs. Under normal conditions the electron-ion pairs

will recombine, however the voltage difference between the anode and cathode

creates an electron field which allows the electron and ions to drift to their

respective electrodes [72]. For sufficiently high electric fields secondary ionisation

can occur when the kinetic energy of the free electrons is sufficient to create another
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Figure 3.6: A schematic diagram of MWPC2. A side view can be seen in Figure 3.7
[71]

electron-ion pair. The electrons liberated by this ionisation are then accelerated by

the electric field and cause further ionisation. This process is known as a Townsend

Avalanche. The signal induced on the anode is proportional to the initial number of

electron-ion pairs created and as a result the energy of the incident radiation.

The MWPC is a development of this design which uses multiple anode wires

between two cathodes. As an ion passes through the detector it ionises the gas

creating electron-hole pairs inducing signals on the anode wires as the electrons are

accelerated by the electric field. Typically the signals collected by the anode wires

are used to localise the original event.

Position along the Q3D focal plane is determined using MWPC2 as labelled in

Figure 3.4, a detailed schematic can be seen in Figure 3.6. The MWPC consists of

two anode wires running parallel across the focal plane between two cathodes. The

back cathode is segmented and is used to determine position sensitivity as shown

in Figure 3.7. As a particle enters the MWPC electrons are produced which drift

towards the anode, inducing a charge across multiple cathode strips. Fitting the

magnitude of the collected charge across multiple strips allows sub strip position

resolution to be achieved.
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Figure 3.7: A schematic showing how focal-plane position of reaction products is
determined using MWPC2 [71]

3.2.3 Particle Identification

Multiple reactions occur at the target position, with different reactions products

able to scatter into the Q3D and implant on to the focal plane. The cross section

for competing reactions may in some cases be several orders of magnitude greater

than the reaction of interest. Reaction products must therefore by identified at the

focal plane.

Using the method of differential energy loss and the focal plane detectors described in

section 3.2.2 it is possible to identify products at the focal plane. For non relativistic

velocities the energy loss of a charged particle through an absorber is given by the

Bethe-Bloch formula [72]:

− dE

dx
=

4πe2Z2
i

mev2
NtZt · ln

(
2mev

2

I

)
, (3.8)

where Zi and v are the atomic number and velocity of the ion; Zt, I and Nt are the

atomic number, mean excitation potential and number density of the absorber. The

second term in eq. (3.8) varies slowly in energy so it can be seen that the energy

loss will be dominated by the 1/v2 term or inversely proportional to energy. The
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Bethe-Bloch formula can then be approximated as:

− dE

dx
∝ Z2

imi

Ei
. (3.9)

From this equation it can be seen that energy loss of a charged particle travelling

through a medium is dependent on its charge and mass. By measuring the energy

deposited by a particle it is possible to distinguish between different particles. It

common to measure the energy deposited in multiple detectors in order to identify

particles. In this work two methods are used to identify scattered particles.

The first method for Particle ID is the δE/δE method, in which the charge collected

in the two MWPCs is plot against each other, this is shown in Figure 3.8 for the
26Mg(3He,d)27Al reaction. Two distinct loci are seen corresponding to deuterons and

protons allowing a gate to be placed around the deuteron reaction products only.

It should be noted that the anode bias were set to observe protons and deuterons,

which means the inelastically scattered 3He could not be gated on. It should be

noted that the choice of gate used will affect the cross sections extracted in the

work. If the gate is too small it will not be possible to select all of the deuterons and

the cross sections extracted will be underestimated. A larger gate could be used,

however this increases the chances that other reaction channels will be included and

the gated spectrum will have higher contaminant levels. For the case of the gate used

in Figure 3.8 it is likely that there are deuterons which are not included in this gate.

While this would result in the extracted cross sections from being underestimated,

the effect is likely smaller than other sources of uncertainty and can be ignored.

A second gate can also be placed using the δE/E method. This method plots the

partial energy deposition in one detector versus the total energy deposited in a

second detector. Particles which deposit most of their energy in the first detector,

will deposit little in a second and similarly if a particle deposits little energy in the

first detector, more will be deposited in the second. For the Q3D the energy loss in

the first MWPC is plotted against the energy deposited in the plastic scintillator.

The result of this for the 26Mg(3He,d)27Al reaction can be seen in Figure 3.9.
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Figure 3.8: MWPC1 Anode charge versus MWPC2 Anode charge for 3He nuclei
impinged on 26MgO target and scattered in to the Q3D at 5◦. A gate is placed
around the deuteron locus.

3.2.4 Focal Plane Calibration

To identify states the focal plane must first be calibrated. The focal plane is

calibrated in terms of Bρ which can then be converted to energy using eq. (3.4).

This is accomplished by using isolated states with known Bρ. Programs are available

which which use reaction kinematics to predict the position of reacted particles for

different states on a focal plane [74]. Specific states used in calibration for each

reaction will be discussed in later sections. The focal plane can be calibrated at a

single angle, with rigidities at other angles calculated using:

Bexpρ =
Bexp

Bref

· f (x) , (3.10)

where Bref is the magnetic field settings used in the calibration and Bexp is the field

settings used for specific angle. f(x) is a quadratic function converting focal plane

position to radius of curvature ρ.
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Figure 3.9: MWPC1 Anode charge versus Plastic Scintillator charge (pm) for 3He
nuclei impinged on 26MgO target and scattered in to the Q3D at 5◦. A gate is placed
around the deuteron locus.

3.3 Experimental Details

3.3.1 Targets

The Q3D target ladder has space to accommodate up to five targets. A full list of

targets used in this work can be seen in Tables 3.1 to 3.3. The 34S(3He,d)35Cl reaction

was studied using an enriched 50 µg/cm2 Ag34
2 S target with Agnat2 S and ZnnatS

used to identify contaminant peaks. For the 26Mg(α,t)27Al and 26Mg(3He,d)27Al

reactions, states in 27Al were studied using isotopically enriched 26MgO targets with

a thickness of 20 µg/cm2 and 50 µg/cm2. Both targets were backed with 8 µg/cm2

carbon. Natural MgO targets were used in both reactions to identify contamination

from other Mg isotopes, with carbon targets used to identify contamination from

the carbon backing. The experimental targets were made to a precision of 20% at

the one sigma level which will be the used as the uncertainty in target thickness.
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Table 3.1: Targets used to study the 34S(3He,d)35Cl reaction. The thickness of the
target is assumed to be precise up to 20% at the one sigma level.

Target Ladder Position Target Thickness

1 Collimator -

2 Ag34
2 S + C Backing 20µg/cm2+8µg/cm2

3 Agnat2 S + C Backing 50µg/cm2+10µg/cm2

4 ZnS + C Backing 40µg/cm2+8.5µg/cm2

5 Agnat2 S + C Backing 43.2µg/cm2+10µg/cm2

6 12C 40µg/cm2

Table 3.2: Targets used to study the 26Mg(α,t)27Al reaction. The thickness of the
target is assumed to be precise up to 20% at the one sigma level.

Target Ladder Position Target Thickness

1 Collimator -

2 26MgO + C Backing 20µg/cm2+8µg/cm2

3 26MgO + C Backing 50µg/cm2+8µg/cm2

4 SiO 25µg/cm2

5 ZnS + C Backing 50µg/cm2+8µg/cm2

6 natC 22.8µg/cm2

Table 3.3: Targets used to study the 26Mg(3He,d)27Al reaction. The thickness of
the target is assumed to be precise up to 20% at the one sigma level.

Target Ladder Position Target Thickness

1 Collimator -

2 26MgO + C Backing 20µg/cm2+8µg/cm2

3 26MgO + C Backing 50µg/cm2+8µg/cm2

4 24MgO + C Backing 40µg/cm2+8.6µg/cm2

5 natC 27.8µg/cm2

6 SiO 25µg/cm2
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Chapter 4

34S(3He,d)35Cl Analysis and

Results

The 34S(3He,d)35Cl reaction was studied at the MLL facility in Garching using the

Q3D magnetic spectrometer. A beam of 20 MeV 3He nuclei were accelerated by

a tandem accelerator and impinged on the targets listed in Table 3.1. Scattered

particles were analysed at the focal plane of a Q3D magnetic spectrometer. Reaction

products were measured at 5 angles, 5, 10, 15, 25, and 40 degrees,with respect

to the beam axis, with the aim of measuring angular distributions. Spin parity

values and spectroscopic factors were then extracted and used to calculate a new
34S(p,γ)35Cl reaction rate at nova temperatures. In this chapter the results and

techniques required to extract them will be detailed. The implications of these

results will be discussed in chapter 5.

4.1 Focal Plane Identification

In order to identify states in 35Cl a gate must first be placed to identify the deuteron

reaction channels. Using the focal plane detectors and the δE versus δE method a

deuteron spectrum is obtained. The spectrum at 5◦ for the Ag2
34S target can be

seen in Figure 4.1. It is clear that the (3He,d) reaction channel is dominant with few

states from other reaction channels seen at the focal plane. A further gate can also

be placed using the δE versus E method, however this does not have a measurable

effect given the cleanliness of the spectrum. With the deuteron peaks identified
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Figure 4.1: Focal plane spectrum for Ag2
34S at 5◦. Top - Ungated focal plane

spectrum showing all reaction products. Inset - MWPC1 Anode charge versus
MWPC2 Anode charge, a gate is placed around the deuteron locus. Bottom -
Deuteron gated focal plane spectrum for Ag2

34S at 5◦. Peaks seen in this spectrum
are due to (3He,d) reactions on target 2 in Table 3.1.

it is necessary to identify those state which are from reactions on 34S nuclei. The

Ag2
34S target used was carbon backed so a separate natural carbon target was used

to identify any states from reactions on 12,3C. While an enriched target was used a

certain amount of natS will be present in the target with states from reactions on 32S

being the most prevalent of other sulphur isotopes based on the natural abundances.

Several natS targets were available for this study and were trialled in order to identify

the one with the strongest sulphur composition. Reactions on two Agnat2 S targets

and a ZnnatS target were initially measured at 5◦. The ZnnatS target was shown to

have the highest reaction count rate at 5◦ and was chosen to be used at the other

measurement angles.

Figures 4.2 to 4.6 shows the overlay of the Ag2
34S, Zn2

natS and natC targets at all

angles, which allows for the identification of the contaminant states. Using the code

nukesim [74], which uses reaction kinematics to predict the expected position of

reaction products on a focal plane, these states can be identified and are marked
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Figure 4.2: Bottom - 5◦ focal plane spectra for Ag2
34S, Zn2

natS and natC targets.
The spectra have been scaled to appear on the same axis. Top - Predicted position
of states on the Q3D focal plane from the nukesim code [74].

in the top panel of Figure 4.2. It should be noted that these predictions are for a

split-pole spectrometer and should not be taken as exact positions. It should be

noted that the 2.846 MeV state in 33Cl is not a singlet. The resolution of previous

(3He,d) studies [75, 76] was insufficient to resolve a state at 2.839 MeV which has

been identified in later studies using (p,γ) reactions [77–79]. Given the expected

energy resolution of the Q3D spectrometer it may be possible to identify this state

when fitting the focal plane data.

4.2 Focal Plane Fitting

Before fitting the focal plane spectra several corrections must first be performed.

High count rates result in dead-time losses which must be accounted for in order to

extract accurate cross sections. These dead-time losses are recorded in the first bin

of the focal plane histograms and can be corrected for using:

TDead =
All Counts in Spectrum

(All Counts − Counts in Channel 0)
. (4.1)
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Figure 4.3: Bottom - 10◦ focal plane spectra for Ag2
34S, Zn2

natS and natC targets.
The spectra have been scaled to appear on the same axis. Top - Predicted position
of contaminant states on the Q3D focal plane from the nukesim code [74].
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Figure 4.4: Bottom - 15◦ focal plane spectra for Ag2
34S, Zn2

natS and natC targets.
The spectra have been scaled to appear on the same axis. Top - Predicted position
of contaminant states on the Q3D focal plane from the nukesim code [74].
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Figure 4.5: Bottom - 25◦ focal plane spectra for Ag2
34S, Zn2

natS and natC targets.
The spectra have been scaled to appear on the same axis. Top - Predicted position
of contaminant states on the Q3D focal plane from the nukesim code [74].
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Figure 4.6: Bottom - 40◦ focal plane spectra for Ag2
34S, Zn2

natS and natC targets.
The spectra have been scaled to appear on the same axis. Top - Predicted position
of contaminant states on the Q3D focal plane from the nukesim code [74].
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This is a measure of the amount of time the detector was inactive and so not

recording true events. The focal plane spectra be corrected by this value to correct

for the dead time losses. In this work these are negligible.

The spectra must also be normalised by the total beam current accumulated during

the run. As explained in Chapter 3 a Faraday cup is placed behind the target

ladder. This is connected to a Beam Current Integrator which outputs a signal

which is proportional to the total beam current. The current is read out as two

scalar values SCA1/SCA3 which can be used to calculate the total beam current

using:

Q =
SCA1− SCA3

1000
∗ 2× 10−6, (4.2)

where the factor 2×10−6 is the equipment scale. Following these corrections focal

plane spectra can be fitted. In order to identify excited states and to extract cross

sections the peaks must be fitted with an appropriate fit function. Many states

are seen across the focal plane which overlap with each other and contaminant

states. Procedures must therefore be developed when fitting spectra to ensure

consistency at each angle. The choice of fit function will be discussed in section 4.2.1,

with the procedure described in section 4.2.2 and the individual fits detailed in

section 4.2.3.

4.2.1 Peak Functions

It is clear from Figure 4.2 that the observed peaks are asymmetric. This is because

the energy resolution of the Q3D is sufficiently high that effects such as energy loss

through target and the MWPCs are visible as low energy tails on peaks. In order to

fit these peaks an asymmetric peak function must be used. Several peak functions

were trialled and compared in order to select a single function which will be used to

fit the full focal plane spectrum. The first function trialled was a Landau function

which has the form:

y = Ae
−λ+e−λ

2

λ =
x− µ
S

,
(4.3)

where the parameter µ is the peak centroid and S is a parameter which controls

both the width and length of the low energy tail. This function was first described

by Landau to describe energy loss of a charged particle through a thin layer of

matter [80], which should make it a suitable fit function. A second function which
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was tested was the Radware Peak [81]. The Radware peak consists of a sum of a

regular Gaussian peak and an exponential convolved with a Gaussian broadening

and is defined as:

y = A

(
e−

(x−µ)2

2σ2 · η + e
x−µ
β · erfc

[
x− µ
σ
√

2
+

σ

β
√

2

]
· (1− η)

)
. (4.4)

Where the parameters µ and sigma are the standard Gaussian parameters and erfc

is the complimentary error function which is related to the error function erf by, erfc

= 1 - erf. The length of the low energy tail is controlled by the parameter β and η

is a mixing ratio. This function was designed to fit the small tails caused by charge

trapping in germanium detectors, but it should be able to be used for this work.

The third fit function tested was the Crystal Ball function, which is commonly used

in high energy physics. The function consists of two parts, a Gaussian peak above

an energy threshold and a power-law low-end tail below the threshold. The function

is given by:

y = A ·

e
− (x−µ)2

2σ2 for x−µ
σ

> −a(
n
|α|

)n
· e−

|α|2
2 ·
([

n
|α| − |α|

]
− x−µ

σ

)−n
for x−µ

σ
≤ −a,

(4.5)

where α marks the transition to the power-law tail and n is the order of the tail [82].

The final function which was trialled was the Skew Gaussian:

y = Ae−
(x−µ)2

2σ2 ·
(

1 + erf

[
α · x− µ

σ
√

2

])
. (4.6)

The parameters defined in the function are the standard Gaussian parameters with

the extra parameter α controlling the skewness of the function. The functions are

trialled by fitting an isolated 35Cl peak on a constant background, the result of this

can be seen Figure 4.7. It can be seen that the fit functions all produce good fits with

reduced χ2 values of ∼1 obtained for all the fits. The centroids extracted from the

fits are found to vary with the Landau function, eq. (4.3), having the largest centroid

value. Despite this the centroids are found to be consistent within error as are the

extracted peak areas. This would suggest that all peaks would be suitable for the

full focal plane fits. As multiple peaks will need to be fitted simultaneously it was

decided that the number of fit parameters should be minimised. The Crystal Ball,

eq. (4.5), and Radware Peak, eq. (4.4), have the largest number of fit parameters so

were not chosen. While the Skew Gaussian, eq. (4.6) produces a good fit, the Landau
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function, eq. (4.3), has the smallest number of parameters and was formulated to

describe the type of energy loss seen in the Q3D. For these reasons the Landau

function was chosen as the fit function.
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Figure 4.7: Comparison of multiple asymmetric peak function fits on an isolated
35Cl state. Shown are a fit of a peak on a constant background with the extracted
peak seen in black. The functions used are detailed in the text and are; a- Landau
Function eq. (4.3), b - Radware Peak eq. (4.4), c - Crystal Ball Function eq. (4.5),
d - Skew Gaussian eq. (4.6).

4.2.2 Fitting Procedure

The focal plane spectra are fitted with a total spectrum fit consisting of multiple

peaks on a linear background. Due to the large number of peaks seen across the focal

plane several assumptions are made in order to reduce the number of fit parameters.

Minimising the number of fit parameters should reduce the computational time and

should prevent erroneous results, e.g reducing the χ2 value, but using peaks which

are non-physical.
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With the exception of peaks due to broad resonances, the resolution is expected

to be dominated by the detector resolution rather than the intrinsic widths of the

populated states. A single parameter, S in eq. (4.3), will be used to control the

width of all the peaks which reduces the total amount of fit parameters by a third.

The peak position is constrained in a narrow window based on a visible inspection

of the spectrum leaving the peak height as the only unconstrained parameter.

The Q3D is set to focus products from a specific reaction while defocussing other

reactions. States in 35Cl observed at the focal plane will appear more narrow

compared to contaminant states which will be broader and may have an ill-defined

peak shape. Those contaminant states which cannot be modelled with a simple peak

function are excluding from the total focal plane fit. States in 35Cl which overlap

with the contaminants will also be excluded from the fit as it is not possible to extract

an accurate peak area without knowing the absolute magnitude of the contaminant

state. Specific descriptions of the fitting procedure used at each measurement angle

will be discussed below.

4.2.3 Focal Plane Fits

4.2.3.1 Focal Plane fit 5◦

The broad 2.365 MeV state in 13N seen at channel ∼ 550 in Figure 4.1 cannot be

fitted with a simple peak function, therefore the focal plane fit will be performed in

two parts.

Region 1 - The first fit region covers channels 680–2450 of the focal plane. Peaks

are fitted on a linear background with an exponential contribution from the broad
13N state. Peaks due to reactions on 32S and 16O can be modelled with a Landau

peak function and are also included in the fit. Due to the kinematic mismatch it was

expected that peaks from reactions on 16O would be broadened and the fact that this

state can be fit with a simple peak function is surprising. The width of this peak,

however is found to be broader than peaks in 35Cl so there does appear to be an

effect from kinematic mismatch. The peak seen at channel ∼ 1550, from reactions on
14N, overlaps with states believed to be from 35Cl. The 14N target content cannot be

calculated so the exact magnitude of the peak cannot be determined. Extracted peak

areas for the 35Cl states will be incorrect so the region covering channels 1550–1620

are excluded from the fit.
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Figure 4.8: Fitted Focal plane spectra at 5◦ for the Ag2
34S Target. The total fit

is seen in red with the individual peaks shown in black. The top axis shows the
energy of the excited states in 35Cl from a linear calibration fit and should be taken
as approximations only. A detailed description of the fit can be seen in the text.

Region 2 - The second fit region covering channels 30–480 is then fit as peaks on

a constant background with an exponential due to the low energy tail of the 13N

state. The width parameter, S in eq. (4.3), is not allowed to vary and is fixed from

the value obtained in the first fit.

The final result of the fit, showing the individual peak contribution can be seen in

Figure 4.8. Once a calibration has been performed, section 4.3, the extracted peak

positions will be converted into an excitation energy which is noted in Table 4.1.

4.2.3.2 Focal Plane fit 10◦

Figure 4.3 shows the overlay of the experimental targets at 10◦ to identify the 35Cl

states to be fitted. As with the 5◦ focal plane fit the 10◦ spectra is fitted in two

parts, before and after the broad 13N state.
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Figure 4.9: Fitted Focal plane spectra at 10◦ for the Ag2
34S Target. The total fit

is seen in red with the individual peaks shown in black. The top axis shows the
energy of the excited states in 35Cl from a linear calibration fit and should be taken
as approximations only. A detailed description of the fit can be seen in the text.

Region 1 - The region spanning channels 580–2450 are again fit with peaks on

a linear background with an exponential contribution from the broad 13N state.

The peaks seen at channels 900 and 1200 from states in 33Cl are again included

in the fit. Excluded from the fit are the regions spanning channels 1540–1620 and

1780–1960 due to reactions on 14N and 16O which cannot be fitted with a simple

peak function.

Region 2 - The second region spans channels 30–480 and is fitted as multiple

Landau functions on an exponential background to model low energy tail of the
13N state.

The focal plane fit can be seen in Figure 4.9 with the extracted peak positions

converted into an excitation energy and shown in Table 4.1.
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Figure 4.10: Fitted Focal plane spectra at 15◦ for the Ag2
34S Target. The total

fit is seen in red with the individual peaks shown in black. The top axis shows the
energy of the excited states in 35Cl from a linear calibration fit and should be taken
as approximations only. A detailed description of the fit can be seen in the text.

4.2.3.3 Focal Plane fit 15◦

Due to the continued presence of the broad 2.365 MeV 13N state, seen at channel

300 in Figure 4.4 the focal plane fit is again performed in two parts as with the 5

and 10◦ focal fits. The regions which are fitted are:

Region 1 - Between channels 380 and 2400 excluding the regions 1330–1500 and

1710–1860 which overlap peaks from reactions on 14N and 16O. Additional a state

in 14N can be seen at channel 560 from reactions on 13C present within the

carbon backing of the target. While the state appears to be able to be fit with

a simple function, its magnitude cannot be determined so the region 510–580 is

excluded.

Region 2 - The second fit region is between channels 35-200 and again fit as two

Landau peak functions on an exponential background.
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Figure 4.11: Fitted Focal plane spectra at 25◦ for the Ag2
34S Target.The total fit

is seen in red with the individual peaks shown in black. The top axis shows the
energy of the excited states in 35Cl from a linear calibration fit and should be taken
as approximations only. A detailed description of the fit can be seen in the text.

Figure 4.10 shows the full focal plane fit with the extracted peak positions detailed

in Table 4.1.

4.2.3.4 Focal Plane fit 25◦

As the broad 13N state has drifted off the focal plane, Figure 4.5, it is no longer

necessary to perform the focal plane fit in two parts. A full focal plane fit is

performed between channels 65–2450 which can be seen in Figure 4.11. A small

exponential background is included due to the high-energy tail of the 13N state still

seen at the edge of the focal plane. There is sufficient contribution from reactions

on 14N so it is no longer required to exclude regions which overlap with this peak.

There are still strong contributions from reaction on 13C and 16O, therefore the

regions 460–530 and 1320–1520 are excluded from the fit. Extracted excitation

energies for this fit are seen in Table 4.1.
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Figure 4.12: Fitted Focal plane spectra at 40◦ for the Ag2
34S Target. The total

fit is seen in red with the individual peaks shown in black. The top axis shows the
energy of the excited states in 35Cl from a linear calibration fit and should be taken
as approximations only. A detailed description of the fit can be seen in the text.

4.2.3.5 Focal Plane fit 40◦

At 40◦ a large part of the focal plane spectrum begins to overlap with the 17F ground

state. Due to the peak shape, seen in Figure 4.6 at channel 1800, which cannot be

modelled with a simple function the region spanning channels 1600–2500 of the focal

plane are excluded from the focal plane fit. The 0.495 MeV state in 17F is also still

present across the focal plane which requires channels 580–780 to be excluded from

the fit. Finally, the 7.029 MeV state in 14N, from reactions on 13C, can be seen at

channel 350 so the region covering channels 290–370 is excluded from the fit. The
33Cl states are still present at channels 800 and 1100 and are included in the fit as

normal. The full fit with the individual state contribution is shown in Figure 4.12,

with the extracted excitation energies given in Table 4.1.
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Figure 4.13: States used in the calibration of the focal plane for the 34S(3He,d)35Cl
reaction. Bottom - 5◦ fitted focal plane spectra at for the Ag2

34S target showing the
individual peak contributions. Top - Previously observed states used in the focal
plane calibration. Excitation energies are given in MeV.

4.3 Focal Plane Calibration

An internal calibration of the Ag2
34S target was performed using known states in

35Cl. The advantage of this method is that energy losses through the target can

be neglected. Initially the 2.685 and 2.846 MeV states in 33Cl [75, 76] are used

to perform a simple two-point calibration as described in section 3.2.4. Using the

reaction kinematics it is possible to calculate the energy of the scattered deuteron

for specific target excitation energies. The magnetic rigidity Bρ of these deuterons

are then calculated from the Q3D magnetic field settings and used to perform a

focal plane position to Bρ calibration. From this calibration the peak positions

extracted from the focal plane fits, Figures 4.8 to 4.12, are converted into an

excitation energy. Due to momentum matching, section 2.1.3.3, the (3He,d) reaction

should populate the same states as in the (p,γ) reaction [29,30]. Using the two-point

energy calibration it is possible to identify these states and then use them to perform

a second calibration using the states shown in Figure 4.13. This is fitted with a 2nd
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Figure 4.14: 5◦ 34S(3He,d)35Cl Focal Plane Calibration Curve. States known from
previous (p,γ) experiments are identified along the focal plane and used to perform
a calibration of focal plane position vs deuteron energy which can be related to
excitation energy.

order polynomial, the result of this is at 5◦ is seen in Figure 4.14. The vertical errors

are due to the uncertainties in the known excitation energies. These energies are

known from (p,γ) reactions and are known to less than 1 keV, with the exception of

the 6.427 MeV state which was observed in an (α,p) reaction and has an uncertainty

of 4 keV. Separate calibrations are performed at each angle. Table 4.1 shows the

energy of the states seen across the focal plane at more than 3 or more angles.

4.4 Angular Distributions

In order to produce angular distributions the extracted peak areas of the fitted

states must be converted into a differential cross section. As seen in eq. (2.1) the

cross section is the number of reactions per beam current and target atoms. The

differential cross section for a peak at specific angle is therefore defined as:

dσ

dΩ
=

Npeak

NT IBdΩ
, (4.7)
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Table 4.1: States observed in the 34S(3He,d)35Cl reaction. Shown are the excitation
energy of the states at each measurement angle in MeV with the average excitation
energy given in the first column. A dash indicated that the state was not observed
at a particular angle.

Ex (MeV) 5◦ 10◦ 15◦ 25◦ 40◦

7.400(2) 7.400(2) 7.402(2) 7.399(2) - -

7.359(2) 7.359(2) 7.356(2) 7.361(2) - -

7.273(2) 7.273(2) 7.273(2) - 7.272(2) 7.274(2)

7.227(2) 7.228(2) 7.227(2) - 7.227(2) -

7.194(2) 7.194(2) - - 7.194(2) 7.194(2)

7.178(2) 7.179(2) - 7.178(2) 7.179(2) 7.178(2)

7.103(2) - - 7.103(2) 7.102(2) 7.102(2)

7.066(2) - 7.067(2) 7.066(2) 7.065(2) -

7.030(2) - 7.038(2) 7.034(2) 7.030(2) -

6.907(2) 6.908(2) 6.908(2) 6.906(2) 6.906(2) -

6.866(2) 6.867(2) 6.866(2) 6.866(2) 6.866(2) 6.867(2)

6.842(2) 6.842(2) 6.841(2) 6.842(2) 6.841(2) 6.845(2)

6.823(2) 6.824(2) 6.822(2) 6.822(2) - -

6.778(2) 6.780(2) 6.778(2) 6.776(2) 6.775(2) 6.779(2)

6.761(2) 6.760(2) 6.763(2) 6.760(2) - -

6.674(2) 6.674(2) 6.673(2) - - 6.672(2)

6.643(2) 6.643(2) 6.642(2) 6.643(2) 6.645(2) 6.645(2)

6.545(2) 6.545(2) 6.545(2) - 6.545(2) -

6.491(2) 6.490(2) - 6.491(2) 6.492(2) -

6.468(2) 6.468(2) - 6.468(2) 6.469(2) -

6.427(2) 6.426(2) 6.427(2) 6.427(2) 6.428(2) 6.429(2)

6.402(2) 6.406(2) 6.399(2) 6.396(2) 6.395(2) -

6.377(2) - - 6.378(2) 6.377(2) 6.377(2)

6.329(4) 6.336(4) 6.335(4) 6.333(4) 6.327(4) -

6.284(4) 6.283(4) 6.284(4) 6.284(4) 6.287(4) 6.289(4)
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where Npeak is the area under a peak, NT is the number of target atoms per unit

area and IB is the beam current. The parameter dΩ is the solid angle of the Q3D

acceptance window and has a value of 5.33 µsr at all angles. The differential cross

section at each angle are then plotted as angular distributions which will be used

to extract angular momentum values and spectroscopic factors when compared to

DWBA calculations.

4.4.1 DWBA Calculations

Finite range DWBA calculations were performed using the coupled channel reaction

code FRESCO [58]. As an optical potential was not measured in this work, global

potentials were used in the calculations. Two global potentials have been previously

calculated for an incoming 3He channel, by Liang et al. [83] and Pang et al. [84].

The potential of Pang et al., however was calculated with experimental data for

targets with A>40 so was not chosen. For the deuteron exit channel an optical

potential by Daehnick et al. [85] was chosen, which has been used extensively in

transfer reaction studies. As only low spin states are expected to be populated in

(3He,d) transfer reactions, calculations were performed only for angular momentum

values of `=0–3. Due to the intrinsic spin of the transferred proton, s=1/2, DWBA

calculations were performed for both J=`+s and J=`-s angular momentum coupling.

It is unlikely, however that definite spin assignments of states in 35Cl can be

made. The DWBA calculations were tested by replicating angular distributions

and spectroscopic factors of a previous (3He,d) study [86]. Full details of this are

given in Appendix A.

4.4.2 32S(3He,d)33Cl Angular Distributions

While no previous studies of the 34S(3He,d)35Cl reaction are available for comparison,

the 32S(3He,d)33Cl reaction has being extensively studied, [75,76,87], using DWBA

calculations to make spin assignments and extract proton transfer spectroscopic

factors for the 2.685 and 2.846 MeV states. The experimental angular distributions

and calculations of this work can be compared with the previous studies as a further

test of the optical potentials and DWBA calculations used in this work. In addition

to the two states populated in previous 32S(3He,d)33Cl studies a third state seen at

2.839 MeV has been observed in direct proton capture studies [77–79]. The energy
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resolution of the previous 32S(3He,d)33Cl studies, ∼60keV [75,76,87], is not sufficient

to resolve this state so the extracted spectroscopic factors could be overestimated

for the 2.846 MeV state.

Differential cross sections are extracted by fitting the spectra obtained using the

Zn2
natS target. Given the superior energy resolution of the Q3D spectrometer there

is evidence at all angles of a doublet which is believed to be the 2.846 and 2.839 MeV

states in 33Cl. As with the 34S(3He,d)35Cl spectra the peaks are fitted simultaneously

as three Landau functions on a linear background. The result of the fits at all angles,

including the extracted peaks areas can be seen in Figure 4.15.

After extracting the peak areas the differential cross sections at each measurement

angle are calculated using Equation (4.7) and used to extract angular distributions.

DWBA calculations are performed using FRESCO with the global potentials of

Liang et al. [85] and Daehnick et al. [83]. The calculations are fitted to the

experimental data in order to determine the angular momentum transferred. From

the fits a scalar parameter is obtained which is the proton transfer spectroscopic

factor S. The results of these fits can be seen in Figure 4.16 which show the angular

distributions overlaid with the theoretical calculations for `=0-3 angular momentum

transfer. As it is difficult to fully resolve the 2.839 and 2.846 MeV states at 5◦ the

theoretical distributions are not fit at this point. The calculations are performed

for both J=`+s and J=`-s coupling, however only the results from the J=`+s are

presented here. While the extracted spectroscopic factors, S, differ depending upon

the coupling, previous studies present results only for J=`+s coupling. For all cases

the isospin Clebsch-Gordon coefficient, C2 has a value of 1.

As can be seen in Table 4.2 the agreement between the present work and the

previous results is not good. While the ` transfer for the 2.846 MeV state is in

agreement with the previous results the extracted C2S is found to be 2-3 times

smaller than previously observed. For the 2.685 MeV state an `=3 transfer was

previously assigned, however χ2 analysis favours an `=2 transfer in the present

work. For the ` = 2 transfer a χ2 value of 6 is found from the fit compared to χ2 =

18 for an ` = 3 transfer. From this it is possible to conclude that an ` = 2 transfer

is favoured by over 3σ compared to the ` = 3 assignment. The 2.839 MeV state has

not being previously observed in (3He,d) studies, however proton capture studies

have assigned this state as a 5/2+ state. [77–79], which is in agreement with this

work.
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Figure 4.15: Fitted Focal plane spectra for the Zn2
natS target. In red is the total

spectrum fit with the individual peak contribution seen in black. The measurement
angle of the spectra from top to bottom are 5, 10, 15 , 25 and 40◦
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Figure 4.16: Deuteron angular distributions measured with the 32S(3He,d)33Cl
reaction at 20 MeV for J=`+s coupling. Graphs are fitted with calculated DWBA
angular distributions for angular momentum transfer `=0 (Blue), `=1 (Red), `=2
(Green), `=3 (Yellow). Extracted angular momentum transfer and spectroscopic
factors from the fits are summarised in Table 4.2

Table 4.2: Summary of 33Cl angular distributions fits. The errors in C2S are from
the fits only. In addition a systematic uncertainty of 20% is expected due to the
quoted precision of the experimental target thickness, however this is not shown.
Also shown are the results of previous studies [75,76,87]. The results of [76] are for
two sets of optical potentials.

Previous Studies Present Work

Ex (MeV) ` Transferred C2S ` Transferred C2S

2.685 3 0.73 [75] 0.50/0.41 [76] 0.52 [87] 2 0.284(8)

2.839 - - - - 2/3 0.038(2)/0.044(2)

2.846 1 0.55 [75] 0.50/0.58 [76] 0.72 [87] 1 0.250(5)

While the present results are not in good agreement with the previous transfer

experiments, it is not believed they are incorrect. The energy resolution of the Q3D

is far superior than that used in the previous work, which is apparent from the

observation of the 2.839 keV state. Given the cleanliness of the spectra; the quality

of the fits seen in Figure 4.15; and the understanding of the contaminant states and

the χ2 values it is unlikely that there has been a misidentification of the states. With

regards to the DWBA calculations, it has been shown in Appendix A that previous

results can be replicated. When fitting the DWBA calculation to the experimental

angular distributions the fit results clearly show the assignments shown in Table 4.2.

While it is not possible to speculate on the differences between the present and the

previous work it is clear that our data favours the present results.

78



4.4.3 34S(3He,d)35Cl Angular Distributions

Experimental angular distributions for the states seen in Table 4.1 are all drawn and

fitted with DWBA calculations. An example of the calculations used to calculate

the differential cross sections needed to draw the angular distributions are shown

in section B.1. The result of these fits for J=`+s coupling are seen in Figure 4.17

with the J=`-s coupling shown in Figure 4.18. The best fits for each state, showing

angular momentum transfer, `, and spectroscopic factors, C2S, are summarised in

Table 4.3 along with previous assignments where available. Due to the quoted

precision of the experimental targets an additional 20% uncertainty, not shown in

Table 4.3, should be included. It should be noted that for some states it is not

possible to make definite spin assignments and multiple angular momentum transfer

values are allowed. It is clear from Figures 4.17 and 4.18 that there is no difference

in angular momentum transfer when comparing calculations for J=`+s or J=`-s

coupling. Different spectroscopic factors C2S are extracted depending upon the

type of coupling.

For some states it was not possible to find a satisfactory fit. Notable is the 7.178 and

7.194 MeV states for which no good fit can be found for the later and the former is

in disagreement with the previous studies [29,30] which report the state as a 1/2+,

`=0 transfer, opposed to this work where an `=2 or 3 transfer is needed. A possible

explanation for this discrepancy is the existence of a state at 7.185 MeV which has

been observed in a 36Ar(d,3He) study and has a 5/2+ spin parity assignment. The

existence of this state could account for poor and incorrect spin assignments as it

would not be possible to fully resolve the 7.179, 7.185 and 7.194 triplet given the

resolution of the Q3D. For this reason our result for the 7.179 MeV and 7.194 MeV

state will be disregarded when calculating the reaction rate and the previous results

will be used instead.

For other cases where no spin assignments can be made, fits are performed using

mixed transitions. For this case the distributions are fitted with a sum of two

different ` transitions, `=0+2 and `=1+3, for which separate C2S values are

extracted. Mixed transitions are only investigated where a state has been observed

at 4 or 5 angles, but does not have a good fit. An example is the 6.867 MeV

state, which is known from previous studies [88] and observed at all measurement

angles. The angular distribution for this state is fitted with an `=0+2 theoretical

distribution with the result seen in Figure 4.19. A comparison of the χ2 values show

79



 (
m

b/
sr

)
Ω

/dσd )° (cmθ
5 10 15 20 25 30 35 40 45

0

0.2

0.4

0.6

0.8

1

E= 7397

5 10 15 20 25 30 35 40 45
0

0.05

0.1

0.15

0.2

0.25

0.3

E= 7362

5 10 15 20 25 30 35 40 45
0

0.5

1

1.5

2

2.5

E= 7273

5 10 15 20 25 30 35 40 45
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

E= 7194

5 10 15 20 25 30 35 40 45
0

0.2

0.4

0.6

0.8

1

1.2

1.4

E= 7178

5 10 15 20 25 30 35 40 45
0

0.5

1

1.5

2

2.5

3

E= 7103

5 10 15 20 25 30 35 40 45
0

0.2

0.4

0.6

0.8

1

1.2

1.4

E= 7066

5 10 15 20 25 30 35 40 45
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2

E= 6866

5 10 15 20 25 30 35 40 45
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

E= 6842

5 10 15 20 25 30 35 40 45
0

0.1

0.2

0.3

0.4

0.5

0.6

E= 6823

5 10 15 20 25 30 35 40 45
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

E= 6778

5 10 15 20 25 30 35 40 45
0

0.05

0.1

0.15

0.2

0.25

0.3

E= 6761

5 10 15 20 25 30 35 40 45
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

E= 6674

5 10 15 20 25 30 35 40 45
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

E= 6643

5 10 15 20 25 30 35 40 45
0

0.05

0.1

0.15

0.2

0.25

E= 6545

5 10 15 20 25 30 35 40 45
0

0.5

1

1.5

2

2.5

E= 6491

5 10 15 20 25 30 35 40 45
0

0.5

1

1.5

2

2.5

3

3.5

E= 6468

5 10 15 20 25 30 35 40 45
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

E= 6427

5 10 15 20 25 30 35 40 45
0

0.05

0.1

0.15

0.2

0.25 E= 6377

Figure 4.17: Deuteron angular distributions measured with the 34S(3He,d)35Cl
reaction at 20 MeV for J=`+s coupling. Graphs are fitted with calculated DWBA
angular distributions for angular momentum transfer `=0 (Blue), `=1 (Red), `=2
(Green), `=3 (Yellow). Extracted angular momentum transfer and spectroscopic
factors from the fits are summarised in Table 4.3.
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Figure 4.18: Deuteron angular distributions measured with the 34S(3He,d)35Cl
reaction at 20 MeV for J=`-s coupling. Graphs are fitted with calculated DWBA
angular distributions for angular momentum transfer `=0 (Blue), `=1 (Red), `=2
(Green), `=3 (Yellow). Extracted angular momentum transfer and spectroscopic
factors from the fits are summarised in Table 4.3.
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Figure 4.19: Angular distribution for the E = 6.867 MeV state in 35Cl fit. Left - The
angular distribution has been fitted with calculated DWBA angular distributions
for angular momentum transfer `=0 (Blue), `=1 (Red), `=2 (Green), `=3 (Yellow).
Right - The distribution has been fit with a mixed `=0 + `=2 transition. Shown in
black is the total fit with the individual `=0 and `=2 components seen in blue and
red respectively.

a mixed transition is favoured over a pure ` transfer. For the case of a pure transition

an ` = 2 transfer produces the best fit with a χ2 = 16, however for a mixed ` = 0

+ 2 transition a χ2 value of 6 is found. From this it is possible to reject the pure `

= 2 transition at the 3σ level in comparison to a mixed ` = 0 + 2 transition.

4.5 Thermonuclear Reaction Rate

After extracting the spectroscopic factors C2S for the observed states it becomes

possible to convert them into resonance strength ωγ. The method for this is detailed

in section 2.4. As there is no evidence of broad states being seen across the focal

plane spectra Figures 4.8 to 4.12, the resonant reaction rate is calculated using the

narrow resonances approximation described in section 2.4.2. As the DWBA fits

allow for multiple spin assignments a minimum and maximum ωγ is calculated for

all observed states. An example of the calculation is given in section B.2. Using

these values a minimum and maximum reaction rate will be determined which will

provide the uncertainties when calculating the final 32S/34S ratio in ONe white dwarf

novae. The minimum and maximum values of ωγ used in this work are shown in

Table 4.4 and compared with previous results where available. In addition to the

values used in this work the reaction rate will be calculated with all previously

known ωγ values [89].

Reaction rates are calculated using Monte Carlo methods implemented through
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Table 4.3: Nuclear structure of 35Cl for states within 6.2 < Ex < 7.4 MeV. The
first two columns give weighted averages of Ex and Jπ assignments from previous
(p,γ) studies [29, 30]. The final three columns give Ex, ` and extracted proton
spectroscopic factors C2S for the adopted orbital angular momentum transfer values
` with J=`+s coupling, as determined in the present work.

Previous Work [29,30] Present Work

Ex (keV) Jπ Ex (keV) ` C2S

- - 6284(2) 2 0.0143(3)

- - 6329(2) 0,1 0.0015(3)/0.0011(1)

6379(3) - 6377(2) 2,3 0.0002(1)/0.0003(1)

6427(5) - 6427(2) 3 0.0061(2)

- - 6468(2) 1 0.0084(3)

6492(2) - 6491(2) 2 0.0120(3)

- - 6545(2) 0,1 0.0020(5)/0.0007(1)

- - 6643(2) 1 0.0036(2)

- - 6674(2) 1-3 0.0005(1)/0.0008(1)/0.0010(1)

- - 6761(2) 0,1 0.0028(6)/0.0008(1)

- - 6778(2) 1 0.0021(2)/0.0023(2)

- - 6823(2) 1 0.0015(1)

- - 6842(2) 2,3 0.0036(1)/0.0044(2)

6866.4(6) (1/2 - 5/2)+ 6866(2) 0 + 2 0.0080(1) + 0.0110(1)

7065.9(10) 5/2+ 7066(2) 1,2 0.0022(2)/0.0020(2)

7103.4(10) 3/2 7103(2) 1,3 0.0046(3)/0.0031(2)

7178.8(10) 1/2+ 7178(2) 2 0.0054(5)

7185.0(10) 5/2+ - - -

7194.1(10) 1/2− 7194(2) - -

7224.5(10) 5/2 - - -

- - 7227(2) 0,1 0.0323(8)/0.011(1)

7233.5(10) (3/2 , 5/2)+ - - -

7272.8(10) 1/2− 7273(2) 0,1 0.025(6)/0.0075(3)

7362.1(10) 3/2 7361(2) 1 0.0010(2)

7397.0(16) 7/2 7398(2) 2,3 0.0070(3)/0.0082(3)
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Table 4.4: Resonance parameters for the 34S(p,γ)35Cl Reaction. The first two
columns list adopted Ex and Er, as determined using a weighted average of present
and previous works (see Table 4.3) and Sp(

35Cl) = 6370.82 keV [90]. The third
column gives adopted Jπ values as found through previous and present constraints.
Previously measured (p,γ) resonance strengths ωγ are listed in the fourth column.
The last two columns list the minimum and maximum resonance strengths will be
used for the reaction rate calculations in this work
Adopted Previous Work Present Work

Ex (keV) Er (keV) Jπ ωγ (eV) ωγmin (eV) ωγmax (eV)

6427(2) 56(2) (5/2 , 7/2)− - 6.5(2)×10−24 2.2(1)×10−22

6468(2) 97(2) (1/2 , 3/2)− - 4.2(5)×10−14 4.2(5)×10−14

6491.5(8) 120.6(5) (3/2 , 5/2)+ - 3.7(1)×10−13 4.1(1)×10−13

6545(2) 174(2) (1/2 , 3/2) - 7.4(13)×10−10 4.1(1)×10−9

6643(2) 272(2) (1/2 , 3/2)− - 8.5(10)×10−6 8.9(10)×10−6

6674(2) 303(2) (1/2 - 7/2) - 2.4(2)×10−8 4.1(8)×10−6

6761(2) 390(2) (1/2 , 3/2) - 2.4(3)×10−4 1.5(1)×10−3

6778(2) 407(2) (1/2 , 3/2)− - 9.4(12)×10−4 1.0(1)×10−3

6823(2) 452(2) (1/2 , 3/2)− - 2.7(3)×10−3 2.7(3)×10−3

6842(2) 471(2) (3/2 / 7/2) - 3.3(1)×10−5 7.0(3)×10−4

6866.4(6) 495.5(6) 5/2+ 2.5(12)×10−2 3.0(3)×10−2 4.7(5)×10−2

7065.9(10) 695.1(10) 5/2+ 7.0(40)×10−2 2.2(1)×10−2 2.2(1)×10−2

7103.3(10) 732.5(10) 3/2− 0.23(12) 6.0(3)×10−2 1.30(7)

7178.6(10) 807.8(10) 1/2+ 8.1(4)×10−2 - -

7185(1) 814(1) 5/2+ - - -

7194.1(10) 823.3(10) 1/2− 0.38(19) - -

7224.5(10) 853.7(10) 5/2 7.6(38)×10−2 - -

7233.5(10) 862.7(10) (3/2 , 5/2)+ 0.52(10) - -

7272.8(10) 902.0(10) 1/2− 0.59(12) 11(2) 12(2)

7361.9(10) 991.1(10) 3/2− 0.85(17) 0.30(4) 3.0(6)

7397.4(16) 1026.6(16) 7/2− 0.19(10) 0.18(1) 0.19(1)
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the STARLIB library [91]. Using resonance energies and strengths along with any

associated uncertainties as inputs the STARLIB library is able to determine low,

median and high thermonuclear reaction rates referring to the 16th, 50th and 84th

cumulative rate distributions at each temperature. It should be noted that in this

work the minimum reaction rate will refer to the STARLIB low rate for the minimum

ωγ values. Similarly the maximum rate refers to the high rate with the larger ωγ

values. Each input parameters is described as a probability density function which

is then randomly sampled using standard Monte Carlo techniques and a reaction

rate is computed from with eq. (2.19). A minimum sampling of 5000 is required to

provide reproducibility to within a few percent.
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Figure 4.20: Thermonuclear 34S(p,γ)35Cl rates over typical nova peak temperatures.
Shown in blue are the low and high rates from the present work and a rate calculated
using a statistical model, shown in red [26,43].

In addition to the resonant contribution, a non-resonant contribution, section 2.4.1,

is required to calculate the reaction rate. This has not being previously measured,

however Iliadis et al. have previously compiled a list of experimental values for

other proton capture reactions in this mass region [26]. Values for the non-resonant

contribution, S (0) in eq. (2.21), are found to vary between 5 keV b and 400 keV b.
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Figure 4.21: Minimum 34S(p,γ)35Cl thermonuclear reaction rate showing the
contribution of individual states. In black is the total reaction rate, with the 5
strongest contributors at 0.25 GK labelled. In grey are the weakest contributions
over typical nova peak temperatures.

Over typical nova peak temperatures this contribution is expected to be negligible,

however multiple values will be trialled to determine the contribution to the reaction

rate.

Using the values given in Table 4.4 minimum and maximum reaction rates have been

calculated and are plotted in Figure 4.20 with a rate from a statistical model [26,43].

The ratio between the maximum and minimum reaction rate are found to vary

between 4 and 1.4 with an average ratio of 1.75. The statistical model appears to

overestimate both rates, in some cases by over an order of magnitude.

To investigate which states are the most significant contributors to the total reaction

rate, calculations are performed for each individual resonance. As broad resonances

were not observed in this work there are no interference terms required and the

total reaction rate should be the incoherent sum of individual states. The minimum

and maximum reaction rates are then plotted in Figures 4.21 and 4.22 along with
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Figure 4.22: Maximum 34S(p,γ)35Cl thermonuclear reaction rate showing the
contribution of individual states. In black is the total reaction rate, with the
strongest contributors at 0.25 GK labelled. In grey are the weakest contributions
over typical nova peak temperatures.

the individual contributions of each state. For the minimum reaction rate over

typical nova peak temperatures it is clear that the reaction rate is dominated by

five resonance with energies, 272(2), 407(2), 390(2), 495(2) and 452(2) keV. Up to

0.25 GK the rate is entirely dominated by the 272 keV resonance. The situation

becomes more complicated for the maximum reaction rate. The same five resonances

contribute strongly to the rate, however contributions from other resonances become

more dominant. While the minimum reaction rate is dominated below 0.25 GK by

the 273 keV resonance; the maximum rate has a significant contribution from the

174 keV resonance. The contribution of this resonance begins to fall after 0.15 GK

and becomes insignificant at higher temperatures.

The experimental reaction rate calculated in this work and shown graphically in

Figure 4.20 is valid over typical nova temperatures, but becomes invalid at higher

temperatures. The reaction rate is based on experimental data, however if the

temperature of the environment is too high the reaction would no longer proceed
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through the experimentally known states. For example the highest energy state

included in the 34S(p,γ)35Cl reaction rate calculation was the 9.194 MeV state, which

corresponds to a proton bombardment energy of 2.9 MeV [31]. If the temperature is

sufficiently high and protons within the environment have energies > 2.9 MeV the

reaction rate can no longer be used. The maximum possible temperature for which

the reaction rate is valid, Tmatch, can be calculated using:

E ′(Tmatch) + δE ′(Tmatch) = Emax, (4.8)

where Emax is the maximum experimental energy and E ′ and δE ′ are the location

and width of the effective temperature range for which the experimental reaction

rate is valid. The values E ′ and δE ′ can be approximated as the Gamow peak

and width eqs. (2.17) and (2.18) to calculate Tmatch [92]. Using eq. (4.8) with the

maximum proton energy used in this work, Emax = 2.9 MeV, it can be seen that

the calculated reaction rate is valid up to ∼ 2.7 GK.

Beyond this temperature the reaction rate must be calculated using a statistical

model. For this the old reaction rate, calculated from a statistical model [26], is

normalised to the present experimental minimum and maximum reaction rates.

Finally, corrections must be made to the reaction rate to account for reactions

involving excited 34S nuclei, see section 2.4.5 for details. The reaction rate is

corrected for stellar temperature using the SEFs found in [43]. For the 34S(p,γ)35Cl

reaction, however the effect of reactions on excited nuclei, becomes significant only

for temperatures T9>5 GK and as the statistical reactions rates include the SEFs,

the calculated reaction rate does not need to be modified. The new recommended
34S(p,γ)35Cl reaction rate which will be used to calculate the 32S/34S isotopic ratio is

shown in Table 4.5. Using eq. (2.32) a reverse rate is also calculated for the minimum

and maximum rate which will be necessary when determining the astrophysical

impact of the new experimental rates, as detailed in the following section.

4.6 Astrophysical Impact of the 34S(p,γ)35Cl

Reaction Rate

Using the new reaction rates seen in Table 4.5 calculations were performed using

a one-dimensional, spherically symmetric, implicit hydrodynamical code, known as
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Table 4.5: New recommended Minimum and Maximum Reaction Rate for the
34S(p,γ)35Cl. Shown in the first column is the temperature in GK with the
minimum and maximum recommended reaction rate in the final columns in units of
NA 〈σν〉 cm3mol−1s−1

T9 GK Minimum Reaction Rate Maximum Reaction Rate

0.01 8.32×10−44 1.92×10−42

0.015 7.97×10−35 2.69×10−33

0.02 3.27×10−30 9.08×10−29

0.03 5.17×10−23 5.42×10−23

0.04 4.27×10−19 4.28×10−19

0.05 9.12×10−17 9.18×10−17

0.06 3.24×10−15 3.37×10−15

0.07 4.32×10−14 5.23×10−14

0.08 3.39×10−13 5.97×10−13

0.09 2.07×10−12 5.59×10−12

0.1 1.12×10−11 3.95×10−11

0.15 1.94×10−8 3.40×10−8

0.2 2.30×10−6 3.15×10−6

0.3 6.20×10−4 1.10×10−3

0.4 2.25×10−2 4.00×10−2

0.5 2.31×10−1 4.09×10−1

0.6 1.19×100 2.18×100

0.7 4.36×100 8.31×100

0.8 1.33×101 2.55×101

0.9 3.53×101 6.57×101

1 8.14×101 1.46×102

1.5 1.17×103 1.83×103

2 4.39×103 6.44×103

3 1.55×104 2.12×104

4 3.35×104 4.59×104

5 5.66×104 7.73×104

6 8.29×104 1.13×105

7 1.12×105 1.53×105

8 1.40×105 1.91×105

9 1.69×105 2.31×105

10 1.97×105 2.70×105
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SHIVA [10]. These calculations were not performed by the author and the mechanics

of the nova model are beyond the scope of the thesis and will not be discussed in

detail. This work is concerned only with the final result of the calculations, however

the input parameters and assumptions of the model will be discussed.

The code SHIVA uses a Lagrangian system, where the location of individual particles

is tracked, to solve standard differential equations for hydrodynamical evolution.

These include the conservation of mass, momentum and energy as well as energy

transport by radiation and convection. A diffusion equation is used to model the

mixing between adjacent convective shells. Additional corrections are included to

account for the optical opacity of the white dwarf with regards to radiation transport.

The model is linked to a reaction rate network, for which the new 34S(p,γ)35Cl rate

calculated in the present work has been included.

As elements in the Si-Ca mass region are produced only in the heaviest ONe white

dwarf stars, calculations are performed for a 1.35 M� white dwarf accreting matter

from a companion star at the rate of 2×10−10 M�yr−1. There is assumed to be

pre-mixing, to a level of 50%, of the accreted matter from the companion star and the

outer layers of the white dwarf prior to the nova explosion. This level of pre-mixing

has previously been found to mimic mixing at the core-envelope level [93]. The

total mass of envelope ejected into the ISM was Mej = 0.00455 M� or 9.043×10+27

g. Using these input parameters separate calculations were performed by Jordi

José [94] for the old statistical rate [6] and the high and low rates calculated in this

work. Results from the calculation are the mass fraction of individual nuclei relative

to the total ejected material and are shown in Table 4.6 for all reaction rates.

The new 34S(p,γ)35Cl reaction rate is found to affect the production of nuclei only

in the S–Ca mass region. Specifically only nuclei with masses A = 34–39 are found

to be affected by the new rates with the mass fractions of other nuclei found to

be consistent within 1%. Using these mass fractions it is possible to extract a new
32S/34S isotopic ratio for classical novae of 82–95. The astrophysical implications of

this new ratio and the effect of the 34S(p,γ)35Cl reaction rate on nucleosynthesis in

classical novae will be discussed further in chapter 5.
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Table 4.6: Mean composition of the ejecta from a 1.35 M� ONe white dwarf novae
event. The mass of different nuclei species is given in terms of the mass fraction
of the total ejected material in the novae event. Shown are the composition using
the old reaction rate derived from a statistical model [6] and the low and high rates
from the present work shown in Table 4.5. The 34S(p,γ)35Cl reaction rate is found
to affect the production of nuclei only in the S–Ca mass region.

Mass Fractions

Nuclide Old Rate [6] Low Rate High Rate

31P 8.73E-03 8.72E-03 8.72E-03

32S 5.26E-02 5.26E-02 5.26E-02

33S 7.99E-04 8.00E-04 8.00E-04

34S 3.62E-04 6.43E-04 5.55E-04

35Cl 3.83E-04 1.79E-04 2.41E-04

36Ar 5.11E-05 2.59E-05 3.42E-05

37Cl 1.43E-04 8.76E-05 1.07E-04

38Ar 2.40E-05 1.93E-05 2.10E-05

39K 5.95E-06 5.78E-06 5.84E-06

40Ca 3.06E-05 3.06E-05 3.06E-05
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Chapter 5

34S(3He,d)35Cl Discussion

The 34S(p,γ)35Cl reaction rate was studied using the 34S(3He,d)35Cl reaction and a

Q3D magnetic spectrometer. The aim of this experiment was to reduce uncertainties

in the reaction rate be performing a detailed spectroscopic study of th 6–7 MeV

excitation region in 35Cl which is relevant at temperatures seen in classical novae.

With a reduced reaction rate it was hoped that it would be possible to use the
32S/34S isotopic ratio as a diagnostic tool to determine pre-solar grain paternity. A

total of 10 states were observed in this work for the first time in the relevant energy

region and new spin and parity information is now available for 7 previously observed

states. This spectroscopic information was used to calculate the first experimental
34S(p,γ)35Cl reaction rate. A hydrodynamical reaction rate calculation was then

performed by Jordi José [94] using the new reaction rate and a 32S/34S isotopic

ratio of 82–95 was found, which is significantly more constrained than the value

using the previous reaction rate. With current Type II supernova models predicting

a ratio of 19–38, this new ratio it should now be possible to distinguish between

pre-solar grains from Type II supernova and classical novae. This chapter will

discuss the comparison of the states observed in this work with previous studies and

the implications of these results with regards to the 34S(p,γ)35Cl reaction rate and

the main sources of uncertainties which should be addressed to further improve this

rate.

92



5.1 Discussion of the Spectroscopy of 35Cl

In total 22 states were observed across the focal plane of which 10 have not previously

been observed. Below 6.8 MeV this nucleus has been studied primarily in (α,p)

reactions [28]. A comparison of the states seen in the previous study and the present

work are shown in Table 5.1. While there is little agreement between states observed

in the present (3He,d) study and the previous (α,p) results this was not unexpected.

Due to momentum matching only high spin states would have been populated in the

(α,p) reaction, so the discovery of a large number of low spin states is unsurprising.

States which were observed in both the (α,p) and (3He,d) studies were also known

to be populated in (p,γ) reactions for which the agreement is good with the present

data. With regards to spin and parity the (α,p) study was unable to extract any

information so it is not possible to compare this.

Above 6.8 MeV 35Cl has been studied extensively through (p,γ) reactions [29, 30]

with (α,p) [28] studies also populating states in this energy region. The comparison

of the states populated in different reaction mechanisms can be seen in Table 5.2. It

clear that there is good agreement between the states populated in (p,γ) and (3He,d)

reactions. The comparison of the (3He,d) and (α,p) reactions are poor, but as has

been previously discussed due to momentum matching the two reaction mechanisms

should populate different states. This is further supported by disagreements between

the (p,γ) and (α,p) data.

The differences between the different reactions can also be explained in the way the

states are populated. Both the 34S(3He,d) and 34S(p,γ) reactions populate states in
35Cl by transferring a single proton. It is possible to conclude that states populated

in these reactions are due to a single proton excitation. The 32S(α,p) reaction,

however requires 3 particles to be transferred in order to populate states in 35Cl. It

is possible that these states are not due to single particle excitations, but involve

multiple particle excitations. If the states in the first column of Table 5.1 require

multiple particle excitations, a single proton transfer reaction, such as (3He,d) or

(p,γ), will not be able to populate these states. As the astrophysical 34S(p,γ) reaction

involves a single proton transfer the states known from the 32S(α,p) [28] are likely

not important when calculating the thermonuclear reaction rate.

While the agreement with the (p,γ) studies is good the resolution of this experiment

was insufficient to resolve all known states. Examples of this include the states at
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Table 5.1: Nuclear structure of 35Cl for states within 6.2 < Ex < 6.8 MeV. The first
column give the energy of states observed in previous (α,p) studies [28] with the
second column giving the energy of states observed in this work.

Previous Work [28] Present Work

Ex (keV) Ex (keV)

- 6284(2)

- 6329(2)

6380(4) 6377(2)

6402(4) -

- 6427(2)

- 6468(2)

6492(4) 6491(2)

- 6545(2)

- 6643(2)

6656(4) -

- 6674(2)

6681(4) -

- 6761(2)

- 6778(2)

6783(3)
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7225 keV and 7234 keV which appear as a single peak with an energy of 7228 keV.

The triplet of states at 7179, 7185 and 7195 keV lines could not be fully resolved,

with only the 7179 and 7195 keV states being observed. Where spin and parity

were previously known the agreement with the values extracted from the angular

distributions seen in section 4.4 is good and in several cases for states above 7 MeV

definite spin and parity assignments can now be made.

5.2 Discussion of the 34S(p,γ)35Cl reaction rate

and its role in classical novae

Using the spectroscopic information extracted in this work it was possible to

calculate the first experimental 34S(p,γ)35Cl reaction rate. Two rates were

calculated, referred to as the high and low rate, which are used to find the

uncertainties in the nucleosynthesis of different isotopes. It was found the new rates

only affect the production of nuclei in the A = 34-39 mass region. The production

of all other nuclei found is to be consistent within 1% between the two rates and

the statistical rate.

In particular the production of five different nuclei are found to vary significantly

within the present experimental uncertainties. These nuclei have been extracted

from Table 4.6 and reproduced in Table 5.3 for clarity. While only a few species of

nuclei are found to be affected significantly by the new rate this result is unsurprising

and was predicted by a sensitivity study [6]. The reduction of uncertainties in

the production of these nuclei, however is significantly different than seen in the

sensitivity study. The production of all nuclei with A = 34–39 varies by less than

a factor of 2 between the low and high rates. Comparing this with uncertainties

from the old statistical model, shown graphically in Figure 1.2, it is clear that the

new spectroscopic information extracted in the present work has had a significant

effect on the 34S(p,γ)35Cl reaction rate. Given that the observational uncertainties

of pre-solar grains are a similar factor it is clear that the 34S(p,γ)35Cl reaction rate

is now sufficiently well constrained for current classical nova-model predictions. It

should be noted, however this result is only for a single nova model and other

models may predict a different result. A full 3D hydrodynamical calculation would

be required to determine the effect of the new rate.
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Table 5.2: Energy of 35Cl states within 6.8 < Ex < 7.4 MeV excitation energy. The
first two columns the energies of states observed in previous (p,γ) [29,30] and (α,p)
studies. The final column shows the energy of states observed in this work.

Previous Work Present Work

Ex (keV) (p,γ) [29, 30] Ex (keV) (α,p) [28] Ex (keV)

- 6802(4) -

- - 6823(2)

- - 6842(2)

6866.4(6) 6866(4) 6866(2)

- 6894(4) -

- 6947(4) -

- 6989(4) -

7065.9(10) - 7066(2)

7103.4(10) 7103(4) 7103(2)

- 7121(4) -

7178.8(10) 7179(4) 7178(2)

7185.0(10) - -

7194.1(10) - 7194(2)

- 7210(4) -

7224.5(10) - -

- - 7227(2)

7233.5(10) - -

7272.8(10) - 7273(2)

- 7348(4) -

7362.1(10) - 7361(2)

7397.0(16) - 7398(2)
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Table 5.3: Mean composition of the ejecta from a 1.35 M� ONe white dwarf novae
event. This table is a reproduction of Table 4.6, but showing only the species of
nuclei were the differences between the low and high reaction rate are >1%. As
before the mass of the different nuclei is given in terms of the mass fraction of the
total ejected material in the novae event and the rates shown are from a statistical
model [6] and the low and high rates from the present work.

Mass Fractions

Nuclide Old Rate [6] Low Rate High Rate

34S 3.62E-04 6.43E-04 5.55E-04

35Cl 3.83E-04 1.79E-04 2.41E-04

36Ar 5.11E-05 2.59E-05 3.42E-05

37Cl 1.43E-04 8.76E-05 1.07E-04

38Ar 2.40E-05 1.93E-05 2.10E-05

The experimental 34S(p,γ)35Cl reaction rate calculated in the present work is found

to be at some temperatures an order of magnitude less than the reaction rate

calculated from the statistical model. This result is not unsurprising as there

are several cases where statistical models fail to reproduce experimental reaction.

Iliadis et al. [26] presented several cases where the statistical model overestimates

experimental reaction rates. The main assumption of the statistical model is that

there is a sufficiently high level density in the compound nucleus for which reactions

can proceed through. This criteria is not always true and the statistical models are

presented with a lower limit temperature below which the statistical model should

not be used. For example the statistical 34S(p,γ)35Cl reaction rate is given with a

lower limit temperature of 0.025 GK [43] which suggests that this rate should be

suitable for modelling classical nova events. A comparison with the experimental

reaction rate shows this is clearly not true, with the statistical model overestimating

the reaction rate over nova temperatures. At higher temperatures, however the

statistical and experimental reaction rates are comparable. This suggests that the

statistical model is valid at high temperatures, however the assumptions used to

determine the lower temperature limit should be revised.

The main aim of this experiment was to determine whether the paternity of pre-solar

grains could be determined by measuring the 32S/34S isotopic ratio. With the present

data it can be concluded that it now possible to distinguish between pre-solar grains
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from a classical novae and a Type II supernova. By using this isotopic ratio in

conjunction with others such as the 32S/33S, 12C/13C, 14N/15N and 29,30Si/28Si ratios,

it may now be possible to devise a robust test of isotopic measurements which can

be used to determine pre-solar grain paternity.

The largest source of discrepancy between the high and low rates is due to the

uncertainty in the spin assignments of three resonances with energies Er = 174,

390 and 495 keV. As shown in section B.2 the ωγ values are dependent upon the

angular momentum transferred by the proton. This affects both the extracted

spectroscopic factors and the penetrability factor P`. For cases where multiple

angular momentum transfer values are possible ωγmin and ωγmax can differ by several

orders of magnitude. The difference between the minimum and maximum rate is

almost entirely due to the inability to make definite spin parity assignments for

all the states, particularly the Er = 174, 390 and 495 keV resonances. A precise

determination of these spin states could further be used to constrain the prediction

of the nova model. In addition the resonance strengths of all the states in this

work was calculated using assumptions to determine a value for the proton partial

widths of the states. Both of these issues could be addressed by performing a direct

measurement of the (p,γ) reaction where te resonance strengths ωγ are measured

directly. Now the energies of these states are known it may be possible to measure

this reaction directly using the DRAGON spectrometer [95] at TRIUMF or with

a similar spectrometer. It should be noted that as the present uncertainties of the

reaction rate are comparable to the observational uncertainties a direct measurement

will not further constrain the nova model.
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Chapter 6

26Mg(3He,d)27Al Analysis and

Results

The results of the spectroscopic studies of 27Al through (3He,d) and (α,t) transfer

reactions will be presented in two parts. This chapter will present the results of the
26Mg(3He,d)27Al reaction performed at the MLL facility in Garching using the Q3D

magnetic spectrometer. The results of the (α,t) study will be discussed separately

in chapter 7. The implication of the results in regards to the 26Al(n,p/α) reaction

rate will then be discussed together in chapter 8. The 26Mg(3He,d)27Al reaction

was performed using a 20 MeV 3He beam which was accelerated and impinged on

the targets listed in Table 3.3, primarily an enriched 20 µg/cm2 26MgO target on a

carbon backing of 8µg/cm2 thickness which was used for the main measurements.

Scattered particles were analysed at the focal plane of a Q3D magnetic spectrometer.

Reaction products were measured at 5 angles, 5, 10, 15, 20, and 25 degrees with the

aim of identifying excited states and extracting angular distributions. This should

allow low spin states to be identified which will be used with other experimental

data, particularly the 26Al(α,t) study, to improve reaction rates for the 26Al(n,p/α)

reactions.

6.1 Focal Plane Identification

As discussed in section 4.1, states cannot be identified without first using particle

gates to identify the deuteron reactions channels. Figure 6.1 shows the 5◦ spectrum
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Figure 6.1: Focal plane spectrum for 26MgO at target 5◦. Top: ungated focal
plane spectrum showing all reaction products. Inset: MWPC1 Anode charge versus
MWPC2 Anode charge, a gate is placed around the deuteron locus, the second
particle locus (bottom left) is protons. Bottom: deuteron gated focal plane spectrum
for 26MgO at 5◦. Peaks seen in this spectrum are due to (3He,d) reactions on the
experimental target.

for the 26MgO target, both before and after deuteron particle gates have been

applied. It should be noted that while only a δE versus δE gate is shown in the

inset a δE versus E gate has also been applied. Two loci are seen in the PID plot

corresponding to the (3He,p) and (3He,d) reaction channels. It is expected that

inelastic reaction products are seen at the focal plane, however it is not possible to

see these reactions in the PID plot due to the preamplifier settings used to set up

the MWPCs.

Contaminant peaks can be observed in the spectra most notably from reactions on

the carbon backing and the oxide layer of the target. It is also necessary to identify

states from reactions on 24Mg present within the target. These states were identified

by performing measurements on a 27.8µg/cm2 natC target and a 40µg/cm2 natMgO

target on 8.6µg/cm2 carbon backing. The overlay of the three targets showing the

primary contaminant states can be seen in Figure 6.2. An important feature that
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Figure 6.2: Bottom: 5◦ focal plane spectra for 26MgO (blue), 24MgO (red) and
natC (black) targets. The spectra have been scaled to appear on the same plot. Top:
predicted position of primary contaminant states on the Q3D focal plane calculated
using the nukesim code [74].

can be seen in Figure 6.2 is the dip in intensity around channel ∼ 1550. This is

observed in the same position for all targets and measurement angles and is believed

to be caused by incomplete charge collection of a cathode strip in the MWPC which

determines position. This region is subsequently excluded when fitting spectra.

6.1.1 Background Subtraction

Before fitting the spectra, background subtraction is first performed. The shape and

magnitude of the background is unknown and the fit result will be invalid without

any prior subtraction. It can be assumed that the background in the spectra is

a result of individual states as well as a flat or linear background from the target

contaminants. This linear background is attributed to the population of broad high

energy states in the contaminant nuclei [96]. The particles observed at the focal

plane detector would therefore be seen over a wide range of energies giving rise to a

linear background.
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Figure 6.3: Focal plane spectrum at 30◦ with the beam optics set to focus the
elastically scattered 3He beam. Shown is the elastic scattering of 3He on 26MgO
(blue) and natC (red) targets. The ratio of peaks in the two spectra is used for
target characterisation.

As mentioned in the previous section the primary sources of background are expected

to be due to 12C, 16O and 24Mg. These sources will be removed from the spectra in

sequence to produce a spectrum free of contaminant background. It should be noted

that due to the target thickness the position of narrow states will be shifted and

broadened between the different spectra. As the position of narrow individual states

cannot be subtracted directly without over/under-subtraction of the spectra so only

the linear background will be removed from the spectra. For broad states, however

the effect of target thickness is negligible and these will be removed from the spectra.

The procedure for background subtraction will be discussed below specifically for

the 5◦ spectra, but has been performed at all angles.

6.1.1.1 Carbon Background subtraction

The first background to be removed will be from carbon contaminants. This can

be accomplished by removing a proportion of the natC target spectrum determined

by the relative carbon content. The amount of carbon which should be subtracted
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Figure 6.4: Overlay of charge normalised deuteron focal plane spectra for 26MgO
(blue) and natC (red) targets. The carbon spectra has been scaled to estimate
the carbon contribution to the background for the 26MgO target. In black is the
estimated carbon background obtained from a fit of the natC target data, which will
be subtracted from the 26MgO spectrum.

can be estimated based on the thickness of carbon in the targets. Based on the

quoted carbon target thickness, 8µg/cm2 for the 26MgO target 27.8µg/cm2 for the
natC, it would be expected that the relative carbon content is 0.29. A more accurate

measurement can be obtained, however from elastic scattering data. Figure 6.3

shows focal plane spectra for the elastic scattering of 3He nuclei off the 26MgO and
12C targets. The ratio of the carbon peaks in the two targets will be used to calculate

the magnitude of the carbon background which must be removed from the 26MgO

spectrum. Integrating the two peak areas and normalising to the beam current

gives a relative carbon content of 0.422(4). While the two calculated values are

significantly different which suggests the quoted target thickness were inaccurate.

The two values, however should be consistent within the two sigma level.

The carbon spectra is scaled by 0.42 and is overlaid with the 26MgO spectrum in

Figure 6.4. The effect of target thickness can be seen in the shifting of the carbon
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Figure 6.5: Deuteron focal plane spectra for 26MgO target before (red) and after
carbon background subtraction. The black fit seen in Figure 6.4 has been subtracted
from the 26MgO spectra to produce the spectrum seen in blue.

peak position. For this reason the full scaled spectrum will not be subtracted.

Instead the background is fitted with a peak plus polynomial background, the result

of this fit can be seen as a solid black line in Figure 6.4. The polynomial background

obtained from this fit is then subtracted from the 26MgO spectrum with the final

result seen in Figure 6.5. The same approach must also be applied to the 24MgO

spectrum to prevent over subtraction of carbon when the 24Mg content is removed.

6.1.1.2 Oxygen Background subtraction

It was found that the background due to oxygen could not be effectively be removed

from the spectra. Measurements on a SiO target were performed for calibration

purposes and to measure the oxygen background. The (3He,d) spectra on the SiO

target can be seen in Figure 6.6. Several broad states in 29P can be seen in this

spectra which makes it difficult to determine the shape of the oxygen background.
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Figure 6.6: Focal plane spectrum for (3He,d) reactions on a SiO Target. Marked
in the top panel are the major states observed at the focal plane.

As the background shape cannot be determined, it was decided not to subtract the

oxygen background from the 26MgO spectrum.

6.1.1.3 24MgO Background Subtraction

Using inelastic scattering data it was possible to calculate the amount of 24Mg

present within the enriched 26MgO target. From the ratio of 24Mg inelastic peaks,

seen in Figure 6.7, it was deduced the 26MgO target was comprised of 95% 26Mg

and 5% 24Mg. The states populated in the 24Mg(3He,d)25Al reaction are found

to be sufficiently broad that target effects are expected to be negligible. Scaling

the spectra obtained using the 24MgO target and subtracting it should remove

the 24Mg contribution from the 26MgO carbon background subtracted spectrum.

Figure 6.8 shows the initial carbon-subtracted 26MgO spectra and the proportion

of the 24MgO which is subtracted. Removing this spectrum will also remove some

of the unknown oxygen background as well as a small proportion of 26Mg present

within the 24MgO target. Cross sections of 26Mg states would therefore be expected

to be underestimated, however when accounting for other sources of uncertainties

such as target thickness this is expected to be negligible. The final spectra which
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will be fitted to identify states can be seen in Figure 6.9 overlaid with the original

un-subtracted spectra for comparison. Similar plots are produced at all angles, but

are not presented here.
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Figure 6.7: Inelastic scattering of 3He off 26MgO (blue) and 24MgO (red) targets.
The ratio of 24Mg peaks in the two spectra are used for target characterisation.

6.2 Focal Plane Calibration

Unlike the data, presented in chapter 4, it is not possible to perform an internal

calibration of the 26MgO target. The density of states in 27Al is too high at the

covered energy region, ∼ 13-13.5 MeV, and the nucleus has only been studied

previously using non-selective reaction mechanisms. It is not possible to predict

which states will be populated using the (3He,d) reaction, so an internal calibration

of the target using states in 27Al cannot be performed. There are also insufficient

narrow states known for any of the targets to perform a calibration using the (3He,d)

reaction. Instead other competing reactions must be used. The states populated in

inelastic scattering measurements are too broad, which leaves the (3He,p) reaction

as the only source available for an accurate focal plane calibration. Unfortunately no

states are presently known for the 26Mg(3He,p)28Al reaction, in the required energy
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Figure 6.8: Overlay of charge normalised deuteron focal plane spectra for 26MgO
(blue) and 24MgO (red) targets. The 24MgO spectra have been scaled to match the
24Mg content in the 26MgO target.

region, so the calibration must be performed using transfer reactions on carbon [97]

and oxygen [98]. The states used in the calibration are seen in Figure 6.10. Before

obtaining a plot of magnetic rigidity versus focal plane position it is necessary

to calculate energy losses through targets. For an internal calibration these can

be ignored, however when calibrating using different targets and reactions these

become important. Energy losses were calculated using the code SRIM [99] making

the assumption that the reaction will occur in the centre of the targets. A plot of

rigidity versus focal plane position is plot as described in section 4.3 and can be

seen in Figure 6.11. The vertical errors are due to uncertainties in the excitation

energies of the calibration states which are known to less than 1 keV. Separate plots

are produced at each angle.
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Figure 6.9: Deuteron focal plane spectra for 26MgO target before (red) and after
(blue) the subtraction of the scaled 24MgO spectrum seen in Figure 6.8.

6.3 Focal Plane Fitting

In order to identify the states populated in the 26Mg(3He,d)27Al reaction and extract

angular distributions a full focal plane spectrum fit will be performed. The fit

functions and procedures used are the same as described in chapter 4. A few

differences will arise, however due to the higher expected state density and the

unknown level of oxygen background contaminant. The expected background from

oxygen should be a first-order polynomial with a negative gradient. While it was not

possible to determine the exact shape of the oxygen background from Figure 6.6, it

appears to have a negative gradient. Leaving the background fit parameters to freely

vary in the fit, however results in the fit minimising to positive gradient. The cause

of the linear background is due to the population of broad high energy states [96],

which would produce a background with a negative gradient. A positive background

gradient would be both non-physical and contrary to what is seen with the SiO target

data as shown in Figure 6.6. If the background is contained to a negative gradient,

the fit no longer minimises or overestimates the level of the background.
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Figure 6.10: 5◦ focal plane spectrum for (3He,p) reactions on a 26MgO target. The
top panel shows the states used for the calibration of the focal plane.

While it is difficult to understand the level of background contribution from oxygen,

it is not actually necessary in order to accomplish the experimental aims. The states

populated in this work are identified by fitting peaks and extracting their centroids

which should be independent of the level of background. When extracting angular

distributions from the fit, the level of background in the fit will affect the magnitude

of the dσ/dΩ values, however the shape of the distribution should be unaffected. The

differential cross section from the fit dσ/dΩfit is be the sum of the peak and the

background contributions:

dσ

dΩfit
=
dσ

dΩpeak
+
dσ

dΩ back
. (6.1)

The differential cross section for the seemingly constant background contribution

appears to be independent of the angle however, so provided similar proportions

of background are used at all fit angles it should still be possible to extract `

transfer values. Without absolute values of the background it will not be possible to

extract spectroscopic factors, C2S, but these will not provide useful information

for studying the 26Al(n,p/α) anyway. Any C2S extracted in this work will be

proton-transfer spectroscopic factor, however it is the neutron transfer spectroscopic
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Figure 6.11: 5◦ 26Mg(3He,d)27Al Focal Plane Calibration Curve. States known
from previous (3He,p) reactions from target contaminants are identified along the
focal plane and used to perform a calibration of focal plane position vs deuteron
energy which can be related to excitation energy.

factors which would be of interest for the 26Al(n,p/α) reactions. Only energy levels

and spin-parities are therefore sought in this work.

For the focal plane fits it was decided to use a fixed constant background, with

the focal plane spectrum fitted at multiple background levels. If the centroids of

the peaks do not vary it is likely that they are real states. While the expected

background should be linear, it was decided trying to fix the gradient to a non-zero

value would introduce too much additional uncertainty. Specific descriptions of the

fits at each angle will be discussed below.
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6.3.1 Focal Plane Fits

6.3.1.1 Focal Plane fit 5◦

The primary contaminants seen in 5◦ spectrum are due to reactions on 12C and 16O.

Between channels 1420 – 1725 there are two broad peaks due to the 6.364 MeV 13N

state and 5.220 MeV 17F state. As there does not appear to be any visible states

from reactions on 26Mg, this region is excluded from this fit. Exponential functions

are used to account for both the broad 5.625 MeV state in 17F observed at the

edge of the focal plane as well the low-energy tail of the 6.364 MeV 13N state. The

fit is performed at three fixed background levels with the fit result and individual

peak contributions shown in Figure 6.12. It is clear that while the height of the

peaks vary depending upon the background the centroids remain consistent within

their uncertainties. Using the calibration curve seen in Figure 6.11 the centroids are

converted into excitation energy and are presented in Table 6.1.

6.3.1.2 Focal Plane fit 10◦

The 10◦ focal plane spectrum is fitted in the same way as the 5◦ spectrum. The

region 1280 - 1630 is excluded from the fit due to the presence of the 6.364 MeV
13N state and 5.220 MeV 17F contaminant states. As before exponential functions

are used to fit the low-energy tail of the 6.364 MeV 13N state and the high-energy

tail of the broad 5.625 MeV 17F state. Figure 6.13 shows the result of the focal

plane fit at multiple fixed background levels along with the contributions from the

individual peaks. The centroid position of the peaks can be seen to be consistent at

different background levels and been converted into excitation energy and presented

in Table 6.1.

6.3.1.3 Focal Plane fit 15◦

Unlike the previous focal plane spectra the 15◦ spectrum fit is performed in two

parts as it is now possible to identify 27Al states between the 6.364 MeV 13N state

and 5.220 MeV 17F contaminant states. The fit is performed using three fixed

background levels for the following two regions:

Region 1 - The first fit region uses the same fitting conditions as described in
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sections 6.3.1.1 and 6.3.1.2. The region between channels 1100 and 1625 are excluded

from the fit and exponential functions are used to fit the high-energy tail of the 5.625

MeV 17F state and low-energy tail of the 6.364 MeV 13N state. While there now

appears to be peaks visible between channels ∼ 1550 – 1625 it was decided not to fit

this region for several reasons. First is the drop in intensity which is seen in all focal

plane spectra and is believed to be due to incomplete charge collection of the MWPC

cathode strips. Second the region overlaps with a known state from reactions on
24Mg. While the contribution from 24Mg has been subtracted, see section 6.1.1.3, it

is still possible a small amount may remain in the target. Given the high expected

level density it could be easy to falsely identify a state as belonging to 27Al. For this

reason if there is uncertainty as to the origin of the peaks observed across the focal

plane they are either excluded, or fit and not identified as a 27Al state.

Region 2 - Between the 6.364 MeV 13N state and 5.220 MeV 17F contaminant states

the spectra is fitted as a series of peak functions on a constant background with two

exponentials fitting the high and low-energy tails of the main contaminant states.

The width parameter, S in eq. (4.3), and the background are fixed from the fit of

region 1.

The result of the focal plane fit can be seen in Figure 6.14, with the centroids

converted into excitation energies and presented in Table 6.1.

6.3.1.4 Focal Plane fit 20◦

The 20◦ focal plane fit is performed, like the 15◦ spectrum, in two parts:

Region 1 - The spectrum is fitted in the same as all other spectra, excluding the

region outside the 6.364 MeV 13N state and 5.220 MeV 17F contaminant states

covering channels 800 – 1625. As with the 15◦ fit the region between channels 1500

– 1625 is excluded due to uncertainties over the exact origins the peaks and the

drop in intensity, believed to be from incomplete charge collection. It is possible

that there are two peaks present between channels 1400 – 1500 which may belong to

states in 27Al, however it was decided not to include them in the focal plane fit. This

is, because we require a state to be observed at three angles and there is no evidence

of these peaks in the previous spectra, due to overlapping contaminant states.

Region 2 - This fit region spans channels 940 – 1330 and consists of 3 landau functions

on a background consisting of two exponential functions and a constant background,
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fixed from the previous fit.

Figure 6.15 shows the result of this focal plane fit with the individual peak

contribution for multiple background levels. Excitation energies are extracted from

the fit and presented in Table 6.1.

6.3.1.5 Focal Plane fit 25◦

The final fit of the 25◦ focal plane spectra is again performed in two parts, inside

and outside the 6.364 MeV 13N state and 5.220 MeV 17F contaminant state:

Region 1 - The first fit region has two exclusion regions between channels 520 –

1220 and 1375 – 1620. The first exclusion region is as before due to the contaminant

states, however peaks between these contaminant states will be fitted in the second

fit region. Channels 1375 – 1620 are excluded for the same reasons as the 20◦ fit:

the drop in intensity due to incomplete charge collection, uncertainty in peak origin

and possible 26Mg states unobserved at other angles.

Region 2 - Between channels 620 – 1140 the spectra is fitted with multiple peak

functions on a constant background with exponential functions used to fit the high

and low-energy tails of the 6.364 MeV 13N state and 5.220 MeV 17F contaminant

states.

The result of the fit at multiple background levels is seen in Figure 6.16 with the

centroids of the individual states converted into an excitation energy and given in

Table 6.1.

6.3.2 Observed 27Al Energy Levels

After the focal plane fit has being performed the centroid of the individual peaks

are converted into an excitation energy. In total 26 states belonging to 27Al were

observed across the focal plane at multiple angles. The energies at each angle are

compared and used to calculate a mean energy which is presented in Table 6.1.

In addition to the excitation energy the number of angles at which the state was

observed is noted. Also shown in the table is the comparison with the previous work.

It should be noted that the previous measurements [47] shown in Table 6.1 are not a

complete list of the 43 states seen in this excitation region, but rather states where

there may be agreement.
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Figure 6.12: Fitted Focal plane spectra at 5◦ for the 26MgO target. The spectrum
has been fitted at three different background levels. The total fit is seen in red, with
the background seen as a dashed black line and the individual peaks contribution
shown in black. A detailed description of the fitting procedure is given in the text.
The top axis shows the energy of the excited states in 27Al from a linear calibration
fit and should be taken as approximations only. A detailed description of the fit can
be seen in the text.
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Figure 6.13: Fitted Focal plane spectra at 10◦ for the 26MgO target. The spectrum
has been fitted at three different background levels. The total fit is seen in red, with
the background seen as a dashed black line and the individual peaks contribution
shown in black. A detailed description of the fitting procedure is given in the text.
The top axis shows the energy of the excited states in 27Al from a linear calibration
fit and should be taken as approximations only. A detailed description of the fit can
be seen in the text.
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Figure 6.14: Fitted Focal plane spectra at 15◦ for the 26MgO target. The spectrum
has been fitted at three different background levels. The total fit is seen in red, with
the background seen as a dashed black line and the individual peaks contribution
shown in black. A detailed description of the fitting procedure is given in the text.
The top axis shows the energy of the excited states in 27Al from a linear calibration
fit and should be taken as approximations only. A detailed description of the fit can
be seen in the text.
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Figure 6.15: Fitted Focal plane spectra at 20◦ for the 26MgO target. The spectrum
has been fitted at three different background levels. The total fit is seen in red, with
the background seen as a dashed black line and the individual peaks contribution
shown in black. A detailed description of the fitting procedure is given in the text.
The top axis shows the energy of the excited states in 27Al from a linear calibration
fit and should be taken as approximations only. A detailed description of the fit can
be seen in the text.
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Figure 6.16: Fitted Focal plane spectra at 25◦ for the 26MgO target. The spectrum
has been fitted at three different background levels. The total fit is seen in red, with
the background seen as a dashed black line and the individual peaks contribution
shown in black. A detailed description of the fitting procedure is given in the text.
The top axis shows the energy of the excited states in 27Al from a linear calibration
fit and should be taken as approximations only. A detailed description of the fit can
be seen in the text.
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Figure 6.17: Fitted Focal plane spectra at 5◦ for the 26MgO target. In addition
to the total fit the individual peaks contributions can be seen in black with the
background shown as dashed horizontal black line. The vertical lines show the
predicted position of states observed in two previous (p,p’) measurements, using the
Munich Q3D (black) and the Orsay Split Pole (Blue).

In parallel to this work a new (p,p’) measurement was performed at the MLL facility

using the Q3D spectrometer [100]. This measurement was a repeat of the previous

Orsay (p,p’) measurement [47], but using the Q3D spectrometer to both confirm

the previous results and to more accurately determine the excitation energies. The

measurements of this work will be compared primarily with the newer Q3D data

except above 13500 keV where only Split-Pole data is available.

At first it appears that the agreement between the previous and present work is poor.

There is some agreement between the observed energy levels, however several states

have either no obvious candidate to compare with or several. While it is possible

that the discrepancies are the result of a poor calibration, it is more likely that the

states cannot be resolved. To test this hypothesis the previous energy levels were

converted to a focal plane position to predict where they would be observed if they

were seen in this work. This is then overlaid with the result of the focal plane fit

from this work with the result at 5◦, seen in Figure 6.17. It is clear from this figure

119



that it is likely the peaks observed in this work are not single states but multiple

unresolvable states which are known from (p,p’) measurements [47,100]. The (p,p’)

reaction populates all levels regardless of spins, opposed to the (3He,d) employed in

this work which preferentially populates low spin states. This makes it difficult to

identify which states are populated in this work and to perform a direct comparison

of the present and previous data to identify individual energy states. Instead the

conclusion that can be drawn is that the peaks extracted from the focal plane fits

are potentially groups of states with at least one being a low spin state. Regardless

of which states may have been populated in this work there is evidence that several

of the previously observed energy states have no comparison, which itself may be

an indication they are high spin states. The implication of this on the 26Al(n,p/α)

reaction rate will be discussed further in chapter 8.

6.4 Angular Distributions

As it does not appear to be possible to resolve individual energy states the

information extracted from angular distributions will be limited. They can, however

be used to show which state/s exhibit low spin behaviour which could be of use when

designing later experiments. As with the 35Cl data, angular distributions are drawn

and fit with finite range DWBA calculations performed with the coupled-channel

reaction code FRESCO [58]. The calculations are performed with the optical

potentials of Liang et al. [83] and Daehnick et al. [85] for the 3He and deuteron

channels respectively. As C2S values will not be extracted from this work calculations

will be performed for J=`+s coupling only.

6.4.1 Low Energy Angular distributions

While there is presently no data at ∼ 13 MeV to compare angular distributions to,
27Al has previously been studied at a lower excitation energy, ∼ 7-8 MeV using a

(3He,d) reaction [101]. This data was also recorded with a Q3D spectrometer which

makes it ideal to compare with the present work. Data in the 7-8 MeV excitation

region were recorded in the present work at two angles, 5 and 10◦ with the 10◦

spectrum seen in Figure 6.18. Also shown in the figure is the previous spectrum at

10◦ for comparison. It is clear that the agreement between the two spectra is very
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Table 6.1: States observed in the 26Mg(3He,d)27Al reaction. Shown in the first
column are the excitation energy of the states in keV with the second column showing
the number of angles the state is observed at. In the final columns are the previously
measured excitation energies from (p,p’) measurements using the Orsay Split-Pole1

[47] and the Munich Q3D2 [100].

Present Work Previous Work [47,100]

Ex (keV) Angles Ex (keV) (p,p’)

13647(4) 5 13643(4)1 13656(4)1

13615(3) 4 13614(4)1

13582(3) 5 13579(4)1

13555(3) 4 13551(4)1

13541(3) 4 13540(4)1

13524(3) 4 13526(4)1

13500(3) 4 134982 135082 13508(4)1

13476(3) 4 134772 13478(4)1

13446(3) 4 134442 134502 13449(4)1

13403(6) 4 134002 134092

13395(3) 4 133952 13397(4)1

13365(3) 4 133692 13365(5)1

13356(3) 3 133532 133592 13354

13333(3) 3 133292 133372

13297(3) 3 133042 13306(4)1

13186(3) 4 131842 131882 13184(5)1

13166(4) 5 131632 131702 13168(4)1

13142(3) 5 131422 131472

13130(3) 5 131302

13111(3) 5 131062 131142 13106(4)1

13084(3) 5 130812 130892 13082(4)1

13069(3) 5 130662 130732 13063(4)1

13047(4) 5 130442 13047(4)1

13024(3) 5 130222 130302

13010(3) 5 130062 130132 13016(4)1

12989(3) 5 129942 12986(4)1
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Figure 6.18: Comparison of previous and present deuteron spectra for the
26Mg(3He,d)27Al between 7-8 MeV excitation energy. Top: 10◦ Deuteron spectrum
of Wang et al.. Marked are the transition energies with the ground state of 17F
denoted as 17F0. Bottom: 10◦ Deuteron spectrum of the present work. The spectrum
has been aligned with the top spectrum to compare observed states.

good, with all previously known states being easily identified. In addition to focal

plane spectra the previous study by Wang et al. [101] shows angular distribution

for all observed states. As a further test of the optical potentials used in this work

DWBA calculations are performed and used to fit the previous results. Examples of

these fits can be seen in Figure 6.19 for the 8066 and 8183 keV states. It is clear that

there is good agreement between the experimental data and DWBA calculations,

with the extracted assignments found to be consistent with those of Wang et al.. Also

overlaid with the previous results in Figure 6.19 are the differential cross sections

extracted from the present work. The agreement is not exact within the statistical

uncertainties, however including a 20% systematic effect due to uncertainties in the

target thickness accounts for the differences in the results.
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Figure 6.19: Angular distributions of Wang et al. [101], fitted with DWBA
calculations performed here using FRESCO. Shown are the 8066 keV state (left)
and the 8183 keV state (right). Differential cross sections have been extracted from
the present work (red squares) and overlaid with the previous results (black dots).
Statistical errors are drawn, but are smaller than the marker size.

6.4.2 27Al Angular distributions

Using eq. (4.7) the peak areas of the states seen in Table 6.1 are converted

into differential cross sections and plot as angular distributions. These are then

fitted with DWBA calculations performed with FRESCO with the results shown

in Figure 6.20 for J=`+s coupling. The best fits for each state are summarised

in Table 6.2 which shows the adopted excitation energy and angular momentum

transfer `. It should be noted that for some states it is not possible to make definite

` assignments and multiple angular transfer values are allowed.

While is it not possible to make definite spin assignments for a large number of states

it is clear that they exhibit low spin behaviour. Within the present experimental

uncertainties, many of the states seem to agree with an `=2 or `=3 transfer. This

could be an indication that the distributions which have been fitted are in fact the

sum of several states, rather than an individual state. This will discussed further in

chapter 8.
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Figure 6.20: Deuteron angular distributions measured with the 26Mg(3He,d)27Al
reaction at 20 MeV for J=`+s coupling. Graphs are fitted with calculated DWBA
angular distributions for angular momentum transfer `=0 (Blue), `=1 (Red), `=2
(Green), `=3 (Yellow). Extracted angular momentum transfer and spectroscopic
factors from the fits are summarised in Table 6.2.
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Table 6.2: Nuclear structure of 27Al for states within 13 < Ex < 13.7 MeV. The first
two columns give weighted averages of Ex from the present work and the adopted
orbital angular momentum transfer values `, as determined in the present work. If
the distributions agree with multiple ` transfers all values are given.

Ex (keV) ` transferred Ex (keV) ` transferred

13647(4) 1 13333(3) 2

13615(3) 0–3 13297(3) 2,3

13582(3) 2,3 13186(3) 2,3

13555(3) 2,3 13166(4) 0-3

13541(3) 2 13142(3) 2

13524(3) 2,3 13130(3) 2,3

13500(3) - 13111(3) 2,3

13476(3) 0,1 13084(3) 2,3

13446(3) 0–2 13069(3) 0-2

13403(6) 2,3 13047(4) 0-3

13395(3) 0–3 13024(3) 2,3

13365(3) 2,3 13010(3) 2,3

13356(3) 2 12989(3) 2,3
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Chapter 7

26Mg(α,t)27Al Analysis and

Results

The spectroscopic study of 27Al was performed using two transfer reactions, (3He,d)

and (α,t), the former of which was been detailed in chapter 6. This chapter will

present the results of the 26Mg(α,t)27Al reaction performed at the MLL facility in

Garching using the Q3D magnetic spectrometer. The implications of the results with

regards to the experimental outcomes are discussed in chapter 8. The 26Mg(α,t)27Al

reaction was performed using a 35 MeV 4He beam, which was accelerated and

impinged on the targets listed in Table 3.2, primarily an enriched 50 µg/cm2 26MgO

target on 8µg/cm2 carbon backing, with the scattered particles analysed at the

focal plane of a Q3D magnetic spectrometer. Due to low cross sections and limited

beam-time reaction products were measured at only 3 angles, 5.5, 10 and 15 degrees.

As a consequence of the beam time availability it was not possible to perform runs

of each target at all measurement angles. The aim of this study was to be identify

high spins states which will be used with other experimental data, which aimed to

measure particle widths, to improve reaction rates for the 26Al(n,p/α) reactions,

however due to various factors discussed below this aim was not achieved.

7.1 Focal Plane Identification

Using the δE versus δE and δE versus E methods and the MWPCs it is possible

to identify tritons across the focal plane. Placing a gate on the triton locus, seen
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Figure 7.1: Focal plane spectrum for the 50 µg/cm2 26MgO target at 10◦. Top:
Ungated focal plane spectrum showing all reaction products. Inset: MWPC1 Anode
charge versus MWPC2 Anode charge, a gate is placed around the triton locus. The
other loci belong to alpha particles (top right) and deuterons (bottom left). Bottom:
Triton gated focal plane spectrum for the 50 µg/cm2 26MgO at 10◦. Peaks seen in
this spectrum are due to (α,t) reactions on the experimental target.

in the inset of Figure 7.1, allows for the identification of (α,t) reaction channels

with the resulting spectrum at 10◦ for a single run file of the 50 µg/cm2 26MgO

target seen in the bottom panel of Figure 7.1. Other reaction channels which can be

seen at the focal plane are inelastic (α,α’) scattering and (α,d) transfer reactions.

Comparing the ungated and triton-gated focal plane spectra in Figure 7.1 it is clear

that the (α,t) cross section is very weak in comparison to the total reaction cross

section. While the spectrum in Figure 7.1 is only a single run file it contains ∼
1/4 of the total accumulated data at 10◦. Given the low level of statistics seen in

the spectra the identification of individual states and ultimately the extraction of

differential cross sections to fit with DWBA calculations will be difficult. The total

accumulated experimental data at all measurement angles can be seen in Figure 7.2.
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Figure 7.2: Total accumulated 26Mg(α,t)27Al data using a 50 µg/cm2 26MgO target.
Shown are spectra containing all of the data at the measurement angles, 5.5◦ (top
panel), 10◦ (middle panel) and 15◦ (bottom panel).
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Figure 7.3: MWPC1 Anode charge versus MWPC2 Anode charge for the natC
target. It can be seen that the particle loci, seen in the inset of Figure 7.1, are
no longer visible. This suggests the target has been broken with reaction products
observed at the focal plane being a result of multiple scattering.

7.1.1 Background Contaminants

Due to the low statistics identifying individual states is very difficult. While it

is possible all the data seen in Figure 7.2 is from states in 27Al, it is more likely

contamination is present in the form of individual contaminant states and linear

background from the population of broad high-energy states in the contaminant

nuclei [96]. From the analysis of the (3He,d) data in Chapter 6, the primary

contaminants are expected to be 12C, 16O and 24Mg.

Unfortunately it was not possible to identify states in 13N from 12C(α,t) reactions

or to determine the contribution of carbon to the spectrum background. While a
natC target was placed in position 6 of the target ladder, Table 3.2, it was found to

have been damaged once removed from the target chamber. This breakage can be

seen in the data by observing the δE versus δE particle ID spectra for the carbon

target in Figure 7.3. Unlike the particle ID spectra seen in the inset of Figure 7.1,

there is no distinct particle loci which suggests the particles seen in the focal plane

were the result of random scattering off a damaged target.
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Similarly to the (3He,d) data it is not possible to identify the background

contribution due to oxygen present within the target. Measurements using an SiO

target could potential be used to determine the oxygen background, however data

were recorded only at 15◦ and with a limited run time and only 4 events were

collected from this measurement and it is not possible to identify either states

or a background. This could be an indication that contributions from oxygen

are not significant and do not need to be accounted for. With a limited run

time, however it is not sensible to draw this conclusion, as low cross sections are

seen for measurements with all targets. With the 26MgO target measurements

performed over a period of hours, the possibility of a large oxygen contribution

to the resulting focal plane spectrum cannot be excluded based on a single, (10

min), measurement.

Finally, there was no data recorded for a natMgO target so it is not possible to

identify states from reactions on 24Mg. While the targets are known to be enriched

to approximately 95% 26Mg content, it was seen in section 6.1.1.3 that the 5% of
24Mg still present within the target is significant. Reactions on 24Mg would populate

states in 25Al at an excitation energy of 6.5 – 7.5 MeV. With over 15 states presently

known in this energy region, [102], it is possible that 25Al states could be falsely

identified as belonging to 27Al.

Given the lack of contaminant information it is not possible to identify either the

proportion or shape of the background due to contaminants. While the contaminant

background in the (3He,d) spectra was also unknown it was at least possible to

quantify several of the contaminants and account for the unknown contributions

by fitting the spectra at multiple background levels. For the spectra in Figure 7.2

however, it appears that the states are on top of a large linear background and

assumptions used in section 6.3 are invalid. While it may be possible to fit the

spectra and extract centroid position to determine excitation energies, it will not be

possible to use the data to draw and fit angular distributions in order to extract `

values.

7.2 Focal Plane Calibration

With the high level density known to exist in 27Al, [47, 100], it will not be possible

to perform an internal calibration of the 26MgO target. While a SiO and a ZnS
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target were employed for calibration purposes they were measured at 15◦ only and

the run times were too short to accumulate enough statistics. As a result of the

low cross sections seen in the (α,t) data other reaction channels must be used to

perform a calibration. The remaining reaction channels, however each have their

own problems.

Placing a gate on the α particle locus in Figure 7.1 produces the spectrum seen in

bottom panel of Figure 7.4. It is clear from this spectrum that the (α,α’) reaction

populates several broad states. The top panel of Figure 7.4 shows the expected

position of states which could be populated from reactions on the 26MgO target.

Based on the expected target composition, reactions would be expected from 26Mg,
24Mg and 16O with additional reactions from the nuclei 12C and 13C from the targets’

carbon backing. The positions are calculated using the nukesim code [74] for an

Enge-Split pole spectrometer [48] and as a result should not be taken as exact

positions as this data was recorded with a Q3D spectrometer which has different ion

optics. Given the non-selectivity of the inelastic scattering mechanism all known

states would be expected to be populated so it is difficult to assign individual states

as many would be expected to overlap. As shown in the top panel of Figure 7.4 there

are multiple cases where observed states would overlap, for example at channel 500

a doublet is seen which could be states in 26Mg, 12C or 16O. Access to addition data

for reactions on a natMgO or natC target would be useful for this purpose, however as

no data was recorded for the former and the second was damaged it is not possible

to identify these states. In addition it is also difficult to accurately extract centroid

position from the broad states seen in the spectrum. Without accurate centroid

positions it is not possible to perform a calibration which can be used to identify

states in a region with the high level density known to exist in 27Al. As shown in

the bottom panel of Figure 7.5, the (α, d) reaction channel does appear promising

for calibration purpose with several narrow peaks seen across the focal plane. It is

very difficult, however to identify what these peaks are. It can be seen in the top

panel of Figure 7.5 that there are no known states in the 10.3 - 11.3 MeV region in
28Al which would be populated in the 26Mg(α, d)28Al reaction. There appears to be

no agreement between the experimental peaks and states which would be populated

in are to many states in (α, d) reactions on 12C, 13C and 16O nuclei. While there

is some agreement between the positions of the focal plane peaks and the expected

position of states in 26Al, many would be expected to overlap which would make

the extraction of centroids difficult. It is likely that several of the isolated peaks
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Figure 7.4: Comparison of observed and known states from (α,α’) reactions on a
26MgO target. Bottom - 10◦ focal plane spectrum for (α,α’) reactions on a 50 µg/cm2

26MgO target. Top - The predicted position of states from reactions on 26Mg, 24Mg,
12C, 13C and 16O. For clarity the energies of the states are not shown, however the
energy region which would be seen across the focal plane is marked. The positions
are calculated from the nukesim code [74] for an Enge-Split pole spectrometer [48]
and should be used as estimated rather than exact positions.
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Figure 7.5: Comparison of observed and known states from (α,d) reactions on a
26MgO target. Bottom - 10◦ focal plane spectrum for (α,d) reactions on a 50 µg/cm2

26MgO target. Top - The predicted position of states from reactions on 26Mg, 24Mg,
12C, 13C and 16O. For clarity the energies of the states are not shown, however the
energy region which would be seen across the focal plane is marked. The positions
are calculated from the nukesim code [74] for an Enge-Split pole spectrometer [48]
and should be used as estimated rather than exact positions.

are from the 26Mg(α, d)28Al reaction and given that the excitation energy of these

states are unknown they cannot be used in an energy calibration.

Due to these difficulties it is not possible to perform an accurate calibration of

the data. Given the high level density in 27Al at 13 MeV, without an accurate

calibration it will not be possible to determine which states are populated. As the

centroid positions cannot be converted to an excitation energy there is no useful

information which can be extracted from fitting the focal plane spectra and as a

results no fits are performed.
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Chapter 8

Discussion of 26Mg(3He,d)27Al and
26Mg(α,t)27Al results

The 26Al(n,p/α) reaction rates were studied using the 26Mg(3He,d)27Al and
26Mg(α,t)27Al at the MLL facility using the Q3D magnetic spectrometer. Previous

(p,p’) measurements [47,100] have identified the states in 27Al in the astrophysically

relevant energy region and the aim of the measurements in this thesis was to identify

which of these states are populated using more selective reaction mechanisms. The

spin of states in 27Al were to be deduced using a comparison of (3He,d) and (α,t)

transfer reactions which populate low and high spin states respectively. In addition,

each reaction was studied at multiple angles with the aim of extracting angular

distributions and using these in conjunction with DWBA calculations to assign spin

to previously known states.

As discussed in chapters 6 and 7 however, it was not possible to accomplish

the experimental aims. The resolution of the spectrometer was not sufficient for

the (3He,d) reaction to resolve individual states and the energies and angular

distributions extracted likely describe groups of states. Regardless it is possible

to conclude that many of the states in the relevant energy region of 27Al are in

fact low spin states and may not be relevant to the overall 26Al(n,p/α) reaction

rates. This will be discussed in more detail in section 8.1. For the (α,t) reaction,

however a variety of issues prevented any useful information from being extracted.

Despite these issues, it is still believed that a study of states in 27Al using the (α,t)

reaction could provide nuclear information relevant for the 26Al(n,p/α) reaction

rates. Knowing the problems encountered during this measurement it will be

134



possible to correct these issues for a repeat study with the details given below.

8.1 Discussion of 26Mg(3He,d)27Al Results

The main results of this work are summarised in Tables 6.1 and 6.2. In total 26

states, or groups of states, were populated in the (3He,d) reaction and from angular

distributions it can be seen that they appear to show low spin behaviour matching

DWBA calculations for spin transfers of ` = 0 - 3. This measurement populated

states in the energy region of ∼ 13 - 13.6 MeV for which there are presently 78

levels known from the two previous (p,p’) studies [47, 100] performed using the

Orsay Split-Pole and Q3D magnetic spectrometers. The energies of the Q3D are

more accurate and are used for comparison. however 10 states above 13.5 MeV are

known only from the Orsay Split-Pole measurement.

A comparison of this work and the (p,p’) measurement performed at the Q3D shows

that there are 23 previously known states for which there is no obvious comparison

with this work. Similarly, comparing with the known levels above 13.5 MeV from

the Split-Pole there are three known states for which there is no clear candidate in

the present work. These levels are given in Table 8.1. It should be noted due to

persistent carbon and oxygen contamination between channels 1300 - 1600 of the

focal plane there is no information from this work for states between 13190 - 13290

keV excitation energy. There are 12 states known in this region, however it is not

possible to comment on the spin of these states. Given the selectivity of the (3He,d)

reaction it can be argued that the levels given in Table 6.1 are low spin states, with

the argument further strengthened by the angular distributions. This would make

the levels in Table 8.1 high spin states, however further measurements would be

required to conclude this.

With regards to the effect of these levels to the 26Al(n,p/α) reaction rates, the

presence of a centrifugal barrier inhibits astrophysical reaction rates, therefore

nuclear reactions will typically proceed through states where there is a smaller `

transfer. The high ground state spin of 26Al, 5+, however would require high-spin

states in 27Al to be populated in the reaction for a low-` neutron transfer. It is likely

then that the states found to be populated in the (3He,d) reaction are not important

to the neutron destruction rate of 26Al. This result is not unexpected and in fact

proves that while many states do exist above the neutron threshold, ∼ 2/3 - 3/4 of
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Table 8.1: Known states in 27Al not observed in this work. Shown is this table is the
energies of states populated in (p,p’) measurements [47,100] which have no analogue
with this work. This may be an indication that they are high spin states.

Ex (keV) Ex (keV)

13628 13319

13600 13307

13565 13177

13484 13153

13466 13137

13458 13125

13438 13119

13431 13100

13424 13094

13415 13059

13385 13039

13380 13034

13346 13002
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all the known states appear to show low spin behaviour and as a result will have

little effect on the reaction rate. The previous reaction rate was calculated with a

statistical model [43], which requires a high level density. If many of the states are

low spin, which this work appears to show, the assumptions of the statistical model

may be invalid.

The primary source of uncertainty when assigning spin is due to the unknown oxygen

contaminant background in the fits and repeat measurements would require some

way to quantify this to improve results. Despite this it is unlikely that a further

(3He,d) study could be used to improve the reaction rate. Ultimately, the level

density is too high and without improved energy resolution it will not be possible

to resolve individual states. While this work will not directly improve the reaction

rate, it highlights the need for further experimentation and hints at several states

that may be important and should be studied further.

8.2 Discussion of 26Mg(α,t)27Al Results

As was already discussed in chapter 7 has already discussed the difficulties studying

this reaction and the inability to accomplish the experimental aims. Primarily the

biggest issue with this study was the availability of beam time which was given to

study both reactions. The (α,t) measurement was performed prior to the (3He,d)

measurement and given the lower than expected cross sections it was decided to focus

the remaining beam time on the (3He,d) reaction. As a result of this there was not

enough time to measure the (α,t) reaction at more angles or perform measurements

on the other experimental targets.

While many issues arose during this experiment, the study of the 26Al(n,p/α)

reaction rates could benefit from a repeat of this measurement. The peaks seen

in the (α,t) spectra in Figure 7.2 appear to be more isolated than in the (3He,d)

spectra which may be an indication that fewer states are populated in the reaction. If

the peaks are from states in 27Al it may be possible to resolve and identify individual

states. Due to momentum matching the (α,t) transfer reaction should populate high

spin states, therefore these peaks may be important to the study of the 26Al(n,p/α)

reaction rates.

If the (α,t) measurement were repeated it would need all available beam time in order

obtain sufficient statistics to extract the necessary nuclear information. The results
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of this work have shown that given the low reaction cross sections, more time is

needed to both measure the reaction at multiple angles and to perform measurements

on other experimental targets. The analysis of the (3He,d) data benefited from the

inclusion of natC and 24MgO targets in both determining background contributions

and identifying individual states and any new (α,t) measurement should include

these targets. Using a Mylar or another metallic oxide target may be useful for

determining the effect of reactions on oxygen. This was the biggest source of

uncertainty for the (3He,d) analysis and it is likely it will have an significant effect

on any (α,t) analysis. Finally a reliable way must be found for calibrating the focal

plane spectra. While SiO and ZnS targets where used for calibration purposes in this

work they were not run for enough time to obtain sufficient statistics. A reliable way

must be found in advance of a measurement to calibrate this spectra either using

the (α,t) reaction or the (α,α’) and (α,d) which are also found to be focussed on the

focal plane. Accounting for these, a repeat measurement should be both successful

and beneficial to the study 26Al(n,p/α) reaction rates.
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Chapter 9

Conclusions and Future Work

In this thesis two experiments have been described using proton transfer reactions

to study astrophysical reaction rates through indirect method. These have been

discussed in the proceeding chapters and the main conclusions of this work will be

summarised below.

The first experiment measured the 34S(3He,d)35Cl reaction with the aim of reducing

uncertainties in the 34S(p,γ)35Cl reaction rate. With reduced uncertainties it was

hoped the 32S/34S isotopic ratio could be used as a diagnostic tool to determine

pre-solar grain paternity. A spectroscopic study of 35Cl was performed identifying

10 new levels in the relevant energy region. Using these states a new reaction rate

was calculated and an isotopic ratio of 82–95 was extracted for the case of an ONe

novae. As present Type II supernova models predict a ratio of 18–38 it should be

possible to distinguish between pre-solar grains from the two different events. There

is ongoing work using this new isotopic ratio in conjunction with other common

isotopic ratios 12C/13C, 14N/15N and 29,30Si/28Si to identify a pre-solar grain from a

classical nova.

The second experiment studied states in 27Al relevant to the 26Al(n,p/α). Two

selective proton transfer reactions, 26Mg(3He,d)27Al and 26Mg(α,t)27Al, were used

to identify low and high spin states above the neutron threshold. The resolution of

the (3He,d) reaction was unable to resolve individual states, however it is possible

to conclude that many of the known states appear to exhibit low spin behaviour. In

addition there are 23 known states for which there is no direct comparison. Given the

selectivity of the reaction this may indicate that they are high spin. Many difficulties
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arose during the 26Mg(α,t)27Al measurement which prevented the experimental aims

from being met. Despite these difficulties a repeat of this measurement would be

beneficial to the field. Fewer levels appear to be populated in this reaction and

they are expected to be high spin states which may be important to the study

of the 26Al(n,p/α) reaction rates. The problems studying this reaction have been

identified and solutions given which would be useful if the measurement were to be

repeated.
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Appendix A

DWBA Calculations

In order to determine the validity of the DWBA calculations performed in this work,

a replication study was performed. This study involved fitting previously published

results with new DWBA calculations performed using FRESCO and comparing the

results to the previous work. The results which were selected for replication was a

study of states in 23Na using the 22Ne(3He,d) reaction by Hale et al. The reasons

for selecting this study were that the experiments used the same type of transfer

reaction and were performed at the same beam energy, 20 MeV, with the reaction

products analysed using a magnetic spectrometer. In addition both reactions involve

the same isospin transfer and will populate levels in the sd and f7/2 shells. The

structure of this appendix is as follows: the parameters used in the optical model

will be described and used in DWBA calculations to extract angular distributions

which will be compared to the results from a previous study.

A.1 Optical Potential Parameters.

As was discussed in chapters 4 and 6 the DWBA calculations were performed using

the FRESCO code with the global optical potentials of Liang et al. [83] and Daehnick

et al. [85] for the 3He and deuteron channels respectively. These potentials are

calculated by fitting a large number of elastic scattering data sets to get a common

set of parameters which can used to create a complex optical potential U(r). The
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form of this potential was shown in eq. (2.11) and is presented again here:

U(r) = −Vrfws(r, R0, a0)− iWvfws(r, Rw, aw)

−iWs(−4aw)
d

dr
fws(r, Rw, aw)

−2(Vso + iWso)

(
−1

r

d

dr
fws(r, Rso, aso)

)
+Vc.

(A.1)

Here V and W refer to real and imaginary potentials with R and a being the radius

and diffuseness parameters of these potentials. The subscripts r, v, s, so and c refer

to the real, volume, surface, spin orbit and Coulomb potentials respectively. For

the 3He optical potential of Liang et al. these parameters are extracted from the

following relations:

Vr = V0 + V1Ep + V2E
2
p + V3

(NT − ZT )

AT
+ V4

ZT

A
1/3
T

,

Wv = Wv0 +Wv1Ep +Wv2E
2
p ,

Ws = Ws0 +Ws1Ep +Ws2
(NT − ZT )

AT
+Ws3A

1/3
T ,

Vso = Vso0 + Vso1A
1/3
T ,

Ri = riA
1/3
T ,

ri = ri0 + ri1A
−1/3
T ,

ai = ai0 + ai1A
1/3
T ,

(i = 0, v, s, so).

(A.2)

The parameters in the above equations have the same definitions as in eq. (A.1)

with Ep being the projectile energy, and ZT NT and AT being the number of proton,

neutron and nucleons in the target nuclei. The numbered subscripts (0-4) refer to

specific constants from the fits of elastic scattering data which can be found in [83].

For this set of optical potentials the imaginary volume and surface potentials have

separate radius and diffuseness parameters opposed to eq. (A.1) which have common

parameters rw and aw for both.

The global optical potentials for the deuterons interacting with the reaction product,
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by Daehnick et al., can by calculated from the following set of equations:

Vr = 88.5− 0.26Ep + 0.88ZTA
−1/3
T ,

Wv = (12.2 + 0.026Ep)(1− eβ) (β = (−Ep/100)2),

Ws = (12.2 + 0.026Ep)e
β (β = (−Ep/100)2),

Vso = 7.33− 0.029Ep,

Ri = riA
1/3
T ,

r0 = 1.17,

rw = 1.325,

rso = 1.07,

av = 0.709 + 0.017Ep,

aw = 0.53 + 0.07A
1/3
T − 0.04

∑
i

e−µi ,

als = 0.66.

(A.3)

The parameter µi in the definition of the imaginary diffuseness parameter aw refers

to the magic numbers (µi = 8,20,28,50,82,126).

A.2 22Ne(3He,d)23Na Angular distributions

Angular distributions were selected for five states seen in 23Na which cover a 1 MeV

energy region and involve multiple ` transfers. Other states were compared, but are

not presented here. At each of these energies finite range DWBA calculations were

performed using an optical potential calculated with eqs. (A.2) and (A.3). Data

points were read from the published angular distributions and fit with the DWBA

calculations. The results of these fits can be seen in Figure A.1 with the extracted

spectroscopic factors summarised in Table A.1.

It can be seen in Figure A.1, that the comparison of the old and new calculations is

good. The data matches the ` transfer assignments and shapes of the distribution

look similar. Spectroscopic factors are not given directly in the paper, however

the value (2Jf+1)C2S is and the agreement between these values and the present

calculations, as seen in Table A.1 is good. With the exception of the 9252 keV state

all values are in agreement within uncertainties. Differences in the distributions can

be attributed to the fact the study by Hale et al. did not use a global potential
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Figure A.1: Comparison of 22Ne(3He,d)23Na angular distribution fits. The
distributions on the left of the figure are the fits from the previous study [86]. To
the right are reproductions of the distributions fit with new calculations performed
in this work. The extracted results are summarised in Table A.1.
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Table A.1: Summary of DWBA fits and extracted spectroscopic factors. The
information in this table are extracted from the angular distribution seen in
Figure A.1. The fourth column shows the spectroscopic factors from the previous
study [86] which can be compared with the results in the final column which were
extracted calculations performed in this work.

(2Jf+1)C2S

Ex (keV) Jπ ` Previous Work This Work

8945 7/2− 3 ≤ 8.7×10−3 0.0076(7)

9211 1/2+ 0 0.02 0.018(4)

3/2− 1 3.9×10−3 5.2(8)×10−3

9252 1/2+ 0 0.079 0.065(6)

9608 3/2+ 2 0.082 0.079(5)

9701 3/2+ 2 0.084 0.089(6)

for the incoming channel. Parameters in their potential where modified to fit the

measured 22Ne(3He,3He)3He elastic scattering data, which should provide a better

fit to the data. Other differences could arise due to the different type of transfer

coupling employed in the calculations. The present calculations were performed

using finite range coupling, whereas the previous study used zero range coupling

which then require an overall normalization factor to account for the finite range

effects [103]. Despite this the comparison between this data is good enough to give

confidence in the DWBA calculations performed in this work.
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Appendix B

Example Calculations

B.1 Differential Cross Section Calculation

As discussed in chapters 4 and 6 parameters extracted from the focal plane fits are

used to calculate angular distribution. In this section a example calculation will be

performed, detailing how the fit parameters are used to calculate differential cross

sections.

The differential cross sections for a transfer reaction is calculated using the

equation;
dσ

dΩCM
=

Nr

IB · nT · dΩ · jac(θ)
, (B.1)

where Nr is the number of reacted particles, IB is the total integrated beam current,

nT is the number of target atoms per cm2 and dΩ is the solid angle reacted particles

are scattered into. The experimental cross sections are converted from the laboratory

to the centre of mass frame using the Jacobian, jac(θ) which is given by;

jac(θ) =
[1 + 2γ · cos(ψ) + γ2]3/2

1 + γ · cos(ψ)
, (B.2)

where ψ is the scattering angle in the centre of mass frame, which is related to the

146



Table B.1: Table of fit parameters for the 6.867 MeV state in 35Cl at all angles. The
fit parameters are for a landau function of the form seen in eq. (4.3).

A Aerror µ Ex S Integral

760681 13650 1059.74(20) 6867 -7.86(11) 3.00(5)×106

588358 14802 1061.85(20) 6866 -7.26(10) 2.11(5)×106

415761 8677 1059.44(2) 6866 -7.90(10) 1.64(3)×106

207160 4807 1053.56(3) 6866 -8.70(13) 8.99(21)×105

59608 2570 1046.1(6) 6867 -9.22(38) 2.74(12)×105

laboratory scattering angle with the expression;

tan(θ) =
sin(ψ)

(γ + cos(ψ))

γ =

[
MAMC

MBMD

]1/2
·
(
Ei
Ef

)
.

(B.3)

MA,B,C,D is the mass of the beam and target particles before and after the reaction,

Ei is the beam energy and Ef is the energy of the scattered particle.

Using these equations an example calculation will be for the 6.867 MeV state in 35Cl.

All reactions are performed using the 20 µg/cm2 Ag34
2 S target, nT = 3.79×108,

where the deuterons are scattered into a solid angle of 5.33×10−3 sr. From the

total spectrum fits the peak parameters for the 6.867 MeV peak are extracted and

presented at all angles in Table B.1. Also shown in the table is the peak area from the

integral of the peak function and the integral error calculated from the uncertainties

in the fit parameters. The spectra which are fit in chapters 4 and 6 are normalised

by the total integrated beam current so this integral is the charge normalised peak

area, Nr/IB in eq. (B.1). Using these integral values the differential cross sections

are calculated at all angles and are given in Table B.2.

B.2 ωγ Calculation

The 34S(p,γ) thermonuclear reaction rate is calculated assuming that the reaction

rate proceeds through narrow resonances. This requires that the resonance strength

ωγ must be calculated for each state which the reaction state can proceed through.
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Table B.2: Experimental differential cross sections for the 6.867 MeV state in 35Cl.

Q3D angle (θ) dσ/dΩ (mb/sr)

5 1.25(2)

10 0.88(2)

15 0.68(2)

25 0.360(8)

40 0.115(5)

The resonance strength is calculated using eq. (2.25) which is presented here again

for the 34S(p,γ) reaction.

ωγ =
2Jr + 1

(2Jp + 1)(2JT + 1)

ΓpΓγ
ΓTot

. (B.4)

For a classical novae the 34S(p,γ) reaction proceeds through narrow resonances

within 600 keV of the proton threshold in 35Cl. At this excitation energy it is

assumed that the (p,γ) reaction channel is dominant so that Γγ � Γp. Using this

assumption the expression in eq. (B.4) simplifies to;

ωγ =
2Jr + 1

(2Jp + 1)(2JT + 1)
Γp, (B.5)

where the proton partial width Γp is calculated using,

Γp =
2h̄2

µr2
C2SP`θ

2
sp, (B.6)

The penetrability factors P` are calculated using the COULFG code [60], for specific

angular momentum transfer values which are extracted from the DWBA fits of the

angular distributions in section 4.4.3. The single particle reduced widths θsp have

been previously calculated for specific orbitals in this region by Iliadis et al. [61]. In

addition to the angular momentum transfer value the fit of the DWBA calculations

to the angular distribution values allows for the extraction of the spectroscopic factor

S. Finally the isospin Clebsch-Gordan coefficient C2 is calculated to have a value of

2/3 for all states populated in the 34S(p,γ) reaction.

An example of the ωγ calculation for the 6.842 MeV is presented here. For this state

the angular distribution could be modelled as either an ` = 2 or 3 transfer with
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spectroscopic values S = 0.0081(2) and 0.0066(2) respectively. These two values are

used to calculate the minimum and maximum resonance strengths ωγmin and ωγmax.

The value of ωγmin is calculated for an ` = 3 transfer with J = ` + S coupling.

Using these values the penetrability factor is calculated from the COULFG code [60]

with a value

P`=3 = 1.89×10−9.

The transferred proton is placed in a f7/2 orbital which has a single particle reduced

width of

θsp = 0.32.

Using these values with the reduced mass of the core+particle system, µ =

1.63×10−27, the interaction radius, r = 5.3 fm and the spectroscopic factor S =

0.0066(2) the proton partial width is calculated as,

Γp = 8.15×10−6.

Finally JT = 0+, Jp = 1/2+ and Jr = 7/2−, which are used with the proton partial

width to calculate the resonance strength,

ωγmin = 3.3(1)×10−5 eV.

Similarly the maximum resonance strength is calculated for an ` = 2 transfer with J

= ` - S coupling. For an ` = 2 a spectroscopic factor of 0.0081(2) is extracted. Using

these values the below partial widths and resonance strengths are calculated.

P`=2 = 5.91×10−8,

θsp = 0.36,

Γp = 3.48×10−4.

JT = 0+, Jp = 1/2+ and Jr = 3/2+

ωγmax = 7.0(3)×10−4 eV.

The values ωγmin and ωγmax are then used to calculate the minimum and maximum

reaction rates.
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