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A B S T R A C T

The purpose of this research is to use the surface sensitivity to aid the design and
placement of flow control devices and to develop a new and efficient method of
calculating the surface sensitivity using the mesh adjoint equations. The mesh adjoint
equation provides a simplification of the adjoint optimisation framework which can
speed up an optimisation by removing the bottleneck of needing to calculate the
mesh sensitivity.

The surface sensitivity can be used as a design tool a designer to the most impor-
tant regions on an aircraft surface. This thesis focusses on using shock control bumps
and surface contour bumps in drag sensitive regions on transonic aerofoils and wings
to reduce drag. Usually a designer has the surface pressure and streamlines to guide
the device placement, however these can mislead as it is not clear which areas will
have the most impact on drag reduction. The drag surface sensitivity gives a direct
link between the drag coefficient and a potential change in the wing surface in the
form of a derivative. This method was proved successful for reducing drag when
optimisation was localised to the drag sensitive regions on the wing.

A new method for calculating the surface sensitivity using the Delaunay Graph
Mapping (DGM) mesh movement has been developed. This provides an explicit and
efficient mapping of the mesh sensitivity to the surface senstivity. Previously, this
required the solution of a large and costly linear system using a mesh movement
such as Linear Elasticity (LE) to move the mesh. The DGM method is compared
against analytical solutions, finite difference and the LE mesh adjoint to show that
the DGM mesh adjoint will provide an accurate calculation of the gradients on the
wing surface. The DGM mesh adjoint has been shown to successfully find a minima
when optimising shock bumps on a 3D geometry showing that it is a robust and
capable method for optimisation.
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1
I N T R O D U C T I O N

1.1 background

The Global Market Forecast [1] shows that aircraft use has previously doubled ap-
proximately every 15 years. If this trend continues then by 2031 demand will have
doubled once again. The figures in 1.1 show that rapid increase in demand and the
sheer number of aircraft required to fulfil the requests.

In addition to the number of aircraft it is also forecast that the prices of oil will in-
crease therefore making it more expensive to fly unless aircraft efficiency is improved.
Air traffic currently contributes 2% of all CO2 emmisions caused by human activity
where flights produce 628,000,000 tonnes of CO2 per year. The Advisory Council for
Aeronautical Research in Europe (ACARE) have set targets to reduce fuel consump-
tion by 2020, to achieve this goal a 20-25% CO2 reduction through the designing of
efficient aircraft will be required.

Figure 1.1: World annual traffic forecast, data from Airbus Global Market Forecast [1]

Modern civil transport aircraft normally fly in a transonic regime. At this flow
condition, a local shock wave can form on the upper surface of the aircraft wing.
Across the shock wave there is an increase in entropy which increase drag which
is called wave drag. Wave drag can dramatically affect aircraft performance at high
transonic speeds. Furthermore, the boundary layer suffers from increasingly strong
adverse pressure gradients as the shock wave strength grows and can eventually
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cause separation, leading to a large drag rise. As a result, the lift-to-drag ratio is
suddenly reduced, which limits aircraft performance.

The reduction of wave drag is a key technique to improve aircraft performance
in terms of fuel economy. Flow control techniques for drag reduction can be broken
down into two approaches: active and passive. The shock control bump belongs in
the passive approach and has shown the capability to reduce shock strength and
wave drag. Control of the shock using surface curvature was first explored in the late
1970’s by Tai [8]. This paper proposed a set of aerofoils (dromedaryfoils) which were
a combination of a supercritical aerofoil with a humped upper surface to treat the
drag divergence Mach number. The 2D shock control bump on a natural laminar flow
(NLF) aerofoil was first proposed by Fulker et al. [9] and Ashill et al. [10]. The basic
idea is to employ the concave part of the bump upstream before the primitive shock
to induce a series of isentropic compression waves, which significantly weakens the
shock strength and reduces wave drag without a large viscous drag penalty.

Aerodynamic optimisation is key to achieving more efficient designs for aircraft.
To evaluate the flow around an aerodynamic body Computational Fluid Dynamics
(CFD) is used. To get good capturing of the flow physics, computationally expen-
sive codes are required which eliminate the possibility of using global optimisation
methods.

Aerodynamic optimisation using gradient-based methods has been used for the
last 30 years [11, 12] and it is becoming more and more popular also in the industry
where most of the time large meshes are used. In this framework there is a need
to quickly map the aerodynamic surface into areas featuring different degrees of
sensitivity. Not only areas of strong sensitivity are important but also those areas
featuring null surface mesh sensitivity represent equally important information. This
is a concrete industrial need and the solution of this problem will help the designer
to focus only on specific area in a very large design space.

The flow-adjoint successfully decouples the sensitivity of the flow variables from
the design variables [11, 12]. In contrast to the continuous approach, the discrete
approach requires the evaluation of the sensitivity of the volume mesh w.r.t. (with
respect to) those DVs (Design Variables) that describe a geometric change [13]. This
comparatively less expensive part of the sensitivity chain, i.e. metric sensitivity, be-
comes more computationally expensive as the mesh grows in size. This has hindered
previous simulation involving large meshes [14].

The surface sensitivity has previously been used to evaluate the success of an
optimisation. Park et al. [15] used automatic differentiation to find the surface sen-
sitivity for CL, Cm and Cn and then identified areas where control surfaces could
be placed. Rallabhandi et al. [16] used the discrete adjoint to find the sensitivity for
ground metrics for boom mitigation. The surface sensitivity was then used to evalu-
ate the success of the optimisation. Economon et al. [17] used the continuous adjoint
where the surface sensitivity to CD, CL and Cmy was plotted on the surface of several
geometries.

This thesis will use a method called the mesh adjoint which uses the mesh de-
formation description to form a mapping between the mesh and the surface. This
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mapping is then differentiated to give a direct expression of the metric sensitivity
in terms of the rate of change of the surface w.r.t. the design variables [14]. This is
a much less computational expensive term to calculate in comparison to the metric
sensitivity. When the mesh adjoint is calculated the surface sensitivity to the optimi-
sation objective function is calculated and is easy to extract. This surface sensitivity
will then be used to guide the placement of shock control bumps for drag reduction
at transonic speeds.

1.2 thesis outline

Chapter 2 is the literature review for flow control which discusses several different
approaches to locally changing the flow for some aerodynamic benefit. Several de-
vices are considered including active devices and passive devices.

Chapter 3 shows the parametrisation of the shock bump used for this work. Two
different methods are considered for 2D and 3D geometries.

Chapter 4 presents the governing equations for fluid dynamics. The discreti-
sation and numerical methods used to solve the flow are also discussed. The flow
assumptions are also addressed in this chapter and the description of the turbulence
model is also outlined.

Chapter 5 shows the two main methods for moving the mesh, the Delaunay
Graph Method (DGM) and Linear Elasticity (LE). The main equations and imple-
mentation are demonstrated.

Chapter 6 gives a overview of optimisation methods. Several different gradient
based methods are reviewed and demonstrated. Gradient calculation is the most
important part of gradient-based optimisation, several techniques exist for accurate
gradient calculation. Finally, the optimisation chain shows how the CFD simulations
and gradient calculations fit into the optimisation chain.

Chapter 7 is the first results section. The 2D optimisations on the RAE5243 for a
cubic-spline shock bump are presented and analysed. A multi-objective optimisation
is also shown where a weighted sum objective is used with weights calculated using
‘unattainable aspiration’.

Chapter 8 shows the results for using the solution from the mesh adjoint, to
derive the objective function surface sensitivity for flow control design placement.
Several regions for optimisation are identified on the M6 and F6 wings. The shock
bumps in this section are parametrised using CST.

Chapter 9 presents the development of a novel method for calculating the mesh
adjoint sensitivities by using an explicit definition of the mesh points to the surface.
This creates a fast and efficient method for calculating the mesh adjoint solution. The
new method is used in an optimisation on the M6 wing to show that the method is
robust and accurate.

Chapter 10 gives some concluding remarks based on the methods proposed in
this thesis.





2
L I T E R A T U R E R E V I E W

2.1 flow control

Flow control is the act of changing the flow physics to enact some favourable change.
Flow control devices have been used for many years to give more desirable flow
features, examples include Vortex Generators (VGs) and flaps and slats.

Flow control can be divided into two categories, active and passive. The exact
definitions of active and passive flow control are somewhat fluid in the literature. In
this work, the definitions supplied by Gad-El-Hak [18] are used to describe different
groups of devices. A passive device is characterised as an un-powered device with
no moving parts. Passive devices are often simpler compared to active devices and
are easier to implement. A device designed for a specific on-design condition may
introduce large negative effects at off-design conditions. It is therefore important to
consider off-design performance of passive devices in the design process to minimise
the negative impact.

An active flow control device is one which requires some input energy to func-
tion, an example of an active device is blowing/suction. A major benefit of active de-
vices is that they can be operational for only certain parts of a flow regime, giving a
benefit when necessary and reducing any potential negative effects at off-design con-
ditions by being turned off. Active devices can also adapt to different flow regimes
to extend the devices usefulness. This can be done through a feedback/forward loop
or through a predetermined operational cycle.

The subset of active devices which are controlled by a loop are referred to as reac-
tive devices. A feedback loop has a sensor placed upstream to monitor the incoming
flow such that the flow control device can adapt to incoming flow. One example of
this could be to quell the growth of Tollmien-Schlichting (T-S) waves by sensing the
incoming waves and superimposing the inverse wave using a flow control device.
In the case of a feed-forward device the sensor is placed downstream and monitors
changes that have been made by the flow control device.

The following sections will look at different types of control and the applications
in different flow regimes.

2.1.1 General Flow Control

2.1.1.1 Laminar Flow control

Laminar flow control focuses on increasing the amount of laminar flow that is present
on the wing surface. This involves delaying the transition location for as long as

7
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possible to achieve a reduction in skin friction drag. In 2D flows T-S waves are a
major factor which governs the transition location and the ultimate conversion to
a turbulent boundary layer. For 3D flows cross-flow instabilities are also present
creating a much more complex transition structure.

By far the simplest method to promote more laminar flow is through shape mod-
ification. Natural Laminar Aerofoils (NLF) manipulate the surface pressure distribu-
tion such that a favourable pressure gradient extends to the longitudinal location of
the pressure minimum, this is achieved through surface curvature. The favourable
pressure gradient decreases the pressure to a point on the control surface and thus
increase the laminar extension, reducing the skin friction. At transonic speeds a major
drawback of NLF aerofoils is the strong shock waves which are generated compared
to the supercritical counterparts. This causes the wave drag to increase significantly.
NLF aerofoils are also very sensitive to surface roughness making the technology
high maintenance to keep surfaces clean. Figure 2.1 shows an example of a NLF
aerofoil and a supercritical aerofoil for comparison.

Figure 2.1: Examples of (left) NLF (RAE5243) aerofoil and (right) supercritical (NASA SC(2)-
0714) aerofoil

Another method for controlling the boundary layer to promote laminar flow
is to use suction. Suction removes the current boundary layer and replaces it with
high energy flow from the free-stream which removes the instabilities and refreshes
the velocity profile at the wall. Suction also reduces the boundary layer thickness.
Although suction can be used to great effect the extra weight of mechanisms required
may outweigh the overall benefits.

Wall heating/cooling can also be used to promote laminar flow near the surface
by reducing viscous effects. In a liquid the wall should be heated to provide a reduc-
tion in viscous effects however, for flows that are supersonic or slower in air, heat
should be removed from the aerodynamic surface, this increases the near-wall den-
sity and enhances the near-wall momentum. By reducing the viscosity close to the
surface the velocity profile becomes fuller and is more resistant to instabilities in the
boundary layer. In air there is an additional benefit when cooling is used, namely the
density is increased close to the surface which enhances the near-wall momentum.

Although increasing laminar flow reduces the skin friction drag, there are draw-
backs. Laminar flow is much more susceptible to separation compared to a turbulent
boundary layer and it is also difficult to maintain a laminar boundary layer due to
contamination on the wing. This contamination could take the form of insects, rivets
or even icing.
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2.1.1.2 Separation Control

Separation occurs when the flow on a surface experiences strong adverse pressure
gradients in the boundary layer, detaching the flow from the surface. When the flow
is separated a large increase in pressure drag occurs and the velocity in the near-wall
region is reversed.

To stop the flow from separating, flow control devices can be used to energise the
boundary layer. A common practice is to use vortex Generators (VGs) which create
stream-wise vortices which travel downstream with the flow and bring high energy
flow from the free-stream into the near-wall region.

Modern aircraft wings have multiple elements, called flaps and slats, to achieve
higher lift at take-off and landing. When these devices are deployed the slat deploys
from the wing leading edge tilting towards the incoming flow. This allows the incom-
ing flow to move over the upper surface of the wing more easily at higher angles of
attack, therefore generates greater suction above the wing. When the slat is deployed
a gap can be present between the slat on the main aerofoil body, this is called a slot.
This gap transports high pressure flow from the underside of the wing to the upper
surface and re-energizes the boundary layer.

Flaps are mostly located at the trailing edge of the wing and come in several
different combinations. A simple hinged flap rotates downwards to increase the cam-
ber on the aerofoil which increases lift. More complicated arrangements also increase
the chord and therefore the surface area to increase lift and reduce wing loading,
such as the Fowler flap. Slotted flaps also allow flow to move from the underside
of the aerofoil to prevent separation and can consist of several elements such as the
triple-slotted flaps which are present on the Boeing 747.

2.1.1.3 Plasma Actuators

A Dielectric Barrier Discharge (DBD) plasma actuator consists of an upper electrode
and a lower electrode arranged asymmetrically and separated by a dielectric barrier
(e.g. Kapton film, Teflon, e.t.c.), see figure 2.2. A high voltage power supply is ap-
plied to one electrode (the other is kept as ground), the result is a plasma which
forms on the dielectric barrier above the lower electrode. For most low-speed appli-
cations DBD plasma actuators have the desired effect of a ‘body-force’ on the flow
‘pushing’ the plasma away from the upper electrode. The direction of this body force
depends solely on the arrangements of the electrodes therefore the power supply can
be applied to either electrode [19],this also gives greater freedom in other settings.

Another application of the DBD actuator involves short nano-second pulses with
a large voltage supply. The dominant effect is a rapidly heated plasma forms on top
of the dielectric barrier. Under certain conditions the plasma actuator can produce
plasma which is heated rapidly enough to create a compression wave which is shed
from the plasma region.

It is important to grasp the physics behind the creation of plasma to fully under-
stand the operation of a plasma actuator. Despite uncertainty in the finer physics of
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Figure 2.2: Example arrangement for a DBD plasma actuator

plasma production, a significant amount of progress has been made into explaining
the formation of plasma such that an accurate model has been made for the DBD
plasma actuator [20][21][19].

Post and Corke [21] showed the use of plasma actuators in controlling separation.
They used wind tunnel tests to show that a plasma actuator placed at the leading
edge of an aerofoil can reattach the flow to the surface of the aerofoil past the baseline
stall angle of attack.

Rizzetta and Visbal [22] simulated plasma actuators under counter-flow opera-
tion for straight and serpentine configurations on the leading edge of an MAV to
delay separation. LES was used to simulate the flow and separation from the aerofoil.
Despite different physical effects these actuators were operated in continuous and
pulsed modes and all cases found a benefit by lessening the vertical extent of the
shear layer. The pulsed mode is deemed to be the best of the two operation modes
as it uses less energy due to a reduced duty cycle. The straight actuator generated
coherent spanwise vortices whereas the serpentine actuator delayed the appearance
of 2D modes and accelerated transition.

Despite the promise of plasma actuators, as a flow control device, there remains
the issue of whether there is a net benefit to using the device. Plasma actuators
require a power input from a high voltage source. This would require the use of a
large transformer to get the voltage required to create a plasma. In addition, the flow
benefit needs to outstrip the power requirements.

2.1.2 Shock Control

2.1.2.1 Wave Drag Reduction

For a wing moving through a fluid when speed is increased such that M ∈ [0.7, 1.2]
there is a dramatic increase in drag. Despite the wing travelling at a Mach number
less than 1, the flow can accelerate to supersonic speeds in local pockets around the
wing due to the curvature of the body forcing the flow to speed up. These pockets
of supersonic speed are terminated by a shock wave. A shock wave forms when a
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body is moving fast enough through the flow so the sound waves propagating from
the body being to coalesce. Across a shock wave there is a sharp change in pressure,
density and temperature. The extra drag component is called wave drag and is due
to the increase in entropy across the shock.

2.1.2.2 Plasma Modelling for High-Speed Applications

For high-speed flow control the regular DBD actuator is unsuitable due to the large
increase in energy consumption needed to make the body- force have an effect on the
flow. Despite this [19] have shown that a DBD plasma actuator can still be effective
in reducing separation at higher speeds (M=1.5-2.0).

Figure 2.3: Schlieren images of a NS-DBD plasma actuator placed at the foot of a wedge with
a shock present [2]. Each image has been taken at a different time after the initial
pulse.

The Nano Second Dielectric Barrier Discharge (NS-DBD plasma) actuator is
much more appropriate in flows where the region of control involves M > 1. When
placed at the foot of a shock wave a NS-DBD plasma actuator has been shown to
‘spread’ the shock wave, shown in figure 2.3. Figure 2.3 shows the effect of placing
a NS-DBD actuator at the base of a wedge with an oblique shock present where the
flow is travelling from left to right. The arrows in the figure point to the radiating
compression wave and the interaction with the shocks. Figure 2.4 shows the topology
of the wedge with the plasma actuator arrangement and flow direction. The inten-
tion is to introduce compression of the flow in the shock region. On an aerofoil this
should ease the adverse pressure gradients across the shock region and weaken the
shock thus reduce wave drag.
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Figure 2.4: Topology of a NS-DBD actuator at the base of a wedge [2].

2.1.2.3 Wing Sweep and Supercritical Wing

To combat the dramatic increase in drag due to wave drag two methods have been
used widely in aircraft design, namely wing sweep and the supercritical wing. A
supercritical wing is characterised by a longer flatter section on the upper surface.
This flatter potion minimises the angular change in flow and therefore postpones the
formation of the shock until it is further downstream of the wing. This is usually
located after the maximum thickness to chord point.

The swept wing was introduced since only the velocity components perpendic-
ular to the leading edge govern the behaviour of the flow. Therefore, increasing the
wing sweep reduces the perpendicular speed over the wing and weakens the shock.
The drawback is that at lower speeds there is an impact on performance.

2.1.2.4 Passive Cavity Flow Control

The EUROSHOCK I project [23] was carried out between 1993-1995 and focussed on
passive shock control. One method of shock control researched was the passive cavity.
Figure 2.5 shows the passive cavity set-up. The passive cavity was found to spread
the pressure change across the control region creating a lambda shock structure. The
cavity allows for the flow from the high pressure side (downstream) to flow to the
low pressure side (upstream). Due to the lower pressure gradient across the shock
location, the wave drag has been reduced.

Despite the reduction in wave drag a significant overall drag reduction was not
achieved because of the increase in viscous drag due to boundary layer thickening
and the holes in the plate.

Although no net reduction of drag was achieved a porous cavity could still be
useful to delay the onset of buffet.
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Figure 2.5: Figure of passive cavity control device.

2.1.2.5 Active Cavity Flow Control

The EUROSHOCK II project [24] project spanned 1996-1999 and focussed on cavity
flow with suction, discrete slot suction, hybrid control and contour bump.

Cavity flow control with suction has a perforated plate above a cavity with suc-
tion being applied to the flow in the cavity, see Figure 2.6. From the previous section,
the cavity with no suction creates a thickened boundary layer downstream of the
device and created an increase in drag due to viscous effects. To reduce the negative
viscous effects while maintaining the wave drag benefit, suction is introduced to the
cavity flow.

One experiment looked at several different amounts of suction in the range Cµ ∈
[0.0, 0.143], where Cµ = 0.0 is the passive cavity case where there is no suction and
Cµ is defined as:

Cµ =
q

ρinfUinfδ
∗ (2.1)

where q is the suction mass flux per span, ρ is the density, U is the flow velocity and
δ∗ is the displacement thickness of the incoming boundary layer. The inclusion of
cavity suction removes some of the benefit of the wave drag reduction, in fact larger
amounts of suction cause stronger shocks to occur and therefore increase wave drag.
The suction allows for a fuller boundary layer velocity profile downstream of the
device, as expected. When suction is at Cµ = 0.055 there is no significant negative
impact on the boundary layer flow and therefore viscous drag will not be changed
by the presence of the control device.

2.1.2.6 Shock Control Using Grooves/Slots

Two interesting methods for shock control were introduced in papers by Smith et al. [25,
26]. The first, in 2001, employed the use of a stream-wise slot at the shock location.

The introduction of slots causes a bifurcation of the shock to form a λ-structure
which gives a more gradual change in pressure across the control region. The bound-
ary layer directly downstream from the slot is less full and indicates some potential
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Figure 2.6: Figure of active cavity control device.

separation. The boundary layer further downstream shows some recovery due to
vortices caused by the device leading edge.

Overall, slots could provide wave drag reduction with some viscous drag penalty.
The device does introduce some stream-wise vortices which could be beneficial in
cases where there is separation downstream of the device.

The second paper was published in 2003 and investigated further the vortical
flow generated by the device. The findings showed that the vortical structure gener-
ated was much more complicated involving two sets of counter rotating vortices.

2.1.2.7 Shock Control Bumps

One of the first appearances of a bump-like device for wave drag reduction can be
found in [8] from 1977. This report suggested adding a hump on a supercritical
aerofoil (a dromedaryfoil) to treat wave drag. It is described that the fore part of the
bump replaces the shock with a series of isentropic compression waves and the rear
of the bump gives incipient separation due to a sharp peak. Ultimately, the research
was inconclusive and requierd experimental testing.

Fuller et al. [9] and Ashill et al. [10] first proposed the 2D shock bump as a de-
vice to reduce wave drag on a laminar type aerofoil. Interest in the shock bump
grew significantly after these papers were published and in 1996 the EUROSHOCK
II project [24] began. The EUROSHOCK II project had that the shock bump had the
most promise for shock control from a range of devices researched. Several aspects
were explored including a parameter study and combining shock bumps with suc-
tion. The analysis was thorough and involved 2D and 3D analysis, however there was
no rigorous optimisation of the devices.

Qin et al. [27] were the first to propose a shock bump with a finite bump width,
this adds complexity to the design through extra design variables and spanwise ge-
ometric variations. Prior to this much of the work looked at extending the 2D bump
continuously along the wing span. It was found that the 3D shock bump configura-
tion provided better robustness and a similar reduction in drag to the 2D bump.

Due to the extensive work on shock bumps, several variations of bump geome-
tries have been considered. In general all the bumps consist of a front part and a
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rear part. The front part is a ramp or smooth curve which compresses the flow. The
rear part returns the flow to the aerofoil and can sometimes have an effect on the
boundary layer health downstream of the device.

2.1.2.8 3D Contour SCB

The contour bump consists of a smooth curve joining to the aerofoil with zero gra-
dient. There have been several methods for parametrising the contour SCB some ex-
amples include piece-wise cubic curves [27], Hicks-Henne [28] curves or Class-Shape
function Transforms (CST) [29].

The optimal contour bump replaces the shock with a series of isentropic compres-
sion waves which dramatically reduces the increase in wave drag across the shock
region. The effect of the bump is highly dependent on the values of the bump height
and peak location, these were shown to be the most sensitive parameters [30]. A
larger height will cause more compression of the local flow and will increase reduc-
tions in wave drag but a higher bump may cause separation after bump and increase
overall drag. The peak location should be downstream of the shock; EUROSHOCK II
suggested that the peak of an asymmetric bump should be approximately 5% down-
stream of the original shock location.

In 3D several different designs were explored by Wong in his thesis [3]. Figure
2.7 shows 3 different designs which have been considered. The first is the 2D style
bump where the bump extends uninterrupted over a certain span. This bump has
been shown to reduce drag but is not particularly versatile and not as robust as the
3D bumps. The eye-based bump was also researched, the bump consists of pointed
leading and trailing edges with the middle of the bump being the widest section.
This bump achieved reasonable drag reductions but generated some reverse flow
in the rear part of the bump at the bump/aerofoil interface which hindered drag
reduction. The final design is a rectangular based contour bump. This bump shows a
very good drag reduction, in some cases better than the 2D bump. This bump consists
of zero gradient at the bump/aerofoil interface and provides a smooth contour in all
directions. The 3D bumps are usually of a larger height than the 2D bumps and it
has also been shown that the 3D bump is more robust than the 2D bumps.
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Figure 2.7: Contour type shock bumps from (left) 2D (middle) Eye-based 3D bump (right)
Rectangular based 3D bump [3]
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Figure 2.8 shows three different shock locations; the left figure shows the shock
location upstream of the bump, the centre figure shows the optimal shock location
and the right figure shows the shock location downstream of the bump.

When the shock is too far upstream this can cause an initial compression of the
flow giving a wave drag reduction, however due to the bump curvature a secondary
shock appears after the bump peak generating wave drag. When the shock location
is at the optimal point the shock is converted into a series of isentropic compression
waves on the leading ramp, reducing wave drag significantly, and the pressure con-
tours become more spaced out indicating a lesser compression. Due to the deflection
of the flow away from the aerofoil the pressure contours form this characteristic ’knee
shape’ which is typical of the contour SCB. When the shock moves downstream, past
the peak location, the flow begins to re-expand and causes a much stronger shock
than without the bump being present. This can causes a rise in wave drag and other
negative effects such as separation. In addition to these 2D effects there is also a 3D

Figure 2.8: Contour bump with effects of shock location (left) Upstream of bump (middle)
Optimal location (right) Downstream of bump

spanwise component. The 3D bumps presented by Qin et al. [30] reduced to zero and
had zero gradient at the spanwise edges. After optimisation it was also shown that
the distance between the bumps in the spanwise direction tended to zero however,
the effect of the bump on the flow in between the bumps still produced isentropic
compression waves to treat the shock.

2.1.2.9 3D Wedge SCB

Much of the literature is focussed on variations of two particular geometries; the
wedge bump and the contour bump. The wedge bump consists of a front ramp, with
a leading edge angle, a crest and plateau region and the rear ramp, with trailing edge
angle. The 3D wedge bump has several different configurations as shown in Figure
2.9. The leading edge ramp of a wedge bump has an angle at the fore which triggers
a shock leg to form. Then ramp deflects the flow away from the aerofoil and the flow
experiences a compression until the crest is reached. The angle at the crest causes
another shock leg to form on the plateau section of the bump. The rear ramp returns
the flow to the surface of the aerofoil.
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Figure 2.9: Wedge type shock bumps from (left) Ogawa et al. [4] (middle) Bruce and Babinsky
[5](right) Colliss et al. [6] (As shown in [7])

Shock bumps are known for being sensitive to the shock location. Figure 2.10

shows the effects of change in shock location. The left shows the effect on the shock
if the shock is upstream. There is an initial small bifurcation of the shock which gives
a more gradual pressure change in the shock region. However, the expansion of the
flow due to the rear ramp will cause a secondary shock to form and therefore act
against the wave drag reduction that may be achieved by the initial shock bifurcation.
The centre figure shows the optimal shock location and bifurcation of the shock, this
case shows the normal operation of a wedge SCB. The right figure shows the shock
location being downstream of the bump. The ramp triggers a front shock leg and
there is still a bifurcation of the shock but due to the re-expansion of the flow at
the rear of the bump the rear shock leg is stronger causing the device to operate
inefficiently.

Figure 2.10: Wedge bump with effects of shock location (left) Upstream of bump (middle)
Optimal location (right) Downstream of bump

König et al. [31] considered a bump which had an angled leading edge like a
wedge bump but had a smooth profile similar to a contour bump. When this config-
uration was placed in a wind tunnel, as the angle of attack is changed from design
there is very little movement in the shock location in the control region. It is sug-
gested that the design may offer some robustness at off design due to the sharp
leading angle but no comparison was made to other shock bump configurations, in
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particular the smooth contour bump. Despite this the bump does show good robust-
ness when varying the angle of attack and generates streamwise vortices which could
prove useful in alleviating shock induced separation.

Further studies considered geometries which could reduce the detrimental ef-
fects on the boundary layer health by altering the rear ramp configuration [6].

In 3D the distance between bumps has to be considered. For the wedge bump the
extent of the spanwise influence of the shock control has to be considered to preserve
the wave drag reduction and to retain any potential benefits from the streamwise
vortices.

2.1.2.10 2D vs. 3D SCB

When moving from the 2D style bumps to 3D they’re are many considerations to
take into account such as bump width, distance between bumps, streamwise angular
orientation and so on. The main difference of 3D bumps in comparison to 2D bumps
is that they have geometric variations in the spanwise direction. This means that the
boundary layer can now go around the bounds and therefore the shock-boundary
layer interactions will be different.

Zhu et al. [29] showed that the 3D bumps can vary in height along the span so
that the shock is treated locally. They also showed that for a complicated 3D shock (i.e.
the shock footprint is not a straight line) the 3D shock bumps can be placed to follow
the shock line. Since the shock bumps are very sensitive to changes in the shock
location it is clear that placing a 2D type bump in a flow with 3D shock structure in
the spanwise direction will prove a significant issue for 2D bump performance.

It has been widely documented that 3D shock bumps can produce streamwise
vortices [4, 32, 31] due to the spanwise variation of the shock bump geometry. While
the savings at the design conditions between 2D and 3D bumps can show similar
performance benefits [4, 32, 31, 33, 34], or in some cases the 3D geometry can perform
better than the 2D [30], it is widely believed that the generation of vortices will give
better benefits at off-design conditions. At off-design conditions the shock may cause
adverse pressure gradients to form causing shock induced separation, the formation
of streamwise vortices could combat this by moving the low momentum flow from
the near wall region and replacing it with high momentum flow from the freestream.

Qin et al. [30] and Holden and Babinsky [35] showed that the placement of the
bumps was important to achieve similar shock effects to the 2D bump. In the case of
Qin et al. , they found that under optimisation on an unswept NLF wing and a 3D
contour SCB that the distances between bumps tended to zero. It was noted that the
bump height was larger than the 2D counterpart. This was also noted by Eastwood
and Jarrett [36] where the wedge bump was found to have more height when the
bumps were placed further apart. One possible explanation for this is through the
transonic area rule. When the distance between the bumps grows the bump height
must increase to keep the cross sectional area the same.

Pätzold et al. [33] tested optimised single truncated shock bumps on unswept
and swept wings. They found that when imposing a leading edge angle on a wing
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and placing the bumps normal to the leading edge it is difficult to maintain the
performance benefits which are found for the unswept wing case. This hints that
there is possible crossflow interference affecting the operation of shock bumps. East-
wood [34] researched placing small arrays of bumps on a swept wing with bumps
normal to the leading edge angle and also found that there was a performance degra-
dation compared to the unswept wing but some benefit at off-design could still be
achieved. Eastwood and Jarrett [36] explored the idea of angling the wedge type
bumps on swept wings to regain a similar performance benefit to the unswept wing.
They showed that angling the bump roughly in the local flow direction reduced the
negative impacts from the spanwise flow.

2.1.2.11 Adaptive Bumps

There have been some promising studies into adaptive bumps which would extend
the useful envelope of the shock bump. The major issues are extra system weight
(actuators etc), maintenance due to moving parts and life-expectancy of the device.
However, the NASA report on morphing technology [37] shows that adaptive flow
control devices are definitely possible.

Monner et al. [38] suggested that the use of a flexible spoiler skin could create a
convex surface distortion by using Carbon Fibre Reinforced Plastic (CFRP) tubes with
2 symmetrical hollows. This would create a shape very similar to the contour SCB
and could be used to increase the height and gradient of slope to suit the incoming
flow. The concept of being able to move the surface was demonstrated but there were
no flow results to show the potential benefits of the device.

Stanewsky [39] reviewed the benefits of adaptive technologies, such as an adap-
tive shock bump and flap combination, and highlighted some potential systems that
could be employed. A study of Cash Operating Costs (COC) and Direct Operating
Costs (DOC) was undertaken where drag reduction, weight increase and and increase
in maintenance costs were all considered. The values of COC and DOC were found
assuming 600 flights at a range of 3500 nm over the course of a year. The adaptive
bumps were tested on a turbulent type wing at two flight conditions, M=0.82 and
M=0.84, which gave a fuel reduction of 1.23% and 2.11% respectively when adap-
tive bumps were applied. This leads to a COC and DOC reduction of 1.3% and 0.8%
respectively. This shows the significant potential for the use of shock bumps of tran-
sonic commercial aircraft.

Jinks et al. [40] recently showed a coupled aerodynamic-aeroelastic optimisation
of a flexible surface in the shock location. The same author also suggested a way in
which this device could be achieved mechanically [41]. It was shown that a small
bump height was enough to trigger a bifurcation in the shock which is necessary to
control the shock with this type of bump. Further rigorous study of the drag and
weight requirements would be necessary to assess the potential benefits of applying
this device for shock control.
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2.1.2.12 Multi-point/Multi-Objective Analysis

Despite the promise shown, adaptive technologies still have significant drawbacks. It
is therefore necessary to explore avenues to make the fixed devices more robust to
minimise the negative effects at off-design conditions.

This can be done through uncertainty or multi-point simulation. Uncertainty
quantifies the effect of potential changes in a flow variable on the objective function
and optimises to reduce the negative effects. Multi-point analysis involves calculating
the variable of interest at several different flight conditions (often located close to
the design point) and uses some metric as an objective function. For example, it
is common to use a simple weighted sum of drag values to evaluate the overall
performance. The drawback of a multi-point method is that is requires weights to
be given to each flight condition to mark the importance in the optimisation. These
weights are often left to the designer to choose and can have a large effect on the final
topology which is chosen.

Lee et al. [42] used the MSES solver and evolutionary algorithms to optimise a
shock bump on the RAE5243 aerofoil. MSES solves the Euler equations and is coupled
with a boundary layer solver for the near-wall flow. The optimisation was run with
two objectives, the first is the mean of the drag values and the second is the standard
deviation of the drag values:

CD =
1

K

K∑
i=1

CDi

σCD =

√√√√ 1

K− 1

[
K∑
i=1

(
CDi −CD

)2] (2.2)

After the optimisation a Pareto front was formed and several designs were selected
and further evaluated. The main difference between the robust bumps and the single-
point design bump is that the bump height was reduced and the bump had moved
downstream, both of these changes would combat a strong re-expansion on the rear
part of the bump

MSES is a fairly low cost solver and the case is only 2D, therefore a global method
such as an evolutionary algorithm can be used. When a more expensive solver is used,
such as a Navier-Stokes code with turbulence model, the cost of the objective function
increases significantly. This is particularly clear when a 3D geometry is considered.
For these cases it is better to use a gradient based solver, this comes at the cost of
only being able to find local minima. Due to the expense there is no comprehensive
3D multi-point optimisation in the literature.

Eastwood and Jarrett [34] showed a numerical investigation into 2D and 3D
ramp type bumps. The bump topology consists of a shorter compression ramp at the
front with a longer ramp at the rear with no plateau at the peak. The shoulders of
the ramp form an angle with the bump and wing surface. This paper hypothesised
that the robustness of 3D bumps over 2D bumps comes from the streamwise vortices
generated by the 3D configuration. The 3D shock bump showed a break up of the
shock induced separation downstream and held the shock in place for a variation in
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the Minf. This shows great promise for 3D shock bump robustness, however further
exploration into into other geometries may yield better results.
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P A R A M E T R I S A T I O N O F A S H O C K C O N T R O L B U M P

To optimise a surface it is common practice to use a parametrisation, this is often
necessary to reduce the number of design variables or to restrict the geometry to
feasible shapes. For the rest of this thesis the contour SCB will be used (and referred
to as ‘shock bump’). Several parametrisations have been used previously for use with
shock bumps; Hicks-Henne [43], cubic-spline [30], PARSEC [44] and CST [29].

In this work the cubic spline is used for 2D analysis. This approach is beneficial
as the parameters are intuitive and provide a simple way to express the bump and
analyse the effect of changing a physical variable. The drawback of the cubic spline
approach is that only C1 continuity can be guaranteed.

In 3D the CST is used to describe the bump which offers a higher degree of
freedom and variation in shapes which gives a larger design space to be explored.
In addition to this the CST method has C2 continuity which guarantees a smoother
profile and is often a requirement for industrial uses.

3.1 two dimensional bump

Figure 3.1: 2D shock bump geometry using cubic spline

Figure 3.1 shows a representation of a 2D shock bump parametrised using a cu-
bic spline, as shown in Qin et al [30] and Wong [3]. The description of the geometry
consists of 4 parameters: bump height, bump length, bump location and peak loca-
tion. The bump height measure the distance from the bottom of the bump to the peak
(lowest point to highest point). Bump length is the distance from the bump leading
edge to the bump trailing edge. The bump location is measured from the leading
edge of the aerofoil to the peak of the bump, this allows the bump to move along the
aerofoil to find the ideal location to treat the shock. The peak location is the distance
of the bump peak from the bump leading edge.

25
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The bump surface is described by two cubic curves. The first links the bump
leading edge to the bump peak and the second joins the bump peak to the bump
trailing edge. At the bump leading edge, bump peak and bump trailing edge the
gradient is zero to give a smooth contour. The bump is added to the surface of an
aerofoil by adding the y components.

The intuitive design parameters are good for exploring the key design factors of
a shock bump but it lacks versatility and is only continuous to the first order.

3.2 cst three dimensional bump

The design parametrisation used previously for a 3D shock bump control is generally
simple, an example using cubic splines is shown by Qin et al. [27]. With industrial
manufacturing methods, the second order continuity, C2, is required. In order to
satisfy C2 continuity, the order of piecewise polynomials has to be increased to 5.
Higher order polynomials will lead to a higher degree-of-freedom and contain more
than one peak in the curve; this will cause uncontrollable waviness in the bump. A

Figure 3.2: 3D shock bump parametrised using CST

different shock control bump parametrisation is proposed in this work based on the
CST parametrisation method [45]. The CST method has two parts: the class function
and the shape function. The class function determines the basic type of geometry and
the shape function is then employed to define the details.

If the class parameters N1 and N2 are set to 3 this sets the general class of shapes
to follow a similar shape as the cubic-spline. Setting the shape function S(ψ) = 1, as
in Eq. (3.1), a bump like curve is obtained with 1st and 2nd derivatives are zero at
start and end points. The curve and 1st and 2nd derivative distribution are shown in
Fig. 3.3.

ξ(ψ) = ψ3.0 · (1−ψ)3.0 (3.1)
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Figure 3.3: Bump curve and derivatives using the CST parameterisation method

The figures above clearly show that the geometry, 1st and 2nd derivatives are all
zero at the start and end position of the bump. In addition, because the class param-
eters are exponential parameters of the class function, if N1 and N2 are set to 3, the
bump peak value reduces to 1/64 for the shape function S(ψ) = 1. Because the bump
maximum height and bump peak crest position parameters do not directly appear in
the CST function, the shape function parameter values should be a similar magnitude
to bump height. Multiplying by 64 in the CST equation moves the peak value back to
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1 when S = 1. This is convenient for the user when setting up their design parameter
range. The full description of the 2D CST bump with shape function is:

ξ(ψ) =64 ·C3.0
3.0(ψ) ·

n∑
i

Ai · Si(ψ) (3.2)

C
N1
N2

(ψ) =ψN1 · (1−ψ)N2 (3.3)

Si(ψ) =

n∑
r=0

Kr,nψ
r(1−ψ)n−r (3.4)

Kr,n =

(
n

r

)
=

n!
i!(n− i)!

(3.5)

x =ψ · xlength (3.6)

z =ξ · xlength (3.7)

The three-dimensional bump is an extension of the two-dimensional bump using a
second Bernstein polynomial. Finally, the bump patch may not be strictly a rectangle,
so the bump length distribution along spanwise is a function of span. The definition
of a three-dimensional bump with sweep angle is shown in the following equations:

ξ(ψ,η) = 64 ·C3.0
3.0 ·

Nx∑
i

Ny∑
j

[
Bi,j · Sxi(ψ) · Syj(η)

] ·H(η) (3.8)

where:

H(η) =64 ·C3.0
3.0(η) ·

n∑
i

Ai · Si(η) (3.9)

x =xleading(y) +ψ · xlength(y) (3.10)

y =η · ywidth (3.11)

z =ξ (3.12)

xlength(y) =xleading(y) − xtrailing(y) (3.13)

where xleading and xtrailing are the leading edge and trailing edge values of x at
a given y, which can be a higher polynomial function depending on the distribution
shape. The CST bump equations can provide higher flexibility of a local bump, and
generate symmetric or asymmetric bumps in three-dimensional space. The orders of
Bernstein polynomials are recommended to be below 4, this allows the CST bump to
provide high flexibility with a reasonable number of design variables and produce
the most realistic bump shapes.
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N U M E R I C A L F L O W S O L V E R A N D G O V E R N I N G E Q U A T I O N S

Computational fluid dynamics (CFD) is playing an increasing important role in engi-
neering applications. Industrial methods have incorporated the use of computational
techniques alongside experimental testing such that it is now an integral part of the
design process. For the numerical optimisation undertaken in this thesis the CFD
flow solver is used to evaluate the objective function for each new aerofoil/wing
design.

CFD is an ongoing field of study where new advancements are frequently made
which improve calculation efficiency or provide increased accuracy of the solution.
Despite these efforts, there are still many assumptions and approximations used
throughout CFD. Due to this, care must be taken when setting up a simulation to
ensure a trustworthy final solution.

The governing equations are an application of the physical laws of nature de-
fined by Newton to a suitable model of the flow. These equations can be written in
differential or integral form, both forms are based on the same equations but the
major difference is that the integral form will allow discontinuities, such as shocks,
in the solution. This is due to the differential forms assuming continuity which is
necessary for taking derivatives. The fluid will be considered as a continuum and
will be subject to compressibility effects.

4.1 the navier-stokes equations

As previously stated, the governing equations can be derived by using the three
conservation laws, mass, momentum (Newtons 2nd law) and energy, then applying
these to an appropriate flow model such as a fluid control volume or infinitesimal
fluid element.

For an arbitrary fluid volume V with boundary ∂V , differential surface bound-
ary dS and normal vector to the surface ((n)), the integral form of the governing
equations is:

∂

∂t

∫ ∫ ∫
V

WdV +

∫ ∫
∂V

[Fc + Fv] · n · dS = 0 (4.1)

or in differential form:

∂W
∂t

+∇ · [Fc + Fv] =
∂W
∂t

+ R(W) (4.2)
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where W is the vector of conserved quantities:

W =



ρ

ρu

ρv

ρw

ρE


(4.3)

ρ is the density of the fluid, u, v, w are the velocity components in the x, ,y , z
directions and E is the total energy for each control volume. Fc and Fv represent the
convective (inviscid) and viscous flux tensors and are defined in three dimensions as:

Fc =

 Fcx
Fcy
Fcz

 , Fv =

 Fvx
Fvy
Fvz

 (4.4)

These flux components themselves are also vectors which can be viewed in greater
detail:

Fcx =



ρu

ρu2 + p

ρuv

ρuw

ρHu


, Fvx =



0

τxx

τxy

τxz

uτxx + vτxy +wτxz − qx


, (4.5)

Fcy =



ρv

ρuv

ρv2 + p

ρvw

ρHv


, Fvy =



0

τyx

τyy

τyz

uτyx + vτyy +wτyz − qy


, (4.6)

Fcz =



ρw

ρuw

ρvw

ρw2 + p

ρHw


, Fvz =



0

τzx

τzy

τzz

uτzx + vτzy +wτzz − qz


(4.7)

where p is the static pressure, H is the total enthalpy, τij is the viscous stress tensor
for a fluid element and qi is the heat transfer flux vector (i, j ∈ x, y, z).
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The viscous stress tensor due to the molecular viscosity are given by:

τxx =2µ
∂u

∂x
+ λ

(
∂u

∂x
+
∂v

∂y
+
∂w

∂z

)
(4.8)

τyy =2µ
∂v

∂y
+ λ

(
∂u

∂x
+
∂v

∂y
+
∂w

∂z

)
(4.9)

τzz =2µ
∂w

∂z
+ λ

(
∂u

∂x
+
∂v

∂y
+
∂w

∂z

)
(4.10)

τxy =τyx = µ

(
∂u

∂y
+
∂v

∂x

)
(4.11)

τxz =τzx = µ

(
∂u

∂z
+
∂w

∂x

)
(4.12)

τyz =τzy = µ

(
∂v

∂z
+
∂w

∂y

)
(4.13)

where µ is the dynamic viscosity. The dynamic viscosity is a function of temperature
and a relationship was proposed in the form of Sutherland’s law:

µ = µ(T) = µ0

(
T

T0

) 3
2 T0 + S

T + S
(4.14)

where µ0 is the reference viscosity, T0 is the reference temperature and S is Suther-
land’s temperature. For a case in air:

µ0 = 1.7894× 10−5 kg m−1s−1 (4.15)

T0 = 288.15 K (4.16)

S = 110.4 K (4.17)

The heat flux term can be calculated using the thermal conductivity relation (Fourier’s
law):

qx = − κ
∂T

∂x
(4.18)

qy = − κ
∂T

∂y
(4.19)

qz = − κ
∂T

∂z
(4.20)

where κ is the coefficient of thermal conductivity and is defined as:

κ = µ
Cp

Pr
(4.21)

where Pr is the Prandtl number and Cp is the specific heat at constant pressure. The
ratio Cp

Pr is approximately constant for most gases therefore the Prandtl number can
be taken as 0.72 everywhere. The total enthalpy H can be related to the total energy
per control volume E using the following equation.

H = E+
p

ρ
(4.22)
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where

E =
p

γ− 1
+
ρ

2

(
u2 + v2 +w2

)
=

CpT +
1

2

(
u2 + v2 +w2

)
−
p

ρ
(4.23)

putting the above definition of E into equation 4.22 gives

H = CpT +
1

2

(
u2 + v2 +w2

)
(4.24)

γ refers to the ratio of specific heats and is expressed as γ =
Cp
Cv

. In air γ = 1.4. For
closure of the governing equations the equation of state for an ideal gas is used. This
equation shows that for an ideal gas the density is proportional to the pressure and
temperature.

p = ρRT (4.25)

where R is referred to as the gas constant. In air the gas constant has a value R =

287.05 J kg−1 K−1.

4.1.1 Modelling Turbulence

The previous section showed the equations for the conservation of mass, momentum
and energy. These equations can be used to model fluid flows directly using Direct
Numerical Simulation (DNS). DNS requires a very fine mesh such that all relevant
turbulence features can be resolved in time and space. If DNS is employed then no
turbulence modelling is necessary. However this method becomes computationally
prohibitive due to the size of the problem. Other methods are implemented to model
the turbulence so the mesh and time step do not need to be as fine and therefore
the size of the problem is reduced. One way of doing this is to introduce Reynolds
decomposition to time-average the Navier-Stokes equations. This gives rise to the
Reynolds Averaged Navier Stokes equations.

After introducing Reynolds decomposition, where the flow properties are di-
vided into the mean and fluctuating components, new terms arise increasing the
number of unknowns in the system of equations. These new terms are referred to
as Reynolds stresses due to turbulence. The Reynolds stresses introduce more un-
knowns than equations, in 3D the number of extra unknowns introduced, in addition
to the original five (ρ, u, v, w, p), is 6 and only 5 equations. This situation is known
as a ‘closure problem’ and requires either extra equations to close the set of equations
or some assumptions of the unknowns need to be made. Several turbulence models
have been created to approximate values for the Reynolds stresses by formulating
more equations and making some assumptions to close the equations.

4.1.1.1 Reynolds-Averaged Navier-Stokes (RANS) Formulation

The Reynolds decomposition takes an instantaneous flow variable and decomposes
it into a mean part and a fluctuating part. For the TAU code Favre-averaging is used
such that compressibility effects are well represented.
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The instantaneous flow variable (W) will be decomposed into mean and fluctu-
ating parts.

W = W̃ + W ′′ (4.26)

where d̃enotes the mean component and ” denotes the fluctuating component of the
flow (in this case a Favre average).

The mean part of equation 4.26 is formulated as:

W̃(x, t) =
1

ρ̄T

∫t+T
t

ρ(x, s)W(x, s)ds (4.27)

where ρ̄ is the Reynolds averaged density. Decomposing the primitive variables for
an instantaneous fluid flow gives:

u = ũ+ u ′′ v = ṽ+ v ′′ w = w̃+w ′′

ρ = ρ̃+ ρ ′′ p = p̃+ p ′′ T = T̃ + T ′′ (4.28)

When equations 4.28 are substituted into equation 4.1 or equation 4.2 two extra terms
arise which causes the ‘closure problem’. The Reynolds stress tensor is the first term:

τij = −ρu ′′i u
′′
j (4.29)

The turbulent heat flux is the second term:

qti = ρH ′′u ′′i (4.30)

where qti is the turbulent heat flux.

The ‘closure problem’ still exists in the current set of equations, closure requires
a model which can approximate the terms in equations 4.29, 4.30 and mean flow
variables. The Boussinesq eddy viscosity hypothesis is used in almost all turbulence
models and gives the Reynolds stress tensor in terms of the mean velocity gradients
through µt.

ρu ′′i u
′′
j = µt

(
∂ũi

∂xj
+
∂ũj

∂xi
−
2

3
δij
∂ũk

∂xk

)
−
2

3
δijρ̃k (4.31)

An approximation for the turbulent heat flux tensors qti can be found:

qti = −κt
∂T̃

∂xi
(4.32)

where κt is the thermal conductivity defined as:

κt =
Cpµt

Prt
(4.33)

where Prt is the turbulent Prandtl number.
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4.1.1.2 Spalart-Allmaras Turbulence Model

The S-A one equation turbulence model was chosen for use in the simulations in
this work. The S-A model was designed specifically for aerodynamic flows and has
good performance for flows around an aerofoil or wing and shows an improvement
in predicting separation over the algebraic Baldwin-Lomax model. Despite the S-
A model being only a 1-equation model, it gives good predictions for an attached
boundary layer and is simpler than the two equation sounterparts. Within TAU the
partial derivatives of the S-A have been manually derived for the adjoint which makes
it a good fit for the work in this thesis.

Dṽ

Dt
=

production︷ ︸︸ ︷
cb1S̃ṽ +

diffusion︷ ︸︸ ︷
1

σ
[∇ · ((v+ ṽ)∇ṽ) + cb2 (∇ṽ)]

− cw1fw

(
ṽ

d

)2
︸ ︷︷ ︸
destruction

(4.34)

where d is the distance from the point to the wall, v is the molecular kinematic
viscosity (v = µ

ρ ) and (̃v) is the modified kinematic viscosity. The turbulent eddy
viscosity is computed from:

µt = ρṽfv1 (4.35)

given

fv1 =
χ3

χ3 + c3v1
(4.36)

χ =
ṽ

v
(4.37)

The following equation are addition terms required by the SA turbulence model:

S̃ = S+
ṽ

κ2d2
fv2 (4.38)

fv2 = 1−
χ

1+ χfv1
(4.39)

where S is the magnitude of the vorticity:

S =|Ω| =
√
2ΩijΩij (4.40)

Ωij =
1

2

(
∂ui

∂xj
−
∂uj

∂xi

)
(4.41)

The destruction term requires the wall blockage function to be defined:

fw = g

[
1+ c6w3
g6 + c6w3

]
(4.42)

where g is a limiter function:

g = r+ cw2(r
6 − r) (4.43)

r = min

[
ṽ

S̃κ2d2
, 10
]

(4.44)
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The boundary conditions are:

ṽwall = 0, ṽfarfield = [3v∞, 5v∞] (4.45)

The other terms in the above equations are empirical constants given below:

κ = 0.41, cb1 = 0.1355, cb2 = 0.622,

cw1 =
cb1

κ2
+
cb2 + 1

σ
, cw2 = 0.3, cw3 = 2.0,

cv1 = 7.1, σ =
2

3
(4.46)

To avoid potential issues when using the SA turbulence model S̃ should not be al-
lowed to become zero or negative. The RANS equations with SA turbulence model
closes the set of equations.

4.1.2 Discretisation and Numerical Schemes

The CFD solver used for this work is ‘TAU’ which has been continuously devel-
oped by DLR. TAU is an unstructured, density based, finite-volume, Reynolds av-
eraged Navier-Stokes solver. Validation of the TAU code can be found in the work
by Gerhold et al. [46], Rudnik et al. [47], Kroll and Fasbender [48] and Schwamborn
et al. [49].

The process for generating a solution from a CFD solver starts with the physical
definition of the solution domain where a body of interest in the flow is described
and any other boundaries are defined (such as the far-field and symmetry planes).
The CFD solver uses discretised equations which require a set of points to be solved
on and therefore a mesh is created within the computational domain. The governing
equations can be discretised in space and time using the Finite Volume Method (FVM)
across mesh elements.

4.1.2.1 Finite Volume Method

In CFD, the initial step is to descretise the computational domain in to a number of
smaller volumes with no overlapping. This is done using the Finite Volume Method
(FVM). The descritised Navier-Stokes equations can then be solved at the control
volumes in the mesh. For an unstructured grid the control volumes can have a wide
range of topologies dependant on the number of vertices belonging to each volume.

For a control volume i, in the computational domain Ω, the Navier-Stokes Equa-
tions the finite volume descritisation is:

Ωi
∂Wi

∂t
+ Ri(Wi) (4.47)

In equation 4.47 W are the flow variables and Ri is the residual, this is the sum of all
the fluxes measured across the boundary of each control volume i

Ri =

nf∑
j=1

(Fci − Fvi )niSi (4.48)
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where the sum is calculated over all faces of the control volumes in the computational
domain, nf.

4.1.2.2 Flux Discretisation

TAU gives the options to use either a central or an upwind scheme for the calculation
of the inviscid and viscous fluxes. For the simulations in this thesis the central scheme
is used with scalar dissipation. The fluxes for the convective term can be written

Fcij = 0.5 · (Fci + Fcj ) ·nij − 0.5 ·Dij (4.49)

where Dij is the artificial dissipation term. The artificial dissipation term is included
to help the numerical stability of the scheme.

The Jameson-Schmitt-Turkel (JST) scheme [50] blends 2nd and 4th order dissi-
pation. This is useful as the majority of the flow field uses the 4th order scheme,
however this becomes unstable around areas where there are discontinuities in the
flow. Therefore the 2nd order scheme is used to deal with discontinuities in the flow,
such as shocks.

4.1.2.3 Evaluation of the Gradient

To construct the gradient of the flow variables, which is required to calculate the
fluxes, a Green-Gauss divergence theorem is used. For a scalar field u the Gauss
theorem for the dual cell Bn around point Pn states that∫

Bn

∇u dBn =

∫
∂Bn

un d(∂Bn) (4.50)

For each dual grid cell, ∇u is assumed constant, therefore

∇u =
1

Vn

∫
Bn

∇u dBn =
1

Vn

∫
∂Bn

un d(∂Bn) (4.51)

where Vn is the volume of the dual cell Bn around point Pn. Hence, the gradient
∇un is found by the following descritised formula:

∇un =
1

Vn

nf∑
k=2

0.5 · (un + uk) ·ndualij (4.52)

where ndualij is the normal to the dual cell face. A representation of the dual cell for
P1 is shown in figure 4.1.
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Figure 4.1: Dual cell contructed around point P1





5
M E S H D E F O R M A T I O N M E T H O D S

Mesh deformation is important in CFD especially for cases where changes in the
geometry require fast responses from changes in the mesh. In an optimisation chain
when the topology of a surface is changed the mesh has to accommodate the change.
If the domain is re-meshed then the computational time can be large and can create
changes in the quantities of interest which are dominated by the discretisation error
[51]. Mesh deformation is much faster and more convenient, however it is important
that the mesh deformation method is robust enough for the geometry change and
will preserve the main characteristics of the mesh.

Two mesh deformation methods are presented here: Linear Elasticity (LE) and
Delaunay Graph Mapping (DGM). LE has been used extensively and has been shown
to be a robust mesh deformation method [52] compared to other methods (torsion
spring analogy and tension spring analogy). DGM was proposed by Liu et al. . [53] in
which the computational domain is divided into Delaunay elements such that every
mesh node resides in only one Delaunay element. The main difference between the
two approaches is that the LE is an implicit method and DGM is an explicit method.
To represent this mathematically, consider the linear system below

Ax = b (5.1)

In the case of LE, when solving for x, the above equation requires the calculation
of A and then inverting the matrix. In practice the inverse is never explicitly calcu-
lated due to the size of matrix A, an iterative numerical scheme needs to be used
to solve for x. DGM gives the A−1 directly, therefore to solve for x requires only a
matrix-vector product. Since DGM is not an iterative method it is an exact solution
and since it only relies on a simple matrix-vector product it performs quicker and is
easy to code.

5.1 linear elasticity

LE is a robust method for mesh deformation [52], it can handle large deformations
while preserving the main mesh characteristics. This mesh deformation technique
models the mesh as an elastic solid where a change in geometry will yield the largest
deformation in the region close to the changed geometry and a much lesser mesh
deformation in regions far away from the deformation. LE has been applied using
refinement and de-refinement of the mesh for time-dependent problems when large
changes in geometry are considered [54]. Stein et al. [55] applied elastic stiffness to the
mesh deformation controlled by the inverse proportion to the cell volume. The effect
was that refined regions in the mesh (boundary layer, wake, shock, etc.) were not
deformed as much as regions where the mesh was less clustered. Yang and Mavriplis
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[56] showed that these modifications made the LE method more robust than the
tension spring analogy and torsion spring analogy.

The mesh movement scheme is governed by small displacements of an elastic
solid body when forces are applied.

∇ ·σ = f on Ω (5.2)

where f is some body force, σ is the stress tensor and Ω is the discretised computa-
tional mesh. σ is related to the strain tensor ε by

σ = λTr(ε)I + 2µε (5.3)

where Tr is the trace of a matrix, I is the identity matrix and λ and µ are Lamé
constants defined as:

λ =
νE

(1+ ν) + (1− 2ν)
(5.4)

µ =
E

2(1+ ν)
(5.5)

where E is Young’s modulus and ν is the Poisson ratio. E is strictly greater than
zero and can be thought of as the stiffness of the material, increasing E represents a
stiffening of the material. Poisson’s ratio takes a value ν ∈ (−12 , 12).

The strain tensor is defined as:

ε =
1

2
(∇u +∇uT ) (5.6)

For the bounding surfaces of the domain ∂Ω Derichlet boundary conditions are ap-
plied. The governing equation of the LE mesh deformation method (equation 5.2)
is discretised using a Galerkin finite element method with piecewise linear shape-
functions for unstructured meshes.

5.2 delaunay graph mapping

DGM was first proposed by Liu et al. [53] as a fast, dynamic and non-iterative mesh
deformation scheme. The method decomposes the computational domain into Delau-
nay elements such that every mesh point exists in only one element. The area/volume
ratios are then calculated for each mesh point which are based on a subdivision of
the element bounded by the Deluanay vertices. For a 2D deformation the Delaunay
elements are triangles and for 3D the elements are tetrahedra. The decomposition of
the domain into Delaunay elements is unique as this is a feature of a Delaunay graph.
The mapping of the mesh points, which is a linear sum of the ratios and Delaunay
element vertices, is a one-to-one mapping and is an explicit formulation.

The first step in this mesh deformation scheme is to identify which points are
inside which Delaunay elements. This is done in python using the scipy.spatial mod-
ule, the module uses an algorithm from the Qhull package called ‘qt_findbestfacet’.
After all the points have been found the relative area coefficients in 2D and relative
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volume coefficients in 3D need to be found. The equation for finding the ratios for a
point P is as follows:

ei =
αi

α
i = 1, 2, 3 [2D]

ei =
Vi

V
i = 1, 2, 3, 4 [3D] (5.7)

In equation 5.7 the αi/Vi represent the area/volume of the sub-elements of the
Delaunay element in which the point P resides. α,V are the area/volume of the Delau-
nay element. Figure 5.1 represents the an exploded view of the sub-elements defined
by P and the element vertices ABCD of the Delaunay element. In 2D the areas are

A

BC

D

P

A

B

D

P

A

BC

P

A

C

D

P

BC

D

P
VADCP = V2

VABCP = V4

VAPDB = V3

VBDCP = V1

VABCD = V

A

BC

P

A

B

P

A

C

P

BC

P

αAPB = α3

αPBC = α1

αABC = α

αAPC = α2

2D 3D

Figure 5.1: Calculation of area/volume ratios in 2D/3D
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calculated using the determinant

α1 =

∣∣∣∣∣∣∣∣
xP yP 1

xB yB 1

xC yC 1

∣∣∣∣∣∣∣∣ , (5.8)

α2 =

∣∣∣∣∣∣∣∣
xA yA 1

xP yP 1

xC yC 1

∣∣∣∣∣∣∣∣ , (5.9)

α3 =

∣∣∣∣∣∣∣∣
xA yA 1

xB yB 1

xP yP 1

∣∣∣∣∣∣∣∣ , (5.10)

α =

∣∣∣∣∣∣∣∣
xA yA 1

xB yB 1

xC yC 1

∣∣∣∣∣∣∣∣ . (5.11)

For the volume ratios in 3D a set of 4x4 determinants are used.

V1 =

∣∣∣∣∣∣∣∣∣∣
xP yP zP 1

xB yB zB 1

xC yC zC 1

xD yD zD 1

∣∣∣∣∣∣∣∣∣∣
, (5.12)

V2 =

∣∣∣∣∣∣∣∣∣∣
xA yA zA 1

xP yP zP 1

xC yC zC 1

xD yD zD 1

∣∣∣∣∣∣∣∣∣∣
, (5.13)

V3 =

∣∣∣∣∣∣∣∣∣∣
xA yA zA 1

xB yB zB 1

xP yP zP 1

xD yD zD 1

∣∣∣∣∣∣∣∣∣∣
, (5.14)

V4 =

∣∣∣∣∣∣∣∣∣∣
xA yA zA 1

xB yB zB 1

xC yC zC 1

xP yP zP 1

∣∣∣∣∣∣∣∣∣∣
, (5.15)

V =

∣∣∣∣∣∣∣∣∣∣
xA yA zA 1

xB yB zB 1

xC yC zC 1

xD yD zD 1

∣∣∣∣∣∣∣∣∣∣
. (5.16)
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The relationship between the point P and the Delaunay vertices is shown for only
the 3D case, (xi,yi, zi), i = 1, 2, 3, 4 represent the vertices of the Delaunay tetrahedra
ABCD.

xP =

4∑
i=1

eixi (5.17)

yp =

4∑
i=1

eiyi (5.18)

zp =

4∑
i=1

eizi (5.19)

Moving the mesh now requires the movement of the Delaunay vertices. In the
original paper [53] the Delaunay elements spanned from the aerofoil surface to the
farfield, Therefore changes in surfaces or the farfield would cause the mesh to be
deformed.

DGM has also been used as an overset grid method [57], the overset Delaunay
graph is made much coarser than the original mesh. The original mesh points were
moved in the usual Delaunay way, however the Delaunay vertices were moved using
an implicit method (such as LE). This reduced the time taken to deform the mesh
significantly compared to only using an implicit method.

Suppose that the Delaunay vertices have moved to new locations, let these points
be denoted as ((x ′i,y

′
i, z
′
i), i = 1, 2, 3, 4). The deformed mesh points will be moved to

the new relative position in the Delaunay element based on the following equations.

x ′P =

4∑
i=1

eix
′
i (5.20)

y ′p =

4∑
i=1

eiy
′
i (5.21)

z ′p =

4∑
i=1

eiz
′
i (5.22)

Notice that the relative volume ratios remain constant. Any further deformations
from this position would not require any further calculation of the values of ei as long
as the Delaunay map remains the same.
For some large deformations the Delaunay elements may cross over each other or
invert on themselves. This causes problems and the method degenerates as it could
cause the mesh to ‘fold’ over onto itself. When this happens some mesh points may
be in more than one Delaunay element which breaks the one-to-one mapping. In
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these situations the deformation can be done in more manageable steps by breaking
up the geometry movement into smaller movements.



6
O P T I M I S A T I O N M E T H O D S

There are two main methods for searching for an optimum: gradient based, and gra-
dient free. Gradient free methods search the entire design space and use only the
objective information to guide the search path. Some examples of gradient free meth-
ods are Genetic Algorithms (GA), Kriging, and response surface analysis. Gradient
free methods are global search methods therefore they will not get ‘stuck’ in local
optima. Due to the number of objective function calculations required gradient free
methods are more computationally expensive than gradient based methods.

Gradient based methods are local search methods which use information from
the gradient of the objective function with respect to the design variables to define
the search path. Since the method is local the final value found from the optimisation
may not be a global optimum. In gradient based optimisation the starting point is
very important since this will dictate the local region in which the algorithm will
search. In a case where the design space has many local optima the final solution is
very sensitive to this initial point.

6.1 gradient methods

As the name implies, gradient methods require the gradient of a function to find the
next point where the function will be evaluated. To find the next function evalua-
tion point there are many methods available, this section will look broadly at three
methods: Conjugate gradient, Newton methods and Quasi-Newton methods.

6.1.1 Steepest Descent

The steepest descent algorithm is the simplest form of a gradient method and requires
information from the objective function and its gradient only. The basic concept of
the algorithm is to calculate the gradient at a point x0, then the algorithm calculates
proportional steps of the negative gradient to approach the local minimum.

If f(x) is the objective function, which in continuously differentiable in the region
of interest, the steepest descent algorithm can be described mathematically in one
dimension as

xk+1 = xk −αkdk

dk = f ′(xk) (6.1)

where αk is the step size. Equation 6.1 iterates through k to minimise f(x) until
f(xk − αkdk) < f(x− αd) for all other values of f at x or alternatively when dk = 0.
In practice these terminating conditions are assessed within a tolerance.
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Figure 6.1(a) shows an example of the steepest descent algorithm to find a mini-
mum of the Rosenbrock function shown in equation 6.2.

f(x) =

n−1∑
i=1

[
100(xi+1 − x2i )

2 + (xi − 1)
2
]

(6.2)

The 2D Rosenbrock function has a minimum at f(1, 1) = 0. The starting location
was defined as x0,y0= (2.5, −2.5) and the method was run with a constant step size
of α = 0.00057. The step size was chosen from trial and error to find the largest step
size where the method remained stable but gave reasonable convergence.

The algorithm was run for the maximum 100 iterations and the final ‘optimal’
point was x,y = (0.08559243, 0.00590243) and function evaluation f(0.08559243,
0.00590243) = 0.837971826703.

This is some way off the true minimum however as method reached the max-
imum number of iterations before a minimum was reached. It is clear from figure
6.1(a) that as the method approaches the minimum the step towards the minimum
becomes so small that it makes the method quite expensive.

6.1.2 Newton Methods

The Newton method is similar in composition to the steepest descent but the search
direction is derived from a Taylor series expansion instead of directly using the gra-
dient of the function. This leads to the need to calculate the objective function, the
gradient and the Hessian. Let f(x) be a one dimensional function which is continu-
ously differentiable. If x0 is the initial point of evaluation of f then using a Taylor
expansion in the neighbourhood of x0 gives

f(x) ≈ f(x0) + f ′(x0)(x− x0) +
1

2
f ′′(x0)(x− x0)

2 = q(x) (6.3)

The derivative can also be represented using Taylor series:

f ′(x) ≈ q ′(x) = f ′(x0) + f ′′(x0)(x− x0) (6.4)

When the local minimum is found this gradient is equal to zero:

q ′(x∗) = f ′(x0) + f ′′(x0)(x
∗ − x0) = 0 (6.5)

Re-arranging equation 6.5 gives a formulation for finding the minimum.

x∗ = x0 −
f ′(x0)

f ′′(x0)
(6.6)

In pratice the local minimum is rarely reached in ’one-shot’, therefore the method
is iterated over k. In addition to this, a step size is introduced to increase the stability
of the method.

xk+1 = xk −αkdk (6.7)

dk =
f ′(xk)

f ′′(xk)
(6.8)
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The step-size is often a small positive number, selection of the step-size is an
important factor in the stability but also the speed of the method. Choosing a step-
size too large could cause instability but a step-size that is too small will give a slow
convergence.

For a good choice of step-size the Newton method can show convergence which
is super-linear or even quadratic, this is an improvement over the steepest descent
method which only has linear convergence.

Figure 6.1(b) shows a comparison of the convergence of the steepest descent al-
gorithm and Newtons method. The objective function is the 2D Rosenbrock function
shown in equation 6.2. The Newton method converged after 18 iterations to the ‘op-
timal’ point x∗,y∗ = (1.00000006, 1.00000011). The objective function at this point is
f(x∗,y∗)= 1.837e−12 and the step size was kept constant at α = 0.95. This is a very
good approximation to the analytical minimum and actually converged, unlike the
steepest descent method. The paths taken towards the minimum is different but they
do approach the same optimal point.

6.1.2.1 Quasi-Newton Methods

The Newton method requires at least C2 continuity, for some functions this is not the
case or the calculation of the second derivative is too complicated and time consum-
ing. In these cases the direct computation of the Hessian can be avoided by using an
approximation. Quasi-Newton methods are defined as:

xk+1 = xk −αkBk∇f(xk) (6.9)

where Bk is a Hessian-like matrix. The Newton method and steepest descent are spe-
cial cases of the above equation. When Bk = [∇2f(xk)]−1 the formula is the Newton
method and if Bk = I the formula is the steepest descent algorithm.

There are a variety of methods available to calculate the entries of Bk. Two widely
accepted methods are the Davidson-Fletcher-Powell (DFP) and Broyden-Fletcher-Goldfarb-
Shanno (BFGS) algorithms. Both methods use the information from the gradient to
build a quadratic fit to the function.

The DFP algorithm can be described as

Bk = Bk−1 + Ak + Hk

Ak =
(xk − xk−1)(xk − xk−1)

T

(xk − xk−1)T (∇f(xk) −∇f(xk−1))
(6.10)

Hk =
−Bk−1(∇f(xk) −∇f(xk−1))(∇f(xk) −∇f(xk−1))

TBk−1

(∇f(xk) −∇f(xk−1))Bk−1(∇f(xk) −∇f(xk−1))
(6.11)

The first step of the algorithm (k = 0) the value of B0 is the identity matrix. This
is equivalent to a simple gradient search at the first iteration.

After the optimal is found at iteration N the sum of matrices is shown as:

BN = BN−1 + AN + HN (6.12)
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Successively substituting in the previous iterations matrix, BN−1, gives:

BN = BN−2 + [AN−1 + AN] + [HN−1 + HN] (6.13)

BN = BN−3 + [AN−2 + AN−1 + AN] + [HN−2 + HN−1 + HN] (6.14)

BN = B0 +

N∑
k=0

Ak +

N∑
k=0

Hk (6.15)

By construction of 6.10 and 6.11:

N∑
k=0

Ak = −[∇2f(xN)]−1 (6.16)

N∑
k=0

Hk = −I = −B0 (6.17)

Therefore, BN = −[∇2f(xN)]−1.

The BFGS algorithm is an adaptation of the DFP algorithm which instead of
calculating the Hessian it calculates the inverse. The BFGS algorithm has shown to
have better convergence than DFP. The matrix up-date formula is as follows:

Bk+1 =

(
I −

∆xk∇fTk
∇fTk∆xk

)
Bk

(
I −
∇fk∆xTk
∇fTk∆xk

)
+
∆xk∆xTk
∇fTk∆xk

(6.18)

∆xk = (xk − xk−1) (6.19)

∇fk = ∇f(xk) −∇f(xk−1) (6.20)

Quasi-Newton methods, in general, have a slower convergence rate than New-
ton methods but are still faster than the linear convergence of the steepest descent
algorithm. For the Newton method the calculation of the Hessian can add to the
complexity of the code and is heavily dependent on the objective function. Quasi-
Newton methods have a more multi-purpose framework and reduced computational
complexity.

Figure 6.1(c) shows the optimisation on the Rosenbrock function of the Quasi-
Newton method BFGS from the scipy module in python compared with Newtons’
method and the steepest descent algorithm. This algorithm took 24 iterations to con-
verge and the ‘optimal’ point found is x∗,y∗ =(1.000001,1.000002) with objective eval-
uation f(1.000001,1.000002)≈ 0.0. All three methods take different paths towards the
same minimum, however Newtons’ method shows the fastest convergence.

6.1.3 Conjugate Gradient

The conjugate gradient method is a popular method in unconstrained optimisation,
especially when the number of design variables is large. The conjugate gradient
method was original created as an algorithm for solving linear systems of equations.
It was later suggested that it could be used as an iterative method, this method
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proved successful and gave rise to a subset of iterative methods called Krylov sub-
space methods.

Consider the problem

Ax = b, A ∈ Rnxn, x, b ∈ Rn (6.21)

For an initial starting point x0

g0 = b − Ax0 (6.22)

Let

φ(y) =
1

2
yTAy − yTb (6.23)

then the minimum is achieved at point x∗

∇φ(x∗) = Ax∗ − b = 0 (6.24)

The conjugate gradient method is essentially minimising φ over a subset con-
tained in Rn.

For the initial step select g0 to be the steepest descent direction, g0 = d0 =

−∇f(x0). The steps of the method are as follows:

1) αk =
dTkdk

gTkAgk
, [Compute step length]

2) xk+1 = xk +αkgk, [Evaluate approximate solution]

3) gk+1 = gk −αkAgk, [Compute the residual]

4) βk =
dTk+1dk+1

dTkdk
, [Determine the improvement this step]

5) gk+1 = dk+1 +βkgk [Evaluate next search direction]

In the method above the value of βk is based on Fletcher-Reeves work. There are
other well known formulas, two are shown below.

Polak− Ribiere : β
(PR)
k =

(dk+1)
T [dk+1 − dk]
dTkdk

(6.25)

Hestenes− Stiefel : β
(HS)
k =

(dk+1)
T [dk+1 − dk]

(gk)T [dk+1 − dk]
(6.26)

The performance of the conjugate gradient method is dependant on the condi-
tion number κ2(A), it is likely that an exact value cannot be calculated. To ensure
fast convergence it is necessary to use some preconditioning of the conjugate gra-
dient method. The general idea of preconditioning is to replace the linear system
Ax = b with a symmetric positive definite system with the same solution. The pre-
conditioned conjugate gradient method is the same as applying the regular conjugate
gradient method to the following system with symmetric positive definite matrix S:

SASy = Sb (6.27)

where x = Sy (6.28)
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Letting M = S2, the initial step of the preconditioned conjugate gradient has
d0 = −∇f(x0), z0 = Md0 and g0 = z0. The iterative steps are computed as follows:

1) αk =
zTkdk

gTkAgk
, [Compute step length]

2) xk+1 = xk +αkgk, [Evaluate approximate solution]

3) gk+1 = gk −αkAgk, [Compute the residual]

4) zk+1 = Mgk+1, [Compute preconditioning step]

5) βk =
zTk+1dk+1

zTkdk
, [Determine the improvement this step]

6) gk+1 = zk+1 +βkgk [Evaluate next search direction]

The matrix M is also symmetric positive definite by construction, M = S2 = (QΛ
1
2QT )(QΛ

1
2QT ).

M stays constant throughout the iterative process.

(a) Steepest Descent (b) Newtons Method

(c) BFGS (d) Conjugate Gradient

Figure 6.1: Several examples of different search paths for four gradient based optimisation
methods on the Rosenbrock function.

Figure 6.1(d) shows the optimisation of the conjugate gradient algorithm (from
the scipy optimisation toolbox) compared to the BFGS, Newtons’ method and the
steepest descent algorithm. The BFGS and CG algorithms both take very similar paths
to the minimum, the search directions overlap frequently. The CG method took 22
iterations and found the optimal point x∗,y∗ = (1.0, 1.0). The optimal point is correct
to 6 decimal places. the objective function evaluation is f(1.0, 1.0) ≈ 0.0.
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6.2 gradient calculation

This thesis focuses on using a fully turbulent viscous flow, therefore the calculation of
each objective function dominates the expense of the optimisation chain. When this
is the case, gradient based methods are the most suitable. There are many different
ways of finding the gradient of the objective function, an excellent resource is Alan Le
Moigne’s thesis [58] or Alonso [59]. In this section several methods will be reviewed:
Finite Difference (FD), complex step, analytical methods, automatic differentiation
and the adjoint method.

An optimisation is often posed as a minimisation or maximisation of a function
subject to constraints:

min I(Di)

w.r.t. Di, i = 1, 2, ....,n

subject to Cj(Di) > 0, j = 1, 2, ....,m (6.29)

where I is the objective function and D is the vector of design variables. Gradient
based methods require the calculation of the derivative of the objective function dI

dDi
,

(n× 1), and the derivative of the constraints dCjdDi
, (m×n).

6.2.1 Finite Difference

Of the methods being reviewed the finite difference is by far the most simple to use
and implement. A finite difference comes in several different formulations: forward,
backward and central. The complexity can also be included by increasing the order
of the formulation to achieve a more accurate solution at a greater cost.

The forward difference will be derived first. Taking a Taylor series of the function
f around a point x in one dimension with a small step size h gives the following:

f(x+ h) = f(x) +

n∑
i=1

hi

i!
f(i)(x)

= f(x) + hf ′(x) +
h2

2!
f ′′(x) +

h3

3!
f ′′′(x) + ... (6.30)

Re-arranging equation 6.30 to make f ′(x) the subject of the equation gives:

f ′(x) =
f(x+ h) − f(x)

h
+ O(h) (6.31)

Equation 6.31 gives the first order forward difference for finding the first derivative
of the function f. The truncation error is denoted as O(h)

Similarly, for the backward difference consider the Taylor series:

f(x− h) = f(x) +

n∑
i=1

(−h)i

i!
f(i)(x)

= f(x) − hf ′(x) +
h2

2!
f ′′(x) −

h3

3!
f ′′′(x) + ... (6.32)
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As for the forward difference, re-arranging equation 6.32 to make f ′(x) the sub-
ject of the equation gives:

f ′(x) =
f(x) − f(x− h)

h
+ O(h) (6.33)

Equation 6.33 is the first order backward finite difference with truncation error
O(h).

For a higher order difference consider the subtraction of equation 6.32 from
equation 6.30. This gives:

f(x+ h) − f(x− h) =

n∑
i=1

hi

i!
f(i)(x) −

n∑
i=1

(−h)i

i!
f(i)(x)

= 2hf ′(x) + 2
h3

3!
f ′′′(x) + ... (6.34)

Dividing equation 6.34 by 2h gives:

f ′(x) =
f(x+ h) − f(x− h)

2h
+ O(h2) (6.35)

Equation 6.35 is the second order central difference scheme with truncation error
of O(h2). The forward and backward differences require two function evaluations,
namely f(x) and f(x± h). The central difference requires three function evaluations:
f(x), f(x+ h), and f(x− h). Despite f(x) not featuring the equation 6.35 it still needs
calculating to get the objective information at x. The extra computations required give
an increased accuracy since the truncation term is smaller compared to the forward
and backward differences (i.e. O(h) > O(h2)).

Higher order finite differences can also be calculated by increasing the number
of terms from the Taylor series used, however this always increases the number of
function evaluations required. Finite differences can also be used to find higher order
derivatives. For example:

f ′′(x) =
f(x+ h) − 2f(x) + f(x− h)

h2
+ O(h4) (6.36)

Equation 6.36 is the sum of equation 6.30 and 6.32.

To relate this back to the optimisation problem shown in equation 6.29, using the
forward difference as an example:

dI

dDi
=
I(Di + ε) − I(Di)

ε
, i = 1, 2, ....,n (6.37)

where ε is a small perturbation in the design variable Di. As the number of design
variables increase the number of function evaluations are required and therefore this
step will become a bottleneck of the optimisation process. The number of necessary
function evaluations for forward and backward difference methods is NDV + 1, the
number of function evaluation for the central difference is 2NDV + 1.
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Th choice of step size is critical and is particularly difficult for large sets of
design variables. It has also been indicated that a link between the convergence of
the flow solution may have an influence on the step size [60, 61, 62]. Examples of
the use of finite differences for aerodynamic optimisation can be found in references
[63, 64]. If the step size is too large much of the gradient information can be lost
and the truncation error will be larger. When the step size is too small errors in
the evaluation of the function can be amplified giving incorrect gradients. Often an
analysis of gradient accuracy on step size will need to be undertaken increasing the
set-up time of the optimisation chain.

6.2.2 Complex Step

The complex step method is very similar in set-up to the finite difference method,
however in this case the step size involves a complex element. The original work
for the complex step method was shown in the paper by Lyness and Moler [65]
and Lyness [66] but it was not until Squire and Trapp [67] that the method became
prominent in the literature.

Starting with a Taylor series of function f around a point x with step size ih
gives:

f(x+ ih) = f(x) +

n∑
j=1

(ih)j

j!
f(j)(x)

= f(x) + ihf ′(x) −
h2

2!
f ′′(x) −

ih3

3!
f ′′′(x) + ... (6.38)

Taking the imaginary parts of 6.38 and re-arranging gives:

f ′(x) =
Im[f(x+ ih)]

h
+ h2

f ′′′(x)

3!
+ O(h4) (6.39)

Also, for the real part:

f(x) = Re[f(x+ ih)] + h2
f ′′(x)

2!
+ O(h4) (6.40)

Equations 6.39 and 6.40 show that the values of f(x) and f ′(x) can be approx-
imated to within O(h2). In this instance h needs to be chosen such that the term
O(h2) such that it is within or close to machine accuracy. Introducing l as a measure
of precision in the system then:

h2
∣∣∣∣f ′′(x)2!

∣∣∣∣ < l|f(x)| (6.41)

h2
∣∣∣∣f ′′′(x)3!

∣∣∣∣ < l|f ′(x)| (6.42)

When the inequalities 6.41 and 6.42 are satisfied through the choice of h then the
truncation error O(h2) will be less than machine accuracy. Since the left hand sides
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in the inequalities are both positive they will become harder to satisfy as f ′(x) → 0

or f(x) → 0. An example of using the complex step can be found in [68]. In contrast
to the finite difference method, the complex step method is insensitive to the choice
of the step size.

Despite the increase in stability of the complex step method, it still requires
NDV + 1 flow solutions to be computed. Since the method uses the imaginary part
of the objective function then these will need to be stored when the flow solution is
calculated increasing the memory necessary to run the flow solver.

6.2.3 Automatic Differentiation

The method of automatic differentiation involves applying the chain rule to each
output from a code with respect to the inputs in forward mode or the derivative
of the inputs with respect to the outputs in reverse mode. Automatic differentiation
takes advantage of the structure of coding by acting directly on individual arithmetic
operations (÷,×, +, −) and intrinsic functions (sin, cos, exp, ...).

Consider a function with four of the arithmetic terms outlined in the previous
paragraph. In general the final derivative for the forward mode is:

∂y

∂x
=
∂y

∂w1

(
∂w1

∂w2

(
∂w2

∂w3

(
∂w3

∂w4

∂w4

∂x

)))
(6.43)

In reverse mode:

∂y

∂x
=
∂y

∂w1

∂w1

∂x
=

(
∂y

∂w2

∂w2

∂w1

)
∂w1

∂x

=

((
∂y

∂w3

∂w3

∂w2

)
∂w2

∂w1

)
∂w1

∂x

=

(((
∂y

∂w4

∂w4

∂w3

)
∂w3

∂w2

)
∂w2

∂w1

)
∂w1

∂x
(6.44)

Forward mode is the most intuitive as it follows the order of calculation of vari-
ables. The best way to show how automatic differentiation works is through an ex-
ample, consider:

f(x1, x2) = x1x2 + esin(x1)

= w1w2 + esin(w1)

= w3 + ew4

= w3 +w5

= w6 (6.45)

Equation 6.45 shows the substitution of variables and arithmetic operations. Sup-
pose that the derivative ∂f

∂x1
is to be calculated then the derivative at each step is

shown in table 6.1.

The function f has two variables, table 6.1 gives the process for x1 and a similar
process can be done for x2 to complete the gradient information for f.
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Table 6.1: Table of forward automatic differentiation values

Substitution Derivative w.r.t x1
w1 = x1

dw1
dx1

= 1 (seed)

w2 = x2
dw2
dx1

= 0 (seed)

w3 = w1w2
dw3
dx1

= w2
dw1
dx1

+ dw2
dx1

w1

w4 = sin(w1)
dw4
dx1

= dw1
dx1

cos(w1)

w5 = ew4 dw5
dx1

= dw4
dx1 e

w4

w6 = w3 +w5
dw6
dx1

= dw3
dx1

+ dw5
dx1

In reverse mode the table is shown in table 6.2 where ŵ = ∂f
∂w .

Table 6.2: Table of backward automatic differentiation values

Substitution Derivative

w6 = w3 +w5 ŵ6 = 1 (seed)

w5 = ew4 ŵ5 = ŵ6 · 1
w4 = sin(w1) ŵ4 = ŵ5 · ew4
w3 = w1w2 ŵ3 = ŵ5 · 1
w2 = x2 ŵ2 = ŵ3 ·w1
w1 = x1 ŵ1 = ŵ3w2 + ŵ4 cos(w1)

Table 6.2 shows the derivatives used in the reverse mode of automatic differentia-
tion. ŵ2 and ŵ1 represent the derivatives of x2 and x1 respectively. More information
on automatic differentiation can be found in [69] and [70].

Although automatic differentiation is very powerful it requires direct interac-
tions with the solver which may include access to the source code. Some codes for the
implementation of automatic differentiation method are ADIFOR, TAMC, DAFOR,
GRESS, Odysse and PADRE2.

6.2.4 Analytical Differentiation

This method, also known as direct differentiation, is the most direct method of calcu-
lating the gradient and extensive derivations can be found in the literature [58, 69, 51].
The objective function dependencies are defined as:

I = I(W(D), X(D), D) (6.46)
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Taking the derivative of the objective function with respect to D gives:

dI

dD
=

[
∂I

∂W

]
dW
dD

+

[
∂I

∂X

]
dX
dD

+
∂I

∂D
(6.47)

The partial derivatives in the above equation are reasonably simple, they depend
on the explicit dependencies of the objective function. The total derivative terms are
a little more difficult. The dW

dD term is expensive to solve as it requires an evaluation
of the gradient for each flow variable for a small change in each design variable. The
mesh sensitivity term dX

dD is easier to solve by an analytical method, if the meshing
algorithm is known, or through finite differences.

The term dW
dD can be calculating by differentiating the residual of the flow equa-

tion. The residual of the flow equation and dependencies is shown below:

R(W(D), X(D), D) = 0 (6.48)

Taking derivatives of the residual with respect to the design variables gives:

dR
dD

=

[
∂R
∂W

]
dW
dD

+

[
∂R
∂X

]
dX
dD

+
∂R
∂D

(6.49)

re-arranging gives the following equation:[
∂R
∂W

]
dW
dD

= −

[
∂R
∂X

]
dX
dD

−
∂R
∂D

(6.50)

When the design variables are purely geometric parameters then there is no
explicit dependence of R on D, therefore ∂R

∂D = 0. For only aerodynamic design
variables, i.e. Mach number or angle of attack, there is no explicit dependence of X
on D, hence ∂X

∂D = 0. ∂R
∂W is the Jacobian of the flow residuals which is theoretically

calculated in full in the flow solver. In practice this Jacobian is not calculated exactly
and an approximation is found. The analytical differentiation method requires the
exact Jacobian, however the approximate can also be used to find the sensitivity of
the flow variables to the design variables. The Jacobian will only need to be calculated
once as it is unchanged for each design variable, this means in the above equation
only the right hand side changes.

The uses of analytical differentiation are limited due to the approximated Jaco-
bian matrix. When an unstructured mesh is used this differentiation method can only
be used with Euler equations [71, 72] whereas the method is easy to apply when a
structured mesh is used. Some examples of this differentiation method in viscous
flows are [73, 74] and when the flow is turbulent [75, 76].

6.3 the discrete adjoint formulation

Adjoint methods are derived from control theory, this was first proposed by Lions [77]
and continued by Pironneau [78] in Stokes’ flow. Jameson [79] successfully developed
this methodology for use with the Euler flow equation.
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6.3.1 Flow Adjoint

Consider the objective as a function of flow variable W, grid X and design variables
D:

I = I(W(D), X(D), D) (6.51)

For a steady state flow, the vector of flow residuals (R(W, X, D)) is zero. One
method to derive adjoint methods is to multiply the flow residual vector by a La-
grangian multiplier λ, and add it to the objective function, Eq (6.51).

L(W, X, D,λ) = I(W, X, D) + λ ·R(W, X, D) ∀λ (6.52)

Taking the derivative of equation (6.52) with respect to the design variables D
gives:

dL

dD
=

(
∂I

∂W

)
dW
dD

+

(
∂I

∂X

)
dX
dD

+
∂I

∂D
+ λT

(
∂R
∂W

dW
dD

+
∂R
∂X

dX
dD

+
∂R
∂D

)
(6.53)

Equation (6.53) can be re-arranged as:

dL

dD
=

(
∂I

∂D
+ λT

∂R
∂D

)
+

(
∂I

∂W
+ λT

∂R
∂W

)
dW
dD

+

(
∂I

∂X
+ λT

∂R
∂X

)
dX
dD

(6.54)

In equation (6.54) the calculation of dW
dD is computationally prohibitive. Since the

choice of λ is arbitrary, equation (6.54) can be simplified by choosing λ to satisfy:(
∂R
∂W

)T
λ = −

(
∂I

∂W

)T
(6.55)

Equation (6.55) is known as the adjoint equation. ∂R
∂W represents the exact Jaco-

bian of the flow field. With this choice of λ the expensive term dW
dD no longer needs

to be calculated.

dL

dD
=
dI

dD
=

(
∂I

∂D
+ λT

∂R
∂D

)
+

(
∂I

∂X
+ λT

∂R
∂X

)
dX
dD

, ∀λ, D (6.56)

Equation (6.56) can be further simplified when the design variables describe
purely geometric changes such that there is no explicit dependence of I and R on D.
(i.e. ∂I∂D = 0 and ∂R

∂D = 0).

dL

dD
=
dI

dD
=

(
∂I

∂X
+ λT

∂R
∂X

)
dX
dD

, ∀λ, D (6.57)

This only requires to solve the adjoint equation once to obtain the sensitivity
derivatives for each objective function. The calculation of the sensitivity derivatives
of the objective function is decoupled from the design variables. The grid sensitivities
dX
dD could be calculated analytically if it is possible or through another method such
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as finite difference. For a complex grid, especially unstructured grid, the analytical
grid sensitivity is difficult to obtain. Therefore, it could be calculated using finite
differences, which are:(

∂I

∂X

)
dX
dDk

≈ I(W, X(Dk + ε),Dk) − I(W, X(Dk),Dk)
ε(

∂R

∂X

)
dX
dDk

≈ R(W, X(Dk + ε),Dk) − R(W, X(Dk),Dk)
ε

(6.58)

The above stated formulas are discrete adjoint formulae since the flow governing
equation is discretised before it is differentiated. In this work, the discrete adjoint
formula is solved using DLR TAU solver [46, 80].

6.3.2 Mesh Adjoint

As presented in above subsection, the grid sensitivities dX
dD could be calculated by fi-

nite difference or analytically. Le Moigne [58] shows the grid sensitivities for an alge-
braic structured mesh deformation. The analytical solution of entire grid sensitivities
would be difficult (or impossible) to obtain for an unstructured mesh deformation
algorithm such as spring analogy, therefore finite differences could be used instead.

To perform the finite-difference, the number of calculations required is the num-
ber of design variables (NDV ) times the size of volume mesh. For a largeNDV and/or
a large mesh the finite difference form a bottleneck in the optimisation procedure. The
mesh deformation could also be time consuming. An additional issue, which is the
same with any finite difference approach, is that it is hard to determine the pertur-
bation step size to obtain accurate sensitivities. Nielsen and Park [14] proposed the
introduction of another adjoint equation, the mesh adjoint equation, to eliminate the
need to calculate the grid sensitivities. In this approach, the objective function shown
in equation (6.51) will be minimised subject to:

R(W, X, D) = 0

T(X, D) = 0 (6.59)

where T is the residual of the mesh deformation method. Then the two residual
functions are added into the objective function with two adjoint operators λflow and
λmesh for flow and mesh variable vectors respectively:

L = I(W, X, D) + λflow ·R(W, X, D) + λmesh ·T(X, D) (6.60)

Taking the derivative of Equation (6.60) w.r.t. the design variables (D) and re-
arranging gives:

dL

dD
=

(
∂I

∂D
+ λTflow

∂R
∂D

+ λTmesh
∂T
∂D

)
+

(
∂I

∂W
+ λTflow

∂R
∂W

)
dW
dD

+

(
∂I

∂X
+ λTflow

∂R
∂X

+ λTmesh
∂T
∂X

)
dX
dD

(6.61)
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As in the previous subsection the choice of the Lagrangian variables is arbitrary.
Therefore, it is appropriate to choose values for λflow and λmesh such that the most
expensive terms in equation (6.61) do not need to be calculated. As before the most
expensive terms are from the derivative dW

dD . For cases where there are a large number
of design variables and/or a large computational grid (in terms of nodes/cells) the
term dX

dD will also become computationally prohibitive. To eliminate these terms the
following linear systems of equations need to be solved:(

∂R
∂W

)T
λflow = −

(
∂I

∂W

)T
(6.62)(

∂T
∂X

)T
λmesh = −

(
∂I

∂X

)T
−

(
∂R
∂X

)T
λflow (6.63)

where equation (6.62) is solved first. Equation (6.62) is the flow adjoint equation (as
in equation (6.55)) and equation (6.63) is the mesh adjoint equation. When the flow
and mesh adjoint equations are satisfied, the gradients of the objective function with
respect to the design variables can be found using the following:

dL

dD
=
dI

dD
=

(
∂I

∂D
+ λTflow

∂R
∂D

+ λTmesh
∂T
∂D

)
, ∀λflow,mesh, D (6.64)

Furthermore, for purely geometric changes, the terms ∂I
∂D and ∂R

∂D are zero. This
gives a much simpler derivative:

dL

dD
=
dI

dD
= λTmesh

∂T
∂D

(6.65)

In this instance the derivatives are dependent entirely on the mesh adjoint opera-
tor derived in equations (6.62) and (6.63) and the derivative of the mesh deformation
residual ∂T

∂D .

6.3.2.1 Linear Elasticity

Linear elasticity is used extensively to deform the mesh in this work but the deriva-
tion of the mesh adjoint is the same for other implicit deformation methods [52, 81,
13]. Using the linear elasticity method the surface and volume mesh are related by:

KX = S (6.66)

where S represents the surface mesh points and K is the mesh deformation matrix.
equation (6.66) can be rearranged such that it is in the form of a residual so equation
(6.59) is satisfied:

KX − S = 0 (6.67)

Substituting T = KX − S into equation (6.63) gives:(
∂T
∂X

)T
λmesh =

(
K
∂X
∂X

−
∂S
∂X

)T
λmesh = −

(
∂I

∂X

)T
−

(
∂R
∂X

)T
λflow (6.68)
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since S has no explicit dependence on X equation (6.68) can be rearranged as:

λTmesh[K] = −

(
∂I

∂X
+ λTflow

∂R
∂X

)
(6.69)

Similarly, for equation (6.65):

dI

dD
= λTmesh

∂T
∂D

= λTmesh

(
K
∂X
∂D

−
∂S
∂D

)
(6.70)

since X has no explicit dependence on D:

dI

dD
=
dI

dS
∂S
∂D

= −λTmesh
∂S
∂D

(6.71)

An extra step was added in equation (6.71) (middle term) to highlight an interest-
ing inference. This shows that the vector of mesh adjoint variables, λmesh, will pro-
vide the sensitivity of the objective function to changes in the surface (∂I∂S = −λTmesh).
This can be used to give the designer extra information when designing/optimising
a wing or flow control device.

6.3.2.2 Delaunay Graph Mapping

The mesh adjoint equations will now be derived for the DGM as the mesh defor-
mation method. The DGM for mesh deformation can be formulated in matrix form

X = EB (6.72)

where E is the mesh deformation matrix and B is the matrix of Delaunay element
vertices. B includes all the points used for the Delaunay vertices including those on
the farfield, surface and any intermediate points which may be used, such that S ⊂ B
where S is the surface region to be optimised.

It is important to note that the matrix E is constant and for only geometry
changes in the surface region of interest the rate of change of the mesh w.r.t. the
design variables can be represented in terms of S and E.

∂X
∂D

= E
∂S
∂D

(6.73)

The residual of the mesh deformation can be defined as T = X − EB = 0. Substi-
tuting T into equation (6.63) gives:(

∂T
∂X

)T
λmesh =

(
∂X
∂X

− E
∂S
∂X

)T
λmesh = −

(
∂I

∂X

)T
−

(
∂R
∂X

)T
λflow

λTmesh = −

(
∂I

∂X
+ λTflow

∂R
∂X

)
(6.74)
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Similarly, substituting T into equation (6.65) gives:

dI

dD
=λTmesh

∂T
∂D

= λTmesh

(
∂X
∂D

− E
∂S
∂D

)
(6.75)

= − λTmeshE
∂S
∂D

(6.76)

For the DGM it is clear that the gradient calculation is much simpler than the
equivalent for LE. Comparing equations (6.74) and (6.76) for DGM and equations
(6.69) and (6.71) for LE, shows that DGM is a simple vector-matrix product compared
to the solution of a costly linear system for LE. The surface sensitivity can be extracted
by noticing that ∂I∂S = −λTmeshE.

E is a sparse matrix of size [NX ×NB], each row contains only 4 non-zero entries
for a 3D mesh and 3 non-zero entries for a 2D mesh so the mesh deformation is easy
to store in memory.

6.4 optimisation chain

Figure 6.2 shows a flow chart of the optimisation process. It starts with an initial
geometry where the surfaces of interest are known. The surfaces which optimisation
will be performed on are then parametrised using a method such as Class-Shape
Transforms (CST). The surface is then deformed (for the first iteration there is zero
deformation) and this information is passed to the mesh deformation method. The
mesh is then deformed and stored to be used in the flow solution, flow adjoint and
mesh adjoint.

Once the flow solution has been calculated the flow information is passed to the
flow adjoint where the vector of flow adjoint variables (λF) is calculated. This variable
is then passed to the mesh adjoint part so that the final derivatives of the objective
function with respect to the design variables ( dIdD ) are calculated.

Finally, evaluation of the objective function and the derivatives are used to calcu-
late a new search path for the next optimisation step. This new search path is passed
back to the parametrisation.

This process is repeated until the termination condition has been reached, in this
case it is a tolerance on the change of objective function.
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Figure 6.2: The flow of information in an optimisation
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For the 2D optimisation the cubic-spline shock bump design, shown in chapter 3, is
used. This has the benefit of intuitive parameters which will allow a better analysis
of the effect of the major bump characteristics on the flow. A drawback of the cubic-
spline geometry method is that only C1 continuity can be guaranteed.

The primary function of the shock bump is to reduce drag by reducing the in-
crease in entropy across the shock. When the bump is placed appropriately in the
shock region, a bump with relatively low height can have a large effect on drag re-
duction. The bump geometry itself is simply added onto the aerofoil such that there
is only an increase in the z-direction.

The 2D analysis uses the Natural Laminar Flow (NLF) RAE5243 aerofoil. NLF
aerofoils tend to have stronger shocks, compared to supercritical counterparts, due
to the steady pressure decrease required to promote laminar flow. This makes NLF
aerofoils prime candidates for using shock bumps to reduce the effect of the shock.
The flow in the simulations is assumed to be turbulent from the leading edge.

7.1 single design-point

The design point chosen for the RAE5234 comes from the wind tunnel experiment
by Fulker and Simmons [82], the flow conditions are M= 0.68 and Re = 1.9× 107. In
the paper by Qin et al. [30] a fixed Cl = 0.82, this will also be adopted for this design
point.

7.1.1 Choice of mesh

Figure 7.1 shows a close up view of the mesh around the RAE5243 aerofoil. In this
case a strong shock is present on the upper surface of the aerofoil. Figure 7.4 shows
that the shock is present at around 62% chord, this is represented by the clustering of
pressure contours in this location. A shock bump placed in this location can reduce
the drag due to the occurrence of a shock.

7.1.1.1 Mesh Independence

Figure 7.2 shows the mesh independence study for the mesh around the RAE5243

aerofoil. The mesh used has 47808 cells which are clustered around the surface and
the wake region to accurately capture the physics in the boundary region. This mesh
presents the least amount of cells, which will reduce the time of the overall optimisa-

65
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Figure 7.1: Mesh around the RAE5243 aerofoil

tion procedure, while still showing a drag coefficient close to the meshes with many
more cells.

Figure 7.2: Mesh independence for the RAE5243 aerofoil

7.1.1.2 Verification Against Experiment

The wind tunnel experiment from Fulker and Simmons [82] ran at an α = 0.77◦ and
had a fully turbulent boundary layer. Figure 7.3 compares the surface pressure from
the wind tunnel to the computational solution from TAU run at the same conditions.
The match between the two sets of data is very good. A favourable pressure gradient
is present on the upper surface of the aerofoil before it is terminated by a shock at
about 55% chord.
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Figure 7.3: Comparison between computational and wind tunnel surface pressure

7.1.1.3 2D Shock Bump Optimisation

The shock bump will be optimised by using the mesh adjoint methods described
in section 6.3 with the linear elasticity mesh movement strategy. The mesh for the
RAE5243 is shown in figure 7.1. This gives good clustering around the aerofoil to
capture the geometry change, due to the addition of a bump, and good resolution in
the shock location.

Table 7.1 shows the optimisation bounds for the bump which will be placed on
the RAE5243 aerofoil. The parameters have been chosen such that as large as possible
design space can be searched to find an optimum bump.

Table 7.1: Optimisation bounds

Bump height Bump loc. Bump len. Peak loc.

%c %c %c %bl

Lower 0.3 55.0 1.0 30.0

Bound

Upper 1.5 70.0 50.0 70.0

Bound

Starting 0.5 62.0 29.0 56.65

Value
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The bump height is bounded between [0.3, 1.5] percent chord, this allows for a
large bump to grow to treat the shock if required. The bump height is limited to
exclude zero as is it was found a local minimum exists at zero bump height. This
means the local minimum is at zero bump height despite the fact drag reductions
can be found for higher bump heights.

The other 3 parameter bounds were chosen such that a long bump can form
but is not likely to extend over the limits of the aerofoil. The minimum location for
the start of the bump is 25%c and the end of the bump has a maximum of 105%c.
Despite the end location being beyond the aerofoil it was deemed unlikely to occur
as it would require extreme values of bump length, peak location and bump location.

Consider an optimisation problem of the form:

minimise I(x) (7.1)

subject to Gi(x) = 0 for i = 0, 1, ....,n (7.2)

and Cj(x) > 0 for j = 0, 1, ....,m (7.3)

where x are the design variables, I(x) is the objective function, Gi(x) are the equality
constraints and Cj(x) are the inequality constraints.

It is known that the optimum found from a gradient based method is highly
sensitive to the starting location. If the search space (in this case the objective is
drag coefficient) is multi-modal the optimiser only finds a local minimum meaning
there is no guarantee that the best optimum can be found. To try and speed up the
optimisation and to find a good minimum guidelines from the literature is used to
get a reasonable starting location.

The bump length has been chosen to be 30%c based on the findings from Qin
et al. [30]. Figure 7.4 shows the pressure and Mach contours around the RAE5243

aerofoil for the baseline geometry. The clustering of the pressure contours indicate
the presence of a strong shock on the upper surface of the aerofoil. The Mach contours
show that the maximum Mach number is 1.29 and occurs at the shock location.

(a)
(b)

Figure 7.4: Pressure contours (left) and Mach contours (right) for the baseline RAE5243 aero-
foil at the design condition

The Euroshock II project [24] suggests that for an asymmetric bump the peak
location should be 5 - 10%c downstream of the shock for a bump length of 20%c.
Extrapolating these findings for a bump length of 30%c and a shock location on the
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RAE5243 of 55.3%c gives the bump starting location as approximately 62%c. The
peak location was chosen as 57%c to give a longer compression region on the front
bump contour and a shorter rear part of the bump.

Table 7.2: Beginning and ending parameter values for single-point bump optimisation

Bump height Bump loc. Bump len. Peak loc.

%c %c %c %bl

Starting 0.5 62.0 29.0 57

Value

Ending 0.882 69.6 50 55.9

Value

Table 7.2 shows the parameter values after optimisation. The bump height has
increased to 0.882%c over the course of the optimisation to treat the strong shock.
The bump length shows the most dramatic change, increasing from 30%c at the start
of the optimisation to 50%c at the final iteration. This will have the effect of having a
more gradual geometry change over the optimisation region, meaning the area will
change more gradually. The bump location has moved downstream by over 7%c and
the peak location has moved forward slightly by 1.1%bl.

Figure 7.5 shows the pressure contours around the RAE5243 aerofoil with the op-
timised bump included. Clearly the pressure change around the shock is much more
gradual giving a ’knee’ shape which is characteristic of this shock bump topology
and the shock has been replaced completely with isentropic compression waves. The
Mach contours show how the show has been spread across the optimisation region
and the maximum Mach number has been reduced to 1.19.

(a)
(b)

Figure 7.5: Pressure contours (left) and Mach contours (right) for the baseline RAE5243 aero-
foil with optimised bump at the design condition

The near-field drag decomposition in table 7.3 shows a reduction in drag coef-
ficient for the optimised case compared to the baseline geometry of over 36 drag
counts. All the reduction comes from the pressure drag which shows a reduction
of almost 35% and a small penalty in the skin friction is observed. The skin friction
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penalty is caused by the thickening of the boundary layer due to the placement of a
bump in the flow.

Table 7.3: Near-field drag decomposition for the RAE5243 aerofoil

cd cd,pres cd,fric

Baseline 0.01622 0.01128 0.00495

Optimised bump 0.01259 0.00737 0.00522

Difference -22.38 % -34.66 % 5.45 %

(a) Baseline (b) Optimised bump

Figure 7.6: Normalised entropy for the baseline (LEFT) and optimised bump (RIGHT) aero-
foil

A comparison of the normalised entropy between the baseline and optimised
geometry is shown in figure 7.6. It is clear that the addition of the optimised bump
has almost entirely stopped the entropy increase due to the shock wave on the upper
surface of the aerofoil. This will result in a large wave drag reduction when the bump
is added, this is reflected in the reduction of near-field pressure drag.

Figure 7.7 shows the change of the design variables at each optimisation iteration.
The large spike in the optimisation history appears to relate to a spike in the bump
height, it is possible that the large change in bump height caused separation on the
aerofoil which would lead to an increase in drag. After iteration 8 the design vari-
ables move quickly towards the design variable values found at the final optimisation
iteration.

Finally figure 7.8 shows the change in geometry when adding the shock bump
and the surface pressure distribution comparison between the optimised bump and
baseline geometries. The change in the geometry is very small, the geometry requires
graphically expanding to see the difference clearly. For the surface pressure distribu-
tions the geometry with optimised bump shows a much more gradual change in
pressure at the shock region, it is clear there is no shock when the optimised bump
is in place.



7.2 multi-point 71

(a) Bump height
(b) Bump location

(c) Bump length (d) Peak location

Figure 7.7: Progression of the design variables throughout the optimisation

(a) Geometry change (b) Surface pressure

Figure 7.8: Surface pressure and geometry change of the RAE5243 aerofoil

7.2 multi-point

Multi-point analysis requires the assessment of a geometry at several different flow
conditions to assess how robust the design is. If there are m flow conditions (or
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points) taken into account then there are m values of interest (e.g. drag, lift or mo-
ment coefficients). To use these values in an optimisation either a multi-objective
approach must be taken or a combined objective is necessary. A true multi-objective
optimisation is usually done using a global optimisation method. This produces sev-
eral different solutions which lie on a Pareto front. For a gradient based approach
multi-objective is difficult to implement therefore a combined objective is used. In
this work a weighted sum will be used to combine the values of interest from the m
points. The Mach number will be varied while the other flow conditions will be kept
constant (Re = 1.9× 107 and Cl = 0.82).

7.2.1 Choice of weights

The choice of weights in a weighted sum are often defined based on experience or
trial and error to achieve a good result from the optimisation. A good result is one
where a compromise is found between the objectives. This can be very costly and
gives no guarantee that the best optimal will be found and it also requires familiari-
sation with the problem at hand.

With multi-objective optimisation the result is often of the form of a Pareto front.
Figure 7.9 shows an example of a Pareto front for objectives I1 and I2. The Pareto
front is made up of solutions with no dominance over each other, therefore each
point along the Pareto front represents a trade-off between objectives. For a solution
J1 to be dominant over another J2 the following has to be true: J1 > J2 for weak
dominance or J1 > J2 for strong dominance. In the case of using a weighted sum the
optimal should exist somewhere on this Pareto front.

Feasible Region

I1

I2

Figure 7.9: Example Pareto front

One interesting method for choosing these weights is by finding the “Utopia
Point". The “Utopia Point" is the point where the solution for each value of interest
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is the same of the solution to each individual single-point optimisation. Usually this
point is outside the feasible region and cannot be reached through optimisation.

J0

J∗

Juto

Hyperplane

I1

I2

I1
0

I2
0

I2
uto

I1
uto

∆I2

∆I1

Figure 7.10: Illustration of the utopia point in reference to a Pareto front

Figure 7.10 shows a depiction of the “Utopia Point", Juto, and Pareto front. Since
the “Utopia Point" can not be reached, the next best solution needs to be found,
J∗. This is determined to be the point ‘closest’ to the “Utopia Point". The point J∗

represents a compromise between the two values of interest of I1 and I2. At J∗ the
tangent hyperplane is defined by

(
1
∆I1 , 1

∆I2
)

with normal (∆I1, −∆I2).. Therefore, us-
ing weights wi = 1

∆Ii in an optimisation with a weighted sum objective will converge
towards J∗, more details on this in the next section.

The drawback is that to calculate the weights in this form requires m single-
point optimisations to find the “Utopia Point" which is too costly. Marler and Arora
[83] proposed a method called “unattainable aspiration" as a reasonable substitution
which only requires m CFD calculations.

The weights take the form:

wi =


1

α1C
i
Df

+α2C
i
Dp

, near− field

1
α3C

i
Dw

+α4C
i
Dv

+α5C
i
Dind

, far− field
(7.4)

The near-field or far-field formulation of drag can be taken however for this work
the near-field formulation is taken for simplicity. At off-design the shock bump can
increase the strength of the shock and trigger shock induced separation which will
increase the pressure drag. Therefore using the pressure drag, not just the wave drag,
in the weighting scheme is appropriate. From the single-point optimisation drag de-
composition, see table 7.3, it is clear that all the drag reduction when placing the
bump comes from the pressure drag and not the skin friction. Setting α1 = 1 and
α2 = 0 will focus the optimisation on the reduction of pressure drag.
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7.2.2 Weighted Sum

The objective for the multi-point optimisation will be a weighted sum of the drag
value obtained from each CFD simulation per iteration for the multi-point optimisa-
tion. If there are m CFD simulations then the optimisation problem can be stated as
follows

minimise J =

m∑
i=0

wiC
i
D (7.5)

subject to

m∑
i=0

wiCj = α j = 1, 2, ....,n (7.6)

and

m∑
i=0

wiCk > β j = 1, 2, ....,b (7.7)

The weighted sum is a simple approach to finding a combined objective for multi-
point simulation and has the benefit of the optimal value being a Pareto optimal [83]
for positive weights. A major benefit of using a weighted sum is that the point to
which the optimisation converges has a normal to the tangent hyperplane which is
collinear to the a normal vector of the hyperplane formed by the weights used in the
sum [84].

7.2.3 Optimisation

Table 7.4 shows the weights which will be used in the weighted sum objective, equa-
tion 7.5, for the multi-point optimisation. These weights were derived from the near-
field pressure drag components from the single-point design. for some constraints α

Table 7.4: Weighting scheme for weighted sum objective

Mach 0.66 0.67 0.68 0.69 0.70 0.71

Weights 0.2083 0.1950 0.2072 0.1669 0.1210 0.1017

and β. The weighting puts more emphasis on the lower Mach numbers around the
design point to try to achieve a fair compromise for all flow conditions. Since the
pressure drag has been reduced at the design point M = 0.68 the weight for this
point is larger than the weights for the Mach numbers around it.

Table 7.5 shows the starting and finishing values for the design variables for
the multi-point optimisation. The parameters which changed the most are the bump
height and the peak location. The bump height has increased significantly in compar-
ison to the single-point design and the peak location has moved forward.

Table 7.6 shows the drag coefficient comparison between the single-point, multi-
point and baseline geometries. The multi-point design improves on the baseline ge-
ometry consistently for the range of Mach numbers from M = 0.67 and above. For
M = 0.66 there is a slight drag penalty, however the drag penalty for the multi-point
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Table 7.5: Optimisation starting and finishing design variables

Bump height Bump loc. Bump len. Peak loc.

%c %c %c %bl

Starting 0.882 69.6 50 55.9

Value

Ending 1.42 70 50 44.7

Value

Table 7.6: Comparison of drag values from the baseline, single-point and multi-point cases
for the RAE5243

Baseline Single Multi Diff. Diff.

-point -point base single

M=0.66 0.01210 0.01252 0.01243 2.73 % -0.72%

M=0.67 0.01326 0.01338 0.01299 -2.04 % -2.92%

M=0.68 0.01622 0.01259 0.01429 -11.90 % 13.50%

M=0.69 0.02151 0.01563 0.01464 -31.94 % -6.33%

M=0.70 0.02997 0.02156 0.01705 -43.11 % -20.92%

M=0.71 0.04224 0.02566 0.02352 -44.32 % -8.34%

is less than that of the single-point design. The comparison to the single-point shows
the multi-point design achieves a better drag reduction than the single-point design
everywhere except at M = 0.68 which is the single-point design Mach number.

The design variable progression presented in figure 7.11 shows that the bump lo-
cation does not vary that much throughout the simulation. The bump length shortens
slightly but then grows towards the maximum again and the peak location steadily
moves forwards in relation to the bump length. Figure 7.12 shows the difference
between the baseline, single-point and multi-point geometry. The surface pressure
distribution for each condition shows that there are still shocks present but the sur-
face pressure has been perturbed by the existence of the bump.

The multi-point optimisation has given a geometry which delays the drag diver-
gence Mach number significantly from the baseline and single-point cases and gives
a drag reduction for much higher Mach numbers.
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(a) Bump height (b) Bump location

(c) Bump length (d) Peak Location

Figure 7.11: Progression of the design variables throughout the optimisation

(a) Geometry change
(b) Surface pressure

Figure 7.12: Surface pressure and geometry change of the RAE5243 aerofoil after multi-point
optimisation
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Figure 7.13: Robustness comparison between multi-point, single-point and baseline designs
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In previous research, the deployment position of a shock control bump is based
on what is viewed as the shock location. This can lead the designer to use a poor
deployment position or an important area may be missed due to the designers’ lack
of experience. This could cause a detrimental effect on bump performance which will
be less than the expectation or the optimization may get stuck in a local extremum
without further reduction of wave drag. In the worst case, the bump can cause other
issues, such as separation, which will degenerate wing performance. In addition to
this, there may also be regions which have an effect on the drag with no discernible
traces to indicate the area from the flow solution. It is desirable to clearly identify the
sensitivity of drag to changes in the surface geometry. The shock control bump is then
deployed in the most sensitive areas. This would be of particular use for retrofitting
the device on an existing wing.

In section 6.3 it was shown that when calculating the mesh adjoint for geometric
changes, dIdS can be extracted from the formulation with no extra calculation required.
When this is plotted on the wing surface it will show areas where moving the surface
will have the most effect on drag.

Using the aerofoil from the previous section (RAE5243) the sensitivity of the
objective function (e.g. Coefficient of drag) to changes in the surface are calculated
for the baseline geometry. These are compared to the aerofoil after the shock bump
is added.

Figure 8.1 shows the drag coefficient surface sensitivity for the RAE5243 aero-
foil for the baseline geometry and the geometry after the optimised bump has been
added. The starting location of the bump is at 41.7%c and the bump peak is at 69.6%c,
therefore the shock location is entirely on the compression part of the bump. It is clear
that after the placement of the bump the strength of the sensitivity due to the shock
has reduced significantly.

The sensitivity has also reduced, and in some cases changed sign, for the areas
in front of the optimised bump. This is attributed to the fact that adding a bump is
effectively adding camber to the aerofoil and since the Cl is fixed the angle of attack
will be less for the optimised case compared to the baseline geometry.

This section explores using the surface sensitivity for the design and optimisa-
tion of flow control devices on a 3D wing. The M6 and F6 wing are used as they are
covered widely in the literature and give a good benchmark for assessing the success
of the optimisation.

The optimisation chain in section 6.4 shows the general flow for an optimisa-
tion using the mesh adjoint. For this section there are some extra considerations to
be added. Figure 8.2 shows the ammended optimisation chain. Two extra steps are
included directly before the parametrisation step. The ‘Surface Mesh Sensitivity’ is

79
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Figure 8.1: Comparison between baseline and optimised bump drag surface sensitivity vec-
tors showing a reduction in magnitude of the vectors in the shock region due to
the placement of a shock bump.

found using the mesh adjoint then the most sensitive areas are extracted. The con-
trol bumps are then prepared for deployment in the drag sensitive regions at the
parametrisation step.
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Figure 8.2: Optimisation chain including evaluation of surface sensitivity for flow control
device placement
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8.1 f6 surface sensitivity

Deriving the surface sensitivity can be an incredibly useful tool in wing design to
identify the areas where drag reduction can be achieved. The F6 wing case defined
by Zhu et al. [29] will be used in this section. The flow demonstrates a complicated
flow structure with a lambda shock footprint on the wing surface and shock induced
flow separation after the rear shock. The flow conditions are M = 0.8, Cl = 0.6 and
Re = 5× 106 based on a chord length of 1.5m. The wing span is 5.36m, with a crank
at 1.81m (33.77%span), a leading edge sweep of 27.1◦ and has an aspect ratio of 9.5.

Figure 8.3 shows the mesh independence study for the F6 wing. The mesh chosen
for this study is the 4.2 million cell mesh. While it is noted that the meshes at 7.8
million and 10 million cells demonstrate better solution independence the meshes
are too large in this case to perform the mesh adjoint method with Linear Elasticity
mesh movement due to the RAM required. The mesh adjoint is first calculated for

Figure 8.3: Mesh independence study for the F6 wing

the original wing. During the optimisation, adding the shock bump to the wing will
only move surface points along the z-direction. Therefore, only the sensitivity in the
z-direction (λmesh,z or lambda_gz) is used to identify the sensitivity regions with
most drag reduction potential. λmesh,z are the sensitivities of Cd w.r.t. changes of the
surface in the z-direction. The drag surface sensitivity for the baseline wing is shown
in figure 8.4 and the bump placement has been highlighted.

Despite the F6 wing having a slightly more complex geometry with a crank,
the sensitivity is in fact more simple with a clear shock line being identified. This is
surprising as figure 8.5 shows the pressure contours and surface streamlines which
indicate that there is in fact a lambda shock structure on the upper surface of the
wing. The surface sensitivity has identified that the front shock line in this case will
give little drag improvement if the surface is moved in the positive z-direction.

The strongest surface sensitivity points in the shock line are extracted and fitted
using a 3rd order polynomial. The area towards the wing tip was neglected as the
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Figure 8.4: Extraction of sensitivity data with 16 bump patches placed in the shock region

sensitivity weakens significantly in this region and it would cause a problem for
bump placement as the sensitivity line approaches the wings leading edge.

The bump array starts at 0.19%span and ends at 89.8%span. For 3D contour
bumps the work by Qin et al. [30] showed that the gaps between bumps as a design
variable tends towards zero during optimisation.

The optimisation region is defined by a front line and rear line, specifying the
extension of the bumps. Previous research by Wong et al. [32] and Qin et al. [30] sug-
gested that the shock control bump length should be between 20% to 40% chord
length. 16 bumps are placed in the optimisation region with bump length of 30% lo-
cal chord and width 5.6%span. Finally, the bump has to be deployed w.r.t. the shock
feature line. The previous research from Qin and the EUROSHOCK II project [85]
suggests that the peak of shock control bump should be between 5 − 10% down-
stream of the shock for an asymmetric bump. The bump will be placed downstream
in terms of shock feature line. The bump has 40% of the bump length in front of the
sensitivity line and 60% afterwards. The CST parametrisation of the bumps is used
once again as described in chapter 3.

Figure 8.6 shows the final bump array and the effect on the pressure contours
and surface streamlines. Comparing figures 8.5 and 8.1 shows that allowing the
bumps to grow has weakened the pressure change in the shock line region.

For the baseline wing the surface streamlines show that there is a large shock
induced separation on the outboard wing. When the bumps have been deployed
separation line is pushed down towards the trailing edge. This is most notable at the
outboard part of the separation. This means that the shock bumps have reduced the
adverse pressure gradients in the shock region and therefore the flow separation is
slightly mitigated.
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Figure 8.5: Pressure and surface streamlines for baseline F6 wing

(a) F6 wing with optimised bumps
(b) Pressure and surface streamlines of F6 wing

with optimised shock bumps

Figure 8.6: Surface distortion and pressure distribution on the upper surface of the M6 wing

Figure 8.7 shows the spanwise wave drag distribution on the F6 wing. There is
a wave drag reduction across the wing covered by the optimisation region compared
to the baseline wing. The largest difference in wave drag is at the inboard of the wing.
The growth of the bumps is limited in the crank area of the wing as the a high bump
may cause the flow separation to be worse and increase drag.

Table 8.1 shows the drag decomposition comparison between the baseline wing
and the wing with bumps deployed. This tool is provided by ONERA and further
details can be found in the paper by Destarac [86]. The total drag is reduced by 4.03%
which includes 33.76% wave drag reduction and 1.15% pressure drag reduction. The
penalty of friction drag is only increased by 0.59% which is 0.35 drag counts.
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Figure 8.7: F6 spanwise wave drag distribution

Table 8.1: Drag comparison between F6 optimised shock bumps and the baseline wing

(drag counts) Cd Cd,wav Cd,ind Cd,viscpre Cd,fric
Cl
Cd

Baseline 308.97 32.23 133.68 77.20 59.76 19.42

Optimised 296.51 21.35 133.10 76.31 60.11 20.24

Reduction -4.03% -33.76% -0.43% -1.15% 0.59% +4.20%

Figure 8.8 shows the surface pressure distributions and optimised bump geom-
etry for a cut down the middle of the 4th, 8th, 12th and 16th bumps. The surface
pressure around the shock in these figures shows a reduction in suction peak indicat-
ing a weakening of the shock. The shock location has been delayed in all case where
the rapid pressure has moved downstream.
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(a) 4th bump (19.78%span)

(b) 8th bump (42.16%span)

(c) 12th bump (64.55%span)

(d) 16th bump (86.94%span)

Figure 8.8: Comparison of surface pressure and bump geometry between baseline, initial
bump and optimised bump F6 wing
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8.2 m6 surface sensitivity

The M6 wing was chosen from the paper by Schmitt and Charpin [87]. The flow
condition is chosen as Mach=0.84, Cl = 0.274 and Re=11.72× 106 based on the aero-
dynamic mean chord of 0.646m. The wing has a span of 1.196m.

Figure 8.9 shows a mesh independence study was undertaken and it was de-
termined that a mesh of approximately 2.6 million cells was sufficient to accurately
capture the flow physics.

Figure 8.9: Mesh independence study for the M6 wing mesh

To verify the accuracy of the shock capturing using the TAU code, the M6 wing
surface pressure profiles are compared to the experimental work done by Schmitt
and Charpin [87]. Figure 8.10 shows a good agreement and shock capturing between
the case computed using TAU and the experimental data.

Fig. 8.11 shows the surface sensitivity, −λmesh,z, on the upper surface of the M6

wing. The green, blue and yellow areas on the surface in Fig. 8.11 show regions where
the gradient points in a negative z-direction. This implies that the drag reduces as the
surface moves outwards (+z-direction). The red regions show areas with positive or
very small derivative values. On the M6 wing, the sensitivity makes a clear lambda
structure. The pressure plot confirms the lambda structure can be attributed to the
shock locations. In addition to this there is a non-shock region near the wing root
which suggests moving the surface in a positive z-direction in that region could also
achieve a drag reduction.

The surface pressure and streamline plots are shown in Fig. 8.12. The surface
pressure shows the lambda shock footprint on the wing surface but there is nothing
at the wing root to suggest a potential region for drag reduction if the surface is
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(a) 43.74%span (b) 94.45%span

Figure 8.10: Comparison of surface pressure plots on the M6 wing surface between experi-
ment and TAU simulation

Figure 8.11: Surface sensitivity (λmesh) in the z-direction

(a) Surface pressure
(b) Surface streamlines

Figure 8.12: Surface pressure and streamlines on the M6 wing

distorted in this location. The surface streamlines show a small separation bubble at
the wing tip where a strong sensitivity is evident in 8.11, however there is nothing
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at the wing root to suggest that a drag reduction can be achieved by distorting the
wing surface.

Previous research [29] has focussed on optimising a shock bump array on the
rear shock line only (neglecting near the tip). This work takes this further by applying
bumps over the entire span of the wing. Furthermore, it explores surface changes in
the front shock region and the sensitive non-shock region near the wing root.

8.2.1 Rear Shock Leg

The surface mesh points with large negative λmesh,z values, shown in blue, green
and yellow colour in Fig. 8.11. The rear shock line has the greatest potential for shock
bump deployment as it shows the largest sensitivities of the two shock lines. First,
the points with largest sensitivity in the rear shock line are extracted. Then the points
are fitted and smoothed using 5th order polynomials. The sensitivities feature line is
then obtained for distributing the shock control bumps.

In order to achieve the best results from shock control, it is particularly impor-
tant to involve the regions where the sensitivity is strongest. These regions are the
wing tip and from the wing root to half span. The bumps are deployed starting at
0.83%span and ending at 99.17%span. 14 bumps are evenly distributed, which gives
a bump width of 7%span. The bumps are distributed with no gaps in the spanwise
direction. The optimisation region is defined by a front line and rear line, specifying
the extension of the bumps. Previous research by Wong et al. [32] and Qin et al. [30]
suggested that the shock control bump length should be between 20% to 40% chord
length. For this work the bump length at any span position is 35% wing local chord.

Figure 8.13: Extraction of rear shock sensitivity data with curve fitting and subsequent front
and rear optimisation bounds

After the bump area is decided, the optimization can be carried out. In this
case, the Bernstein polynomials for each bump have 3rd order chordwise, 3rd order
spanwise, and 3rd order of the height distribution. The length and width of the



90 using surface sensitivity as a design tool

bumps are fixed, hence the total number of design variables is [14× ((4× 4) + 4)] =

280.

During the flow calculation the lift is constrained to guarantee the target Cl is
matched. The objective function is then modified as:

I = Cd −

(
∂Cd
∂α

)
(
∂Cl
∂α

) (Cl −Cl,target) (8.1)

The lines in Fig. 8.15 show the spanwise wave drag for the baseline and optimised
wings in drag counts (0.0001 of CD). It is clear that the majority of the wave drag is
localised around the tip and this is where the most drag reduction is found. Over the
rest of the wing span the wave drag has been consistently reduced.

Further derivation of Eq. (8.1) as an objective function can be found in the paper
by Reuther et al. [88]. Fig. 8.14(a) shows the topology of the bumps on the M6 wing
for the final iteration in the optimisation. The red bars in 8.15 indicate the bump
heights across the wing span as a percentage of local chord. It is obvious that at the
tip the bumps are the tallest. This is what we would expect since the sensitivities in
the positive z-direction at this location are very strong and this is where the most
wave drag is found. It is also interesting to note that at the region where the ‘legs’ of
the λ-shock concatenate, the shock bump height is very close to zero. In this region
the possible reduction of wave drag for one of the shocks is offset by an increase of
drag elsewhere and therefore the optimiser has driven the bump height to be smaller
in this region. The highest bumps are found at the tip region on the wing where the
wave drag is largest.

(a) Optimised bump topology (b) Pressure distribution with optimised bumps

Figure 8.14: Surface distortion and pressure distribution on the upper surface of the M6 wing

Fig. 8.12 and 8.14(b) compare the surface pressure distributions on the upper
surface of the M6 wing before and after optimisation. The wing with no bumps
shows a very sharp change in pressure at the rear shock line which is smoothed in
the case with the optimised bumps included. When the optimised bumps are placed
on the wing the pressure change in the rear shock line region is much more gradual
across the majority of the span. The pressure change has been reduced in most of the
wing tip area but there is still a small region in between the bumps which contains a
sharp change in pressure which is indicative of a small shock remaining.



8.2 m6 surface sensitivity 91

Figure 8.15: Percentage height distribution and spanwise wave drag

Fig. 8.16 shows spanwise slices along the M6 wing and the surface pressure dis-
tribution is plotted on each slice. For the 1st through to the 11th bump, the pressure
distribution at the rear shock shows a much more gradual change compared to the
baseline wing. This effect on the pressure distribution is typical of a well designed
shock bump. The 12th bump is in the region where the front and rear shocks join.
There is still a positive effect on the rear shock but it is much less significant in com-
parison to the bumps closer to the wing root. For bumps 13 and 14 at the wing tip,
there is a strong re-expansion of the flow after the initial compression. However the
pressure change after the re-expansion is not as severe. Between the 13th and 14th

bumps, there is a strong re-expansion of the flow and the gradient of pressure after
the re-expansion is still large, indicative of a shock wave.

Table 8.2 shows a comparison of the drag decomposition using a far field drag
analysis tool. When the bumps are deployed, the drag is reduced by just under 19

drag counts. The table also shows that the pressure drag reduces while the skin
friction remains nearly the same with a very slight increase, which is common when
using shock bumps.

Table 8.2: Drag comparison between M6 wing with optimised shock bump along the rear
shock line and baseline wing

(drag counts) Cd Cd,wav Cd,ind Cd,viscpr Cd,fric
Cl
Cd

Original 175.87 28.69 62.24 31.13 52.69 15.55

14 bumps 156.91 12.81 62.31 27.80 53.56 17.42

Reduction -10.78% -55.35% 0.11% -10.70% 1.65% 12.03%

Figs. 8.11 and 8.17 compare the surface sensitivity for the upper surface of the
original M6 wing and after the bump optimisation is applied. The sensitivity map
after the optimisation can be used to evaluate the effectiveness of the drag optimisa-
tion. For most of the span the sensitivity of drag to changes in the surface has been
reduced significantly in the rear shock area.
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(a) 1st bump (4.33%span) (b) 2nd bump (11.33%span)

(c) 7th bump (46.33%span)
(d) Between 7th and 8th bump

(49.83%span)

(e) 11th bump (74.33%span) (f) 13th bump (88.33%span)

(g) Between 13th and 14th bump
(91.83%span)

(h) 14th bump (95.33%span)

Figure 8.16: Streamwise surface slices showing the pressure distribution on the surface
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The only area that still shows a relatively strong sensitivity in the optimisation
region is between the two bumps at the tip of the wing. A possible explanation for
this is that the shock is so strong in this location that the bumps cannot grow high
enough to treat it without incurring a drag penalty elsewhere. It is interesting to note
that in this comparison the non-shock sensitivity region is reduced after the bump
optimisation despite no optimisation taking place in the local vicinity. This is not
surprising since the flow over the surface in the rear shock and non-shock region are
linked for subsonic flows.

Figure 8.17: Surface sensitivity for final iteration of optimisation
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8.2.2 Choice of the Number of Spanwise Bumps

In the previous section, 14 spanwise bumps have been deployed. To test the sensitiv-
ity of bump width as a parameter, several values of width are tested in this section.
The span of the wing is divided into equal subdivisions such that the bumps cover
the same optimisation region. The bump widths used are 12.08%span, 7.42%span,
6.92%span, 6.5%span and 4.83%span (relating to 8,13,14,15 and 20 bumps respec-
tively). The bumps are equally distributed along the wing span. The bump array is
optimised for each bump width as in the previous section, to reduce drag.

Figure 8.18 shows that bumps are present in all the case in the rear-shock line
region. The surface sensitivity for the final iteration of the optimisation shows that
the sensitivity is reduced in a similar manner for each bump width.

Figure 8.19 shows the height distribution across the span for the optimised
bumps for all cases and the wave drag distributions. The height distributions all
show the same trend of around 1% local chord height of bumps between 0%span
and 75%span.

At the location where the two shock lines concatenate (between 75%span and
85.83%span) the bumps are consistently lower for all cases with a bump height of less
than 0.5%c. The highest bumps are found at the tip region (between 85.83%span and
100%span) where the most wave drag is found. The spanwise wave drag distribution
in figure 8.20, shows that the wave drag is being reduced by approximately the same
amount across the entire wing span.

Table 8.3 shows the drag decomposition from each of the cases considered in this
section with optimised bumps. σ represents the standard deviation of the drag values
in that row. There is very little difference in the final drag values, this is reinforced
by the very small standard deviation of the drag decomposition.

Table 8.3: Drag comparison of the M6 wing with different spanwise numbers of optimised
bumps

No. Bumps 8 13 14 15 20 σ

(×10−4)

Cd 156.11 156.24 156.48 156.16 156.49 0.1598

Cd,wav 12.49 12.58 12.81 12.50 12.84 0.1513

Cd,ind 62.32 62.31 62.31 62.30 62.24 0.0287

Cd,viscpre 27.83 27.79 27.80 27.76 27.79 0.0225

Cd,fric 53.47 53.56 53.56 53.59 53.62 0.0502

The results from this section show that the bump width is an insensitive param-
eter and the choice of bump width will not effect the final drag reduction that can be
achieved by the shock bump array.
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(a) 8 bumps

(b) 13 bumps

(c) 14 bumps

(d) 15 bumps

(e) 20 bumps

Figure 8.18: Comparison of different spanwise bump numbers and the effect on λgz
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(a) Bump heights for 8 bumps (b) Bump heights for 13 bumps

(c) Bump heights for 14 bumps (d) Bump heights for 15 bumps

(e) Bump heights for 20 bumps

Figure 8.19: Spanwise distribution of bumps and wave drag for varying bump width

Figure 8.20: Spanwise wave drag distribution for varying bump width of M6 wing measured
in drag counts
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8.2.3 Front Shock Leg

The previous section focusses on the application of shock bumps in the rear shock
leg region across the entire wing span. This section will focus on the front shock leg,
near the leading edge.

Fig. 8.21 shows the optimisation region considered for this case. Due to the prox-
imity of the leading edge, the bump region chosen is shorter in the streamwise direc-
tion compared to that of the previous section. The optimisation region is 25% local
chord in streamwise length, within the boundaries suggested by Wong et al. [32] and
Qin et al. [30]. There will be 8 bumps deployed with a bump width of 4.6%span each.
The optimisation region begins at 41.67%span and ends at 79.17%span. As with the
previous test case, each bump will have 40% before the feature line and 60% after.

Figure 8.21: Extraction of the front shock leg sensitivity data with curve fitting and subse-
quent front and rear optimisation bounds

Fig. 8.22(a) shows the final optimised bump array on the front shock leg region.
Although bumps have established themselves in this region for drag reduction, the
height of the bump is small-in comparison to the rear shock control bumps. In ad-
dition to the small drag reduction in the immediate control region the wave drag is
increased in other areas across the span, offsetting the drag reduction potential. The
wave drag increase is due to a slight increase in the rear shock strength along the
wing span. The overall wave drag reduction is limited by deploying bumps in this
region.

Figs. 8.12 and 8.22(b) compare the pressure distributions with no bump and with
optimised bumps. The bumps here have had a small effect on weakening the pressure
peak in the shock location but there still remains a significant pressure change in the
front shock line region.

Fig. 8.24 shows spanwise slices of the wing with the surface pressure distribu-
tion plotted at each slice. Between the 1st and 4th bumps there is little effect on
the front shock. Bumps 5 through 8 shows a more visible effect on the front shock
leg with a much more gradual pressure change in the shock region. For the entire
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(a) Optimised bump topology (b) Pressure distribution with optimised bumps

Figure 8.22: Surface distortion and pressure distribution on the upper surface of the M6 wing

Figure 8.23: Percentage height distribution from root (left) to tip (right)

shock array there is no effect downstream at the rear shock. The bottom two pressure
distributions show that there is very little effect on the flow from the bump control
region.

Table 8.4 shows the comparison of the far field drag decomposition. This shows
that the application of the shock bumps in this region has only had a small effect on
drag reduction as the bumps were placed in a region where the sensitivity was not
as strong.

Table 8.4: Drag comparison between M6 wing with optimised shock bump along front shock
line and baseline wing

(drag counts) Cd Cd,wav Cd,ind Cd,viscpre Cd,fric
Cl
Cd

Original 175.87 28.69 62.24 31.13 52.69 15.55

LE bumps 173.71 28.61 62.26 30.08 52.76 15.74

Reduction (%) -1.23% -0.28% 0.03% -3.37% 0.13% 1.22%
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(a) 1 bump width toward the wing root
(37.07%span)

(b) 1st bump (43.97%span)

(c) 3rd bump (53.17%span) (d) Between 3rd and 4th bump (55.47%span)

(e) 5th bump (62.37%span) (f) 7th bump (71.57%span)

(g) 8th bump (76.17%span)
(h) 2 bump widths toward the wing tip

(87.67%span)

Figure 8.24: Streamwise surface slices showing the pressure distribution on the wing surface
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Figs. 8.11 and 8.25 compare the surface sensitivity in the z-direction with no
bumps and with the optimised bumps. Again the optimised bumps have had an
effect on the sensitivity in the optimisation region. However, a slightly stronger sen-
sitivity is created closer to the wing root.

Figure 8.25: Surface sensitivity for final iteration of optimisation

8.2.4 Non-Shock region

This paper so far has focussed on optimisations in the shock regions and this section
will look into an area where there is no shock but the sensitivity map suggests that
a change in the surface in the positive z-direction will have a strong effect on drag
reduction.

Figure 8.26: Extraction of non-shock sensitivity data (at the wing root) with curve fitting and
subsequent front and rear optimisation bounds

Fig. 8.26 shows the optimisation region considered for this case. In agreement
with the sensitivity map, the optimisation region is chosen to be 25% local chord in
streamwise length. There are 4 bumps deployed with a bump width of 7.08%span.
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The optimisation region begins at 0.83%span and ends at 29.17%span. As with the
previous test case, each bump will have 40% before the feature line and 60% after.

Fig. 8.27(a) shows the topology of the optimised bumps. All 4 non-shock control
bumps have grown to a similar height at approximately 0.5% local chord. It is inter-
esting to note that although the bumps are located in the non-shock region, a strong
effect on the shock wave strength, and therefore wave drag, is observed. The effect is
also extended to a much wider region in the spanwise direction (> 33.33%span).

When the bumps are present the wave drag is reduced from the root to 75%span.
At 75%span, the wave drag dramatically increases due to the concatenation of the
front and rear shock legs. This concatenation point is further from the tip than in the
no bump case and causes the wave drag at the tip to be slightly stronger.

(a) Optimised bump topology (b) Pressure distribution with optimised bumps

Figure 8.27: Surface distortion and pressure distribution on the upper surface of the M6 wing

Figs. 8.12 and 8.27(b) show the surface pressure distribution on the upper surface
of the M6 wing. The introduction of the optimised bumps has caused an increase in
pressure in the local region and directly downstream of the bumps the pressure
change is much less dramatic. In addition to this, the bump furthest out in the span
is acting slightly on the front shock line.

Figure 8.28: Percentage height distribution and spanwise wave drag
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(a) 1st bump (4.37%span) (b) Between 1st and 2nd bump (7.91%span)

(c) 2nd bump (11.45%span) (d) 3rd bump (18.53%span)

(e) Between 3rd and 4th bump (22.07%span) (f) 4th bump (25.61%span)

(g) 0.5 bump widths towards the wing tip
(32.69%span)

(h) 2 bump widths towards the wing tip
(43.31%span)

Figure 8.29: Streamwise surface slices showing the pressure distribution on the surface
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(a) Original (b) Optimised non-shock region

Figure 8.30: Pressure contours on a slice at 12.5%span

The surface pressure at various slices along the wing span, shown in Fig. 8.29,
indicate that there is a local compression-expansion-compression caused by the place-
ment of bumps 1, 2 and 3. Directly downstream of these bumps the pressure reduces
further. Immediately before the shock the pressure has reduced enough such that the
shock is weaker in comparison to the case with no control. The placement of bump
4 has forced extra compression of the flow around the front shock line. The place-
ment of these bumps has moved the rear shock line slightly upstream of its original
location. This causes the two shock lines to join earlier. Directly downstream of the
optimisation region the shock has been weakened.

Fig. 8.30 shows a comparison of pressure contours from a slice at 12.5%span
between the original wing and the non-shock region optimisation. The non-shock
bumps cause a compression-expansion-compression in the flow which creates a re-
gion of low pressure between the compression and the rear shock. At the shock, the
pressure has decreased below that of the baseline case and therefore has a weaker
shock.

Table 8.5 shows the comparison of the far field drag decomposition. The drag
reduction after the bumps are deployed is 4 drag counts and interestingly the skin
friction change is trivial.

Table 8.5: Drag comparison between M6 wing with optimised shock bumps in non-shock
region and baseline wing

(drag counts) Cd Cd,wav Cd,ind Cd,viscpre Cd,fric
Cl
Cd

Original 175.87 28.69 62.24 31.13 52.69 15.55

Non-shock bumps 170.68 26.01 62.21 29.80 52.66 16.02

Reduction -2.95% -9.34% -0.05% -4.27% -0.057% 3.02%

Figs. 8.11 and 8.31 show the surface sensitivity in the z-direction for the origi-
nal M6 wing and the wing with optimised bumps. After the bumps are deployed
the sensitivity downstream of the bumps at the rear shock line has been reduced.
The sensitivity in the non-shock region has been reduced significantly but the sensi-
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tivity map does suggest that increasing the bump length may give even more drag
reduction.

Figure 8.31: Surface sensitivity for final iteration of optimisation
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8.2.5 Entire sensitivity region optimisation

The previous sections have looked at individual regions for optimisation of bumps.
In order to investigate the combined effect of shock control and non-shock control
bumps for all the drag sensitive regions bumps will be placed and optimised in all
the sensitivity regions in this section.

Fig. 8.32 shows the optimisation region considered for this case. The optimisation
region for the leading edge is 25% local chord in streamwise length and 35% for the
rear region. There will be 25 bumps deployed, 9 in the front and rear regions and
7 in the concatenated region near the wing tip. The bumps in the front and rear
shock leg regions have a width 6.88%span and the bumps in the concatenated region
have a width 5.2%span. The optimisation region begins at 0.83%span and ends at
99.17%span. As with the previous test case, each bump will have 40% before the
feature line and 60% after. The concatenated region begins at 62.75%span.

Figure 8.32: Extraction of sensitivity data with curve fitting and subsequent front and rear
optimisation bounds

Fig. 8.33(a) show the topology of the optimised bumps, the bump heights for
each optimisation region and the comparison of wave drag between the current case,
the no bump case and the rear-shock line case. For the front shock leg region and
rear shock leg optimisation region the bump patches are in line in the streamwise
direction and, therefore, the bump heights are offset from each other in the bar chart
for clarity. fig. 8.33 shows the spanwise wave drag is reduced a little more in the mid
span of the wing compared to the rear-shock line case. However, this is offset by the
increase in wave drag toward the tip region.

Figs. 8.12 and 8.33(b) compare the surface pressure distribution on the upper
surface of the M6 wing. The introduction of the optimised bumps shows a much
more gradual pressure change in the rear shock region, however the bumps in the
non-shock region have not shown a large effect on the pressure. This may be due to
the weakening of the sensitivity in this region, shown in the final iteration of the rear
shock line optimisation.
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(a) Optimised bump topology (b) Pressure distribution with optimised bumps

Figure 8.33: Surface distortion and pressure distribution on the upper surface of the M6 wing

Figure 8.34: Percentage height distribution and spanwise wave drag

Fig. 8.35 shows spanwise slices along the wing where the surface pressure has
been plotted. For the 1st bump the effect from the non-shock region bump causes a
small compression and expansion in the flow.

The bumps further downstream act on the rear shock by making the pressure
change much more gradual. By the 4th bump, the effect of the bump in the non-shock
region is negligible, this is due to the small height of the bump. From the 6th to the
11th bump the pressure distribution at the front and rear shock is either much more
gradual or the pressure peak before the shock is significantly reduced.

For bumps 14 through 16 the pressure distribution exhibits a small re-expansion
of the flow, however the pressure peak does not return to the strength of the baseline
case.

Table 8.6 shows the comparison of the far field drag decomposition. Compar-
ing Tables 8.6 and 8.4, the overall drag reduction is 1 drag count better than using
optimised bumps in the rear-shock region alone.

Comparing Figs. 8.12 and 8.36 the change in the surface sensitivity in the z-
direction for the wing with optimised bumps can be seen. After the bumps are de-
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(a) 1st bump (4.27%span) (b) 4th bump (24.91%span)

(c) 6th bump (38.67%span)
(d) Between 9th and 10th bump

(62.75%span)

(e) 11th bump (70.55%span) (f) 13th bump (80.95%span)

(g) Between 15th and 16th bump
(93.95%span)

(h) 16th bump(96.55%span)

Figure 8.35: Streamwise surface slices showing the pressure distribution on the surface
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Table 8.6: Drag comparison between M6 wing with optimised shock bumps in all sensitivity
regions and baseline wing

(drag counts) Cd Cd,wav Cd,ind Cd,viscpre Cd,fric
Cl
Cd

Baseline 175.87 28.69 62.24 31.13 52.69 15.55

14 bumps 156.91 12.81 62.31 27.80 53.56 17.42

Baseline -10.78% -55.35% 0.11% -10.70% 1.65% 12.03%

Reduction

All regions 155.33 12.39 62.33 26.93 53.68 17.60

Baseline -11.68% -56.81% 0.15% -13.49% 1.88% 13.18%

Reduction

ployed the sensitivity downstream of the bumps at the rear shock line has been
reduced. The sensitivity in the non-shock region has been reduced significantly.

Figure 8.36: Surface sensitivity for final iteration of optimisation

This integrated study indicates that the most effective control for drag reduction
on the M6 wing is to distribute shock control bumps along the rear shock leg of the
λ-shock wave. In this case, adding bumps in the other two regions has very little
benefit.

Fig. 8.37 shows a slice of the flow domain at 66.67%span. Pressure contours are
plotted on the slices. For all optimised bump cases the pressure around the control
region changes more gradually and it is clear that the effect on the pressure from the
shock bumps is local. This can be observed from a comparison between the front and
rear shock legs to the case where all sensitivity regions are considered.
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(a) Original (b) Rear shock leg

(c) Front shock leg (d) All sensitivity regions

Figure 8.37: Pressure contours for a slice at 66.67%span

8.2.6 M6 Shock Bump Robustness

One of the major drawbacks of shock control bumps discussed in the literature is
that they could be sensitive to changes in the shock location due to changes in the
flight conditions, such as Mach number, the incidence or lift conditions [4, 34, 89].
Qin et al. [27] showed that the 3D bumps design used in this paper is more robust
than the corresponding 2D bump when the lift is varied at design Mach number.

The robustness of the optimised bumps from the rear-shock line case are anal-
ysed in this section as this region has been identified as the most important area for
drag reduction and is expected to have the greatest variation in shock location.

Fig. 8.38 shows the drag values plotted against varying Mach number with fixed
CL = 0.274 for the M6 wing with no bumps and with the optimised 3D bumps in the
rear shock region obtained in section 8.2.1. The 3D bumps achieve a drag reduction
in the Mach range [0.824, 0.865], which is around the design Mach number. For lower
Mach numbers there is very little drag penalty for the optimised bump array. For
increasing Mach number, above M = 0.865, there is a drag penalty when the bump
array is present. This shows a good overall robustness in the neighbourhood of the
cruise Mach number, allowing speeds of up to 4% over and 2% lower than the cruise
speed without incurring a penalty for design CL.

When shock bump robustness is referred to in the literature it is often the case
that a movement in the shock location relative to the bump can cause a stronger shock



110 using surface sensitivity as a design tool

0.78 0.80 0.82 0.84 0.86 0.88 0.90
Mach number

0.014

0.016

0.018

0.020

0.022

0.024

0.026

0.028

0.030

0.032

D
ra
g
 c
o
e
ff
ic
ie
n
t

D
e
si
g
n
 P
o
in
t

No bumps
Optimsed bumps

Figure 8.38: Drag coefficients for changes in Mach number around the design point.

or cause multiple shocks or separation to occur [5]. This infers that the dramatic rise
in drag after the design Mach number can be attributed to an increase in wave drag.
Figure 8.39 shows the surface streamlines for skin friction on the surface of the M6

wing at the Mach numbers around the dramatic increase in drag.

For M = 0.84 (the design Mach number) the baseline case shows a small sep-
aration bubble towards the tip, this is not present after the optimised bumps are
added. As the Mach number is increased to M = 0.86 a small separation bubble be-
gins to form on the baseline wing. For the wing with bumps the separation bubble
is much larger. By M = 0.883 the flow over the wing with optimised bump has a
large re-circulation region towards the tip which is not present on the baseline wing.
The flow for the wing with bumps is mostly separated, the exception being close to
the wing tip, where as the wing with no bumps only shows a separation bubble. At
M = 0.89 both flows show significant flow separation however the baseline wing the
flow re-attaches close to the wing tip and the wing with optimised bumps has a large
re-circulation region near the tip.

To quantify the amount of drag which is attributed to the separation a far field
analysis of the drag has been performed. The viscous pressure drag and wave drag
are plotted in figure 8.40. The viscous pressure drag is the subtraction of the skin
friction drag from the viscous drag. The viscous pressure drag shows a large increase
in the drag just after (M > 0.85) the design Mach number and also causes a drag
penalty before the design Mach number (M < 0.82) compared to the baseline wing.
The wave drag shows a consistent drag reduction for M > 0.82.

Fig. 8.41 shows the robustness for varying Cl at design Mach number. Both the
‘no bumps’ and ‘optimised bumps’ cases were run with increasing Cl until steady
flow convergence could not be achieved after the drag rise point. For lower Cl values
(< 0.22), the optimised bump array starts to show a penalty on the drag coefficient.
From Cl = 0.23 the optimised bumps show a reduction in drag. Since adding shock
bumps to the wing surface is similar in effect to adding camber, the wing with opti-
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(a) M=0.84

(b) M=0.86

(c) M=0.883

(d) M=0.89

Figure 8.39: Surface streamline comparison between the baseline wing (LEFT) and the wing
with optimised bumps (RIGHT) at varying Mach numbers
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(a) Viscous pressure drag

(b) Wave drag

Figure 8.40: Comparison of viscous pressure drag and wave drag between the baseline M6

wing and wing with optimised bumps.
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mised bumps will have a smaller angle of attack than the wing with no bumps for
the same Cl.

This suggests the Cl number at which the wing stalls is likely to be higher for
the wing with optimised bumps. Caution needs to be exercised in interpreting these
results due to the difficulty for RANS based turbulence models for flow separation.
The results from the 5th AIAA Drag Prediction Workshop [90] has shown that the
SA turbulence model typically predicts flow separation too early and under predicts
the extent. However, it is believed that the general trend regarding the shock induced
separation should be reasonable regarding the relation between the shock strength
and flow separation.

In summary, when Cl is fixed at design, increasing or decreasing the Mach
number from design will maintain a local benefit within a useful range (approx
0.82 < M < 0.865). When Mach number is fixed at design, increasing or decreas-
ing Cl from design maintains a drag reduction in a range until stall.
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Figure 8.41: Drag coefficients for changes in Lift coefficient around the design point.
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8.3 summary

This chapter has shown the use of the drag surface sensitivity, which was found using
the mesh adjoint, to guide the placement of control bumps. The drag sensitivity
clearly highlighted the regions where changing the surface would have the most
effect on drag. These regions were then chosen for bump placement. In addition to
this the drag surface sensitivity was also used to identify whether the optimisation
had been successful. The drag surface sensitivity for the final optimisation iteration
was compared to that of the baseline wing to compare the sensitivities in the chosen
optimisation regions.

Optimising the bumps gave drag reductions in all the regions which were chosen
from the surface sensitivity map but some regions were more successful than others.

The F6 wing provided a simple case to test the methodology. The surface pres-
sure plot shows a lambda structure and it is not immediately obvious where shock
control should be applied. The surface sensitivity map for drag highlighted the rear
shock line clearly and therefore this region was chosen for optimisation. The optimi-
sation was successful and a drag reduction of 12.46 drag counts was achieved.

The M6 wing proved a more complicated case. The lambda shock structure was
very clear on the surface pressure plot and both these areas were highlighted by the
surface sensitivity map. Another area was also found near the wing root which does
not feature in the pressure or skin friction plots.

An interesting non-shock region of sensitivity was also discovered on the upper
surface of the M6 wing. This region was shock free but the sensitivity map indicated
that a surface change in the positive z-direction would give a change in the drag.
This information is not available from either the surface pressure or skin friction
distributions. Using the existing framework, bumps were added into the non-shock
region. It was found that the optimised non-shock control bumps can also effectively
reduce drag. The spanwise wave drag distribution showed that the bumps in the non-
shock region reduced drag across 75%span. However due to the modification of the
shock, the wave drag in the tip region increased, compared to the baseline case, and
offset some of the drag reduction. Despite this there is still a drag reduction benefit.

Optimisations were performed for each region individually and finally with all
regions combined. A drag reduction was found from all three regions with the best
drag reduction being found in the rear shock line region. The non-shock region pro-
vided a reasonable drag reduction whereas the front shock line gave a small drag
reduction. The optimised bumps placed in the entire sensitive region, when com-
pared to the rear shock line region, showed a very slight improvement in drag reduc-
tion. For each of the optimisation regions the final optimisation iteration sensitivity
showed that the sensitivities had reduced for the most part compared to the baseline
wing.

Placing bumps in all the sensitivity regions on the M6 wing upper surface and
optimising them for minimum drag, gives an extra reduction in drag by just one
drag count in comparison to bumps in the rear shock region only. This shows that
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the most important region for drag reduction for the single-point optimisation is the
rear shock line for this case.

A robustness study of the optimised bumps from the rear shock line case showed
that the shock bumps are locally robust. It was further shown that the shock bumps
consistently reduce the wave drag when a shock is present and the drag increase at
off-design conditions is predominantly from the viscous pressure drag.
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E F F I C I E N T M E T H O D T O E L I M I N A T E M E S H S E N S I T I V I T Y
U S I N G T H E A D J O I N T

As shown in section 5.2 the Delaunay Graph Method (DGM) can be used to deform
the mesh in the mesh adjoint method. Nielsen and Park [4] proposed a method to
eliminate the necessity of calculating the mesh sensitivity (dX

dS ) in the discrete adjoint
optimisation procedure. They introduced a second adjoint equation, i.e. the mesh-
adjoint equation, and, by solving it for the mesh adjoint vector, they eliminated the
requirement for mesh sensitivity calculation. Their method is based on the linear
elasticity method for mesh movement, which relates the volume mesh to the surface
mesh by a linear system. This implicit relationship requires iterative methods to solve
because the linear system is large. This will have an impact on the efficiency of the
mesh adjoint.

The DGM eliminates the need to solve the large linear system in the mesh adjoint
equation, therefore creating a simple and efficient way to calculate the gradient of the
objective function to the design variables.

This section will focus on verifying the accuracy of the DGM method by compar-
ing to finite differences, analytical solutions and the surface sensitivity derived using
the mesh adjoint with linear elasticity.

9.1 verification against finite differences

To verify the accuracy of the mesh adjoint using DGM, the surface sensitivities
found using the DGM mesh adjoint will be compared to the finite differences for
the RAE5243 aerofoil and at spanwise stations along the M6 wing. The finite differ-
ences involve the calculation of I for each surface mesh, S, perturbation, therefore a
large number of computations is required to obtain ∂I

∂S for each perturbed mesh. The
choice of the step size is essential for the accuracy of the finite difference method. If
the step size is too small the finite differences will be susceptible to computer round-
off errors. On the other hand a step size which is too big will result in truncation
errors.

For the DGM based mesh-adjoint approach, ∂I∂SDGM = −λTmeshE is used for the
computation of surface mesh sensitivity, in contrast to the linear elasticity method
∂I
∂SLE = −λTmesh. It should be noted that all the Delaunay tetrahedra vertices on the
far field boundary are fixed and only the points on the aerofoil/wing surface are
moving.

For the chosen verification case the tetrahedralisation has been constructed con-
sidering all the mesh points belonging to the solid boundaries and far field. However,
different strategies can be implemented for a more robust implementation of the
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DGM method, where the ultimate goal is to reduce the skewness of the Delaunay
tetrahedra resulting from the Delaunay decomposition.

9.1.1 Verification in 2D

The surface sensitivity in 2D is plotted from the DGM mesh adjoint and finite differ-
ences for 3 objective functions, Cd, Cl and Cmy. These results are shown in figures
9.1,9.2 and 9.3. In general, the sensitivities are very close between the finite differ-
ences and the Delaunay mesh adjoint. The exceptions are very close to the leading
edge and trailing edge where the physics is complicated. For the drag surface sen-
sitivity the strongest sensitivity, away from the leading and trailing edges, is found
in the region 0.1-0.2%c with a smaller sensitivity closer to the shock region. The lift
and moment surface sensitivity is the strongest, away from the leading and trailing
edges, in the shock regions for the z component and in the region 0.05-0.2 %c for the
x component.

Figures 9.1,9.2 and 9.3 also show the error of each of the sensitivity components.
These figures confirm the largest differences are found in the leading and trailing
edges. In addition to these areas, the lift and moment sensitivities also show differ-
ences in the shock region, however the differences are not of a significant magnitude.
The objective function with least agreement between the DGM mesh adjoint and
finite differences is the coefficient of lift but the differences are still relatively small.
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(a) x component (b) z component

(c) x component error (d) z component error

Figure 9.1: A comparison between drag surface sensitivity and the error between the mesh
adjoint with DGM and finite differences with ε = 10−04 for the upper surface
of the RAE5243. (a) The x component of the drag surface sensitivity (b) The z
component of the drag surface sensitivity (c) The error in the x component and
(d) the error in the z component
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(a) x component (b) z component

(c) x component error (d) z component error

Figure 9.2: A comparison between lift surface sensitivity and the error between the mesh ad-
joint with DGM and finite differences with ε = 10−04 for the upper surface of the
RAE5243.(a) The x component of the lift surface sensitivity (b) The z component
of the lift surface sensitivity (c) The error in the x component and (d) the error in
the z component
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(a) x component (b) z component

(c) x component error (d) z component error

Figure 9.3: A comparison between moment surface sensitivity and the error between the
mesh adjoint with DGM and finite differences with ε = 10−04 for the upper
surface of the RAE5243. (a) The x component of the moment surface sensitivity
(b) The z component of the moment surface sensitivity (c) The error in the x com-
ponent and (d) the error in the z component
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9.1.2 Verification in 3D

In figure 9.4 the surface sensitivity comparison between finite difference and DGM
mesh adjoint are compared at 3 spanwise stations across the M6 wing. The sta-
tions considered are at 16.67%span, 50%span and 83.33%span. These stations include
points within a tolerance of the slice.

In all the figures the trailing edge shows the least agreement. Away from the
trailing edge, the Cd surface sensitivity shows a strong sensitivity region near the
leading edge and shock regions which show very good agreement. For Cmy and Cl
the sensitivity is strongest (disregarding sensitivities near the trailing edge) in the
shock location with the next strongest region being closer to the leading edge.
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Figure 9.4: Comparison of the upper surface sensitivity for points around 3 different span-
wise slices of the mesh adjoint with DGM to Finite Differences with step size
ε = 10−06
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9.2 verification against angle of attack

To get the sensitivity to the angle of attack using the DGM mesh adjoint method the
geometry of the aerofoil/wing will be rotated by an angle while the far-field is kept
fixed. Doing this ensures that the adjoint method is still in terms of only geometric
changes and does not require any flow variable gradient calculations. The analytical
solution comes from the TAU code where the objective functions (CD, CL and Cmy)
are linearised with respect to angle of attack.

Table 9.1 shows the comparison between the DGM mesh adjoint with a geometry
rotation of 10−04 ◦ and the analytical solution for CD, CL and Cmy. The 2D RAE5243

aerofoil and the 3D M6 wing are used as test cases for this verification. The table
shows that the agreement is very good with the maximum error being just over 0.5%
for the rate of change of CL w.r.t. α for both the 2D and 3D cases.

Table 9.1: Results for verification against the analytical solution of angle of attack

2D 3D
dCD
dα

Analytical 0.005563 0.0073782

Del. Madj. 0.005567 0.0073784

Difference -0.0719 % -0.00271 %
dCmy
dα

Analytical 0.133995 0.0914981

Del. Madj. 0.133864 0.0913225

Difference 0.00979 % 0.192 %
dCL
dα

Analytical 0.001247 0.001416

Del. Madj. 0.001254 0.001424

Difference -0.558 % -0.562 %

9.3 verification against the mesh adjoint with linear elasticity

The mesh adjoint with linear elasticity has been used extensively in this work, there-
fore a comparison of the surface sensitivity to the DGM mesh adjoint will give a good
benchmark for accuracy of the method. Two cases are considered, the M6 wing and
the F6 wing.
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9.3.1 M6 wing

Figure 9.5 shows the comparison of the mesh adjoint with LE and DGM and the
difference between the 2 drag surface sensitivities in the x, y and z directions. In all
directions the sensitivity near the symmetry plane is different, this is due to post-
processing techniques. The largest differences, in all directions, are found along the
shock lines. The differences are of a very small relative scale. There is also some
small scale differences that can also be seen on the tip. No significant difference is
apparent between the two methods, in particular, the non-shock region sensitivity in
both methods appears to match incredibly well.

(a) DGM (b) LE (c) Difference

x-component

(d) DGM (e) LE (f) Difference

y-component

(g) DGM (h) LE (i) Difference

z-component

Figure 9.5: Comparison of the upper drag surface sensitivity on the M6 wing for the mesh
adjoint using DGM and mesh adjoint using LE
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9.3.2 F6 wing

Figure 9.6 shows the surface sensitivity for drag on the F6 wing. The difference in
sensitivity is most apparent along the shock line close to the wing root and near the
crank. The differences shown in the y and z directions show very small differences
and therefore the agreement between the two methods is good. In the x direction the
differences are slightly larger, even reaching the same order as the original sensitivity.
Despite this discrepancy in the shock line the rest of the sensitivity agrees very well
and the trend between the two sensitivity methods matches. In the y direction some
small differences can also be seen close to the leading edge.

(a) DGM (b) LE (c) Difference

x-component

(d) DGM (e) LE (f) Difference

y-component

(g) DGM (h) LE (i) Difference

z-component

Figure 9.6: Comparison of the upper drag surface sensitivity on the F6 wing for the mesh
adjoint using DGM and mesh adjoint using LE
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9.4 3d shock bump optimisation using mesh adjoint with dgm

To show that the DGM with mesh adjoint is robust and can give consistently usable
gradients an optimisation will be performed. The rear shock line case from section
subsection 8.2.1 is considered. Figure 9.7 shows the surface sensitivity, showing only
regions where adding material in the z-direction is going to reduce drag. The optimi-
sation bounds are also highlighted, 14 bumps with equal width will be optimised in
this region. Table 9.2 shows the drag values form the final iteration of the optimisa-

Figure 9.7: Sensitivity map of the baseline M6 wing using mesh adjoint with DGM

tion. The drag values differ by less than a drag count hinting that the same minima
has been found from the differing optimisation processes. Interestingly, the difference
in skin friction drag is negligible.

Figure 9.8 shows a comparison of the surface sensitivities from the final iterations
of the optimisations using DGM (left) and LE (right). The sensitivity in the rear shock
line has reduced significantly due to the presence of the optimised bumps and has
been reduced to a similar degree in both optimisations. Figure 9.4 is a bar chart

Table 9.2: Near-field drag decomposition for M6 wing with optimised results using mesh
adjoint with DGM and LE

CD CD,pres CD,fric

DGM 0.01565 0.01029 0.00536

LE 0.01569 0.01033 0.00536

Difference -0.255 % -0.387 % 0 %

of the bump heights from the optimised DGM and LE cases. The bump heights are
approximately the same for both cases, the largest, but still relatively small, difference
is in the tip region where the wave drag is strongest. The optimisation history of
both optimisations is shown in figure 9.4. It is clear that the two methods have taken
different paths to find the drag minimum. Both cases experience a drag spike early
in the optimisation but after this the drag reduction is fairly monotonic.
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Final sensitivity DGM Final sensitivity LE

Figure 9.8: Comparison of the upper surface sensitivity on the M6 wing for the mesh adjoint
using DGM and mesh adjoint using LE

(a) Comparison of the optimised shock bump
height

(b) Comparison of the optimisation convergence

Figure 9.9: Comparison of final height of optimised bumps and optimisation convergence for
DGM and LE mesh adjoint
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9.5 benchmarking (dgm vs le)

During this work two different methods have been used for solving the mesh ad-
joint equation. The DGM method has an explicit formulation involving the product
between a matrix and vector. In contrast the LE method involves an implicit formu-
lation involving the need to solve a large linear system.

This section will show benchmarking data for the two methods using the M6 case
shown in the previous chapter. The computing resources available are The University
of Sheffield cluster, Greengrid, and the CFMS cluster in Bristol. Due to memory con-
straints the LE mesh adjoint method could not be run on Greengrid. This method
was run on high memory nodes on CFMS instead. The DGM mesh adjoint was run
on Greengrid. Since Greengrid comprises of two different kinds of cores the DGM
mesh adjoint was run on both.

The DGM and LE mesh adjoint methods are both run in serial to give an accu-
rate comparison of the time requirements. The DGM method uses a hybrid of C and
python, whereas the LE method is coded in only C and uses the PETSc libraries to
solve the linear system. Initially the DGM and LE methods require the calculation
of the mesh deformation matrices (K for LE (equation 6.69) or E for DGM (equation
6.76)). This is done only once for each new mesh. In an optimisation, the surface sensi-
tivity is calculated at each iteration, therefore the calculation of the surface sensitivity
is benchmarked.

Table 9.3: Benchmarking for DGM and LE

Greengrid (DGM) CFMS (LE)

Core (Intel(R) Xeon(R)) E5410 @ 2.33GHz E5620 @ 2.40GHz X5550 @ 2.67GHz

Available RAM 7.8Gb 23.5Gb 70.8Gb

Mesh deformation 929.59s 879.63s 170.62s

matrix

Surface sensitivity 323.14s 248.87s 1532.09s

Optimisation 6099.83 s 4861.55s 24684.06 s

estimate (16 iterations) 1.69 hrs 1.35 hrs 6.85 hrs

Table 9.3 shows the amount of time taken to compute the mesh deformation
matrices and surface senstivities in seconds. Clearly the time take to calculate the
mesh deformation matrix is cheaper for the LE method but this is only a one off cost
per new geometry. The surface sensitivity needs to be calculated for each iteration
step for an optimisation.

In the previous section the number of iterations required to find a minimum
when placing shock bumps on the M6 wing was 16. The row ’Optimisation estimate’
in Table 9.3 shows how long each method would take for calculating only the mesh
adjoint parts. This comprises of 1 calculation of the mesh deformation matrix and
16 calculations of the surface sensitivity. Despite the differences in computing archi-
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tecture favouring the LE method, it is clear that the DGM mesh adjoint method will
provide a significant time saving in comparison to the LE mesh adjoint method.

9.6 summary

This chapter has presented the verification of the mesh adjoint method using DGM
mesh movement. The DGM mesh movement strategy is fast and efficient and when it
is applied to the mesh adjoint gives an explicit one-to-one mapping between the rate
of change of the mesh to the rate of change to the surface w.r.t. the design variables.

The DGM mesh adjoint method was verified using finite differences, analytical
solutions and the LE mesh adjoint for several objective functions. In all the cases the
agreement between each of the methods was good with the exceptions of the trailing
edge and the leading where there is complicated physics.

The DGM mesh adjoint was used in an optimisation of shock bumps to show that
it is a viable method that could provide robust movement and accurate gradients
consistently. The optimisation results were compared against the LE mesh adjoint
results from the previous chapter and showed that they approached the same amount
of drag reduction. Despite the two methods finding the same drag reduction the
optimisations took two different paths to get there.

Finally, the time taken to compute the DGM and LE mesh adjoint methods was
compared. The data showed that the DGM method offers a large reduction in time for
surface sensitivity calculation compared to the LE method despite the DGM method
being run with less available memory and on less powerful cores.
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C O N C L U S I O N

10.1 concluding remarks

Optimisation is a major factor in the generation of new designs and devices for the
reduction of drag on an aerodynamic body. This work has shown that using the
surface sensitivity from the mesh adjoint solution to guide the placement of flow
devices can be a useful tool in increasing aerodynamic efficiency.

The mesh adjoint method using linear elasticity was used to produce the drag
surface sensitivity. This identified the regions on the wing where changes in the sur-
face will have the most effect on drag. Using previous studies from the literature an
optimisation region was defined. It was shown that the bump width is an insensitive
parameter and therefore can be chosen to suit the problem and optimisation region
at hand.

The surface sensitivity was also used to assess the success of the optimisation
procedure. If the strength of the sensitivity after surface modification in the optimi-
sation region is reduced then the optimisation was deemed to be successful. Inter-
estingly, when certain areas were optimised there is an obvious change in sensitivity
strength on other regions away from the optimisation region. This hints towards a
potential link between sensitive regions.

The F6 wing surface shows a lambda structure for the pressure on the surface
and shows a large separation outboard of the wing crank. It is not directly obvious
from these flow features where to place a device for the most effect on drag. However
the surface sensitivity presented a simpler case for bump deployment where there
was only one shock line which would have any significant effect on drag. When the
optimised bumps were deployed the wave drag was decreased consistently across
the wing span. In addition to this, the separation of the flow around the crank was
also less severe.

Several sensitivity regions were identified for the M6 wing. These were the rear-
shock line, front-shock line and the non-shock region. The front and the rear shock
line regions followed the lambda shock structure which can clearly be seen in the
surface pressure, however the non-shock region does not feature in either the sur-
face pressure or skin friction. This non-shock region shows a significant sensitivity
strength but could have been disregarded as a region of optimisation if the surface
sensitivity was not consulted.

In the three M6 wing optimisation regions the optimised bumps all resulted in
a drag reduction. The greatest drag reduction was found after optimisation in the
rear-shock line and the least drag reduction was found after optimisation in the front
shock line. When all the sensitivity regions were considered for optimisation, there
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was no significant improvement of drag reduction over the rear-shock line case. This
was deemed to be due to there being a link between sensitivity regions. The surface
sensitivity from the final optimisation iteration showed a clear link between the non-
shock sensitivity region and the rear-shock line sensitivity. Optimisation in the front
shock line region also increased the strength of the sensitivity in the other 2 regions.

An efficient method for calculation of the mesh adjoint solution was developed
and demonstrated to be robust in a 3D optimisation. The DGM mesh deformation
technique gives a one-to-one mapping between the surface mesh and the computa-
tional mesh which was explicit. This can be exploited when calculating the mesh
adjoint to give an accurate evaluation of the surface gradients.

The mesh adjoint with DGM was tested against a variety of methods to prove
that it was capable of producing accurate gradients for objective functions of Cd, Cl
and Cmy. For the cases where the sensitivity was compared directly the majority
of the sensitivities matched closely, however close to the leading edge and trailing
edges of the aerofoil/wing the sensitivities showed some disagreement. Since the
physics in these regions is very complicated, involving large flow gradients, it is not
unreasonable to see some differences in the sensitivities in these regions. In particular
the trailing edge has a geometric singularity which creates issues when trying to
calculate certain values (e.g. normals to the surface). These inaccuracies do highlight
the importance of having well defined meshes in the leading and trailing edges to
minimise any potential discretisation errors which may influence the sensitivity.

Finally, in the 3D optimisation the DGM mesh adjoint was compared against
the LE mesh adjoint. Although the two methods took different routes to the optimal
solution the final results from both optimisations was very similar. Therefore, the
DGM mesh adjoint could be successfully implemented to replace current methods to
give an efficient and robust calculation of the sensitivities for adjoint optimisation.

10.2 suggestions for future work

The shock control bumps here were optimised based on a single design condition
for 3D geometries and a single and multi-point optimisation was undertaken in 2D.
chapter 7 shows a 2D multi-point optimisation method which increases the drag
divergence Mach number and delays stall. The 3D bump on the M6 wing has been
shown to be reasonably robust but further optimisation may provide further drag
savings at off-design conditions, the analysis shows that the drag saving would be
best found from reducing the separation after the bump, one method to achieve this
would be to introduce vortex generators to alleviate the adverse pressure gradient. A
multi-point optimisation of the shock bumps on a 3D wing would be an important
step into analysing the effect of bump shape on shock bump robustness.

The literature review at the beginning of this work shows there are a variety of
geometries under the umbrella term of shock control bumps but there is no direct
comparison of the effectiveness of each topology. A study of a variety of different
bump shapes added to a consistent geometry (flat plate, 3D wing, etc.) would iden-
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tify the strengths and weaknesses of each geometry variation and give a direct com-
parison of bump performance at consistent flow conditions and surface geometries.

The surface sensitivity has been used to identify areas to optimise for drag reduc-
tion. The objective function used for the optimisations in this thesis have included a
lift correction (equation 8.1). This lift correction will also feature in the gradient and
therefore could be plotted as part of the surface sensitivity to further guide the opti-
misation.

Any manipulation of the surface due to the optimisation will also have an effect
on lift and moment. The surface sensitivities for these two quantities can also be
plotted, as shown in figure A.7. A combined study of the drag, lift and moment
surface sensitivities would be useful to identify regions in which one quantity can
be changed with little effect on the other two. This could also be useful to identify
regions which are the most or least sensitive to surface changes, for drag, lift and
moment, and could give further information to a wing designer to assess the trade
off when placing a device or moving the wing surface.

The DGM mesh adjoint method has been developed in this thesis and shows an
efficient, explicit method for calculating the surface sensitivities. This is particularly
useful when the mesh size increases and therefore makes it suitable for use with com-
plex geometries. Issues have arisen in the past using implicit methods for the mesh
adjoint due to the computational expense of solving a large linear system. For exam-
ple, solving the adjoint for a whole aircraft is cumbersome due to the size of the mesh
necessary to resolve the flow accurately. With the DGM, the speed and reduction in
memory requirements make this a much more feasible analysis. A whole aircraft ge-
ometry could be used to identify sensitive areas where surface deformations would
affect a change in the objective function.In particular this could be useful in complex
regions such as around the nacelle and pylon where flow features, such as shocks,
may occur and could be treated with a flow control device (e.g. shock bumps).
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a.1 optimisation histories for cfd simulations

a.1.1 RAE5243

This section contains the optimisation history from the simulations performed in
chapter 7 on the RAE5243 aerofoil.

a.1.1.1 Single-point

The single-point optimisation for the RAE5243 aerofoil took 17 iterations to find a
minimum. Figure A.1 shows the optimisation history for the optimisation. The start-
ing point for the optimisation already produced a drag reduction compared to the
baseline (cd = 0.01622. The first few iterations give a dynamic change in drag values,
this settles after iteration 8 giving a monotonic decrease to the optimal design.

Figure A.1: Optimisation history for a single-point optimised shock bump on the RAE5243

aerofoil

a.1.1.2 Multi-point

Figure A.2 shows the objective function and the drag evaluations for each flow condi-
tion considered in the multi-point simulation of the RAE5243. For the drag evaluation,
the starting point for the design variables are those found from the single-point opti-
misation. The initial spike in the objective function is caused by the rapid increase in
the bump height shown in figure 7.11.
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(a) Optimisation history

(b) Drag evaluation for each Mach point

Figure A.2: Progression of drag and objective function for RAE5243 multi-point optimisation

a.1.2 M6 wing optimisation

This section contains the optimisation histories for each of the optimisations per-
formed in chapter 8 on the F6 and M6 wing.

a.1.2.1 Rear-Shock leg

Fig. A.3 shows the optimisation history of the drag coefficient for shock bumps
placed along the rear shock leg. After a large spike in drag at iteration 2 the drag
quickly reduces monotonically to the local minimum.

Figure A.3: Optimisation history
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a.1.2.2 Front Shock leg

Fig. A.4 shows the optimisation history of the drag coefficient for shock bumps when
placed along the front shock leg. The drag monotonically decreases throughout the
whole optimisation after starting at a drag value above the baseline (CD = 0.0176).

Figure A.4: Optimisation history

a.1.2.3 Non-shock region

Fig. A.5 shows the optimisation history of the drag coefficient for bumps placed in
the sensitive non-shock region at the root of the M6 wing.

Figure A.5: Optimisation history for non-shock region optimisation

a.1.2.4 Entire sensitivity region

Fig. A.6 shows the optimisation history of the drag coefficient when bumps are
placed in all the sensitive regions on the M6 wing surface. The initial iteration has
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a very large drag value due to the fact the M6 wing surface has been significantly
changed. This rapidly reduces as the bump arrays are optimised.

Figure A.6: Optimisation history

a.2 comparison of dgm and le mesh adjoint for coefficients of lift

and moment

a.2.1 M6 wing

In section 9.3 several carpet plots were shown to compare the drag surface sensitivity
from the DGM mesh adjoint method and the LE mesh adjoint method. Figures A.7
and A.8 shows the surface sensitivity for lift and moment on the upper surface of the
M6 wing to further compare the results.
Btoh the lift and moment surface sensitivity comparison shows an excellent agree-
ment between the two methods with the difference between the two methods in all
directions being at a much lower order than the surface sensitivity.
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DGM LE Difference

x-component

DGM LE Difference

y-component

DGM LE Difference

z-component

Figure A.7: Comparison of the upper lift surface sensitivity on the M6 wing for the mesh
adjoint using DGM and mesh adjoint using LE
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DGM LE Difference

x-component

DGM LE Difference

y-component

DGM LE Difference

z-component

Figure A.8: Comparison of the upper moment surface sensitivity on the M6 wing for the
mesh adjoint using DGM and mesh adjoint using LE
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a.2.2 F6 wing

Figures A.9 and A.10 show the surface sensitivity for lift and moment on the upper
surface of the F6 wing. The lift and moment surface sensitivity in the y and z di-
rections show good agreement where the difference is much less than the sensitivity
from both methods. However in the x-direction the difference between the two meth-
ods in the shock regions is a large fraction of the original sensitivities this is the most
noticeable for the lift case.
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DGM LE Difference

x-component

DGM LE Difference

y-component

DGM LE Difference

z-component

Figure A.9: Comparison of the upper lift surface sensitivity on the F6 wing for the mesh
adjoint using DGM and mesh adjoint using LE



A.2 comparison of dgm and le mesh adjoint for coefficients of lift and moment 145

DGM LE Difference

x-component

DGM LE Difference

y-component

DGM LE Difference

z-component

Figure A.10: Comparison of the upper moment surface sensitivity on the F6 wing for the
mesh adjoint using DGM and mesh adjoint using LE
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