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Abstract 

     Significant research efforts have been devoted over the last decade to 

design efficient data centre networks. However, major concerns are still 

raised about the power consumption of data centres and its impact on global 

warming in the first place and on the electricity bill of data centres in the 

second place. Passive Optical Network (PON) technology with its proven 

performance in residential access networks can provide energy efficient, 

high capacity, low cost, scalable, and highly elastic solutions to support 

connectivity inside modern data centres.  

Here, we focus on introducing PONs in the architecture of data centres to 

resolve many issues in current data centre designs such as high cost and 

high power consumption resulting from the large number of access and 

aggregation switches needed to interconnect hundreds of thousands of 

servers. PONs can also overcome the problems of switch oversubscription 

and unbalanced traffic in data centres where PON architectures and 

protocols have historically been optimised to deal with these problems and 

handle bursty traffic efficiently. 

In this thesis, five novel PON data centre designs are proposed and 

compared to facilitate intra and inter rack communications. In addition to 

maximising the use of only passive optical devices, other challenges have to 

be addressed by these designs including off-loading the inter-rack traffic 

from the Optical Line Terminal (OLT) switch to avoid undesired power 

consumption and delays, facilitating multi-path routing, and reducing or 

eliminating the need for expensive tuneable lasers. The Scalability of the 
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proposed architectures in terms of efficiently accommodating hundreds of 

thousands of servers is discussed. CAPEX and energy consumption of the 

proposed architectures are also investigated and savings compared to 

conventional architectures, such as the Fat-Tree and BCube, are 

demonstrated. The Routing and Wavelength Assignment (RWA) in intra and 

inter rack communication and the resource provisioning needed to cater for 

different applications that can be hosted in data centre are optimised using 

Mixed Integer Linear Programming (MILP)  models to minimise the PON 

designs power consumption. Furthermore, real-time energy-efficient routing 

and resource provisioning algorithms are developed. In addition to 

optimising the power consumption, delay is also considered for the delay 

sensitive applications that can be hosted in the proposed data centre 

architectures. To further reduce power consumption and overcome issues 

related to link oversubscription and multi-path routing, Software Defined 

Network (SDN) based design is proposed.  
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1 Introduction 

 

Recent years have witnessed an unprecedented growth in services and 

applications housed in modern data centres, such as web-search, scientific 

computations, social networks, file storage and distributed files systems. 

Today's data centres host hundreds of thousands of servers, interconnected 

via switches, routers and high-speed links, making the choice of networking 

architecture within data centre of premium importance as it impacts data 

centre scalability, cost, fault-tolerance, agility and power consumption.  

Significant research efforts have been devoted over the last decade to 

design energy-efficient core networks [1-22]. However, major concerns are 

still raised about the power consumption of data centres and its impact on 

global warming in the first place and on the electricity bill of data centres in 

the second place. The US Environmental Protection Agency (EPA) has 

reported that power usage of data centres in the US has doubled between 

2000 and 2006 to nearly 61 billion kilowatt-hours, accounting for 1.5% of the 

US total electricity demand [23].  

Given the steadily increasing number of servers and the exponentially 

growing traffic inside data centres, conventional data centre networking 

architectures suffer from performance limitations such as links 

oversubscription and inefficient load balancing [24]. Also conventional data 

centre architectures are based on expensive and power hungry devices 

such as access switches, aggregation switches and core switches, 
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accounting for 20% of the total power consumption of a data centre [24]. 

These limitations have stimulated the search for new low cost, scalable, 

energy-efficient architectures to efficiently serve the increasing demands 

[24]. 

The choice of a DCN solution to address one challenge impacts and often 

limits the alternatives available to address other issues. Furthermore, DCNs 

are deployed for various applications, and the solutions differ such as 

between enterprise DCNs and cloud-service DCNs [25]. Irrespective of the 

DCN type, various common challenges for the design of DCNs have been 

observed at different levels, including: i) the architecture of the DCN and its 

topology, ii) minimising energy and keeping the DCN power budget man-

ageable while providing virtualisation, network load management and 

scheduling, iii) congestion handling in DCNs including congestion notification 

and avoidance. A typical challenge is the problem of TCP incast, iv) routing 

in DCNs with the provision of efficient and cost-effective routing mechanisms 

such as multipath routing. 

The architecture of a DCN, or its topology, directly reflects on its 

scalability, cost, fault-tolerance, agility and power consumption [26]. 

Conventional DCNs have been designed using a tree-like topology. A typical 

example of this topology is the three-tier topology proposed by [26] where 

the tree’s leaves (servers) are connected to Top-of-Rack (ToR) switches and 

these (ToR) switches are connected to aggregation switches which are in 

turn connected to core routers at the root of the tree. This topology suffered 

numerous drawbacks of scale, capacity, reliability, utilisation and power 

budget [24]. As a result, efforts have been dedicated to address some of the 
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above problems encountered in the tree-based DCN topology and various 

DCN architectures have appeared as a result [27-34]. These architectures 

can be classified as server-centric and switch-centric and/or based on their 

infrastructure technologies such as electronic versus optical DCNs. Energy 

efficiency is a central issue in modern data centres. DCNs are typically high-

capacity networks that are tuned for maximum performance, making them 

extremely power hungry.  

Optical switching and networking for data centres have recently been 

proposed to establish high speed server-to-server connections in modern 

data centres. However, these solutions still suffer from a number of 

problems that can be overcome by PONs. The PON solutions we are 

proposing are an all optical data centre solution as they enable wavelengths 

to be allocated directly to end-to-end server connections not only within the 

same rack, but also between different racks in the data centre. 

PON solutions are scalable: This is readily proven in the combination of 

core and access networks that are able to connect easily tens of millions of 

homes. PONs achieve scalability due to their cellular architecture. A PON 

cell may connect say 256 servers and many cells can then provide coverage 

of a small data centre or a large data centre with say 1 million servers. 

Scalability is assured at very low cost compared to optical switches, in a 

similar fashion to wireless cellular being scalable. Optical switches are not 

naturally built in large scale and cascading them can suffer from failures and 

can involve long paths. The cellular design also allows wavelength reuse 

without the need for expensive tuneable wavelength convertors. 
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PON solutions enable efficient bandwidth utilisation naturally: PONs can 

assign a wavelength to large “elephant” flows between servers. They can 

also allocate a time slot in their TDM-WDM structure to accommodate “mice” 

flows. This enables better wavelength / bandwidth utilisation compared to 

optical switches that are typically only able to allocate a whole wavelength to 

a flow, so optical switches deal well with “elephant flows” using optical 

circuits in a fashion similar to PONs, but can waste a wavelength on a 

“mouse flow”. Optical packet switching can use fast expensive optical 

switches with nanosecond switching time to accommodate mice flows. 

Optical switches have a trade-off between scale and switching speed 

typically. 

 PON solutions provide better resilience: Compared to optical switching in 

data centres, PONs have a cellular structure and a failure in a cell does not 

affect other cells and may only affect part of the cell. Failure in cascaded 

optical switches can be disruptive to the whole data centre. 

PONs are more energy efficient than other all optical networking 

solutions: They rely on passive optical networks, and have lower control 

compared to optical switching / optical networking solutions. Such optical 

networking solutions are Helios [33], c-through [35], and Petabit [32]. 

Our version of PONs has many additional advantages, for example our 

proposed solutions i) enable direct server to server communication within the 

rack through reflected wavelengths or by deploying technologies such as the 

terabit capacity polymer passive optical backplane [36] , ii) enable server to 

server communication direct through our cellular architectures without going 
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to the “central office” or OLT switch. Note that standard PONs are used in 

residential access and do not provide a simple route between its nodes as 

home-to-home communication is not typical, iii) achieve load balancing by 

providing more than a single route between servers, where typically home to 

home communication has a single path through the OLT switch, and iv) 

overcome link oversubscription by allowing PON cells to access multiple 

OLT ports.  

PONs have both advantages and disadvantages. One of the 

disadvantages of PONs is the high signal power loss resulted from splitting 

and coupling. This accumulated loss coming from the high split ratio can 

result in the need of high power lasers which negates the objective of the 

design. However, our design overcome this issue by introducing more PON 

groups with small number of servers connected to the couplers. Another 

issue is the broadcast nature of PONs where all servers connected to the 

same coupler receives all the traffic destined to any server connected to the 

same coupler. This issue is also reduced by reducing the number of servers 

connected to the same coupler.  

1.1 Research objectives  

 

The primary research objectives are as follows: 

 To study the multi-tier conventional data centre architecture and 

evaluate the main challenges facing conventional DCNs which led to 

the development of other architectures. Survey the most recent 

advances in DCN architectures introduced to overcome the limitations 
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of existing conventional DCN as classified into many categories; 

electronic switch-centric, electronic server-centric, hybrid electro-

optical, full optical, and hybrid Electro with WDM Passive Optical 

Network (PON) technology. 

 To study different energy saving approaches and industry adopted 

techniques for energy efficient data centres. 

 To study PON deployment in access networks to make use of its 

attractive proven performance in residential access networks to 

overcome the main limitations in current designs of data centres. 

 To propose a number of scalable, energy-efficient, low cost, and high 

capacity designs for future PON data centre architectures relying 

mostly on PON devices to (i) manage different types of traffic that can 

co-exist within data centres for inter-rack and intra-rack 

communication among servers, and (ii) facilitate multipath routing.  

 To investigate the use of a centralised Software Defined Network 

(SDN) control and management system to coordinate and arbitrate 

the channel access for communication through the OLT links with 

PONs via wavelength reconfiguration and energy-efficient grooming.  

 To study the impact of SDN based architecture design against the 

decentralised design with respect to energy saving and blocking.  

 To optimise the routing and wavelength assignments for inter and 

intra PON cell communications, and optimise resource provisioning 

for cloud applications in the proposed data centre architectures. 
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 To develop real-time heuristics for energy-efficient routing and virtual 

machine (VM) resource provisioning for the proposed data centre 

architectures. 

1.2 Original contributions 

 

The main contributions are summarised as follows: 

1. Published a survey paper on the architectures and energy efficiency 

techniques of data centre networks. This can be used as a guide to 

academia and industry to understand and assess the evolution of 

data centre architecture designs and the main adopted energy 

efficiency improvement techniques in current data centres. 

2. Filed and published a patent on the five proposed energy efficient 

novel architecture designs for future data centre interconnections 

using mostly low cost and low energy readily available passive optical 

devices to manage intra and inter rack communication. Two of these 

designs are based on current FTTx deployment technologies, 

however inter-rack communication has to be processed through the 

OLT switch. To facilitate high speed interconnection among racks 

within a PON cell, we proposed an architecture where each server is 

equipped with an array of photo detectors and tuneable lasers for 

wavelength detection and selection.  Another design is proposed to 

reduce the need for expensive tuneable lasers by deploying special 

servers to manage and perform the wavelength conversion needed to 

support inter-rack traffic connections. The final proposed design is the 
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most cost efficient as it eliminates the need for tuneable lasers and 

facilitates high speed interconnection among racks. 

3. Proposed three novel techniques and technologies to manage intra-

rack communication using fibre Bragg grating, star reflectors, and 

optical backplane to replace high cost and power electronic access 

switches. 

4. Domonstrated that Design option-3 which is based on AWGR does 

not suffer the limitations of the normal PON in access network as high 

per server rate, and multi-path routing can be achieved. Develped a 

mathematical model for wavelength routing and assignment within the 

AWGRs PON fabric to facilitate intra and inter cell communication.  

5. Achieved low oversubscription ratio for intra PON cell and showed the 

worse-case per server rate for intra-cell communication can approach 

rates up to 5 Gb/s.  

6. Improved the AWGR based design for more reduction in the 

deployment cost by managing intra-rack communication through the 

existing two intermediate AWGRs and the usage of additional 

hardware such as FBGs, optical backplanes, or star reflectors can be 

avoided. Developed MILP models and algorithms for energy efficient 

resource provisioning and routing within a PON data centre for the 

AWGR based design.  

7. Introduced and designed energy-efficient SDN control for AWG PON 

based data centre architecture to achieve low oversubscription and 

provide inter cell multi-path routing. 

8. Designed a server centric PON data centre architecture to eliminate 

the need for costly and power hungry devices such as tuneable 
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lasers. Within the cell of racks, the design give full wavelength 

connectivity and hence server to server communication within the cell 

can appear as point to point. The design also employs servers to take 

part in routing and traffic forwarding. Presented a power consumption 

benchmark study to compare the conventional 3-tier data centre 

architecture with the proposed server-centric design and shown that 

69% of savings can be achieved. 

9.  Developed a mathematical optimisation model along with a heuristic 

for the PON server-centric design for energy efficient routing, 

examining different inter/intra ratios of traffic flows within the PON 

cell.  

10. Developed a mathematical optimisation model along with a heuristic 

for the PON server-centric design for energy efficient VM placement.  

 

 

1.3 Related publications 

 

1. A. Hammadi and L. Mhamdi, “Review: A survey on architectures and 

energy efficiency in Data Centre Networks,” Computer 

Communication. vol. 40, pp. 1-21, 2014”. 

2. J. M. H. Elmirghani, Hammadi, A. and El-Gorashi, T.E., “Passive 

Optical Based Data Centre Networks”, UK patent, Filed on 26 

November 2014, Published 02 June, 2016.  
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3. A. Hammadi, T. E. H. El-Gorashi, and J.M.H. Elmirghani, “High 

Performance AWGR PONs in Data Centre Networks,” IEEE ICTON, 

Hungary, 2015. 

4. Hammadi, A., El-Gorashi, T.E.H., Musa, M.O.I. and Elmirghani, 

J.M.H., “Server-Centric PON Data Centre Architecture,” Proc IEEE 

18th International Conference on Transparent Optical Networks 

(ICTON), Trento, Italy, July 10-14, 2016 

5. Hammadi, A., El-Gorashi, T.E.H., Musa, M.O.I. and Elmirghani, 

J.M.H., “Energy-Efficient Software Defined AWGR Based Data Centre 

Network,” Proc IEEE 18th International Conference on Transparent 

Optical Networks (ICTON), Trento, Italy, July 10-14, 2016 

6. Hammadi, A., El-Gorashi, T.E.H., Musa, M.O.I. and Elmirghani, 

J.M.H., “Resource Provisioning for Cloud PON AWGR-Based Data 

Centre Architecture”, 21st European Conference on Network and 

Optical Communications (NOC), Lisbon, Portugal, June 1-3, 2016. 

7. IEEE communication magazine journal titled as “PONs in future data 

centres”. (To be submitted to IEEE Green Communication Magazine) 

8. “Energy-Efficient Server-centric PON Data Centre” (to be submitted to 

IEEE Journal of Light wave Technologies) 

9. “Green PON AWGR PON Data Centre Networks” (to be submitted to 

IEEE Journal of Light wave Technologies) 

1.4 Organisation of the thesis 

 

Following the introduction in Chapter 1, the remaining parts of this thesis 

are organised as follows: 
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Chapter 2 reviews the evolution of data centre designs and the main 

shortcomings that appeared in the last decade. Special attention is given to 

energy saving approaches and the techniques most implemented by 

industry for the design of green data centres.  

In Chapter 3, a review on the Passive Optical Networks (PON) in access 

networks is presented. The review covers the functionality, construction and 

main applications of well-known PON devices used in access networks such 

as arrayed waveguide routers, star couplers, star reflectors, and fibre brag 

gratings. PON deployed architectures, standards, MAC categorisation in 

Fibre to the Premises (FTTx) access networks are discussed and presented 

as well. 

Chapter 4 discusses the PON capabilities needed to provision 

connectivity in modern data centres. We compare and classify the traffic 

patterns between FTTx access network and data centres based on flow and 

application workload. We introduce three different designs based mostly on 

optical passive devices to manage intra-rack communication without the 

need to reach the OLT switch. Then, 5 novel PON designs are presented to 

furnish connectivity for modern data centres applications. We conclude this 

chapter with a qualitative comparison between the proposed designs.  

Chapter 5 presents a MILP model to optimise the fabric interconnection 

for AWGR based PON data centre architecture for wavelength routing and 

assignment. The chapter will discuss the issue of per server rate and the 

maximum rates that can be achieved for different sizes of PON cells. The 

work in this chapter also presents a method to make use of existing 

intermediate AWGRs to manage intra rack communication and avoids the 



 

12 
  

use of additional hardware. The chapter presents a benchmark study for 

cost and power consumption to compare the proposed AWGR PON design 

proposed with two well-known architectures such as the Fat-Tree and 

BCube. 

Chapter 6 tackles the issue of link oversubscription in the AWGR PON 

based design and provides a solution to provide multi path routing and also 

reduce oversubscription along with energy through SDN enabled design. 

Two Mathematical MILP models for energy-efficient SDN enabled 

architecture and another for inter-cell wavelength routing and assignment 

are presented in this chapter. 

Chapter 7 further investigates the AWGR PON based architecture for 

cloud application in data centres. A mathematical optimisation model along 

with algorithms is presented for resource provisioning considering 

minimisation of power consumption and delay.  

In Chapter 8, the server-centric PON design is described in detail. The 

work in this chapter includes a benchmark study to compare the 3-tier 

architecture with the proposed server-centric design with respect to power 

consumption. A developed mathematical optimisation model along with a 

heuristic for energy efficient routing is presented for the described 

architecture. 

Chapter 9 further investigates the server centric design to develop a 

mathematical optimisation model along with an algorithm for energy efficient 

resources provisioning for cloud applications that can be hosted in the 

described architecture. For optimum energy savings, the MILP model along 
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with the developed resource provisioning greedy algorithm attempts to 

optimise the selection of hosting servers, routing paths and relay servers to 

achieve efficient resource utilisation.  

Finally, Chapter 10 concludes the thesis with a summary and tentative 

future plan.  
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2 Review on data centre architectures 

 

2.1 Introduction 

 

This chapter provides a detailed survey that covers the most recent 

advances in DCNs with a special emphasis on the architectures and energy 

efficiency in DCNs. Data centre architectures are classified as switch-centric 

and server-centric topologies with underlying electronics and optical 

technologies. At the end of the data centre architectures section, a 

qualitative comparison and discussion of the surveyed DCN architectures is 

provided. The end of this chapter presents a study on different methods for 

energy saving approaches and industry adopted techniques for energy 

efficient data centres. Virtualisation, dynamic frequency and voltage scaling, 

dynamic network management, efficient green routing, green schedulers, 

and rate adaptation are examples of such energy saving techniques. 

2.2 Conventional Data Centre Architecture and Challenges  

 

2.2.1 Conventional data centre design 

 

The classic data centre design architecture [26] consists of switches and 

routers in two or three tier hierarchal structures as shown in Figure 2.1. The 

hierarchy in the case of three tiers consists of layer-3 with border routers, 

layer-2 with aggregation switches, and layer-1 with Top of Rack (ToR) 

access switches. A ToR switch usually connects 20-40 servers placed in a 
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rack with 1Gbps links, and for redundancy each ToR is connected with two 

aggregation switches which in turn connect with the core layers through 

multiple high speed 10 Gbps links. The aggregation layer provides and 

manages many functions and services such as spanning tree processing, 

server to server traffic flow, load balancing, firewall and more. Core 

routers/switches, running 10 Gbps high-speed links, are at the top of the 

hierarchy. These are used for traffic going in and out of the data centre. The 

Core routers/switches also run well-known routing algorithms such as Open 

Shortest Path First (OSPF) and can load balance traffic between core and 

aggregation layers [26]. Unfortunately, the hierarchal three tiers DCN 

structure suffers various issues as will be discussed next. 

 

Figure 2.1 Conventional data centre with traffic flow classification [37] 

 

2.2.2 Conventional data centre challenges 

 

Several challenges [24] and issues have appeared with conventional data 

centres which have led many researches to explore and intensively study 
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Routers

Aggregation
Switch

Access
Switch

Rack 1 Rack 2 Rack n

In-Out Traffic Out-In Traffic Inter-Rack Traffic Intra-Rack Traffic



 

16 
  

alternative designs and approaches to provide scalable, fault tolerant and 

efficient data centres. One of the most important performance handicaps 

that could lead to congestion is oversubscription. Oversubscription is the 

ratio between the servers’ bandwidth and the total uplink bandwidth at the 

access layer. Moving up to aggregation and core layer, the number of 

servers sharing the uplinks increases and hence the oversubscription ratio 

also increases and results in bottlenecks. Oversubscription limits the server 

to server capacity where the ratio should be 1:1 so hosts can communicate 

with their full network interface bandwidth. On the other hand, congestion 

resulting from oversubscription can also lead to overloading switch buffers 

which will in turn start dropping packets. Hence, another issue arises 

because of the lack of a mechanism to avoid packet drops at congested 

switches. Moreover congestion can also occur at switches where 

simultaneous transmission of packets from multiple senders arrive at the 

same time. The switch gets overloaded and starts dropping packets leading 

to TCP timeout and hence a collapse in TCP throughput, known as TCP 

incast [24].  

Other challenges introduced with classical data centre networks include 

the lack of fault tolerance especially at the upper levels of the tree due to the 

low physical connectivity. Hardware failures in the core or aggregation layers 

result in sharp degradation of the overall network performance. Additionally, 

poor utilisation of resources can occur because of the fact that within the 

layer-2 domain, the Spanning Tree Protocol (STP) only uses one path even 

though multiple paths exist. In addition another issue with load balancing 
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arises since traffic cannot be evenly distributed over paths within core and 

aggregation layers. 

The fast growth of DCNs has focused attention on the issue of power 

consumption due to the high number of power hungry devices used and 

cooling systems. Most of these devices are underutilised, as statistics have 

shown that a typical utilisation of a data centre is only 30% [38]. Hence, 

dynamic reassignment of resources among servers running on the data 

centre is an optimal solution to consolidate most jobs on 30% of the servers 

while being able to shut down the other unused servers and hence save 

power. The ability to assign any server to any service without considering 

topology is called Agility.  

Many barriers like VLANs, access lists (ACLs), broadcast domains, and 

Load Balancers (LB) were obstacles that prevented researchers and 

industry from immediate implementation of VM migration (agility) on 

conventional data centres. The static network assignment between servers 

and services in conventional data centres prevent idle servers from being 

assigned for overloaded services thus resulting in underutilisation of 

resources. VL2 and Portland data centres as will be explained in subsequent 

sections where we will address this issue and present methods to overcome 

it. 

2.3 Data centre architectural evolution 

 

Numerous problems in conventional data centres have driven researchers 

to propose and design various data centre architectures to solve these 
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issues. Data centres can be categorised mainly in two classes, switch-

centric and the server-centric. In switch-centric data centres, switches are 

the dominant components for interconnection and routing whereas in server-

centric data centres, servers with multiple Network Interface Cards (NIC) 

exist and take part in routing and packet forwarding decisions. 

The conventional data centre is a switch-centric design. Other examples 

of switch-centric include VL2 [34], Portland [28] and Fat-tree [27]. The 

server-centric topology also has attracted great interest and many designs 

have been proposed such as Dcell, Bcube, and FiConn. These topologies 

and designs are based on packet-switched electronic networks, however; 

hybrid electro-optical packet switches along with full optical solutions were 

also proposed and implemented for low power consumption and high 

bandwidth. 

2.3.1 Switch centric data centre architectures 

 

In this section, the most well-known switch centric data centre designs 

such as Fat-tree, Portland, VL2, and one-tier Qfabric [39] are covered. Such 

designs rely on switches for interconnection and traffic routing. The different 

design choices in the switch centric class resolve many issues that existed 

with the conventional data centre. These issues, as shall be explained in 

subsequent sections, are oversubscription, agility, load balancing and high 

power consumption. 

2.3.1.1 Fat-Tree 
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Figure 2.2. Fat-Tree Topology with k=4 [27] 

 

The fat-tree topology, depicted in Figure 2.2, consists of k pods, each of 

which consist of k/2 edge switches and k/2 aggregation switches. Edge and 

aggregation switches are connected as a Clos topology and form a complete 

bipartite in each pod. Also each pod is connected to all core switches form-

ing another bipartite graph. The Fat-Tree is built with k-port identical 

switches in all layers of the topology each of which supports k3/4 hosts. Fat-

Tree IP addresses are in the form 10:pod:subnet:host. The Fat-Tree 

topology resolves the issues with oversubscription, costly aggregation and 

core switches, fault tolerance, and scalability. Fat-Tree established a solid 

topology for researchers to work on to solve other important issues such as 

agility through virtualization. 

2.3.1.2 VL2 

Server Switch
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Figure 2.3. VL2 Topology [34] 

VL2 was proposed in [34] and is considered as a solution to overcome 

some of the critical issues in conventional data centres such as 

oversubscription, agility and fault tolerance. VL2, shown in Figure 2.3, 

exploits a uniform high capacity fabric from server to server, supports VM 

migration from server to server without breaking the TCP connection and 

while keeping the same address. It is very similar to the three-tier 

architecture DCN proposed by Cisco, except that it implements a clos 

topology between the core and aggregation layers to provide multipath and 

rich connectivity between the two top tiers. The architecture design of the 

VL2 topology enhances the availability and reliability of the network, 

especially in the presence of link or hardware failures. VL2 employs Valiant 

Load Balancing (VLB) to evenly load balance traffic flows over the paths 

using Equal Cost Multi Path (ECMP). VL2 also employs TCP for end to end 

congestion control. As additional advantage, VL2 can be easily implemented 

on low cost existing commodity switches since it uses already existing 

ECMP for packet forwarding and link state routing for topology updates.  

Server Switch
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In addition to the fact that VL2 can be implemented on existing hardware 

and can provide high load balancing, VL2 can support agility among servers. 

VL2 uses a special flat addressing scheme that separates server names 

(AA) from their locations (LA), then mapping between the AA and LA can be 

managed and handled by a directory system. LAs are addresses assigned to 

switches and interfaces (network infrastructure) while applications are 

assigned with permanent AAs. AAs remain unchanged no matter how 

servers’ location changes because of the VM migration. Each AA is 

associated with LA which is the IP of the ToR switch to which the application 

server is connected. The sender server, before sending, must encapsulate 

the packets in the outer header with the LA of the destination AA. Once 

packets arrive at the LA (ToR), the ToR switch encapsulates the packets 

and sends them to the destination AA. All servers believe that they all belong 

to the same subnet, hence when any application sends a packet to AA for 

the first time; the servers’ network stack broadcasts an ARP request. The 

VL2 agent intercepts the request and sends a unicast query message to the 

directory server which replies with the LA of the ToR switch where packets 

should be tunnelled. 

Virtualisation has been given a great attention by researchers and has 

become the most widely adopted technique for data centres power saving. 

Virtualisation is a method to enable services to be moved between servers 

that have multiple VMs Machines which can serve different applications 

multiplexed to share one server. Knowing that idle servers consume about 

66% of their peak power usage [38] and having in mind that data centre 

resources are underutilised since the average traffic load accounts for about 
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30% [38] of its resources; agility can achieve servers statistical multiplexing 

and give the illusion to services that they are all connected to the same 

switch. Hence, servers can be placed anywhere within the network and can 

be assigned to any service. The migration of virtual machines to consolidate 

workloads on a set of servers and then shutting down underutilised servers 

can lead to a great power saving in data centres.  

2.3.1.3 Portland 

 

Figure 2.4. Portland Topology [28] 

The Portland DCN topology, proposed in [28], is similar to VL2 in that both 

are based on a Fat-tree network topology. Portland, depicted in Figure 2.4, 

consists of three layers: edge, aggregation and core. It is built out of low cost 

commodity switches. Portland and VL2 differ in the way of associating and 

separating names from locators but both at the end aim at providing agility 

among services running on multiple machines. Both reduce broadcast by 

intercepting Address Resolution Protocol (ARP) requests and employ a uni-

cast query through a centralised lookup service. Portland imposes additional 

ServerFabric Manager Switch



 

23 
  

requirements on the switch software and hardware unlike VL2 where imple-

mentation only takes place in the servers’ network stack. Portland has 

proposed another way to solve the agility issue in data centres. Portland, just 

like VL2 separates names from locators and reduces broadcast by 

intercepting ARP requests and employs a unicast query through a 

centralised lookup service. 

Portland assigns Pseudo MAC (PMAC) to all end hosts to encode their 

positions within the topology. This is changed whenever the location of the 

host changes. The Portland fabric manager is used for centralised lookup 

services, it is used to reduce broadcast overhead from the network and it 

works in the following manner: The switches intercept the ARP requests for 

IP to MAC mapping and forward a unicast query to the fabric manager which 

then provides the requested information to the switch. The switch then 

forwards it to the requesting end host. In the case where the mapping details 

are not available, the fabric manager broadcasts to the 

core/aggregation/edge/hosts, host which will reply with its AMAC which will 

be rewritten by the egress switch to the appropriate PMAC before forwarding 

to the requesting host and the fabric manager.  

For load balancing, Portland and VL2 employ ECMP; except that VL2 

employs VLB which before forwarding a packet randomly selects an 

intermediate switch. This was found to be impractical in the case where two 

hosts, connected to the same edge switch, want to communicate. 

2.3.1.4 One-tier fabric architecture 
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Figure 2.5. Juniper one tier Q-fabric [39] 

Flattening the three-tier tree structure to a one tier fabric is an existing 

solution proposed for a modern data centre architecture as introduced by 

Juniper [39]. Juniper Qfabric architecture as shown in Figure 2.5 has 

flattened the data centre network and simplified the management of the data 

centre by reducing the number of switches. Furthermore, since there is no 

tree structure, there is no need for multiple hops traversing between any 

communicating nodes within the network. The location of hosts is not any 

more an issue since the network diameter and the shortest path between 

any two communicating nodes is always equal to one, no more 

oversubscription or congestion issues arise and all nodes can benefit from 

their all line card bandwidth. 

The Qfabric single switch has an added value to the DCN since it reduces 

the complexity, operational cost, cooling cost, occupied floor space and 

power consumption. The Qfabric supports high speed server to server 

connectivity with low latency which makes it an attractive structure for 

modern data centres hosting delay sensitive applications. It also smoothes 

the process of virtualisation among servers within the data centre leading to 



 

25 
  

great energy savings. Qfabric can provide a power saving of about 77% if 

the reduced number of switches, links, cooling systems are considered 

along with applying other energy saving techniques such as virtualisation 

among data centre resources [39]. Consequently, Qfabric is considered to 

be a green data centre architecture that can contribute to reducing carbon 

footprint in the environment. 

2.3.2 Server-centric data centres 

 

Unlike switch centric designs, server centric designs were introduced to 

use servers as relay nodes to other servers, thus servers participate in the 

traffic forwarding. Server centric schemes such as BCube [30], Dcell [29], 

and Ficonn [31] can provide low diameter compared to switch centric 

schemes, can provide high capacity and support all types of traffic, 

especially for intensive computing applications with very low delays. In this 

section, an overview of BCube, Dcell, and Ficonn server centric schemes is 

provided along with their properties. 

2.3.2.1 BCube 

BCube is an example of a server-centric DCN structure which consists of 

servers equipped with multiple network ports connecting multiple low cost 

mini switches. In BCube, servers are not only hosts but they also act as 

relay nodes for each other and take part in traffic forwarding through multiple 

parallel short paths between any pair of servers. The design is driven by 

demands for intensive computing and higher bandwidth requirements to 

support applications for different traffic patterns such as one to one, one to 
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many, one to all and all to all. BCube supports and accelerates all types of 

traffic patterns and provides high network capacity due to its low diameter. 

The benefits of BCube design are that it can provide fault tolerance and load 

balancing and while requiring lower cooling and manufacturing cost.  

 

Figure 2.6. BCube [30] 

BCube, as shown in Figure 2.6, can be constructed in a recursive manner 

starting at BCube0 as its basic building block, which is built around n-servers 

connected to n-port switch. Then, BCube1 is built out of n-BCube0 each of 

which has n-servers. BCube employs source routing protocol (BSR) when 

existing routing protocol such as OSPF cannot scale to thousands of 

servers. BSR can utilise high multipath capacity and also load balance the 

traffic automatically. With BSR, the source server controls the selection of 

the path without coordination with intermediate servers which is only 

responsible for forwarding received packets based on information obtained 

from the header. BSR probes the network to select the best path which 
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eliminates the need for frequent link state broadcasting which is not scalable 

since the network consists of 1000s of servers. 

2.3.2.2  DCell 

DCell is another server-centric structure for data centres that can provide 

desirable properties to overcome issues with scalability, fault tolerance and 

network capacity. As illustrated in Figure 2.7, DCell is a structure with rich 

physical connectivity among servers and switches and replaces expensive 

core and aggregation switches with mini low cost switches. However, an 

additional cost is introduced because of the additional and lengthy wiring 

communication links between switches and servers. 

 

Figure 2.7. DCell Topology [29] 

Similar to BCube, large DCells are recursively constructed from smaller 

DCells, with DCell0 as the initial building block. A DCell0 is constructed by 

connecting n servers to one low cost mini-switch with small port count. A 

DCell1 consists of (n + 1) DCell0, where every DCell0 is connected to every 
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other DCell0 in full mesh fashion as depicted in Figure 2.7. Servers in a 

generalized DCell topology have two interfaces each, one connects to its 

mini-switch and the other interface is connected to another server in a 

neighbouring DCell0. Any two servers with 2-tuples [i, j - 1] and [j, i] are 

connected with a link to every i and every j > i . As an example, in Figure 2.7, 

server with tuple [4, 1] is connected to [1, 3]. 

2.3.2.3 Ficonn 

 

Figure 2.8. Ficonn Topology [31] 

Ficonn employs an interconnection structure using commodity servers 

and switches to establish a scalable data centre network. It differs from 

BCube and DCell by making use of the two built-in Ethernet ports in the 

servers to establish connections and load balance traffic on two outgoing 

links through a Traffic Aware Routing algorithm (TAR). The throughput and 

routing path length can be severely affected by changing network condition. 

The TAR in Ficonn has the capability to monitor link capacities and, based 
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on information obtained on the status of network condition, it adapts 

accordingly. 

The construction of the Ficonn interconnection can be explained by 

reference to Figure 2.8 where the Ficonn physical topology consists of 

FiConn2 with n = 4. FiConn2 is composed of 4 FiConn1, and each FiConn1 

is composed of 3 FiConn0. There are three different level-links to constitute 

the interconnection within the topology, level 0 link connects each server 

with its switch within the same Ficonn0, level 1 or level 2 links connect the 

second port of the server to either another server within the same Ficonn1 or 

a server in another Ficonn1 within Ficonn2. 

Ficonn is found to be scalable since its number of servers can be scaled 

up and increase exponentially with the increase of levels. Ficonn has a 

relative small diameter which makes the structure suitable for real time 

applications. Most attractively, the Ficonn’s cost is much lower than other 

topologies since it employs a smaller number of switches and mostly relies 

on servers and efficient routing algorithms for switching and packet 

forwarding. 

2.3.3 Optical data centres 

 

A 2009 US Department of Energy vision and roadmap report estimated 

that a 75% energy saving can be obtained if data centre infrastructure 

moved toward full optical networking [40]. Optical interconnect schemes in 

data centres mainly rely on a mixture of active and passive optical devices to 

provide switching, routing, and interconnection. Such devices include 
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Tuneable Wavelength Converters (TWC), Optical Amplifiers, Arrayed-

Waveguide Gratings (AWG), Micro-Electro-Mechanical Systems Switches 

(MEMS), Couplers, and Splitters. Optical interconnect schemes are mainly 

classified into two categories, the hybrid scheme where optical along with 

electrical switches are considered in the design to constitute the 

interconnection fabric, and the full optical network where only optical devices 

are employed. An insight into each scheme is presented in this section with 

a discussion of the architecture and main properties of the most well-known 

schemes such as Helios, C-through and Petabit. 

2.3.3.1 Hybrid Electro-Optical data centres 

2.3.3.1.1  Helios 

 

Figure 2.9. Helios [33] 

Helios is a hybrid Electronic/Optical data centre architecture proposed by 

[33] as a design to reduce the number of switches, number of cables, cost 

and power consumption while maintaining full bisectional bandwidth at 
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minimum oversubscription ratio. Helios is a two-tier network consisting of 

ToR and core switches. The ToR switches are electronic packet switches 

while the core switches are a combination of optical and electronic switches. 

The electronic switches are used for all-to-all communication among pods, 

while the optical ones are used for long lived high bandwidth communication. 

Each ToR switch has two types of transceivers: 10G colourless for 

connecting pods to electronic core switches and Wx10G (where W can be 

from 1 to 32 and is the number of wavelengths multiplexed) for connecting 

pods to optical core switches. 

The optical circuit switching in Helios relies on MEMS [41] technology. 

MEMS consist of crossbar fabric made of mirrors which can direct light 

beams from inputs to outputs without decoding or processing packets. Em-

ploying MEMS eliminates the need for signal conversion from optical to 

electronic. This results in high performance and lower delays. Furthermore, 

MEMS consume less power compared to electronic switches (240mW vs. 

12.5W per port). However, MEMS have an issue with the reconfiguration 

time (few ms) which is seen to be long. A simplified Helios topology 

consisted of 64 pods, with 1024 hosts and two core switches; one for optical 

circuit switching and the other for packet switching. Depending on 

communication patterns, traffic shift and assignment are done statically 

between core switches through control software 

The Helios design as depicted in Figure 2.9 was based on three main 

modules for its control software: Topology Manager (TM), Circuit Switch 

Manager (CSM) and Pod Switch Manager (PSM). Each module has a 

distinct role. The TM is responsible for monitoring and estimating pods traffic 
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demands between servers. Then, it computes a new topology with optical 

switch configuration to sustain high network throughput all the time. The 

CSM is responsible for configuring the MEMS after receiving the traffic 

connection graph. The PSM module resides in the pod switches and has a 

connection interfacing with the topology manager. The PSM maintains 

statistical details about traffic sent out from its pods. Based on calculations 

made by the TM for traffic routing decisions, the PSM gets the information 

and routes traffic accordingly either through the colourless transceivers or 

the WDM transceivers [41]. 

2.3.3.1.2 C-Through 

 

Figure 2.10. C-through [35] 

C-Through as depicted in Figure 2.10 is a hybrid packet and circuit 

switched data centre network architecture (HyPaC) introduced in [35]. The 

design aims at supplying high bandwidth to data intensive applications 

through high speed optical circuit switched network that interconnects the 
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DCN’s ToR switches. The HyPaC configuration, as can be seen in Figure 

2.10, consists of traditional packet switched DCN tree hierarchy with access, 

aggregation and core switches in the top part and in the lower part, optical 

circuit switched network is used for rack to rack high-speed connectivity. 

Each rack can have one circuit switched connection at a time to 

communicate with any other rack in the network. For changing traffic 

demands over time, the optical switch can be reconfigured (few 

milliseconds) to establish new matching between different pairs of racks. 

The traffic demands are analysed and hence links are formulated by Ed-

mond’s algorithm [42] for best maximum weight matching to satisfy dynamic 

intensive traffic requests among racks. The design relies on optical configu-

ration manager that collects traffic information from the traffic monitoring 

systems placed on each host. Based on collected information, the 

configuration manager establishes circuit switched optical links among racks 

with respect to the bandwidth requirement among every pair of racks. Once 

the optical switch is configured, the ToR switches are informed about the 

new set up to route traffic via a special preconfigured VLAN that is dedicated 

to serve only optical circuits. 

2.3.3.1.3 Hybrid electro-WDM PON data centres 
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Figure 2.11. Hybrid electro-WDM PON [43] 

 

Kachris and Tomkos in [43] proposed a novel design that introduces 

passive optical network devices (PON) such as Arrayed Wave Guide 

Routers (AWGR) in data centres. The design scheme as shown in Figure 

2.11 consist of Ethernet ToR electronic switches that are used for intra rack 

communication and WDM PON devices (AWGR) for inter rack 

communication. Each server is equipped with Ethernet and optical WDM 

transceivers. WDM PON participates in offloading inter-rack traffic and 

eliminating additional processing on ToR switches, hence the power 

dissipated by TOR switches is reduced and high throughputs between racks 

are achieved with low delays. The authors reported a 10% power saving 

through simulation using three different traffic ratios for inter-rack and intra-

rack flows. 

2.3.3.2 Full optical data centres 
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Figure 2.12. Petabit 4 x 4 switch fabric [32] 

 

Petabit [32, 44] is a full optical switching solution for data centre networks 

based on a bufferless optical switch fabric using commercially available 

Array Waveguide Grating Router (AWGR) and Tuneable Wavelength 

Converters (TWC). The Petabit design objective is to overcome the issues 

with oversubscription, bottlenecks, latency, wiring complexity and high power 

consumption. The Petabit switch flattened the network by designing one 

switch that is capable of connecting all racks within the data centre. The 

design is targeting 10,000 of 100 Gbps ports by using one optical switch that 

is capable of delivering Petabit per second capacity. The structure of the 

Petabit switch as shown in Figure 2.12 is composed of a three-stage clos 

network fabric with Input Modules (IMs), Central Modules (CMs) and Output 

Modules (OMs), where each module has an AWGR [44]. Multiple AWGRs 

are required for the Petabit switch since each AWGR can support few ports 

(128x128). Although the AWGR is passive and not configurable, the routing 

path from an input to an output and reconfiguration of the switch fabric are 

managed by TWCs which take care of wavelength conversion and hence 
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traffic can be routed from any input to any output. To overcome the switch 

fabric reconfiguration time delay when dealing with small packets, Petabit 

assembles packets in frames of 200 ns duration to allow sufficient time for 

fabric reconfiguration. In addition, the Petabit switch employs an iterative 

frame scheduling algorithm to coordinate input output traffic assignment. The 

performance of Petabit was shown to improve with the employment of three 

iterations and speed up of 1.6. The scheduling algorithm achieved 100% 

throughput, a detailed description of the scheduling algorithm is presented in 

[44]. 

Numerous other full optical designs for DCN interconnection have been 

presented to provide viable solutions for future data centres, allowing for 

high bandwidth interconnection for especially video streaming and cloud 

computing applications with acceptable reduced latency. Such full optical 

solutions include DOS [45], Proteus [46] , OSMOSIS [47], Space-WL [48] , 

E-RAPID [49], IRIS [50], and Data vortex [51]. 

2.4  Comparison and Discussion of DCN Architectures 

 

Over the past few years, the emergence of bandwidth intensive appli-

cations with power consumption concerns have driven the evolution of data 

centre architectural designs. Figure 2.13 depicts a classification of the most 

well-known DCN architectures and their categorisations. DCNs are mainly 

classified into two classes: the electronic switch centric and server centric 

designs and the optical DCN designs. The efforts in the design of electronic 

data centres have succeeded to mitigate many dilemmas and obstacles in 

providing switch centric architectures that can support fault tolerance, load 
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balancing, agility and also overcome high oversubscription ratios. Server 

centric data centres then came next to use servers as relay nodes to each 

other and provide an infrastructure with low diameter and high capacity in 

order to support different traffic types for applications with intensive 

computing requirements. However, in server centric designs, additional 

wiring cost and complexity are a result of having servers equipped with more 

than one port. 

Advances in the optical networking technologies in providing optical 

transceivers, arrayed wave guide routers, wave division multiplexing, 

tuneable lasers and passive optical devices have attracted great attention by 

researchers in academia and industry to adopt these technologies to over-

come many existing issues in the design of electronic switches and server 

centric data centres. The driving force for the redesign of data centres to 

include optical switching along with electronic switches has become an 

attractive option because of the advancement of optical technology which 

has brought the prices of optical switches and transceivers down and also 

due to the fact that optical switching can provide high bandwidth, low power 

consumption and less complexity as compared to the designs which only 

include electronic switching technology. 

Hybrid schemes such as Helios and C-through are based on readily com-

mercially available optical components and can be implemented by upgrad-

ing current data centres. Helios and C-through are quite similar in the design 

except that C-through uses WDM links. The main drawback of hybrid 

schemes is that MEMS take few milliseconds to be reconfigured, however, 

MEMS are a solution that can replace high power consuming electronic 
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switches, where MEMs consume 0.24 Watts and electronic switches 

consume 12.5 Watts per port. On the other hand, most of the full optical data 

centre schemes are based on Semiconductor Optical Amplifiers (SOA) 

switches which can replace MEMS and sustain negligible reconfiguration 

time. Unlike hybrid schemes, full optical schemes require a complete change 

of current data centre in order to be implemented. Therefore, optical data 

centre schemes seem to be promising solutions to gradually replace 

electronic data centre schemes as they tend to provide low power consump-

tion and high bandwidth with low latency. 

 

Figure 2.13. Summary of well-known data centre architectures 

 

2.5 Techniques for Energy Efficient Data Centres 

 
The United States (US) Environmental Protection Agency (EPA) has 

reported in 2007 that data centre power usage in the US doubled between 
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2000 and 2006 to nearly 61 billion kilowatt-hours, which represented about 

1.5% of all US electricity consumption [23]. The increase in power 

consumption will definitely result in large carbon foot print and more 

emission of greenhouse gases which are the main contributors to global 

warming. The IT equipment is the most power hungry components in data 

centres, represented by servers, switches, routers and power distribution 

infrastructure [38]. A performance metric, Power Usage Efficiency (PUE), is 

used to measure how efficient a data centre is in using its power and can be 

calculated by dividing the total facility power by the IT equipment power 

consumption. The value of the PUE is typically in the range 1.2 to 2, where a 

PUE value of 1.2 indicates a highly energy efficient data centre [52].  

In the following sections, we will present: an overview of the different 

methods for energy saving in data centres and industry adopted techniques 

for energy efficient data centres such as virtualisation, dynamic frequency 

and voltage scaling, dynamic network management, efficient green routing, 

green schedulers, scheduling schemes, and rate adaptation. 

 

2.5.1 Virtualization 

 
Virtualisation has received great attention by researchers and is the most 

adopted technique for data centres power saving [53] . Virtualisation is a 

method to enable services to be moved between servers and support 

multiple VMs which can serve different applications multiplexed to share one 

server. Knowing that idle servers consume about 66% of their peak power 

usage and having in mind that data centre resources are underutilised since 

the average traffic load accounts for about 30% of its resources[54], agility 
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can achieve servers statistical multiplexing and can give the illusion to 

services that they are all connected to the same switch. Hence, servers can 

be placed anywhere within the network and can be assigned to any service. 

The migration of virtual machines to consolidate workloads on a set of 

servers and then shutting down underutilised servers can lead to a great 

power saving in data centres. Researchers [55] have proposed a method to 

optimise data centre resources through dynamic consolidation of VMs on 

few servers while putting the rest on sleep state hence bringing substantial 

energy savings while providing the required Quality of Services (QoS). 

The migration of VMs is optimised by selecting the VMs locations based 

on heuristics that employ utilisation thresholds. By setting up predefined 

threshold values and through continuous monitoring of the servers’ 

resources utilisation, a decision of migrating VMs can be taken if these 

thresholds are exceeded. This results in better performance for servers and 

also in lower power consumption because of the overheating and the cooling 

system. On the other hand, VMs migration will also take place if servers’ 

resources utilisation is below certain predefined threshold values, which 

allows these servers to be shut off, and save the power consumed by idle or 

underutilised servers.  

A typical system structure consists of a dispatcher, global and local 

managers. The local manager role in the structure is to monitor the thermal 

status and resources utilisation of the network devices [56]. Based on the 

local manager observations, it sends to the global managers the collected 

information about the utilisation of resources and the VMs that have to be 

migrated, when the global manager becomes responsible for issuing 
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commands for live migration of VMs, resizing the network and hence 

eliminating servers by switching them off.  

SecondNet [57] is a virtual data centre network architecture that can be 

built on top of many existing data centre network topologies such as Fat-

Tree, VL2, and BCube. In SecondNet, a central Virtual Data Centre (VDC) 

manages the VM requests and controls virtual to physical mapping with 

guaranteed bandwidth reservation. Neighbouring servers are grouped into 

clusters, so that when VM requests are received, VDC allocation requires a 

search in specific clusters instead of searching in the whole network, which 

reduces the time complexity. In addition, grouping servers into clusters can 

place communicating VMs in the same cluster or within a close distance 

which is in fact more bandwidth efficient. The VDC manager uses spanning 

tree for signalling. Devices also use a the spanning tree to deliver failure 

messages to the manager VDC which in turn changes the routing paths and 

reallocate VMs if required. Path reallocation can be done in seconds where 

VM migration takes tens of seconds.  

2.5.2 Energy-Aware Routing 

 
The objective of energy aware routing is to save power consumption via 

putting idle devices in sleep mode or by shutting them down and using a few 

network devices to provide routing with no sacrifice in network performance. 

Network devices consume 20%–30% of the energy of the whole data centre 

[58]. The objective is to find a routing scheme for a specific topology where 

the total number of switches involved in the routing can sustain a network 

throughput that is equal to or higher than a predefined threshold. In [59]  a 
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heuristic routing algorithm were proposed. The algorithm made of three 

modules: Route Generation (RG), Throughput Computation (TC), and 

Switch Elimination (SE). Basically, the algorithm first computes the network 

throughput through basic routing. Then, it gradually removes switches until 

the network throughput approaches the predefined performance threshold. 

Finally, it powers off or puts in sleep mode the switches that are not involved 

in the final routing. The output of the heuristic consists of an (R,G) tuple 

where R is energy-aware routing chosen for the traffic matrix, and G is a 

final topology with SE. 

2.5.3 Dynamic Voltage and Frequency Scaling (DVFS) 

 
Frequency and voltage scaling represent another method to reduce 

servers’ power consumption, where there is a relation between 

voltage/frequency and the power consumed as described by: P = V2 *f, (f is 

the frequency, V is the voltage and P is the power). The servers’ memory, 

bus, I/O resources and disks power consumptions are not affected since 

they do not rely on the CPU frequency. Still, a significant saving can be 

achieved by reducing power via reducing frequency or voltage supplied to 

the processing chips [38]. In order to implement the DVFS technique on 

computing devices such as servers, hardware support for Advanced 

Configuration and Power Interface (ACPI), power management is required. 

The ACPI has four modes of power states: G0 for power-on, G1 for partial 

sleeping that is subdivided into four states; G2 is for soft-off except with 

having the Power Supply Unit (PSU) still supplying power and G3 for power-

off state [60]. 
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2.5.4 Rate adaptation in networks 

 
Similar to the servers, DVS can be applied to links and switches to reduce 

power consumption. With respect to traffic patterns and link utilizations, data 

rate can be reduced by applying DVS on transceivers and ports. The energy 

consumed by a switch can be defined as [38]: 

 
𝑃𝑠𝑤𝑖𝑡𝑐ℎ = 𝑃𝑐ℎ𝑎𝑠𝑠𝑖𝑠 + 𝑛𝑙𝑖𝑛𝑒 𝑐𝑎𝑟𝑑𝑠 × 𝑃𝑙𝑖𝑛𝑒 𝑐𝑎𝑟𝑑 +∑𝑛𝑝𝑜𝑟𝑡𝑠

𝑅

𝑖=0

× 𝑃𝑟 
(2.1) 

 

where 𝑃𝑟 is the power consumed with respect to rate, 𝑃𝑐ℎ𝑎𝑠𝑠𝑖𝑠 is the power 

consumed by the chassis, 𝑛𝑙𝑖𝑛𝑒 𝑐𝑎𝑟𝑑𝑠 is the number of line cards , 𝑃𝑙𝑖𝑛𝑒 𝑐𝑎𝑟𝑑 is 

the power consumed by the line card, and  𝑛𝑝𝑜𝑟𝑡𝑠 is the total number of 

ports. 

An Ethernet link dissipates 2–4W when operating at 100 Mbps–1 Gbps 

and can dissipate 10–20W when operating at 10 Gbps. Hence, lowering the 

operating data rate could have a dramatic effect on power saving in data 

centres [61]. However, attention has to be paid when reducing the rate to 

keep the overall performance of the network intact where data rate reduction 

can cause link congestion. 

  

2.5.5 Dynamic Power Management (DPM) 

 
Dynamic power management (DPM) is a method used in data centres to 

reduce power consumptions of some IT infrastructure components by 

switching them off or by lowering the power state when inactive. Such 

components can be the NICs, access switches, aggregation switches, and 

servers as well. Putting network elements to sleep is not a new idea; it has 
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been already implemented for microprocessors and smart phones. The idea 

is to put line cards in sleep mode one by one, then to put route processor 

and switch fabric to sleep if all line cards are on sleep [61].  

Measures and considerations for modelling a network sleep state should 

take care of power draw of sleep state over idle state, transition time in and 

out of a sleep mode, and the method to enter and exit a sleep state [61]. The 

Wake Up on Arrival (WOA) method was proposed in [62] for green Internet 

is another example deployed for data centre routers. The routers have a 

sensing circuit that is left powered on during the sleep mode, and it senses 

traffic arrival and hence wakes up routers to forward and then return to sleep 

if no more packets are arriving. An issue of lost bits which arrive first to wake 

up the router which takes time to transit from sleep to active mode was also 

solved by having dummy packets. In [62], an issue of frequent transitions 

due to small packet sizes was discussed and a solution was proposed to 

overcome this issue by shaping traffic into bursts, the routers arrange and 

maintain packets destined to the same egress into bursts and then forward 

them. This approach is called Buffer and Burst (B&B) and allows routers to 

sleep for longer time and hence save more power. 

 

2.5.6 Energy Aware Scheduling 

 
Different traffic scheduling approaches [38] in data centres were studied 

and proposed to either consolidate workloads on a few set of servers or to 

fairly distribute workload on the servers. A trade-off is always present 

between energy saving and performance, hence the scheduling should 
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always consider delay bounds, rate threshold and buffers occupancy in 

order to avoid performance degradation while achieving a considerable 

saving in power consumption in data centres.  

In [63], the authors proposed Data centre Energy efficient Network aware 

Scheduling (DENS) with a main objective to balance the energy 

consumption of a data centre with performance, QoS and traffic demands. 

DENS achieves this objective via the implementation of feedback channels 

between network switches for workload consolidation distribution 

amendments to avoid any congestion or hot spots occurrences within the 

network which can affect the overall performance. Congestion notification 

signal by overloaded switches can prevent congestion which may lead to 

packet losses and result in high data centre network utilisation.  

On the other hand, the green scheduler [63] performs workload 

consolidation on minimum possible set of links, switches, and servers and 

then uses DPM to switch off unused servers and switches. Finally, round 

robin scheduler can be implemented for uniform distribution of workload over 

all servers, which results in underutilisation of resources of data centres. The 

higher power consumption in DENS scheduler compared to the green 

scheduler can be justified by the necessity of involving extra number of 

servers and resources to guarantee the desired quality of service and avoid 

congestions.  

2.6 Summary 
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This chapter provided a detailed survey of the most recent advances in 

DCNs with a special emphasis on the architectures and energy efficiency in 

DCNs. The survey has described the conventional tree-based DCN 

architecture and discussed the challenges inherited from this architecture. 

The architectural evolution in switch-centric and server-centric DCNs in the 

last decade was described and discussed. The chapter has also covered the 

underlying technologies used to build the electronic, optical and hybrid 

electro-optical DCN architectures. The switch-centric architectures surveyed 

include the Fat-Tree, VL2 and Portland. The server centric architectures 

surveyed include BCube, DCell and FiConn. The study was enriched by 

presenting a quantitative comparison and detailed discussion of the 

described DCN architectures. In parallel to the architectural evolution in 

DCNs, a detailed survey of recent advances in energy efficiency has been 

conducted. Techniques such as virtualisation, energy-aware routing in 

DCNs, dynamic voltage/frequency scaling, rate adaptation, dynamic power 

management (DPM), energy-aware scheduling methods and dynamic 

adjustment of active network elements in DCNs were described.  
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3 Review of Passive Optical Network (PON) in access 

network (FTTx) 

 

3.1 Introduction 

 
In this chapter, Passive Optical Network (PON) devices in access 

networks are reviewed. PON devices such as arrayed waveguide routers, 

star couplers, star reflectors, and fibre Bragg grating are described along 

with the construction and main applications of each PON device. A study on 

the PON deployment in Fibre to the Premises (FTTx) access networks is 

also described to evaluate standards, protocols and classifications of PONs 

in access network. 

 

3.2  General overview of PON devices 

 

This section briefly introduces the main passive optical network devices 

and their applications. Description of PON devices’ physical characteristics, 

advantages and their main deployment in FTTx access network will be 

described. Typical PON devices include the Arrayed wave guides grating, 

couplers, and splitters fibre brag grating and star reflectors. 
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3.2.1 Arrayed Wave guides grating (AWG) 

 

Figure 3.1. 4x4 Arrayed waveguide grating [64] 

3.2.1.1 Components of the AWGR 

 
An AWGR consists of Two NxM star couplers, one at the input and 

another one at the output, they are also called free propagation regions 

(FPR) and M Arrayed waveguides with different lengths that connect the two 

couplers. The difference in length of every two adjacent arrays is constant 

and equal to ΔL.  

 

3.2.1.2 The operation of the AWGR 

When a multi wavelength signal beam arrives at the device at any port 

through the input star coupler, the signal spreads out and its power is 

equally divided among the M waveguides which in turn, propagate the 

signals to the output coupler. Because of the different length of the array 

waveguides, the phase of each of the propagating wavelengths is changed 

and shifted differently. At the output of the array, M waves with different 

phases enter the output coupler. The wavelength with the phase that 

interferes constructively at an output fibre will exit the system otherwise it will 

destructively interfere.  
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3.2.1.3 Applications of AWG 

A. Multiplexer AWG 

An example multiplexing AWG is depicted in Figure 3.2(a), four different 

wavelengths are interfaced with the four input ports of the Nx1 AWG. These 

are multiplexed and directed to the output port. 

B. Demultiplexer AWG  

Figure 3.2(b) shows a 1xN AWG as a de-multiplexer where an input 

signal consisting of four different wavelengths λ1, λ2, λ3 and λ4 distinguished 

and directed to ports 1, 2, 3, and 4, respectively. 

C. Add-drop multiplexer AWG 

In an add-drop multiplexer, data contained in a light beam of wavelength 

λ2, for example, is dropped and different new data received from different 

systems are added to replace the dropped data exiting at output port 1 as 

shown in Figure 3.2(c).    

D. Full interconnection AWG 

In a full interconnect, a multi wavelength signal arriving at input port 1, for 

example, is distributed to the output ports according to the signal 

wavelengths. In Figure 3.2(d), a signal of wavelength λ1 is routed to output 

port 1, where wavelength λ2 is routed to output port 2. This application will be 

covered in more detail in later sections. 



 

50 
  

 

Figure 3.2. Applications of AWG devices. (a) Mux/Demux (b) drop/add multiplexer (c) 
full interconnection [64] 

 

3.2.2 Fibre Brag Grating 

 

 

Figure 3.3. Fibre Bragg grating [64] 

 

A fibre grating as shown in Figure 3.3 is a periodic variation (Ʌ) in small 

section of the core refraction index (n) of an optical fibre for the purpose of 
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reflecting a certain wavelength. The reflected wavelength obeys Bragg’s law 

and can be expressed as [36]: 

 
Ʌ =

𝜆

2𝑛
 

 

(3.1) 

Other wavelengths that don’t obey Bragg’s law are transmitted through and 

will not be affected by the periodical variation of the core. Applications of the 

Brag grating include, strain and temperature sensors, WDM filters, and 

tuneable filters and many others [36, 65]. 

3.2.3 Splitters/couplers 

 

The concept behind beam splitting in passive optical devices is explained 

in this section. Snell’s law leads to a method to split an optical beam in to 

two beams with equally divided intensity. Snell’s law basically relates the 

angles of incidence and refraction to the medium refractive indices as 

presented in the following equation [66]: 

 𝑛1𝑠𝑖𝑛𝜃1 = 𝑛2𝑠𝑖𝑛𝜃2 (3.2) 

 
Figure 3.4 shows a light wave that travels in a denser medium and strikes 

a dielectric material with a lower index of refraction, a portion of the light is 

transmitted and the other part is reflected. If the angle of incidence is 

increased and exceeds the critical angle (transmitted angle = 90 degree), 

there will be no transmitted light and the light will be reflected back into the 

dense medium. This phenomenon is called total internal reflection (TIR) 

where the transmitted angle equal to 90 degree (Sin 90 = 1) and the angle of 

incidence will be the critical angle [66].  
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 𝜃𝑐 = 𝑎𝑟𝑐𝑠𝑖𝑛
𝑛2
𝑛1

 (3.3) 

 

 

Figure 3.4. Total internal reflection (TIR) [66] 

 
Total internal reflection is a result of the propagation of a light beam from 

a dense medium to a less dense medium where light is incident at an angle 

greater than or equal to the critical angle. Looking at Figure 3.5, another 

medium (medium C) with a refractive index equals to n1 is introduced and by 

having medium B sandwiched in the middle between A and C. If medium C 

is close enough to medium A, the decaying evanescent wave will penetrate 

into medium B reaching the interface BC. This phenomenon is called Optical 

Tunnelling or frustrated total internal reflection resulting from the proximity of 

C which frustrates the TIR and reduces the intensity of the reflected light. 

 

 

Figure 3.5. Optical tunnelling or frustrated TIR [66] 
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Frustration of total internal reflection was found to be one of the ideas that 

can be used to split a light beam using a beam splitter. The idea is very 

simple; a prism cube can be made by using two prisms where the prisms are 

separated by a low refractive index film as showing in Figure 3.6. When a 

light beam is incident at prism A at an angle greater than the critical angle, 

total internal reflection can be achieved and half of the light intensity is 

tunnelled through the thin film and transmitted into C. 

 

 

Figure 3.6. Prism splitter [66] 

 

Splitters are attractive solution and are implemented in many applications. 

Passive splitting/coupling has been widely implemented in fibre to the 

premises access networks. A signal can be passively split by cascading 

multiple of 1x2 splitters as shown in Figure 3.7. Splitters can be formed by 

branching the waveguides in the form of a Y junction. Figure 3.7 presents 

cascaded 1x2 couplers used to produce a 1x8 coupler. A basic technology 

for building passive optical network splitters is the Fused Biconical Taper 

(FBT). An FBT splitter is made by wrapping two fibre cores together, putting 

tension on the optical fibres, and then heating the junction to make the two 

fibres tapered and fused together [65]. 
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Figure 3.7. Cascaded 1x2 couplers/splitters to produce 1x8 coupler [36] 

 

3.2.4 Star reflector 

In brief, with star reflector, light incident to any port is coupled to all other 

ports. Figure 3.8 shows a star reflector passive device with 8 inputs. An 

incident light signal to any input port will result in broadcast to all ports. 

 

Figure 3.8. Star reflector [36] 

 

The remaining sections of this chapter present PON deployment in Fibre 

to the Premises (FTTx) access network. The main standards developed over 

the years and their different categorisations based on the media access 

control protocols used are covered. 

3.3 PON deployment in access networks 

 

The high capacity links to end users, cost efficiency, and low power 

consumption of PON technology have motivated its mass-deployment in 

access networks. PONs are currently mainly deployed in fibre to the home, 

curb, or premises (FTTx) access networks to provide high speed broadband 

1

2

3
4

5
6
7
8
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triple play services of voice, data, and video over a single strand of fibre to 

be shared by multiple users in residential areas. PONs can be extended to 

reach users who are 20-60 km away from the Central Office (CO) with a 

128-256 maximum split ratio which is equivalent to the number of 

subscribers that can be provisioned with triple play services from one port. 

Figure 3.9, depicts a typical FTTx PON deployment. An Optical Line 

Terminal (OLT) switch is located at the CO. This switch is responsible for 

managing traffic flows among different PONs, controlling resource allocation 

to fulfil subscribers’ traffic demands, and coordinating the arbitration of 

channel access to avoid collision. On the other side, Optical Network Units 

(ONUs) are installed at the subscribers’ premises to deliver services such as 

telephone, Ethernet data, and IPTV. The uplink traffic flow from the ONUs to 

the OLT is a Point to Point (P2P) connection. The downstream traffic flow is 

in the form of Point to Multi Points (P2MP), originating from the OLT and 

broadcasted to the ONUs connected within the same PON. The P2P and 

P2MP nature of traffic forwarding in PONs is a result of the directionality and 

photonic functionality of the passive optical splitters/couplers that can 

aggregate and separate the optical signal passively. The bandwidth and 

resource allocation to the ONUs are managed by the OLT switch and can be 

performed statically or dynamically. 
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Figure 3.9. (a) TDM PON architecture (b) WDM PON architecture 

 

PONs technology has evolved over the years. The ITU along with IEEE 

have standardised several designs to meet a range of requirements in terms 

of uplink and downlink transmission rates, number of splits, reach, and 

transmission protocol. The three main PON standards are Broadband PON 

(BPON), Ethernet PON (EPON), and Gigabit PON (GPON/XGPON). The 

characteristics of each PON are described in Table 1 to compare 

transmission capability, number of allowed splits, operating wavelengths, 

distance and transmission protocol of each scheme  [67, 68]. 

Table 3.1 PON access network classifications 

 BPON EPON GPON XG-PON 

Standard ITU-T G.983 IEEE 

802.3ah 
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Transmission 

Protocol 

ATM Ethernet Ethernet, 

ATM, TDM 

Ethernet, 

ATM, TDM 

Transmission 

Speed 

 Up to 622 

Mb/s 

downstream 

and  up to 155 

Mbit/s 

upstream 

Symmetric 

up to 1.25 

Gbit/s 

Up to 2.5 

Gb/s 

downstream 

and up to 

1.25 Gbit/s 

upstream 

Up to 10 

Gb/s 

downstream 

and up to 

2.5 Gbit/s 

upstream 

Upstream 

wavelength 

1310 nm 1310 nm 1310 nm 1270 nm  

 

Downstream 

wavelength 

1490 nm and 

1550 nm 

1550 nm 1490 nm and 

1550 nm 

1578 nm 

Distance 20 kM 10 kM Up to 60 kM Up to 60 kM 

Maximum 

Allowed 

splits 

32 32 32,64, and 

128 

32,64, and 

128 

 

Three Classes of optical transceivers were standardised in order to define 

the permitted ranges of attenuation caused mainly by split ratio and distance 

between the transmitter and receiver. Transceivers’ Classes with respect to 

power budgets in PON access networks are as follows[69]: 

[1] Class A: 5-20 dB 
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[2] Class B: 10-25 dB 

[3] Class C: 15-30 dB 

3.4 Categorisation of FTTx PONs based on Media Access 
Control (MAC) protocol 

 

Based on the Media Access Control (MAC) protocol implemented, PONs 

can be classified to two main categories; TDM-PON and WDM-PON. In TDM 

PON as shown in Figure 3.9(a), two wavelengths are used; one for uplink 

stream and the other for downlink stream. In the uplink direction ONUs 

compete to access the shared transmission channel. Many bandwidth 

allocation algorithms were proposed to mitigate and enhance media access 

in PON [70-73]. In static bandwidth allocation algorithms, ONUs are 

assigned with a predefined bandwidth whether there is a need to use it or 

not while in dynamic bandwidth allocation algorithms, bandwidth is 

dynamically allocated based on demand, quality of service requirements, 

and resources availability. 

On the other hand, WDM-PONs as shown in Figure 3.9(b) avoid resource 

sharing among ONUs through the use of AWGRs instead of the star 

splitters/couplers. In WDM-PON, each ONU is assigned a pair of 

wavelengths dedicated for its upstream and downstream transmission and 

hence there is no need for bandwidth allocation algorithms. However, WDM-

PONs suffers from a number of limitations in terms of scalability of 

wavelengths, number of costly tuneable lasers and photo detectors to be 

deployed, and bandwidth utilisation.  
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Hybrid WDM-TDM architectures were proposed to overcome these 

limitations. In hybrid architectures, wavelengths can be dynamically 

assigned and shared by multiple ONUs located at different PONs. The ability 

to dynamically tune to different wavelengths, allows ONUs to join other 

TDM-PONs which enhances the bandwidth utilisation at low loads and also 

avoids congestions at high loads. The number of laser diodes at the OLT 

can also be reduced by using a multicarrier generator  [74] that is capable of 

supplying hundreds of carriers with ONUs that have no light source and 

directly modulate the optical carrier received by the OLT for uplink 

transmission. 

3.5 Summary 

 

This chapter has focused on FTTx technology implementation for 

residential access network and studied its deployments, architectures, 

hardware, characteristics, classifications, implemented protocols, and 

standards. The goal is to make use of PON technology with its attractive 

proven performance in residential access networks to provide energy 

efficient, high capacity, low cost, low latency, scalable, and highly elastic 

solutions to support connectivity inside modern data centres and to 

overcome some of the limitations in current data centres architectures. The 

next chapter of the thesis investigates the feasibility of designing new data 

centre architectures relying mainly on PONs to facilitate inter and intra rack 

communication.
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4 Proposed PON architectures for data centre networks 

 

4.1 Introduction 

 

As PON technology performance has been proven in access networks 

and has shown its capability in provisioning low cost, high capacity, low 

latency, scalable, and energy efficient networks, it has become more 

attractive to be adopted to provide interconnection fabric in modern data 

centres. The use of Passive Optical Networking (PON) technology in data 

centres and the useful functionalities provided by devices like Arrayed 

Waveguide Grating Routers (AWGR), Fibre Bragg gratings (FBG), and star 

couplers/splitters have attracted much attention from the research 

community in the last few years.  

In this chapter, the emergence of PONs in the design of interconnection 

fabric in data centres is reviewed and new designs are introduced. A review 

of previous works that considered partial implementation of PONs in the data 

centre is provided. Five novel designs for PON implementation in data 

centres are proposed. Different solutions using mostly passive optical 

devices to manage inter-rack and intra-rack communication among servers 

are presented.  At the end of this chapter, a qualitative comparison between 

the five proposed designs is given to outline the advantages and 
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disadvantages of each design when compared to other designs. Detailed 

evaluation of the key proposed architectures is then given in Chapters 5 to 9.  

4.2 PON Emergence in future data centre architectures  

 
Recent progress in data centres has led to increased data rate 

requirements per server, where servers now have 1 Gb/s cards as standard 

and higher rate cards are being considered. This coupled with the large 

number of servers per data centre potentially reaching and exceeding 1 

million servers per data centre, has meant that the use of optical networking 

approaches in data centres has become essential to provide the aggregate 

data rates required [75].  

In addition, studies have shown that network connectivity is becoming a 

bottleneck in the data centre. More importantly improving the per server data 

rate can significantly reduce the number of servers needed and hence the 

overall data centre power consumption and cost. For example [75] illustrates 

through a sorting example that increasing the per server data rate by a factor 

of 100 from 2.8 MB/s to 293 MB/s reduces the number of servers needed by 

a factor of 66 from 3452 to 52 servers resulting in significant cost and power 

savings, all achieved through improved networking. In addition to sorting, 

data centres perform a range of other unrelated functions such as hosting 

and streaming content to users, where the impact of improved networking 

may not be as dramatic, but is still important. Server networking resembles 

in a number of ways access networks that interconnect homes, with the 

server replacing the home. Therefore PONs developed for residential 

networking are a natural contender, being both an optical networking 
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approach and a proven scalable solution that can support hundreds to 

millions of homes in a country. 

However, if PONs are to be deployed in data centres, then three major 

challenges have to be tackled which are specific to the data centre 

environment. Firstly traditional PON architectures were developed to cater 

for home (i.e. Optical Network Units (ONUs) in the home) to the 

telecommunications office (OLT) traffic, for example for Internet access. 

Here home to home traffic is not a major strand. In data centres, server to 

server traffic is essential and therefore new PON architectures that support 

server to server traffic are essential.  

     Data centre traffic strands are considered to propose a number of new 

PON architecture options that support both forms of server to server traffic: 

inter-rack and intra-rack communications. Secondly, residential PONs 

typically have one route from ONU to ONU, and this is realised via the OLT 

switch. This loads the OLT switch if server to server communication is large 

and with a single path, load balancing becomes difficult. Therefore, 

designing new PON architectures that provide multiple routes between 

servers within the PON ‘cell’ and/or through the rest of the architecture is 

needed. Thirdly PONs are designed typically for asymmetric traffic where 

home users typically download from the Internet more than they upload. 

Server to server communication can however be symmetric and can exhibit 

different degrees of traffic asymmetry. Therefore our proposed designs 

introduce architectures with more than a single route (direct in several 

cases) between servers, thus providing symmetry. Moreover, MAC protocols 

can be re-designed to provide the required symmetry and variable degrees 



 

63 
  

of asymmetry. While possible solutions are proposed here, one of the goals 

is to outline the open research issues and the important problems to be 

tackled in realising efficient PON data centre networks. 

As discussed, significant research efforts have been devoted over the last 

decade to the design of efficient data centre networks to mitigate the 

limitations of conventional data centre architectures. However, major 

concerns are still raised about the power consumption of data centres and 

its impact on global warming in the first place and on the electricity bill of 

data centres in the second place.  

Given the steadily increasing number of servers and the exponentially 

growing traffic inside data centres, the limitations of conventional data centre 

networking architectures such as in respect of link oversubscription and 

inefficient load balancing have become even more critical. Also conventional 

data centre architectures are based on expensive and power hungry devices 

such as access switches, aggregation switches and core switches.  

The use of PONs can overcome the problems of switch oversubscription 

and unbalanced traffic in data centres where PONs architectures and 

protocols have historically been optimised to deal with these problems as 

well as handling bursty traffic efficiently through flexible protocols. 

4.2.1 The need for PONs in the data centre interconnection 
design. 

 
The limitations of current proposed data centre networking infrastructure 

in terms of capacity, cost and energy efficiency have triggered the need for 

new architectures to meet efficiently the growing demands of modern data 

centres. The choice of the architecture of a DCN is of premium importance 
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as it impacts the overall efficiency of the DCN. The architecture of a DCN, or 

its topology, directly reflects on its scalability, cost, fault-tolerance, agility and 

power consumption. DCNs continue to evolve and considerable research 

efforts are being made to address the various challenges observed. The 

choice of a DCN solution to address one challenge impacts and often limits 

the alternatives and how to address other issues. 

Attention has recently been directed, in respect of DCNs [76] [43], to Fibre 

to the Premises FTTx technology for residential access networks to study its 

deployments, architectures, hardware, characteristics, classifications, 

implemented protocols, and standards to design new data centre 

architectures that mostly rely on passive optical networks. The goal is to 

make use of PON technology with its attractive proven performance in 

residential access networks to provide energy efficient, high capacity, low 

cost, low latency, scalable, and highly elastic solutions to support 

connectivity inside modern data centres and to overcome most of limitations 

in current data centre architectures.  

A number of PON designs will be presented, discussed, and compared to 

replace the high power consuming access and aggregation switches in 

current data centres infrastructures. In subsequent sections of this chapter, 

the deployment of PONs in future data centres are tackled by re-designing 

the current paradigm of PONs (used traditionally in residential access 

networks) to furnish scalable, low cost, energy-efficient, and high capacity 

interconnections infrastructure to accommodate the different traffic patterns 

in data centres. 



 

65 
  

In addition to the use of mostly passive optical devices, other challenges 

addressed by these designs include off-loading the inter-rack traffic from the 

OLT switch to avoid undesired power consumption and delays and reducing 

or eliminating the need for expensive tuneable lasers. 

4.2.2 Related work 

 
Previous work as discussed in Chapter 2 Section 2.3.3 has considered 

partial implementation of PONs in data centres to take advantage of the 

different merits provided by the PON architectures. Huawei in [76] presented 

a study on the PON technology and its capability in terms of storage, 

processing and interconnection speed to furnish all the requirements for 

cloud computing. In [43] the authors introduced Array Waveguide Grating 

Router (AWGR) based PONs in addition to Top of Rack (TOR) and 

aggregation switches to off-load the burden of managing the inter-racks 

communication traffic from access switches to PONs. Therefore, the power 

consumed by access switches was reduced by 10% and low delays with 

high throughputs were obtained for rack to rack communications. Another 

recent partial PON implementation for data centre interconnection is 

presented in [77] where aggregation switches are replaced by passive 

optical AWGRs supported with Orthogonal Frequency Division Multiplexing 

(OFDM) modulation. The proposed architecture in [77] has demonstrated 

low delays and high throughput with flexibility of bandwidth allocation 

through efficient subcarrier assignments using access TOR switches and 

AWGR for interconnection fabric.  

No designs have considered full passive interconnection for intra and inter 

racks communication within data centres. The objective of the proposed 
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designs is to tackle the deployment of PONs in future data centres by re-

designing the current paradigm of PONs used for access networks to furnish 

a scalable, low cost, energy-efficient, and high capacity interconnections 

infrastructure to accommodate the different traffic patterns in data centres. 

The subsequent section will provide a general overview of PON devices and 

its applications along with its deployment in access networks. 

In this chapter, different PON architectures are proposed to furnish a 

scalable, high speed, and energy efficient data centre interconnection. First, 

PON capability to provide infrastructure for cloud computing in data centres 

is explained. Followed by a Study on traffic patterns and locality in data 

centres and access networks is reviewed. Then, five proposed PON designs 

are presented. The chapter concludes with a qualitative comparison 

between the proposed designs to summarise the main differences along with 

advantages and disadvantages of the different proposed architectures.  

4.3 PON capability study for data centres  

 

     In this section PON deployment in data centres is introduced. Figure 4.1 

shows the connectivity created by a typical PON deployment. The OLT 

switch consists, typically of 8 chassis, hosting up to 16 cards each. Each 

OLT card has the capacity to connect 8 ports, each of which provides a 

transmission rate up to 10 Gb/s. With a splitting ratio of 128, a single card 

port can connect 128 subscribers, and therefore one card can connect 1024 

subscribers, and one chassis can provision connection to 16,384 

subscribers. 
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Figure 4.1. (a) OLT card with 8 ports to connect 8 PON Cells (each PON Cell hosts 128 
servers), (b) OLT Chassis with 16 cards to connect 128 PON Cells, (c) OLT switch 

with 8 chassis, (d) Five OLT switches 

 

This large connectivity furnishes a great infrastructure for cloud computing 

in data centres to provide services to clients that have different applications 

such as Infrastructure as a service (IaaS), Platform as a service (PaaS), and 

Software as a service (SaaS). The fact that data centre interconnection 

fabric covers distances of only hundreds of meters significantly reduces the 

attenuation incurred by signals and therefore more splitting can be 

provisioned and higher number of servers can be connected to the PON. 

With such connectivity and connecting the ONUs to Intel core 980x servers, 

with 8 GB RAM memory and 147,600 MIPS processing capability, a total 

processing capacity of 2,418,278 GIPS and memory of 131,072 GB can be 

obtained per an OLT switch chassis. Figure 4.2 illustrates the memory and 

processing capability of PON network for data centres. 
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    The deployment of PON to provide connectivity inside data centres 

eliminates the need for access and aggregation switches used in current 

data centre connectivity (see Figure 4.1), and therefore reduces the power 

consumption while guaranteeing excellent performance in terms of resource 

allocation and speed of interconnection between servers. 

   Given the potential of PONs to support connectivity within data centres, 

the challenge will be to re-design the current interconnection relying only on 

passive optical devices to serve the different traffic patterns in data centres. 

In the following Section the traffic patterns in data centres are discussed.    

 

Figure 4.2. Total Processing capability and memory capacity for (a) PON Cell, (b) PON 
OLT Card, (c) PON OLT Switch Chassis, and (d) PON OLT Switch with 8 Chassis for 

data centre hosting Intel core 980x servers, with 8 GB RAM memory and 147,600 
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4.4 Study of traffic patterns in FTTx and data centres  

 

Traffic patterns in FTTx PON access networks consist of a mixture of 

voice, data and video. The tree topology nature of PON along with its 

directionality provides a suitable architecture for the interconnection between 

the OLT and the ONUs where traffic is either destined from the ONUs to the 

OLT (uplink) or from the OLT to the ONUs (Downlink). In FTTx, ONU to ONU 

traffic is not a major concern for residential areas since it is only common for 

voice traffic. In such a case, a request has to be forwarded to the OLT switch 

which in turn facilitates a connection between the two ONUs whether they 

are neighbours connected to the same PON or apart in two different PONs. 

However, the delay introduced by establishing a connection between 

neighbouring ONUs through the OLT switch is negligible for voice 

applications. 

However, ONU to ONU traffic needs to be addressed more efficiently if 

PONs are deployed to provide interconnection fabric in data centres. In data 

centres, traffic patterns differ based on the application provided. Traffic 

within a data centre, as shown in Figure 4.3, can be classified into four main 

categories; (i) In-Out traffic destined out of the data centre through access 

switches, aggregation switches and core routers, (ii) Intra-rack traffic 

between servers located within the same rack through the access switches, 

(iii) Inter-rack traffic between servers located in different racks through the 

access switches and the aggregation switch linking the two racks, (iv) Out-In 

traffic entering the data centre through core routers, aggregation switches, 

and access switches.  
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The percentage of inter-rack and intra-rack traffic within a data centre 

varies between 20-80% depending on the type of data centre and the 

running applications [78]. Therefore, eliminating the access and aggregation 

switches and replacing them with directional PON splitters/couplers results 

in over-loading the OLT switch making it the bottleneck for all types of traffic. 

Despite the fact that the OLT switch backplane can provide non-blocking 

hundreds of gigabit interconnection among its cards, offloading the burden 

on the OLT switch will avoid undesired delays and power consumption 

resulting from O/E/O conversions, queuing, buffering and processing. In the 

subsequent sections, different design approaches to mitigate the challenges 

facing the implementing of PONs to support connectivity inside data centres 

are presented. 

 

Figure 4.3. 3-Tier data centre traffic flow classification 

 

4.5 Proposed PON architectures for future data centres 

 

Core 
Routers

Aggregation
Switch

Access
Switch
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In this section, a number of novel PON designs to support connectivity 

inside data centres are described. In addition to the use of only passive 

optical devices, other challenges facing such designs include i) off-loading 

the inter-rack traffic from the OLT switch to avoid undesired power 

consumption and delays and ii) reducing or eliminating the need for 

expensive tuneable lasers. 

4.5.1  Design Options 1 and 2: PON designs for data centres 
adopted from Fttx deployments 

 

     

Figure 4.4. (a) Option design 1: TDM-PON DCN architecture, (b) Option design 2:  
hybrid WDM-TDM PON DCN with multi-carrier generator 

 

Figure 4.4 illustrates two designs of the PON interconnection fabric inside 

data centres adopted from the FTTx deployments. For simplicity, the 

architecture of a single PON cell is presented, i.e. the connection 
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provisioned by a single OLT card port to connect 128 servers distributed in 

four racks. The designs depicted in Figure 4.4 eliminate the need for access 

and aggregation switches. Figure 4.4(a) is a demonstration of a TDM-PON 

data centre where only passive star splitters/couplers are used to provide 

interconnection and a pair of wavelengths for upstream and downstream 

flows is shared among the 128 servers distributed in the four racks. The data 

centre connectivity can also be based on a hybrid TDM-WDM PON with a 

combination of star splitters/couplers and AWGR as shown in Figure 4.4(b). 

The hybrid TDM-WDM PON reduces congestion and facilitates more 

bandwidth for each rack. To reduce the cost of laser diodes at the OLT and 

avoid them at the servers, the TDM-WDM PON can be designed with 

multicarrier generator. At the server end, low cost multimode transceivers 

can be employed to directly modulate the carrier signal received from the 

OLT for the upstream transmission. 

    As discussed in Section 4.4, the nature of application and traffic locality 

within data centres requires servers to communicate and exchange 

information. In Table 4.1 three different designs based on optical passive 

devices are introduced to manage intra-rack communication without the 

need to reach the OLT switch. 

Table 4.1. Comparison between the proposed technologies for Intra-rack 
communication 

Design Passive Star 

Reflector [36] 

Passive Fibre 

Brag Grating 

[36] 

Passive Polymer 

Optical 

Backplane [79] 
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Interconnection 

model star

 
 

 

Additional 

Requirements 

Additional Multi-

Wavelength 

(MW) transceiver 

and additional 

wiring 

Additional MW 

transceiver or 

OFDM 

transceiver 

Rack with passive 

polymer optical 

backplane  

Drawbacks Cost, wiring 

complexity, 

contention on 

MAC 

Contention on 

MAC for first 

option and costly 

transceivers for 

OFDM option 

Loss and need for 

regeneration for 

large racks 

MAC 

Mechanism 

Unidirectional 

TDMA 

TDMA for the 

additional 

transceiver and 

OFDM for the 

second option 

Terabit capacity 

Non- blocking Full 

mesh 

interconnectivity 

and no MAC is 

required 

 

     The first proposed design uses a passive star reflector to connect servers 

within a rack allowing each server to broadcast to other servers using an 

additional transceiver. The main limitation of such a design is the complexity 

of the MAC protocol needed to coordinate and arbitrate channel access. 

    Another solution to support intra-rack connectivity is to deploy a Fibre 

Brag Grating (FBG) after the star coupler connecting the servers in the rack 

to reflect a dedicated wavelength assigned for intra-rack communication 
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traffic. To facilitate the use of the FBG for the intra-rack communication, 

each server can be equipped with a second multimode transceiver. OFDM 

technology can be used to allow a single transceiver to generate multiple 

carriers, one for intra-rack communication and another for connections to the 

OLT or other racks. However, the expensive OFDM transceivers will 

increase the deployment cost of the PON design. 

A third alternative which is found more practical for intra-rack 

communication is the Passive Polymer Backplane developed in [79]. This 

technology employs a passive backplane with multimode polymer 

waveguides and can provide non-blocking full mesh connectivity with 10 

Gb/s rates per waveguide, exhibiting a total capacity of a 1 Tb/s. Figure 4.5 

presents a 10 cards backplane layout with 100 waveguides. 

 

Figure 4.5. Schematic of 10x10 passive polymer optical backplane [44] 

 

      The main limitation of the designs depicted in Figure 4.4 is the need to 

forward all inter-rack traffic for racks within the same PON cell and rack in 
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different cell to the OLT switch, which buffers, processes, and reroutes traffic 

to the destination servers. Forwarding through OLT introduces delays and 

undesired power consumption. Therefore, new designs are proposed for 

PON cells to reduce or avoid the forwarding of the inter-rack traffic to the 

OLT for communication within a PON Cell. 

4.5.2  Design Option 3: PON designs for data centres with 
servers equipped with tuneable lasers 

 

 

 

Figure 4.6. Option-3 PON Data centre interconnection for PON Cell employing servers 
equipped with tuneable lasers and utilizing AWGR and star coupler/splitters for fabric 

interconnection 
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In this design, as depicted in Figure 4.6, the PON Cell is equipped with 

two AWGRs to provision full interconnection between the 4 racks, each of 32 

servers, using 4 wavelengths. The connection between the racks and the 

OLT is established via a 1: N AWGR.  

The network interface card of each server is equipped with an array of 

photo detectors and tuneable lasers for wavelength detection and selection. 

Inter-rack communication can be provisioned either via the OLT switch or 

directly through the AWGR where a wavelength is selected for transmission 

based on the location of the destination server. Alternative routes facilitate 

multi-path routing and load balancing at high traffic load, however; as 

mentioned previously the OLT switch traffic forwarding should be avoided if 

possible to reduce delay and power consumption. A server can reach 

servers in other racks in the same cell via tuning its transceiver to the proper 

wavelength that matches with the AWGR wavelength routing interconnection 

map. 

     AWGR interconnection configuration for wavelength routing is shown in 

Figure 6b. For a server in rack 1 to communicate with a server in rack 2, its 

transceiver has to tune to wavelength 2 which will be input to AWGR-1 input-

1 (𝜆2
1)  and forwarded to output 2 to be transmitted to AWGR-2 at input 1 and 

then forwarded to output 4. To establish a connection through the OLT 

switch, servers in rack 1 should tune to wavelength 3 (𝜆3
1) that will be routed 

to output 3 of AWGR-1. This design is similar to the cellular network, in the 

essence that wavelengths can be reused to connect other racks connected 

to different OLT ports. Intra-rack communication can be provisioned using 

one of the previously described techniques in Table 4.1.  
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The main drawback of the design is its high deployment cost as all 

servers are equipped with tuneable transceivers. The following two designs 

are presented for PON cells to reduce or eliminate the need for tuneable 

lasers.  

4.5.3  Design Option 4: PON designs for data centres with few 
tuneable lasers 

 

Figure 4.7. Design option 4: PON DCN with few servers equipped with tuneable lasers 
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employing a special server to manage inter-group communication within the 

same rack and in different racks. In this design, as shown in Figure 4.7, each 

rack hosts 32 servers distributed in multiple groups. A group can host N 

servers where N is the splittings ratio for each TDM PON. For a rack of 32 

servers, the design can have four groups each of 8 servers.  

     The connectivity within a group is maintained by reflecting the wavelength 

selected for intra-group communication using a FBG. As the reflected 

wavelength does not propagate out of the rack or into other groups within 

the same rack, the same wavelength can be used for all groups in different 

racks. This will simplify and unify the design of the transceivers for all 

servers. The same wavelength can be used for transmitting and receiving as 

it is a one way communication for the reflected wavelengths. To avoid 

collision and to manage contention on channel access, servers have to send 

a control message to the special server located after the FBG to gain 

permission to the intra-group communication wavelength. 

     Each group is assigned two wavelengths, one for uplink link and one for 

downlink transmissions. The specialised servers maintain a database of 

servers’ addresses in the groups and wavelengths assigned to each group 

and can perform wavelength conversion to facilitate inter-rack 

communication which can take place either through the AWGRs as full mesh 

connectivity exists, or by approaching the OLT card. Specialised servers 

periodically exchange updates and status of their connectivity to update their 

databases. These updates can be exchanged between the servers directly 

or through the OLT. 
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     The number of groups per rack can be reduced to two groups each of 16 

servers to reduce the number of AWGRs, TDM-PONs, and the wiring 

complexity. However this will increase the load on the specialised servers 

which are the focal point of the design.      

4.5.4 Design Option 5: PON designs for data centres without 
tuneable lasers 

 

Figure 4.8. Design option 5: PON DCN with no tuneable lasers 

 

The design, depicted in Figure 4.8, eliminates the need for tuneable 

lasers and facilitates high speed interconnection among racks within a PON 

cell by dividing each rack into 4 groups each of 8 servers connected by a 

TDM star coupler. Servers of different groups in the same rack are 

connected via Terabit capacity passive polymer optical backplane. Three of 

the 4 groups are connected to the other three racks, and one group 

connects the rack with the OLT. Inter-rack communication between servers 
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that do not belong to groups with a direct connection is established by using 

one of the servers of the group with a direct connection with the rack of the 

destination server. Relay server selection can be based on servers’ 

utilisation or traffic load within the group. Similarly servers can establish 

connection with the OLT switch. Connections between the OLT switch and 

racks can be provisioned either through the use of a star coupler (TDM) as 

depicted in Figure 4.8 or via an AWGR (WDM) to facilitate more bandwidth. 

4.6 Comparison and discussion 

 

Table 4.2 summarises the key differences and similarities among the new 

PON architectures for future data centres proposed in this article.  In terms 

of processing and memory capabilities, all the proposed PON designs can 

deliver an infrastructure suitable for modern applications such as cloud 

distributed computing with transparent and efficient resource assignment as 

per clients’ needs. In addition, all the designs are scalable in terms of 

wavelength requirements to facilitate high speed interconnection (up to 10 

Gb/s and beyond) among servers within a PON cell, where the same 

wavelengths can be reused in other PON cells, thus ensuring scalability in a 

fashion similar to cellular wireless and residential PONs. For control and 

management mechanism, all the proposed designs can make use of the 

MAC methods used in access networks (TDM, WDM and Hybrid TDM-

WDM). The single exception here is that with option 4, a centralised server 

that is responsible for routing and coordination of channel access 

assignment and arbitration is introduced. 
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Design options 1 and 2 are simple architectures based on current FTTX 

deployment technologies, however; inter-rack communication has to be 

processed through the OLT switch creating a bottleneck as conventional 

PONs and OLT switches were not designed to handle large peer-to-peer 

(server-to-server) traffic between ONUs. As for inter-rack flows, the 

deployment of AWGRs in design option 3 is a premium solution to provision 

high speed interconnections that provide multi-path routing for inter-rack 

traffic. However, the drawback of such a design is its high cost incurred as a 

result of the expensive tuneable lasers required for each server. Design 

option 4 reduces the number of tuneable lasers required to support inter-

rack communication by deploying special servers. Design option 5 is the 

most attractive solution as no tuneable lasers are deployed and multi-path 

routing for server to server communication is supported. 

Table 4.2. Comparison of the five PON cell design options 

 Option 1 Option 2 Option 3 Option 4 Option 5 

Tuneable 

lasers 

None None All 

servers 

Few (4 

servers) 

None 

Inter-rack 

traffic 

forwarding 

Via 

OLT 

Via 

OLT 

Via 

AWGR or 

OLT 

Via 

AWGR or 

OLT 

Via 

relay 

servers or 

OLT 

Intra-rack 

traffic 

forwarding 

FBG 

/Star 

reflector/   

Optical 

backplane 

FBG 

/Star 

reflector/   

Optical 

backplane 

FBG 

/Star 

reflector/   

Optical 

backplane 

FBG / 

/Star 

reflector 

/Optical 

backplane 

FBG / 

Star 

reflector 

/Optical 

backplane 
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Fabric 

interconnection 

PONs PONs PONs PONs 

and  

servers 

PONs 

and  

servers 

Multi-routes 

and Load 

balancing 

No No Yes Yes Yes 

Number of 

wavelengths/ 

Scalability 

2, one 

uplink and 

one 

downlink 

8, a 

pair for 

each rack 

4 6 for 

inter-rack 

+ 1 

FBG + 2 

for each 

rack 

 

2 for 

connection 

between 

group 

pairs  

+ 2 for 

TDM PON 

to OLT, or 

8  for 

WDM 

PON to 

OLT 

 

Wiring 

complexity 

Low Low Moder

ate 

High Moderate 

Management 

and control 

mechanism 

Via 

OLT 

Via 

OLT 

Via 

OLT/ 

control 

system 

Via 

OLT and 

centralized 

servers 

Via 

OLT 

 

4.7 Summary 
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In this chapter the deployment of PON based architectures to provide 

energy efficient, high capacity, low cost, low latency, scalable, and highly 

elastic networking infrastructures to sustain the applications and services 

hosted by modern data centres is discussed. Five designs for PON 

deployment in data centres are proposed. Two of these designs are based 

on current FTTx deployment technologies, however inter-rack 

communication has to be processed through the OLT switch. To facilitate 

high speed interconnection among racks within a PON cell, we proposed an 

architecture where each server is equipped with an array of photo detectors 

and tuneable lasers for wavelength detection and selection.  Another design 

is proposed to reduce the need for expensive tuneable lasers by deploying 

special servers to manage and perform the wavelength conversion needed 

to support inter-rack traffic connections. The final proposed design is the 

most cost efficient as it eliminates the need for tuneable lasers and facilitates 

high speed interconnection among racks within a PON cell. We have also 

proposed different methods to facilitate intra-rack communication using star 

reflectors, FBGs, and a passive optical backplane. 
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5 Energy and cost efficient AWGR-based PON data centre 

architecture (Design-Option 3)  

 

 

5.1 Introduction 

 

     In this chapter, a detailed description of the energy and cost efficient 

AWGR based PON data centre architecture (Design-Option 3) is given. A 

mathematical optimisation model for the routing and wavelength assignment 

problem within the AWGR PON cell fabric is presented. The issue of link 

oversubscription and the method to improve it within the PON cell are 

discussed. Further reduction in the deployment cost by making use of 

existing intermediate AWGRs and avoiding the use of additional optical 

backplanes, FBGs or star reflectors will be  described. Finally, a benchmark 

study of the cost and power consumption of is presented for the AWGR 

based PON design compared to the most well-known architectures, the Fat-

Tree and BCube. 

5.2 Architecture of proposed AWGR-based PON Cell  

 
     In this Section, the PON cell of the AWGR based PON data centre 

architecture is described in detail. In the design depicted in Figure 5.1, the 

PON Cell is equipped with two intermediate AWGRs to provide full 

interconnection among the PON cell racks. Each AWGR has 4 inputs and 4 

outputs. One of the outputs of AWGR-1 connects to AWGR-2. One output of 
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AWGR-1 connects with the OLT. Two outputs of the AWGR-1 connect to 2 

of the 4 racks. Similar connections for outputs of AWGR-2 and for the inputs 

of AWGR-1 and AWGR-2 are followed. This pre-choice of connections is 

followed by the wavelength routing optimisation as will be demonstrated in 

Section 5.3. The connection between the PON groups and the OLT is 

established via the two AWGR. For simplicity, directions from/to the AWGRs 

connecting to the OLT will be drawn together in one AWGR like in Figure 

5.3. 

     Each rack can host 32 servers divided into a number of PON groups. In 

the design shown in Figure 5.1 the whole rack is placed in one group. The 

traffic among servers in the same group is referred to as intra-group traffic 

while the traffic among servers in different groups is referred to as inter-

group server traffic. The number of wavelengths used for inter-rack 

communications in a PON cell is proportional to the number of PON groups.  

     Servers can be either connected to a tuneable ONU as shown in Figure 

5.2 or equipped with a network interface card PCI-e that is equipped with an 

array of fixed tuned receivers and a tuneable laser for wavelength detection 

and selection. Each ONU receives traffic destined to all ONUs connected to 

same splitter/coupler (broadcast). The ONU accepts traffic intended for the 

server it is connected to and discards other packets intended for other 

ONUs. Idle servers are switched off and ONUs connected to idle servers 

change from active to sleep state for further energy savings. 
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Figure 5.1. Architecture of proposed AWGR based PON cell 

 

 

Figure 5.2. Architecture of the Optical line terminal (OLT) and tuneable ONU [36] 

 
Inter-group communication within the PON cell can be provisioned either 

via the OLT switch or directly through the intermediate AWGR where a 

wavelength is selected for transmission based on the location of the 
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destination server. Alternative routes facilitate multi-path routing and load 

balancing at high traffic load, however, the OLT switch traffic forwarding 

should be avoided if possible to reduce delay as the OLT switch serves 

many PON cells at the same time and manages traffic coming in and leaving 

the data centre. A centralised scheduler in the OLT is responsible for 

scheduling inter group communication. Servers with demands send a 

request control message containing destination address and resources 

requirements to the scheduler. If the centralised scheduler  grants the 

request, it replies to the source and the destination ONUs connecting the 

pair of servers with information about the assignment of time slots in the 

designated wavelength which both servers’ ONUs need to tune to. Idle 

servers by default should be tuned to wavelengths connecting them with the 

OLT. 

For intra group communication, one of the three different designs based 

on passive devices (backplanes, FBG, and star reflectors) proposed in 

Chapter 4 (Table 4.1) can be used. Later in this chapter we propose an 

improvement to the design that reduces the deployment cost by avoiding the 

use of these passive devices for intra group communication. The improved 

design demonstrates that intra group communications can be provisioned 

through the same intermediate AWGRs used for routing the inter group 

traffic by only employing one extra wavelength. 

5.3 Network optimisation through Mixed Integer Linear 
Programming (MILP) 
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Linear programming is a mathematical modelling approach used for 

optimisation. Optimum solution with best outcome for an objective to either 

maximise a profit or minimise a cost can be achieved through linear 

programming by setting an objective function that can be subject to equality 

and inequality constraints. These constraints will further restrict the solution 

within the feasible region where a minimum or a maximum solution can be 

obtained through the intersections of the linear expressions represented by 

the equality and the inequality constraints [80]. The standard form of an 

objective function can be represented as follows: 

𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒 𝑜𝑟 𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒              

 𝐹 = 𝐶1 ∗ 𝑋1 + 𝐶2 ∗ 𝑋2………… . 𝐶𝑛 ∗ 𝑋𝑛 
(5.1) 

 

where 𝐶𝑛 is the coefficient and 𝑋𝑛 is the variable. Usually the variables are 

continuous; however in some cases variables can be discrete and can be 

constrained to integers. In such cases the problem is called Mix Integer 

Linear Programming (MILP).  

In order to restrict the values of the variables, we need to use constraints. 

Constraint expressions can take the following form: 

 𝑎11 ∗ 𝑋1 + 𝑎12 ∗ 𝑋2………… . 𝑎1𝑛 ∗  𝑋𝑛  ≤  𝑏1 
(5.2) 

 

 
𝑎21 ∗ 𝑋1 + 𝑎22 ∗ 𝑋2………… . 𝑎2𝑛 ∗ 𝑋𝑛  ≤  𝑏2 

 

(5.3) 

Non Negative Constraints:                     
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𝑋1 ≥ 0, 𝑋2 ≥ 0, 𝑋𝑛 ≥ 0  

 

(5.4) 

The idea behind using linear mathematical programming in designing a 

network is to represent the basic requirements of the network in the form of 

a cost function that relates to a quantity to be optimised (for example power 

minimisation) and constraints, where the latter constitute a feasible region 

through mathematical linear expressions. The solver program (CPLEX [81] 

running on a 2.5 GHz PC with 16GB RAM is used in this thesis) searches 

within the feasible region and selects the optimum values of the variables 

that will maximise or minimise a defined objective function. Optimisation 

problems in communications are mostly used to tackle issues such as delay, 

congestion, and energy consumption to better design networks in terms of 

interconnection topology or flow routing. A network can be presented as a 

graph that consists of nodes and links. A node is the entity that is capable of 

switching or routing flows (intermediate node) and at the same time can be a 

transmitting source (source node) or a receiving destination (destination 

node) where flows need to be terminated. Links are the communication 

channels that interconnect the nodes to constitute the graph or the topology 

and links can be either directed or undirected. Links have a capacity that 

should not be exceeded by accumulated flows. The link capacity is 

expressed in Gb/s.  

For every network design problem, constraints such as capacity 

constraints, flow conservation constraints, and demand satisfaction 

constraints are essential as they form the basic requirements and functions 

of the network. The capacity constraints state that the total flows passing 
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through each link should not exceed its capacity. Where the flow 

conservation constraints ensure that the total traffic going into a node is 

equal to the total traffic leaving the same node for the case the node is 

neither a source nor a destination. If the node is a source, then the traffic out 

of the node minus the traffic entering the node is equal to the demand size 

that originates in that node. If the node is a destination, the net traffic in 

minus the traffic out of the node is equal to the amount of traffic destined to 

that node.  

Tools  

CPLEX along with AMPL are used to solve the mixed integer linear 

programming problem. CPLEX was developed and is maintained by IBM. 

AMPL was developed in Bell laboratories and is a powerful algebraic 

modelling language for optimisation problems. We used CPLEX version 12.5 

that offers a 64 bit architecture support with unlimited memory use.  Then we 

use AMPL to interact with CPLEX where the model and the data files are 

written in AMPL language and then fed to the CPLEX solver. AMPL is used 

again to analyse the results once CPLEX solves the problem.   

5.4 MILP model for wavelength routing and assignment within a 
PON cell 

 
In this section, a MILP model is developed to optimise the interconnection 

fabric within the cell and provide the configuration for wavelength routing to 

facilitate the inter rack communication among all servers located in different 

PON groups within the PON cell.  

Parameters and variables used in the model: 
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Parameters: 
 

𝑁 Set of nodes (AWGR’s ports, PON groups and the OLT) 

𝑃 Set of PON groups and OLT 

𝑊 Set of wavelengths  

𝐴𝑘 Set of  output ports of AWGR k 

𝐵𝑘 Set of input ports of AWGR k 

𝑁𝑚 Set of neighbours of node m 

(𝑠, 𝑑) Denotes source and destination of a connection, 𝑠, 𝑑 ∈ 𝑃                          

(𝑚, 𝑛) Denotes end points of a physical link where 𝑚 ∈ 𝑁 and 𝑛 ∈ 𝑁                          

 
Variables: 
 

𝜑𝑠𝑑
𝑗𝑚𝑛 Defined as  𝜑𝑠𝑑

𝑗𝑚𝑛
= 1   if wavelength 𝑗 on link (𝑚, 𝑛) is used for a 

connection (𝑠, 𝑑), otherwise 𝜑𝑠𝑑
𝑗𝑚𝑛

= 0  

𝜇𝑠𝑑
𝑗  Defined as 𝜇𝑠𝑑

𝑗
= 1 if wavelength 𝑗 is used for the connection (𝑠, 𝑑) , 

otherwise 𝜇𝑠𝑑
𝑗
= 0 

 
The model is defined as follows: 
 
Objective: 
 
Maximise: 
 

 
∑∑ ∑𝜇𝑠𝑑

𝑗

𝑗∈𝑊𝑑∈𝑃
𝑠≠𝑑

𝑠∈𝑃

 
(5.5) 

Equation (5.5) gives the model objective which is to maximise the total 

number of connections (wavelengths) among the PON groups and between 

PON groups and OLT through the intermediate AWGRs. 

Subject to: 
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∑   𝜇𝑠𝑑
𝑗
 ≤ 1

𝑗∈𝑊

 

∀ 𝑠, 𝑑 ∈ 𝑃, 𝑠 ≠ 𝑑 

 

(5.6) 

 
Constraint (5.6) ensures that a single wavelength is selected for 

communication among the PON groups and between PON groups and OLT. 

∑  𝜇𝑠𝑑
𝑗
≤ 1

𝑠∈𝑃
𝑠≠𝑑

 

∀ 𝑑 ∈ 𝑃, ∀ 𝑗 ∈ 𝑊 

 

(5.7) 

 Constraint (5.7) ensures that each destination receives a different 

wavelength from each transmitting source. 

∑  𝜇𝑠𝑑
𝑗
 ≤ 1

𝑑∈𝑃
𝑠≠𝑑

 

∀ 𝑠 ∈ 𝑃, ∀ 𝑗 ∈ 𝑊 

(5.8) 

Constraint (5.8) ensures that each source transmits to different destinations 

on a different wavelength. 

∑ 𝜑𝑠𝑑
𝑗𝑚𝑛

𝑛∈𝑁𝑚
𝑚≠𝑛 

 – ∑ 𝜑𝑠𝑑
𝑗𝑛𝑚

𝑛∈𝑁𝑚
𝑚≠𝑛 

= {

𝜇𝑠𝑑
𝑗

𝑚 = 𝑠

−𝜇𝑠𝑑
𝑗

𝑚 = 𝑑

0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

} 

∀ 𝑠, 𝑑 ∈ 𝑃 , ∀ 𝑚 ∈ 𝑁, ∀𝑗 ∈ 𝑊 

 

(5.9) 

Constraint (5.9) is the wavelength continuity flow conservation constraint. It 

ensures that the flow going into a node in a certain wavelength leaves the 

node on the same wavelength for all nodes except the source and 

destination. 
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∑∑𝜑𝑠𝑑
𝑗𝑛𝑚

𝑑∈𝑃𝑠∈𝑃

 ≤ 1 

 ∀𝑚 ∈ 𝑁, ∀𝑛 ∈ 𝑁𝑚 , ∀𝑗 ∈ 𝑊 

 

(5.10) 

 
Constraint (5.10) ensures that a wavelength j is not used more than once on 

link (𝑚, 𝑛) to connect (𝑠, 𝑑).  

∑∑ ∑ ∑𝜑𝑠𝑑
𝑗𝑖𝑛

𝑗∈𝑊𝑛∈𝑁𝑖

−∑ ∑𝜇𝑖𝑑
𝑗

𝑗∈𝑊𝑑∈𝑃
𝑑≠𝑖 

𝑑∈𝑃𝑠∈𝑃

≤ 0 

∀ 𝑖 ∈ 𝑃  

(5.11) 

Constraint (5.11) ensures that the flow between a certain PON group pair is 

not relayed by any of the other PON groups. 

∑ 𝜑𝑠𝑑
𝑗𝑚𝑛

𝑛∈𝐵𝑘
𝑠≠𝑑 

≤ 0 

 ∀𝑠, 𝑑 ∈ 𝑃, ∀𝑚 ∈ 𝐴𝑘 𝑎𝑛𝑑 𝑗 ∈  𝑊 

(5.12) 

 

∑∑ ∑𝜑𝑠𝑑
𝑗𝑚𝑛

 ≤ 1

𝑗∈𝑊𝑑∈𝑃
𝑠≠𝑑

𝑠∈𝑃

 

∀𝑚 ∈ 𝐵𝑘 𝑎𝑛𝑑 ∀𝑛 ∈ 𝐴𝑘 

 

(5.13) 

Constraints (5.12) and (5.13) are for routing within the AWGRs. Constraint 

(5.12) ensures that flows are only directed from input to output ports of the 

AWGR. Constraint (5.13) is for routing within the AWGRs. The constraint 

ensures that each input port of the arrayed waveguide must send only one 

wavelength for an output port of the same AWGR for every(s, d). 
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∑∑ ∑𝜇𝑠𝑑
𝑗
= (𝑋 − 1)𝑋

𝑗∈𝑊𝑑∈𝑃
𝑠≠𝑑

𝑠∈𝑃

 (5.14) 

Constraint (5.14) ensures all demands are met. However, it can be removed 

and given that equation (5.6) has less than or equal to, therefore demand 

rejection maybe allowed depending on network resources availability.  

The term (𝑋 − 1) 𝑋 is the total number of wavelengths needed to satisfy all 

demands where X is the total number of PON groups and (𝑋 − 1) is the 

number of PON groups that need to be connected with X.  

 

Figure 5.3. (a) Architecture of proposed PON data centre with tuneable lasers (b) 
Obtained MILP configuration for 4x4 AWGRs interconnection for wavelength routing 

(c) MILP obtained wavelength assignment for PON to PON and PONs to OLT 
communication 
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5.5 The wavelength routing and assignment results within a PON 
cell 

 
     Figures 5.3(b) and 5.3(c) present the configuration of the AWGRs fabric 

and wavelength routing table for the inter rack communications within the 

PON cell obtained through the MILP model for the architecture depicted in 

Figure 5.3(a).  

     This design is a Wavelength Routing Network (WRN) with N+1 entities (N 

racks and the OLT) to communicate with each other. In a WRN for N + 1 

entities to communicate with N entities, we require either N fibres with N2 

wavelengths or N2 fibres with N wavelengths. In our design, we select N 

wavelengths and employ the 2 AWGRs to represents the N2 fibres 

(connections). For the architecture depicted in Figure 5.4 with N=4, 4 

wavelengths are needed.  

According to the wavelength routing table shown in Figure 5.3(c), if a 

demand exists between servers A and B located in groups 1 and 4, 

respectively. A request control message is sent to the OLT switch using 

wavelength 3 routed through AWGR-1 input port 1 to output port 3. If the 

OLT decides to grant the request, the OLT then replies with control 

messages to the two servers A and B using wavelengths 3 and 2 for racks 1 

and 4 respectively. The control messages contain information about the 

wavelengths both servers need to tune to and assigned resources. Upon 

reception of the control information from the OLT switch, servers A and B 

tune their transceivers to wavelength 1. Idle servers by default should be 

tuned to wavelengths connecting them with the OLT. 
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The architectures depicted in Figure 5.4 and Figure 5.9 are for the AWGR 

based PON cell but with different number of PON groups. The rack is 

divided into a number of PON groups instead of having all servers within the 

same rack to be connected to the same coupler. The objective of increasing 

the number of PON groups is to reduce the number of servers connected to 

a single PON coupler. The impact of this reduction is to reduce the number 

of servers competing for channel access and resources, and also to reduce 

the broadcast traffic to be received by each ONU connected to the same 

PON coupler. There is no major impact on the cost if the number of PON 

groups is increased as these passive couplers are inexpensive. 

The developed model is capable  of designing AWGRs interconnection for 

as many PONs as required as long as ONUs are equipped with tuneable 

lasers that can be tuned to a sufficient number of wavelengths. In the 

architectures depicted in Figure 5.3 and Figure 5.4, the number of 

wavelengths required is 4 and 8, respectively, equal to the number of PON 

groups in a cell.  

In Figure 5.4 the PON cell design has 8 PON groups with 8 servers each 

instead of 4 PON groups with 16 servers each.   

For the different number of servers in the PON cell, as the number of 

PON groups increases the oversubscription rate decreases and the per 

server share of resources increases. For the case where the number of 

groups in a PON cell increases from 4 to 8, the oversubscription ratio is 

reduced by 50% and the per server share increases by 100%. For example, 

Figure 5.4 shows that for a PON cell with 64 servers, if the number of PON 
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groups increases from 8 to 16, the per server share of wavelength increases 

from 1.25Gb/s to 2.5Gb/s. As the number of PON groups increases, the 

number of wavelengths has to be increased to sustain all to all 

communication among all the PON groups. Figure 5.8 presents the number 

of wavelengths needed as the number of groups increases for the different 

number of servers that can be considered to be hosted in the PON cells. 

    Figures 5.3(b) and 5.3(c) present the resultant MILP configuration of the 

AWGRs fabric and wavelength routing table for the inter-rack 

communications within the PON cell for the architecture depicted in Section 

4.5.2. 

The architectures depicted in Figure 5.3 and 5.4 are for the same design 

but with different number of PON groups. The rack is divided into a number 

of PON groups instead of having all servers within the same rack to be 

connected to the same coupler. The objective of increasing the number of 

PON groups is to reduce the number of servers connected to a single PON 

coupler. The impact of this reduction is to reduce the number of servers 

competing for channel access and resources, and also to reduce the 

broadcast traffic to be received by each ONU connected to the same PON 

coupler. The developed model is flexible to design AWGRs interconnection 

for as many PONs as required as long as ONUs are equipped with tuneable 

lasers that can be tuned to a sufficient number of wavelengths. In the 

architectures depicted in Figure 5.3 and 5.4, the number of wavelengths 

required is 4 and 8 respectively, equal to the number of PON groups in a 

cell. There is no major impact on the cost if the number of PON groups is 

increased as these passive couplers are inexpensive. 
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The PON cell design can have 8 PON groups with 8 servers each instead 

of 4 PON groups with 16 servers each. This increase in PON groups 

reduces the number of servers competing for resources in each group hence 

reduces the per wavelength oversubscription for the point to point intra cell 

communication. This has led to resource assignment improvement for the 

point to point links by 100%. 

For the different number of servers in the PON cell, as the number of 

PON groups increases the oversubscription rate decreases and the per 

server share of resources increases. For the case where the number of 

groups in a PON cell increases from 4 to 8, the oversubscription ratio 

reduces by 50% and the per server share increases by 100%. For example, 

Figure 5.7 shows that for a PON cell with 64 servers, if the number of PON 

groups increases from 8 to 16, the per server share of wavelength increases 

from 1.25Gb/s to 2.5Gb/s. An observation is that of increasing the number of 

PON groups, the number of wavelengths has to be increased to sustain all 

to all communication among all the PON groups. Figure 5.8 presents the 

number of wavelengths needed as the number of groups increases for the 

different number of servers that can be considered to be hosted in the PON 

cells.  
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 Figure 5.4. Architecture of proposed PON data centre with tunable lasers for 8 PONs 
groups 
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Figure 5.5. Obtained MILP configuration for 8x8 AWGRs interconnection for 
wavelength routing and assignment for the 8 PON groups design. 

 

 

 
 

Figure 5.6. MILP obtained wavelength assignment for PON to PON and PONs to OLT 
communication for the 8 PON groups design 
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Figure 5.7. Worse-case server share of resources against different sizes of PON cell 
for 4,8,12, and 12 PON groups. 

 

 

Figure 5.8. Number of wavelengths needed with respect to the number of PON groups 
in a PON cell 
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each server in a PON cell is governed by the number of racks and number of 

OLT ports connecting the PON cell. In this design, N+1 entities (N PON 

groups and the OLT) need to communicate with each other and with 

themselves except one entity (OLT) does not need to talk to itself. Therefore, 

we need (N+1)2-1 fibres / physical paths and N+1 wavelengths. For the 

architecture depicted in Figure 5.9 with N=6, 48 connections and 7 

wavelengths are needed. 

 

Figure 5.9. architecture of PON data centre with tuneable lasers for intra and inter 
rack communication through passive AWGRs 
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Figure 5.10. MILP obtained wavelength interconnection assignment for inter/intra 
communication 

 

 

 

Figure 5.11. Obtained MILP configuration for 8x8 AWGRs interconnection for 
wavelength routing and assignment to provision inter and intra rack communication. 
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     For intra-rack communications through AWGRs, assume a server in 

PON-1 wants to communicate with a server in the same group for the 

architecture depicted in Figure 3. A control message is sent to the OLT using 

wavelength 3 routed through AWGR-1 input port 1 to output port 4 that 

connects with the OLT switch. The OLT replies with a control message to 

PON-1 with wavelengths 2. The control message has information about 

communication wavelength and resources assigned for the communication.  

The source and destination servers in PON-1 tune their transceivers to 

wavelength 5. Traffic is transmitted through wavelength 5 traversing the link 

connected to AWGR-1 at input 1 exiting at output 8 of the same AWGR 

propagating into the second AWGR at input 1 and exiting at output 2. 

5.6 Power consumption benchmarking of PON data centre 
design 

 
     In this section, a benchmarking study that compares the power 

consumption of our proposed PON data centre to the most common data 

centre architectures; the Fat-tree [27] and BCube [37] is presented.  

5.6.1 Fat-Tree data centre architecture 
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Figure 5.12. Fat-Tree data centre topology with k=4 

 
     The Fat-Tree data centre topology [27], depicted in Figure 5.12, is build 

using identical k-port low cost and low power commodity switches in access, 

aggregation and core layers. The Fat-Tree topology consists of k pods, each 

of which consists of 
𝑘

2
  access switches and 

𝑘

2
 aggregation switches, and 

hosts k servers. In each pod, interconnection between ToR and aggregation 

switches forms a complete bipartite. Similarly, another bipartite 

interconnection is formed between aggregation switches in each pod with all 

core switches. Fat-Tree topology with k-pods consists of 
𝑘2

4
 core switches 

and can support 
𝑘3

4
 servers. 

     The power consumption evaluation is carried out for different 

configurations of Fat-Tree switching fabrics. We evaluated power 

consumption for topologies with 24 and 48 pods using 24 and 48 ports 

commodity switches respectively. We considered Cisco commodity switches 

of 24 [82] and 48 [83] ports consuming 27W and 39W respectively. The 

Server Switch

Pod 1 Pod 2 Pod 3 Pod 4



 

106 
  

power consumption of a server’s transceiver is 3W [84]. The network power 

consumption of Fat-Tree topology can be calculated using equation (5.14): 

 𝑃𝐶𝑘 = 𝑃𝐶𝑝𝑟 (
𝑘3

4
) + 𝑃𝐶𝑠𝑤  [𝑘

2 + (
𝑘

2
)
2

] (5.15) 

where 𝑃𝐶𝑠𝑒𝑟 is the server’s power consumption, 𝑃𝐶𝑝𝑟 is power consumption 

of server’s port, 𝑃𝐶𝑠𝑤 is the power consumption of the switch and 𝑘 is the 

number of pods.  

5.6.2 BCube data centre architecture 

 
     BCube data centre topology [30] is categorised as  a server-centric 

structure as it employs multi ports servers to act as relay nodes to take part 

in routing and traffic forwarding decisions. 

 

Figure 5.13. BCube data centre topology (BCube1) with n=4 and k=1 

 
     BCube as shown in Figure 5.13 is constructed in a recursive manner 

starting at BCube0 as its basic building block. A BCube0 consists of an n-

port commodity switch connecting n-servers. A BCube1 is then constructed 

from n-BCube0 with a total of n, n-port commodity switches. The architecture 

in general is denoted as BCubek where k+1 defines the number of levels. 

For k ≥1, the BCube topology is constructed from n BCube(k-1)s ,nk n-port 

Server Switch

Level k

Bcube0

Level k-1

Bcube0 Bcube0 Bcube0



 

107 
  

switches and servers with k + 1 ports. In BCubek, the total number of 

servers is nk+1 and total number of levels is k+1 with each level consisting of 

n n-port switches. Figure (5.13) presents an example of BCubek structure 

with k=1 and n=4. 

     The network power consumption evaluation for BCube topology is 

evaluated for different fabric configurations for different values of k and n. 

The evaluated network power consumption for topologies with k=2, 3 and 4 

for n=8 to provision connectivity for 512, 4096 and 32768 servers 

respectively is considered. Cisco commodity switches of 8 ports consuming 

12W [85] is used for the evaluation and comparison study. The network 

power consumption of a BCube topology can be calculated using equation 

(5.15). 

 𝑃𝐶 = 𝑃𝐶𝑠𝑤 ( 
(𝑘 + 1)𝑛𝑘+1

𝑛
) + 𝑃𝐶𝑝𝑟((𝑘 + 1)𝑛𝑘+1) (5.16) 

     Note that the power consumption calculation of the B-Cube data centre 

architecture does not take into account the power consumption of the 

servers (CPU utilisation) taking part in the routing of inter rack traffic. 

 

5.6.3 PON data centre architecture 

 
     The networking equipment of FTTx access networks is designed for long 

reach to connect subscribers (ONUs) located up to 20km away from the 

central office where the OLT is located. For PON data centre 

interconnections distances between racks and OLT will not exceed 100m 

typically. In addition, current ONUs are designed to support triple play 

services for video, audio and data while for the data centre only the data 
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service is required. Therefore the hardware requirements of ONUs and the 

OLT switch for a PON data centre are simpler than the FTTx, resulting lower 

power consumption. The power consumption of the ONUs and OLT is also a 

function of the transmission rate. 10 Gb/s tuneable ONU’s TRX power 

consumption was reported to consume 2.5 W in [86].  

     To the best of our knowledge, no studies or vendors have provided power 

consumption specification for OLT PON transceivers that supports rates of 

10G. GPON OLT (NEC CM7700S OLT) [65] supports 1G data rate for 

typical distance of PON system (20km) and consume 12.5W per port. For 

the proposed PON data centre, a linear profile for power consumption for 

10G is assumed, one OLT port thus consumes 125W of. As a conservative 

estimate the same power consumption for a 10Gb/s port supporting a 

transmission distance of 100m is assumed.   

5.6.4 Comparison and discussion 

 
     The evaluated PON architecture is depicted in Figure 5.6 and consists of 

8 PON cells connected to an OLT card port where each card consists of 8 

ports each of which can support a transmission rate of 10Gb/s. A PON cell 

with 64 servers, made up of 8 groups each of which hosting 8 servers, is 

considered. Intra group communication is maintained by an FBG and the 

same wavelength is used for all groups. 

     Networking equipment energy savings of the proposed PON architecture 

compared to Fat-Tree and BCube architectures are shown in Figure 5.14. 

The high energy consumption of BCube and Fat-Tree architectures is mainly 

due to the high number of switches used for the interconnections. As 
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discussed above, these switches are eliminated from the PON design and 

replaced by passive optical devices. Therefore the proposed PON 

architecture has reduced the power consumption by 45% and 80% 

compared to the Fat-tree and BCube architectures for 3,456 and 32,768 

servers, respectively. The BCube architecture has the highest power 

consumption as it is a server centric architecture where servers are 

equipped with multiple transceivers needed to establish connectivity with all 

the levels. As the levels increase, the architecture can be scaled up to host 

more servers and the number of transceivers increases as each server 

needs to have connections with a switch in every level, hence the power 

consumption increases. The Fat-Tree architecture is a switch centric 

architecture and has lower power consumption as it is designed to have 

servers with single transceivers to connect to the ToR switch. The savings 

achieved by the proposed PON architecture compared to the Fat-Tree 

architecture decrease as of the number of server increases. This because 

the power consumption of the switches used to build the 24 pods and 48 

pods Fat-Tree architectures does not increase linearly as the number of 

pods increases. On the other hand the power consumption savings achieved 

compared to the BCube architecture increases as the number of servers 

increases as a result of the increase in the number of transceivers needed 

as the architecture is scaled up to host a higher number of servers. 

     Note that the power consumption calculation of the B-Cube data centre 

architecture does not take into account the power consumption of the 

servers (CPU utilisation) taking part in the routing of inters rack traffic. 
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     Considering cooling power draw for the huge number of switches in Fat-

Tree and BCube architectures along with CPU utilisation for traffic 

forwarding in BCube, more savings can be demonstrated in the comparison. 

Moreover; if higher number of servers of 128 is introduced in the design for 

each PON cell, more savings can be obtained as double the number of 

servers can be served by each OLT port. 

 

 

Figure 5.14. Power consumption saving for PON architecture against BCube and Fat-
Tree architectures 

 

 
     In the next section, a study on CAPEX deployment cost for the PON 

architecture with benchmarking comparison with Fat-Tree and BCube 

architecture designs is presented. 

5.7 Cost-based comparison between PON DC with Fat-tree and 
BCube architectures 
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study on hardware cost of the proposed architecture is presented. A 

benchmarking study of the proposed architecture with well known 

architectures such as Fat-tree and BCube is presented. Table 5.1 presents 

the cost of the main components used for the PON and conventional data 

centre architectures. Equation 5.16 is used to compute the total cost of the 

PON data centre architecture.  

Table 5.1. Cost Breakdown for the networking devices used in DC architectures 

Equipment Cost in Dollars 

OLT chassis (Cch)  5000 [87] 

System Controller Module (CSCM) 10,000 [87] 

Switching Module (CSM) 25,000 [87] 

Access Module (CAM) 15,000  [87] 

10 Gb/s Burst-mode with tuneable TRX ONU (CONU) 175 [86] 

1 Gb/s Ethernet Transceiver (Ceth) 74 [79] [88] 

8 ports commodity switch  (CSW8) 895 [89] 

24 ports commodity switch  (CSW24) 1525 [89] 

48 ports commodity switch  (CSW48) 2850 [89] 

 

 𝑃𝑂𝑁𝐷𝐶 𝐶𝑂𝑆𝑇 = (
𝑆𝑡𝑜𝑡
𝑆𝑐ℎ

) (𝐶𝑐ℎ + 𝐶𝑆𝑀 + 𝐶𝑆𝐶𝑀) + (
𝑆𝑡𝑜𝑡
𝑆𝐴𝑀

) (𝐶𝐴𝑀) + (𝑆𝑡𝑜𝑡)(𝐶𝑂𝑁𝑈) (5.17) 

 
     where 𝑆𝑡𝑜𝑡 presents the total number of servers, 𝑆𝑐ℎ is the number of 

servers that can be connected to one OLT chassis. The architecture and 

prices of 10G OLT equipment is described in [87]. An OLT chassis consist of 

8 Access Modules (AM), each of which has four 10Gbps ports. In addition to 

the AM modules, the OLT switch is equipped with a System Controller 

Module (SCM) and a Switching Module (SM) for management and traffic 
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switching. We assumed 64 servers are hosted in a PON cell and to be 

connected by one OLT port. CAPEX savings between the PON architecture 

and the conventional architectures; Fat-Tree and BCube are shown in Figure 

5.15.  

 

 

Figure 5.15. CAPEX saving for PON architecture against BCube and Fat-Tree 

 
 

5.8 Summary 

 

     This chapter has discussed the deployment of the AWGR PON based 

architectures to provide energy efficient, high capacity, low cost, scalable, 

and highly elastic networking infrastructures to sustain the applications and 

services hosted by modern data centres. AWGR cellular based architecture 

does not suffer the limitations of the normal PON in access network as high 
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model was developed for wavelength routing and assignment within the 
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AWGRs PON cell fabric. Low oversubscription ratioes are acheived for intra 

PON cell as the worse-case per server rate for intra-cell communication can 

approach rates up to 5 Gb/s. The chapter also presented an improvement in 

the design for more reduction in the deployment cost as intra-rack 

communication can be managed through the existing two intermediate 

AWGRs and the use of additional hardware such as FBGs, optical 

backplanes, or star reflectors can be avoided. A benchmarking study has 

shown that our proposed PON architecture energy efficient design can 

reduce the network power consumption of data centres by 45% and 80% 

compared to Fat-tree and BCube architectures, respectively. Similarly, The 

proposed design has also shown CAPEX savings up to 40% and 76% 

compared to the Fat-Tree and BCube architectures, respectively. 
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6 Reduced Inter cell oversubscription through energy 

efficient software defined AWGR PON based Network 

 

6.1 Introduction 

 

In this chapter, the oversubscription issue in the inter-cell communication 

in the Arrayed Waveguide PON based data centre architecture is tackled. 

The improvement in the design is achieved by Introducing 2-tiers of AWGRs 

to facilitate multipath routing and energy-efficient utilisation of resources for 

inter-cell communication. This improved architecture will be presented and 

discussed. This chapter introduces a centralised SDN control and 

management system to coordinate and arbitrate the channel access for 

communication through the OLT links with PONs via wavelength 

reconfiguration and energy efficient grouping. MILP model along with 

detailed results on wavelength routing and assignment for the inter-cell 

communication is described. A benchmarking study that compares the 

proposed SDN architecture against the decentralised design is presented to 

show that with the SDN enabled architecture, the power consumption can be 

decreased by up to 90% for typical average data rates while maintaining 

zero blocking.  
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6.2 Modified architecture for reduced over subscription in Inter 
Cell Communication 

 

Figure 6.1 shows a schematic of the upper level PON cell to PON cell 

connectivity in the AWGR based PON data centre design using only passive 

devices. In this design, each PON cell is only connected to a single OLT 

switch which has a maximum capacity because of the technology e.g. (16 

ports per card and 16 cards per chassis). Demand pairs for servers located 

in two different PON cells cannot be grouped to a single OLT and have to be 

forwarded to core routers which increases the overall power consumption as 

more core routers ports and OLTs uplink ports are required. This increase in 

the traffic flow between OLTs and core routers will result in oversubscription 

for resources especially in the case of high data rates. 

Oversubscription in the AWGR based PON data centre architecture can 

be resolved by introducing 2-tiers of AWGRs in the upper level connectivity 

to connect each PON cell to multiple OLT switches as seen in Figure 6.2. 

The main advantage of this design is its flexibility as it allows servers to join 

different OLT ports which enhance the performance in terms of resources 

provisioning and energy efficiency. An SDN enabled control and 

management system can be used to coordinate and arbitrate the channel 

access for inter-cell communication. Depending on the activity ratio of 

servers in different PON groups, the SDN enabled control and management 

system can, through reconfiguration, distribute the data centre traffic flows 

among different OLTs for load balancing or alternatively consolidate the 

traffic flows within fewer OLTs to save power through power shedding.   
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For simplicity, in Figure 6.2 only uplink connections from PON cells to the 

optical switches are shown. 

The SDN controller allows any PON group to access any of the OLT 

switches through the introduced 2-tier of AWGRs by assigning the proper 

wavelength to the server with demand. All demand requests are forwarded 

to the SDN controller through the OLTs via a commodity switch (SW) for the 

assignment of transmission wavelengths and duration of transmission. 

Decisions made by the SDN controller are based on its global knowledge of 

the network parameters such as utilisations of uplink/downlink wavelengths 

between PONs and OLTs, active OLTs and core routers, utilisation of ports 

in OLTs and core switches.   

 

Figure 6.1. Upper level connectivity for the decentralized design option 3 architecture 
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Figure 6.2. Upper-level connectivity for SDN based option-3 architecture 

 

6.3 Inter-cell wavelengths routing and assignment 

 

Earlier in Section 5.2 in Figure 5.6, a PON cell of 6 PON groups 

connected to an OLT port is demonstrated.  In that design 7 different 

wavelengths were needed, one for intra-rack and six for inter-rack and OLT 

port connectivity. Now, after introducing a number of OLT switches. All PON 

groups in each PON cell are required to have the capability to connect with 

all OLTs. Therefore, a new set of wavelengths should be introduced for 

uplink and downlink flows between OLTs and PON Cells and tuneable lasers 

need to be capable of tuning to additional wavelengths equals to the total 

number of OLTs. 
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For intra-cell communication, we have shown that the number of 

wavelengths needed for N racks is N-1 wavelengths if intra rack 

communication is not considered, and N wavelengths are needed if intra 

rack communication is required. For inter-cell communication through OLT 

switches, the number of wavelengths needed by each rack is equal to S OLT 

switches. Therefore; the total number of wavelengths needed for the design 

depicted in Figure 6.2 is N+S wavelengths. 

Assuming that we have 4 OLT switches, 4 PON cells with 4 racks within 

each PON cell, where each rack needs to connect with all OLT switches and 

have full rack to rack connectivity including intra rack communication within 

the cell, the total number of different wavelengths is 4+4=8 wavelengths. 

Each tuneable transmitter is capable of tuning to 8 different wavelengths. 

The same wavelengths can be reused in all PON cells. 

6.3.1 MILP model for inter cell wavelength routing and 
assignment 

 

In this section, a MILP model is developed to optimise wavelength routing 

and assignment of the upper level connectivity of the SDN enabled option-3 

design to facilitate multi-path uplink and downlink communications between 

OLTs and PON groups within the PON cells.  

Note that the model given below optimises the wavelength routing for 

uplink traffic. Downlink traffic routing is optimised using a similar model. 

The parameters and variables used in the model are as follows: 

Parameters: 
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𝑁 Set of nodes (AWGR’s ports, PON groups and OLTs) 

𝑃 Set of PON groups. 

𝐶 Set of PON cells. 

𝑃𝑐 Set of PON groups within PON cell 𝑐. 

𝑂𝑆 Set of OLT switches 

𝑂𝑆𝑃 Set of all OLTs and PON groups 

𝑊 Set of wavelengths  

𝐴𝑘 Set of  output ports of AWGR 𝑘 

𝐵𝑘 Set of input ports of AWGR 𝑘 

𝑁𝑚 Set of neighbours of node 𝑚 ∈ 𝑁 

(𝑠, 𝑑) Denotes source and destination of a connection, 𝑠 ∈ 𝑃 and 𝑑 ∈ 𝑂𝑆                                                        

(𝑚, 𝑛) Denotes end points of a physical link,  𝑚, 𝑛 ∈ 𝑁                            

 

Variables: 

𝜑𝑠𝑑
𝑗𝑚𝑛 Defined as  𝜑𝑠𝑑

𝑗𝑚𝑛
= 1   if wavelength 𝑗 on link (𝑚, 𝑛) is used for a 

connection (𝑠, 𝑑), otherwise 𝜑𝑠𝑑
𝑗𝑚𝑛

= 0  

𝜇𝑠𝑑
𝑗  Defined as 𝜇𝑠𝑑

𝑗
= 1 if wavelength 𝑗 is used for the connection (𝑠, 𝑑) , 

otherwise 𝜇𝑠𝑑
𝑗
= 0 

 

Objective:   

Maximise: 

∑ ∑ ∑𝜇𝑠𝑑
𝑗

𝑗∈𝑊𝑑∈𝑂𝑆𝑠∈𝑃

 (6.1) 
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Equation (6.1) gives the model objective which is to maximise the total 

number of connections (wavelengths) among PON groups and OLT 

switches through the intermediate 2-tiers of the AWGRs. 

Subject to: 

∑   𝜇𝑠𝑑
𝑗
 ≤ 1

𝑗∈𝑊

 

∀ 𝑠 ∈ 𝑃, ∀ 𝑑 ∈ 𝑂𝑆  

(6.2) 

 

Constraint (6.2) ensures that a single wavelength is selected for 

communication between each PON group and the OLT switch. 

∑   𝜇𝑠𝑑
𝑗
≤ 1

𝑠∈𝑃[𝑖]

 

∀ 𝑖 ∈ 𝐶, ∀ 𝑑 ∈ 𝑂𝑆, ∀ 𝑗 ∈ 𝑊 

(6.3) 

 

Constraint (6.3) ensures that PON groups within every PON cell are 

assigned different wavelengths to connect to every OLT switch. 

∑   𝜇𝑠𝑑
𝑗
= 1

𝑑∈𝑂𝑆

 

∀ 𝑠 ∈ 𝑃, ∀ 𝑗 ∈ 𝑊 

(6.4) 

     Constraint (6.4) ensures that a given source 𝑠 uses the wavelength 𝑗 

once only among all the links it has to all destinations 
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∑ 𝜑𝑠𝑑
𝑗𝑚𝑛

𝑛∈𝑁𝑚
𝑚≠𝑛 

 – ∑ 𝜑𝑠𝑑
𝑗𝑛𝑚

𝑛∈𝑁𝑚
𝑚≠𝑛 

= {

𝜇𝑠𝑑
𝑗

𝑚 = 𝑠

−𝜇𝑠𝑑
𝑗

𝑚 = 𝑑

0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

} 

∀ 𝑠 ∈ 𝑃 , ∀ 𝑑 ∈ 𝑂𝑆, ∀ 𝑚 ∈ 𝑁, ∀𝑗 ∈ 𝑊 

 

(6.5) 

Constraint (6.5) is the wavelength continuity flow conservation constraint. It 

ensures that the flow going into a node in a certain wavelength leaves the 

node on the same wavelength for all nodes except the source and 

destination nodes. 

∑ ∑ 𝜑𝑠𝑑𝑗
𝑛𝑚

𝑑∈𝑂𝑆𝑠∈𝑃

 ≤ 1 

 ∀𝑚 ∈ 𝑁, ∀𝑛 ∈ 𝑁𝑚 ∀𝑗 ∈ 𝑊 

 

(6.6) 

Constraint (6.6) ensures that a wavelength in a certain link is used to 

connect only one source destination pair. 

∑ ∑ ∑ ∑𝜑𝑠𝑑𝑗
𝑖𝑛

𝑗∈𝑊𝑛∈𝑁𝑖

− ∑ ∑ 𝜇𝑖𝑑
𝑗

𝑗∈𝑊𝑑∈𝑂𝑆
𝑑≠𝑖 

𝑑∈𝑂𝑆𝑠∈𝑃

≤ 0 

∀ 𝑖 ∈ 𝑂𝑆𝑃  

 

(6.7) 

Constraint (6.7) ensures that the PON groups and OLTs do not act as 

wavelength relays 

∑ ∑ ∑𝜑𝑠𝑑
𝑗𝑚𝑛

 ≤ 1

𝑗∈𝑊𝑑∈𝑂𝑆
𝑠≠𝑑

𝑠∈𝑃

 

∀𝑚 ∈ 𝐵𝑘  𝑎𝑛𝑑 ∀𝑛 ∈ 𝐴𝑘 

 

 

(6.8) 

∑ 𝜑𝑠𝑑
𝑗𝑚𝑛

𝑛∈𝐵𝑘

≤ 0 

 ∀𝑠 ∈ 𝑃, ∀𝑑 ∈ 𝑂𝑆, ∀𝑚 ∈ 𝐴𝑘  𝑎𝑛𝑑 𝑗 ∈  𝑊 

 

(6.9) 
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Constraints (6.8) and (6.9) are for the routing within the upper level 

connectivity AWGRs. Constraint (6.8) ensures that each input port of the 

each AWGR sends only one wavelength to an output port of the same 

AWGR. Constraint (6.9) ensures that flows are only directed from input to 

output ports of the AWGR. 

6.3.2 Results and discussion 

 

Tables 6.1 and 6.2 present the wavelength routing and assignment for 

uplink and downlink flows between the OLTs to the PON groups for the 

network depicted in Figure 6.2. Connecting 4 PON cells each of 4 PON 

groups to 4 OLT switches requires each PON group in each PON cell to use 

4 different wavelengths in order to reach the four OLT switches through the 

2-tier AWGRs CLOS topology. The same wavelengths can be reused for all 

PON groups as each PON group is connected to a different port of the lower 

AWGR at tier-1connected to the designated PON cell. The 4 different 

wavelengths from each PON group interfaced at the input of the lower 

AWGR at tier-1 are directed to the 4 different output ports of the same 

AWGR. Each of the 4 wavelengths then reaches a different AWGR at tier-2 

where it will be directed to a different OLT switch. Similarly other PON 

groups at the 4 different PON cells route their wavelengths obeying the 

AWGRs property of wavelength routing.  As a result, all PON groups in each 

PON cell can reach all OLT switches using the four different wavelengths 

obeying the directionality and wavelength routing rules of all the AWGRs. 

The total number of wavelengths needed for uplink is 4 as the total number 

of OLT switches to be connected to is 4. The model described in Section 
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6.3.1 is used to obtain the results for the uplink connections. The same 

model is used to obtain the results for the downlink connections by only 

changing the source and destination e.g. OLTs will be the source nodes and 

the PON groups are the destination nodes. For verification of obtained 

results shown in Tables 6.1 and 6.2; rows for each PON group to OLT, 

shows that unique wavelength is assigned for communication. Similarly, 

columns in each PON cell shows unique wavelength is assigned between 

PON groups within the cell to the OLT. The results shown may appear 

intuitive, but MILP allows dealing with larger designs and also allows for 

different constraints to be used. 

Detailed routing paths for connections from PON cells to OLT switches as 

obtained from MILP are shown in Tables 6.3, 6.4, 6.5 and 6.7. Figure 6.3 

show the numbering of the inputs and outputs ports for the AWGRs used in 

the upper 2-tier AWGRs layers. The numbering sequence of the ports is 

followed in the results of detailed routing tables. 

 

Figure 6.3. 4x4 AWGR input/output numbering diagram 

 

Table 6.1. MILP obtained wavelength assignments for uplink connections from PONs 
to OLTs 

 OLT-1 OLT-2 OLT-3 OLT-4 

PON Cell-1 

PON-1 λ 4 λ 3 λ 2 λ 1 

PON-2 λ 1 λ 2 λ 3 λ 4 

PON-3 λ 3 λ 4 λ 1 λ 2 

PON-4 λ 2 λ 1 λ 4 λ 3 

5 6 7 8

AWGR

1   2 3 4
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PON Cell-2  

PON-5 λ 1 λ 3 λ 2 λ 4 

PON-6 λ 3 λ 1 λ 4 λ 2 

PON-7 λ 4 λ 2 λ 3 λ 1 

PON-8 λ 2 λ 4 λ 1 λ 3 

PON Cell-3 

PON-9 λ 4 λ 1 λ 2 λ 3 

PON-10 λ 2 λ 3 λ 4 λ 1 

PON-11 λ 1 λ 4 λ 3 λ 2 

PON-12 λ 3 λ 2 λ 1 λ 4 

PON Cell-4 

PON-13 λ 4 λ 2 λ 1 λ 3 

PON-14 λ 3 λ 1 λ 2 λ 4 

PON-15 λ 1 λ 3 λ 4 λ 2 

PON-16 λ 2 λ 4 λ 3 λ 1 

 

Table 6.2. MILP obtained wavelength assignment for down link connections from 
OLTs to PONs 

 OLT-1 OLT-2 OLT-3 OLT-4 

PON Cell-1 

PON-1 λ 3 λ 1 λ 4 λ 2 

PON-2 λ 2 λ 4 λ 1 λ 3 

PON-3 λ 1 λ 3 λ 2 λ 4 

PON-4 λ 4 λ 2 λ 3 λ 1 

PON Cell-2 

PON-5 λ 2 λ 1 λ 4 λ 3 

PON-6 λ 1 λ 2 λ 3 λ 4 

PON-7 λ 3 λ 4 λ 1 λ 2 

PON-8 λ 4 λ 3 λ 2 λ 1 

PON Cell-3 

PON-9 λ 3 λ 2 λ 4 λ 1 

PON-10 λ 4 λ 1 λ 3 λ 2 

PON-11 λ 2 λ 3 λ 1 λ 4 

PON-12 λ 1 λ 4 λ 2 λ 3 

PON Cell-4 

PON-13 λ 3 λ 4 λ 2 λ 1 

PON-14 λ 1 λ 2 λ 4 λ 3 

PON-14 λ 2 λ 1 λ 3 λ 4 

PON-16 λ 4 λ 3 λ 1 λ 2 
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Table 6.3. MILP obtained detailed routing paths with wavelength assignments for 
uplink connections between PON groups in PON cell-1 to OLT switches 

 AWGR(A)  AWGR(B) OLT λ 

PON Cell-1 

PON-1 
AWGR-A1 

I(1)-O(8) 

AWGR-B4 

I(1)-O(5) 

OLT-1 

I(4) 
λ 4 

PON-1 
AWGR-A1 

I(1)-O(6) 

AWGR-B2 

I(1)-O(6) 

OLT-2 

I(2) 
λ 3 

PON-1 
AWGR-A1 

I(1)-O(5) 

AWGR-B1 

I(1)-O(7) 

OLT-3 

I(1) 
λ 2 

PON-1 
AWGR-A1 

I(1)-O(7) 

AWGR-B3 

I(1)-O(8) 

OLT-4 

I(3) 
λ 1 

     

PON-2 
AWGR-A1 

I(2)-O(5) 

AWGR-B1 

I(1)-O(5) 

OLT-1 

I(1) 
λ 1 

PON-2 
AWGR-A1 

I(2)-O(7) 

AWGR-B3 

I(1)-O(6) 

OLT-2 

I(3) 
λ 2 

PON-2 
AWGR-A1 

I(2)-O(8) 

AWGR-B4 

I(1)-O(7) 

OLT-3 

I(4) 
λ 3 

PON-2 
AWGR-A1 

I(2)-O(6) 

AWGR-B2 

I(1)-O(8) 

OLT-4 

I(2) 
λ 4 

     

PON-3 
AWGR-A1 

I(3)-O(7) 

AWGR-B3 

I(1)-O(5) 

OLT-1 

I(3) 
λ 3 

PON-3 
AWGR-A1 

I(3)-O(5) 

AWGR-B1 

I(1)-O(6) 

OLT-2 

I(1) 
λ 4 

PON-3 
AWGR-A1 

I(3)-O(6) 

AWGR-B2 

I(1)-O(7) 

OLT-3 

I(2) 
λ 1 

PON-3 
AWGR-A1 

I(3)-O(8) 

AWGR-B4 

I(1)-O(8) 

OLT-4 

I(4) 
λ 2 

     

PON-4 
AWGR-A1 

I(4)-O(6) 

AWGR-B2 

I(1)-O(5) 

OLT-1 

I(2) 
λ 2 

PON-4 
AWGR-A1 

I(4)-O(8) 

AWGR-B4 

I(1)-O(6) 

OLT-2 

I(4) 
λ 1 

PON-4 
AWGR-A1 

I(4)-O(7) 

AWGR-B3 

I(1)-O(7) 

OLT-3 

I(3) 
λ 4 

PON-4 
AWGR-A1 

I(4)-O(5) 

AWGR-B1 

I(1)-O(8) 

OLT-4 

I(1) 
λ 3 
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Table 6.4. MILP obtained detailed routing paths with wavelength assignments for 
uplink connections between PON groups in PON cell-2 to OLT switches 

 AWGR(A) AWGR(B) OLT λ 

PON Cell-2 

PON-5 
AWGR-A2 

I(1)-O(8) 

AWGR-B4 

I(2)-O(5) 

OLT-1 

I(4) 
λ 1 

PON-5 
AWGR-A2 

I(1)-O(7) 

AWGR-B3 

I(2)-O(6) 

OLT-2 

I(3) 
λ 3 

PON-5 
AWGR-A2 

I(1)-O(6) 

AWGR-B2 

I(2)-O(7) 

OLT-3 

I(2) 
λ 2 

PON-5 
AWGR-A2 

I(1)-O(5) 

AWGR-B1 

I(2)-O(8) 

OLT-4 

I(1) 
λ 4 

     

PON-6 
AWGR-A2 

I(2)-O(6) 

AWGR-B2 

I(2)-O(5) 

OLT-1 

I(2) 
λ 3 

PON-6 
AWGR-A2 

I(2)-O(5) 

AWGR-B1 

I(2)-O(6) 

OLT-2 

I(1) 
λ 1 

PON-6 
AWGR-A2 

I(2)-O(8) 

AWGR-B4 

I(2)-O(7) 

OLT-3 

I(4) 
λ 4 

PON-6 
AWGR-A2 

I(2)-O(7) 

AWGR-B3 

I(2)-O(8) 

OLT-4 

I(3) 
λ 2 

     

PON-7 
AWGR-A2 

I(3)-O(7) 

AWGR-B3 

I(2)-O(5) 

OLT-1 

I(3) 
λ 4 

PON-7 
AWGR-A2 

I(3)-O(8) 

AWGR-B4 

I(2)-O(6) 

OLT-2 

I(4) 
λ 2 

PON-7 
AWGR-A2 

I(3)-O(5) 

AWGR-B1 

I(2)-O(7) 

OLT-3 

I(1) 
λ 3 

PON-7 
AWGR-A2 

I(3)-O(6) 

AWGR-B2 

I(2)-O(8) 

OLT-4 

I(2) 
λ 1 

     

PON-8 
AWGR-A2 

I(4)-O(5) 

AWGR-B1 

I(2)-O(5) 

OLT-1 

I(1) 
λ 2 

PON-8 
AWGR-A2 

I(4)-O(6) 

AWGR-B2 

I(2)-O(6) 

OLT-2 

I(2) 
λ 4 

PON-8 
AWGR-A2 

I(4)-O(7) 

AWGR-B3 

I(2)-O(7) 

OLT-3 

I(3) 
λ 1 

PON-8 
AWGR-A2 

I(4)-O(8) 

AWGR-B4 

I(2)-O(8) 

OLT-4 

I(4) 
λ 3 
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Table 6.5. MILP obtained detailed routing paths with wavelength assignments for 
uplink connections between PON groups in PON cell-3 to OLT switches. 

 AWGR(A) AWGR(B) OLT λ 

PON Cell-3 

PON-9 
AWGR-A3 

I(1)-O(5) 

AWGR-B1 

I(3)-O(5) 

OLT-1 

I(1) 
λ 4 

PON-9 
AWGR-A3 

I(1)-O(7) 

AWGR-B3 

I(3)-O(6) 

OLT-2 

I(3) 
λ 1 

PON-9 

AWGR-A3 

I(1)-
O(8) 

AWGR-B4 

I(3)-O(7) 

OLT-3 

I(4) 
λ 2 

PON-9 
AWGR-A3 

I(1)-O(6) 

AWGR-B2 

I(3)-O(8) 

OLT-4 

I(2) 
λ 3 

     

PON-10 
AWGR-A3 

I(2)-O(7) 

AWGR-B3 

I(3)-O(5) 

OLT-1 

I(3) 
λ 2 

PON-10 
AWGR-A3 

I(2)-O(5) 

AWGR-B1 

I(3)-O(6) 

OLT-2 

I(1) 
λ 3 

PON-10 
AWGR-A3 

I(2)-O(6) 

AWGR-B2 

I(3)-O(7) 

OLT-3 

I(2) 
λ 4 

PON-10 
AWGR-A3 

I(2)-O(8) 

AWGR-B4 

I(3)-O(8) 

OLT-4 

I(4) 
λ 1 

     

PON-11 
AWGR-A3 

I(3)-O(6) 

AWGR-B2 

I(3)-O(5) 

OLT-1 

I(2) 
λ 1 

PON-11 
AWGR-A3 

I(3)-O(8) 

AWGR-B4 

I(3)-O(6) 

OLT-2 

I(4) 
λ 4 

PON-11 
AWGR-A3 

I(3)-O(7) 

AWGR-B3 

I(3)-O(7) 

OLT-3 

I(3) 
λ 3 

PON-11 
AWGR-A3 

I(3)-O(5) 

AWGR-B1 

I(3)-O(8) 

OLT-4 

I(1) 
λ 2 

     

PON-12 
AWGR-A3 

I(4)-O(8) 

AWGR-B4 

I(3)-O(5) 

OLT-1 

I(4) 
λ 3 

PON-12 
AWGR-A3 

I(4)-O(6) 

AWGR-B2 

I(3)-O(6) 

OLT-2 

I(2) 
λ 2 

PON-12 
AWGR-A3 

I(4)-O(5) 

AWGR-B1 

I(3)-O(7) 

OLT-3 

I(1) 
λ 1 

PON-12 
AWGR-A3 

I(4)-O(7) 

AWGR-B3 

I(3)-O(8) 

OLT-4 

I(3) 
λ 4 



 

128 
  

 

Table 6.6. MILP obtained detailed routing paths with wavelength assignments for 
uplink connections between PON groups in PON cell-4 to OLT switches 

 AWGR(A) AWGR(B) OLT λ 

PON Cell-
4 

PON-13 
AWGR-A4 

I(1)-O(6) 

AWGR-B2 

I(4)-O(5) 

OLT-1 

I(2) 
λ 4 

PON-13 
AWGR-A4 

I(1)-O(5) 

AWGR-B1 

I(4)-O(6) 

OLT-2 

I(1) 
λ 2 

PON-13 
AWGR-A4 

I(1)-O(8) 

AWGR-B4 

I(4)-O(7) 

OLT-3 

I(4) 
λ 1 

PON-13 
AWGR-A4 

I(1)-O(7) 

AWGR-B3 

I(4)-O(8) 

OLT-4 

I(3) 
λ 3 

     

PON-14 
AWGR-A4 

I(2)-O(5) 

AWGR-B1 

I(4)-O(5) 

OLT-1 

I(1) 
λ 3 

PON-14 
AWGR-A4 

I(2)-O(6) 

AWGR-B2 

I(4)-O(6) 

OLT-2 

I(2) 
λ 1 

PON-14 
AWGR-A4 

I(2)-O(7) 

AWGR-B3 

I(4)-O(7) 

OLT-3 

I(3) 
λ 2 

PON-14 
AWGR-A4 

I(2)-O(8) 

AWGR-B4 

I(4)-O(8) 

OLT-4 

I(4) 
λ 4 

     

PON-15 
AWGR-A4 

I(3)-O(7) 

AWGR-B3 

I(4)-O(5) 

OLT-1 

I(3) 
λ 1 

PON-15 
AWGR-A4 

I(3)-O(8) 

AWGR-B4 

I(4)-O(6) 

OLT-2 

I(4) 
λ 3 

PON-15 
AWGR-A4 

I(3)-O(5) 

AWGR-B1 

I(4)-O(7) 

OLT-3 

I(1) 
λ 4 

PON-15 
AWGR-A4 

I(3)-O(6) 

AWGR-B2 

I(4)-O(8) 

OLT-4 

I(2) 
λ 2 

     

PON-16 
AWGR-A4 

I(4)-O(8) 

AWGR-B4 

I(4)-O(5) 

OLT-1 

I(4) 
λ 2 

PON-16 
AWGR-A4 

I(4)-O(7) 

AWGR-B3 

I(4)-O(6) 

OLT-2 

I(3) 
λ 4 

PON-16 
AWGR-A4 

I(4)-O(6) 

AWGR-B2 

I(4)-O(7) 

OLT-3 

I(2) 
λ 3 

PON-16 
AWGR-A4 

I(4)-O(5) 

AWGR-B1 

I(4)-O(8) 

OLT-4 

I(1) 
λ 1 
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6.4 Energy efficient software defined AWGR-based PON data 
centre network  

 
Figure 6.4 shows an example of a simplified schematic describing the role 

of the SDN controller in assigning paths and resources for PON groups with 

demands.  Assume the SDN controller has received requests to assign a 

route and resources for demands between the following pair of servers: (A, 

D), (B, F), and (C, E). Assume server A is located in PON Cell 1 in PON 

Group 1 and server D is located in PON Cell 2 in PON Group 5. In Figure 

6.4(a) we have shown that servers are randomly assigned to OLTs and 

traffic is traversing multiple OLTs and CR.   

In Figure 6.4(b) we show that demanding servers can be grouped to a 

common OLT switch. Based on routing details and wavelengths assignment 

obtained from MILP model and presented in Tables 6.1 and 6.2, the 

scheduler can assign wavelength 2 for server A to join OLT-3 and 

wavelength 4 for OLT 3 for downlink transmission to server D. Therefore; 

servers A and D are grouped to join OLT-3 to avoid routing the demand 

through the CR. Demands for (B, F) and (C, E) can be managed similarly. 

For further efficient use of the resources, Figure 6.4(b) shows that 

demanding servers can be grouped to join a common OLT switch so unused 

OLTs can be switched off. 



 

130 
  

 

Figure 6.4. Energy-Efficient Bandwidth Allocation through reconfiguration and 
grouping 

 

In this section a MILP model is developed for energy-efficient bandwidth 

allocation in the upper level connectivity to minimise the upper level 

connectivity power consumption. We evaluate the power savings achieved 

by the SDN enabled architecture compared to the decentralised one.  

6.4.1 MILP model 

 

Before introducing the model, the parameters and variables used in the 

model are listed: 
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Parameters: 

𝑂𝑆 Set of OLT switches 

𝐶𝑅 Set of core routers 

𝐻 Set of AM OLT ports, uplink OLT ports, CR ports and  PON Groups 

𝐴𝑀 Set of Access Module OLT ports 

𝑂𝑈 Set of uplink OLT ports  

𝐶𝑅𝑃 Set of CR ports  

𝑃 Set of PON groups 

𝑁𝑖 Set of nodes with connectivity with node 𝑖 , 𝑖 ∈ 𝑁 

(𝑠, 𝑑) Denotes source and destination PON groups of a traffic demand 

𝐿𝑠𝑑  Traffic demand between PON group pair (s,d) in b/s 

𝐶𝑢 Uplink capacity between a PON group and an OLT in b/s 

𝐶𝑑 Downlink capacity between an OLT and a PON group in b/s 

𝑂𝑆𝑢𝑝 Capacity of uplink between OLT switch and core routers in b/s  

𝛼 weight coefficient (unit less) 

β weight coefficient with a unit of 1/W 

𝑂𝑆𝑐ℎ Power consumption of an OLT chassis 

𝑂𝑆𝑠𝑐 Power consumption of a switch controller card of an OLT switch 

𝑂𝑆𝑝𝑟  Power consumption of an OLT Access Module port. 

𝑂𝑆𝑝𝑐_𝑢𝑝 Power consumption of an OLT uplink port connecting with CRs 

𝐶𝑅𝑝𝑟 Power consumption of CR port  

𝐶𝑅𝑈 Core router port capacity in b/s 

𝑁𝑃𝐶 Total number of ports in core router 

𝑀 Large Multiplication number 
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Variables: 

𝐿𝑖𝑗
𝑠𝑑  Portion of traffic demand (𝑠, 𝑑) traversing link  (𝑖, 𝑗) 

𝐶𝑑𝑜𝑤𝑛𝑖𝑗 Downlink traffic flow from node 𝑖 to node 𝑗 , 𝑖, 𝑗 ∈ 𝑁 

𝐶𝑢𝑝𝑖𝑗 Uplink traffic flow from node 𝑖 to node 𝑗 , 𝑖, 𝑗 ∈ 𝑁 

𝜙𝑗     Defined as 𝜙𝑗 = 1 to indicate that OLT switch 𝑗 is on, otherwise 

𝜙𝑗 = 0 

𝑏𝐿𝑠𝑑  Defined as 𝑏𝐿𝑠𝑑 = 1 if demand 𝐿𝑠𝑑 is not served, otherwise 𝑏𝐿𝑠𝑑 =

0 

The power consumption of the upper level connectivity consists of: 

1) The power consumption of OLT switches 

 
∑ 𝜙𝑖   (𝑂𝑆𝑐ℎ+𝑂𝑆𝑠𝑐)+
𝑖∈𝑂𝑆

∑ ∑  (
𝐶𝑑𝑜𝑤𝑛

𝑖𝑗
+𝐶𝑢𝑝𝑗𝑖

𝐶𝑑+𝐶𝑢
 )

𝑗∈𝑃

 𝑂𝑆𝑝𝑟 
𝑖∈𝐴𝑀

+ ∑ ∑ (
𝐶𝑑𝑜𝑤𝑛

𝑗𝑖
+𝐶𝑢𝑝𝑖𝑗

𝑂𝑆𝑢𝑝
 )

𝑗∈𝐶𝑅𝑃𝑖∈𝑂𝑈

  𝑂𝑆𝑝𝑐_𝑢𝑝 

(6.10) 

 

Note that the second and third terms in (6.10) assume rate adaptation in AM 

and uplink ports in OLT switches. 

 

2) The power consumption of CRs 

 
∑ ∑ (

𝐶𝑑𝑜𝑤𝑛𝑖𝑗 + 𝐶𝑢𝑝𝑗𝑖

𝐶𝑅𝑈
)

𝑗∈𝑂𝑈𝑖∈𝐶𝑅𝑃

𝐶𝑅𝑝𝑟 
(6.11) 

 

 

Objective: 

 

Minimise: 
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β [∑𝜙𝑖   (𝑂𝑆𝑐ℎ +𝑂𝑆𝑠𝑐)+

𝑖∈𝑂𝑆

∑∑ (
𝐶𝑑𝑜𝑤𝑛𝑖𝑗 + 𝐶𝑢𝑝𝑗𝑖

𝐶𝑑 + 𝐶𝑢
 )

𝑗∈𝑃

 𝑂𝑆𝑝𝑟 
𝑖∈𝐴𝑀

+∑ ∑ (
𝐶𝑑𝑜𝑤𝑛𝑖𝑗 + 𝐶𝑢𝑝𝑗𝑖

𝑂𝑆𝑢𝑝
 )

𝑗∈𝐶𝑅𝑃𝑖∈𝑂𝑈

  𝑂𝑆𝑝𝑐_𝑢𝑝  

+  ∑ ∑ (
𝐶𝑑𝑜𝑤𝑛𝑖𝑗 + 𝐶𝑢𝑝𝑗𝑖

𝐶𝑅𝑈
)

𝑗∈𝑂𝑈𝑖∈𝐶𝑅𝑃

𝐶𝑅𝑝𝑟] +  𝛼∑∑𝑏𝐿𝑠𝑑

𝑑∈𝑃

  

𝑠∈𝑃

 

 

(6.12) 

 

 

Equation (6.12) gives the model objective which is to minimise the total 

power consumption of the network and the blocking. 

 

Subject to: 

 

Flow Conservation constraint 

 

 

∑ 𝐿𝑖𝑗
𝑠𝑑

𝑗∈𝑁𝑖

𝑖≠𝑗 

 – ∑ 𝐿𝑗𝑖
𝑠𝑑

𝑗∈𝑁𝑖

𝑖≠𝑗 

      =  {

    𝐿𝑠𝑑  (1 − 𝑏𝐿𝑠𝑑) 𝑖 = 𝑠

−𝐿𝑠𝑑 (1 − 𝑏𝐿𝑠𝑑) 𝑖 = 𝑑

0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

}    

∀ 𝑠, 𝑑 ∈ 𝑃 ∶ 𝑠 ≠ 𝑑 𝑎𝑛𝑑 ∀ 𝑖 ∈ 𝐻  

 

(6.13) 

 

Constraint (6.13) is the flow conservation constraint. It ensures that the 

total traffic going into a node is equal to the total traffic leaving it for all nodes 

except the source and destination of a demand. 

 

 𝐶𝑢𝑝𝑖𝑗 =  ∑∑𝐿𝑖𝑗
𝑠𝑑

𝑑∈𝑃
𝑠≠𝑑

𝑠∈𝑃

          

    ∀ 𝑖 ∈ 𝑃  𝑎𝑛𝑑 ∀ 𝑗 ∈ 𝐴𝑀                 

 

(6.14) 

Equation (6.14) calculates total traffic for uplink wavelengths between PON 

group i and OLT switches  𝑗. 
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 𝐶𝑑𝑜𝑤𝑛𝑖𝑗 =  ∑∑𝐿𝑖𝑗
𝑠𝑑

𝑑∈𝑃
𝑠≠𝑑

𝑠∈𝑃

          

    ∀ 𝑖 ∈ 𝐴𝑀  𝑎𝑛𝑑 ∀ 𝑗 ∈ 𝑃  

(6.15) 

 

Equation (6.15) calculates total traffic for downlink wavelengths between 

OLT switch i and PON group 𝑗. 

Link capacity constraints 

 𝐶𝑢𝑝𝑖𝑗 ≤ 𝐶𝑢   

∀ 𝑖 ∈ 𝑃  𝑎𝑛𝑑 ∀ 𝑗 ∈ 𝐴𝑀  

 

(6.16) 

 

Constraint (6.16) ensures that the uplink traffic traversing from PON groups 

to OLTs does not exceed its capacity.   

 𝐶𝑑𝑜𝑤𝑛𝑖𝑗 ≤ 𝐶𝑑        

∀ 𝑖 ∈ 𝐴𝑀  𝑎𝑛𝑑 ∀ 𝑗 ∈ 𝑃 

 

(6.17) 

 

Constraint (6.17) ensures that the downlink traffic from an OLT AM port to a 

PON group does not exceed the downlink capacity.   

 ∑ ∑ 𝐶𝑢𝑝𝑖𝑗

𝑗∈𝐶𝑅𝑖∈𝑂𝑈

≤ 𝐶𝑅𝑈  𝑁𝑃𝐶   

 

 

(6.18) 

Constraint (6.18) ensures that the uplink traffic from an OLT uplink port to a 

CRs does not exceed the ports capacity.   
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Constraints to switch off idle OLTs 

 ∑∑ ∑ 𝐿𝑛𝑖
𝑠𝑑

𝑛∈𝑁𝑖𝑑∈𝑃
:𝑠≠𝑑

𝑠∈𝑃

≥ 𝜙𝑖     

∀ 𝑖 ∈ 𝑂𝑆      

 

∑∑ ∑ 𝐿𝑛𝑖
𝑠𝑑

𝑛∈𝑁𝑖𝑑∈𝑃
:𝑠≠𝑑

𝑠∈𝑃

 ≤ 𝑀 𝜙𝑖 

∀ 𝑖 ∈ 𝑂𝑆      

(6.19) 

 

 

 

(6.20) 

 

Constraints (6.20) and (6.21) ensure that OLT switches not used are 
switched off. 

 

6.4.2 Results and discussion 

 

     The decentralised network is depicted in Figure 6.1 where each PON 

group connects to a single OLT switch and the second with a centralised 

control and management SDN is depicted in Figure 6.2.   

     Table 6.7 shows the input parameters used in the model.  The MILP 

results as presented in Figure 6.5 show that with the SDN enabled 

architecture, the power consumption of the upper level connectivity can be 

decreased by 65% to 90% compared to the decentralised architecture for 

average data rate of 250 Mb/s and to 2500 Mb/s, respectively. This 

decrease is due to the efficient utilisation of uplink and downlink resources 

between OLTs and PON groups in the SDN enabled architecture which 

reduces the number of OLT switches and access ports needed. The 

introduction of the 2-tiers of AWGRS layers with full interconnection also 

allows SDN to assign resources to servers to join any of the OLTs which 
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further increases the energy saving as routing through core routers is 

avoided.  

     On the other hand in the conventional decentralised design, demand 

pairs for servers located in two different PON cells cannot be grouped to a 

single OLT and have to be forwarded to core routers which increases the 

overall power consumption as more core router ports and OLT uplink ports 

are required. As the flow rate increases, the flow of traffic between core 

routers and OLTs increases in the decentralized design. Hence, more high 

power consuming core router and OLT uplink ports will be needed to satisfy 

demands. While in the SDN enabled technology no traffic is routed between 

OLTs and core routers and through the introduced two layers of the AWGRs 

and efficient grouping mechanism employed, all traffic is directly routed 

between PON groups and the OLTs through the up/down links of the AM 

ports. This explain the increase of power saving as the rate of flow increases 

between demanding servers in different PON groups. 

     This increase in the traffic flow between OLTs and core routers, results in 

resources oversubscription especially in the high data rates case. Figure 6.5 

shows that with the conventional decentralised architecture, the blocking 

probability increases from 13% to 45% as data rates increase from 1Gb/s to 

2.5Gb/s whereas in the SDN enabled network zero blocking is achieved for 

the evaluated data rates. The conventional design at rate of 750Mb/s fully 

utilises all resources between the OLT uplink and core routers ports, hence 

the power consumption on this rate and onward rates appear flat as shown 

in Figure 6.5 and number of blocked requests increases as rate increases 

and more demands cannot be satisfied as in Figure 6.6. 
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Table 6.7. Input parameters used in the model 

Power consumption of Cisco ME4600 OLT Chassis  60 W [90] 

Power consumption of Cisco ME4600 XCO Switch Fabric Card   180 W [90] 

Power consumption of Cisco ME4600 AMX Access Card with 16 

x GPON  

90 W  [90] 

Cisco ME4600 UMX Uplink Card with 4 x 10GE  40 W [90] 

Total GPON ports per OLT  256 [90] 

GPON port uplink capacity  10Gb/s [90] 

GPON port downlink capacity  10Gb/s [90] 

Core router port capacity  10Gb/s  

Power consumption of core router port  300 W [38] 

Average demand rate following uniform distribution  250-2500 Mb/s 

 

 

Figure 6.5. Power consumption evaluation for SDN over decentralized designs 
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Figure 6.6. Blocking percentages of SDN minimised energy model against the 
decentralized design 

 

6.5 Summary 

 

This chapter has proposed an SDN based AWGR PON data centre 

interconnection design to provide energy efficient and highly elastic 

networking infrastructure to sustain the applications and services hosted by 

modern data centres. The design has shown that SDN can facilitate dynamic 

networks with wavelength configurability for efficient utilisation and allocation 

of bandwidth resources. The proposed inter-cell interconnection fabric 

through the 2-tiers of AWGRs improved the design by reducing 

oversubscription ratios and provisioning multi-path routing. A benchmarking 

study between the proposed SDN architecture against the decentralised 

conventional design shows that with the SDN enabled architecture, the 

power consumption can be decreased by up to 90% for typical average data 

rates while maintaining zero blocking.  
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7 Resource provisioning for AWGR PON based cloud data 

centre 

 

 

7.1 Introduction 

 

Consolidation along with virtualisation can result in substantial savings in 

power consumption if efficient algorithms for resources provisioning are 

designed. As most of current data centres’ resources are underutilised, 

studies have reported that the average utilisation of data centre computing 

capacity is around 30% [38]. This is mainly a result of non-energy efficient 

resource provisioning based on random or round robin algorithms to map the 

VMs with servers. By improving resource utilisation through efficient 

mapping between VMs and servers, the number of active servers along with 

cooling power draw will be significantly reduced.  

This chapter tackles the problem of resource provisioning optimisation for 

cloud applications in AWGR based PON data centre architecture. A MILP 

model is developed to minimise the power consumption and delay for 

different cloud applications by optimising resource provisioning. A trade-off 

between power consumption and delay with respect to the applications that 

can co-exist in data centres is considered. A novel greedy algorithm along 

with the MILP mathematical modelling for resource provisioning optimisation 
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are developed considering the physical constraints of servers (CPU and 

memory) and virtual machines communication traffic. The developed 

algorithm is compared with random and Best Fit Deceasing Bin-Packing 

conventional algorithms. 

7.2 MILP model for Energy Aware Resource Provisioning in PON 
data centre 

 

In this section, a MILP optimisation model is introduced to minimise the  

power consumption of the AWGR  based PON data center architecture 

through efficient resource provisioning. We consider the power consumption 

of the servers hosting the VMs and the ONUs connected to them.  

Parameters and variables used in the model are as follows: 

Parameters: 
  

𝑆 Set of servers 

𝑃 Set of PON groups  

𝐺𝑝 Set of servers connected to PON group 𝑃 

𝑉 Set of VM requests 

𝑃𝑂 Idle power consumption of a server  

𝑃𝑀 Maximum power consumption of a server 

𝐶𝑗 CPU capacity of server 𝑗 

𝑀𝑗 Memory capacity (RAM) of server 𝑗 

𝐾 Number of servers allowed  to serve a  VM request 

𝜌𝑖 VM request 𝑖 requirement of CPU for processing 
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𝑚𝑖 VM request  𝑖 requirements of RAM  

𝐴𝑖𝑓 Traffic demand between VMs 𝑖 and 𝑓 

𝑃𝑈 ONU power consumption 

𝐶𝑈 ONU data rate 

𝐶𝑊 Wavelength capacity for TDM 

𝑀 Large positive number  

 
Variables: 
  

𝛿𝑗 Defined as 𝛿𝑗 = 1 if server 𝑗 is activated, otherwise 𝛿𝑗 = 0 

𝜌𝑗
𝑖  processing resources of server 𝑗 in GHz assigned for request 𝑖 

𝜔𝑗
𝑖 Defined as 𝜔𝑗

𝑖 = 1 if request 𝑖 is served by server 𝑗, otherwise 𝜔𝑗
𝑖 = 0 

𝛽𝑖𝑓 Defined as 𝛽𝑖𝑓 = 1 if VMs 𝑖 and 𝑓 are assigned to the same server, 

otherwise 𝛽𝑖𝑓 = 0 

𝑈𝑗 Uplink traffic for server 𝑗 

𝑣𝑗  Number of VMs placed in server 𝑗  

𝜀𝑖𝑗
𝑠𝑑 𝜀𝑖𝑗

𝑠𝑑 is the AND of 𝜔𝑗
𝑖 and 𝜔𝑘

𝑓
, i.e. 𝜀𝑖𝑗

𝑠𝑑 = 𝜔𝑗
𝑖 + 𝜔𝑘

𝑓
  

𝜃𝑗
𝑖𝑓

 𝜃𝑗
𝑖𝑓

 is the AND of 𝜔𝑗
𝑖 and 𝜔𝑗

𝑓
, i.e. 𝜃𝑗

𝑖𝑓
= 𝜔𝑗

𝑖 + 𝜔𝑗
𝑓
 

𝑇𝑗𝑘 Traffic between server 𝑗 and server 𝑘 resulting from VMs placement 

 
The power consumption of the PON cell is composed of: 

The power consumption of a physical machine (server) 𝑗 is given as: 

∑(𝑃𝑂 𝛿𝑗 + (𝑃𝑀 − 𝑃𝑂)∑
𝜌𝑗
𝑖

𝐶𝑗
𝑖∈𝑉

)

𝑗∈𝑆

 
 
(7.1) 
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Power consumption of ONUs connected to servers  

𝑃𝑈

𝐶𝑈
 ∑𝑈𝑗  

  
𝑗∈𝑆

 
 
(7.2) 

 
Objective:  

Minimise:  

∑(𝑃𝑂 𝛿𝑗 + (𝑃𝑀 − 𝑃𝑂)∑
𝜌𝑗
𝑖

𝐶𝑗
𝑖∈𝑉

) +
𝑃𝑈

𝐶𝑈
 ∑𝑈𝑗
𝑗∈𝑆𝑗∈𝑆

 
 
(7.3) 

 
Equation (7.3) gives the model objective which is to minimise the total 

servers’ and network power consumption. This is achieved through 

optimising the servers selected to provision VMs. 

Subject to: 

 𝑈𝑗 =∑∑ 𝐴𝑖𝑓(1 − 𝛽𝑖𝑓)

𝑓∈𝑉 𝑖∈𝑉

 

∀ 𝑗 ∈ 𝑆 

 
(7.4) 

 

     Constraint (7.4) calculates the total uplink traffic from server j, where 𝛽𝑖𝑓 

is given by constraint (7.5): 

𝛽𝑖𝑓 =∑𝜔𝑗
𝑖𝜔𝑗

𝑓

𝑗∈𝑆

 

∀ 𝑖, 𝑓 ∈ 𝑉 

 
(7.5) 
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Constraint (7.5) contains multiplication of two binary variables which 

makes the model nonlinear; we replace it by the following three constraints 

to maintain the linearity of the model (constraints (7.6)-(7.9)). 

 

𝛽𝑖𝑓 =∑𝜃𝑗
𝑖𝑓

𝑗∈𝑆

 

∀ 𝑖, 𝑓 ∈ 𝑉 

(7.6) 

 

𝜃𝑗
𝑖𝑓
≤ 𝜔𝑗

𝑖 

∀ 𝑖, 𝑓 ∈ 𝑉 𝑎𝑛𝑑 𝑗 ∈ 𝑆 

 

 

 

 

(7.7) 

𝜃𝑗
𝑖𝑓
≤ 𝜔𝑗

𝑓 

∀ 𝑖, 𝑓 ∈ 𝑉 𝑎𝑛𝑑 𝑗 ∈ 𝑆 

 

 

(7.8) 

𝜃𝑗
𝑖𝑓
≥  𝜔𝑗

𝑖 + 𝜔𝑗
𝑓
− 1      

∀ 𝑖, 𝑓 ∈ 𝑉 𝑎𝑛𝑑 𝑗 ∈ 𝑆 

 
(7.9) 

                                                        

Note that equations (7.7) and (7.8) ensures that 𝜃𝑗
𝑖𝑓

 can only be equal to 1 

if both 𝜔𝑗
𝑖 and 𝜔𝑗

𝑓
 are 1. However, equation (7.7) and (7.8) can be satisfied 

with 𝜃𝑗
𝑖𝑓
= 0 while are 𝜔𝑗

𝑖 and 𝜔𝑗
𝑓
are both equal 1. This last issue is resolved 

through (7.9) 

 

∑𝑚𝑖𝜔𝑗
𝑖

𝑖∈𝑉

≤ 𝑀𝑗 

∀ 𝑗 ∈ 𝑆 

 

(7.10) 
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∑𝜌𝑖𝜔𝑗
𝑖

𝑖∈𝑉

≤ 𝐶𝑗 

∀ 𝑗 ∈ 𝑆 

 

 

 

(7.11) 

 

𝑈𝑗 ≤ 𝐶𝑈 

∀ 𝑗 ∈ 𝑆 

 

 

(7.12) 

 

Constraints (7.10)-(7.12) are the memory, processing and ONU link 

capacity constraints, respectively 

∑𝜔𝑗
𝑖

𝑗∈𝑆

= 𝐾 

∀ 𝑖 ∈ 𝑉 

            
(7.13) 

 

Constraint (7.13) limits the number of servers that can be used to serve a 

VM.  

𝑣𝑗 =∑𝜔𝑗
𝑖

𝑖∈𝑉

  

∀ 𝑗 ∈ 𝑆 

            
(7.14) 

 

Constraint (7.14) calculates the total number of VMs served by server 𝑗. 

 

𝛿𝑗 ≤ 𝑣𝑗 
∀ 𝑗 ∈ 𝑆 

 

(7.15) 

𝑀 𝛿𝑗 ≥ 𝑣𝑗 
∀ 𝑗 ∈ 𝑆 

(7.16) 
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Constraints (7.15) and (7.16) are used to relate the binary variable 𝛿𝑗, to the 

non-binary variable 𝑣𝑗 where M is a large enough number, the value used in 

the model is 1000.  

𝑇𝑗𝑘 =∑∑ 𝐴𝑖𝑓(𝜔𝑗
𝑖𝜔𝑘

𝑓
)

𝑓∈𝑉 𝑖∈𝑉

 

∀ 𝑗, 𝑘 ∈ 𝑆 

(7.17) 

   

Constraint (7.17) is used to calculate the traffic between server pairs after 

assigning the VMs to the servers. Multiplication of two binary variables 

(𝜔𝑗
𝑖𝜔𝑘

𝑓
) makes the model nonlinear. It is repalced by constraints (7.18) –

(7.21) to maintain the linearity of the model. 

𝑇𝑗𝑘 =∑∑ 𝐴𝑖𝑓

𝑓∈𝑉 𝑖∈𝑉

𝜀𝑗𝑘
𝑖𝑓

 

∀ 𝑗, 𝑘 ∈ 𝑆 

(7.18) 

 

 

𝜀𝑗𝑘
𝑖𝑓
≤ 𝜔𝑗

𝑖 

∀ 𝑗, 𝑘 ∈ 𝑆 & ∀ 𝑖, 𝑓 ∈ 𝑉 

 

(7.19) 

𝜀𝑗𝑘
𝑖𝑓
≤ 𝜔𝑘

𝑓 

∀ 𝑗, 𝑘 ∈ 𝑆 & ∀ 𝑖, 𝑓 ∈ 𝑉 

(7.20) 

𝜀𝑗𝑘
𝑖𝑓
≥  𝜔𝑗

𝑖 + 𝜔𝑘
𝑓
− 1 

∀ 𝑗, 𝑘 ∈ 𝑆 & ∀ 𝑖, 𝑓 ∈ 𝑉 

 

(7.21) 

∑ ∑ 𝑇𝑗𝑘 

𝑘∈𝑃𝑜 

≤ 𝐶𝑊

𝑗∈𝑃𝑝

 

∀ 𝑝, 𝑜 ∈ 𝑃 

  (7.22) 
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Constraint (7.22) ensures that servers in each PON group does not 

exceed the shared wavelength capacity while communicating to other 

servers in different PON groups. 

7.3 Results and discussions 

 
In this section, an evaluation of the power consumption of resource 

provisioning in the AWGR based PON data center architecture using the 

model developed in Section (7.2) is presented. The AWGR based PON 

architecture depicted in Figure 5.4 is modelled. Different number of VM 

requests (20, 40, and 60) are examined. The CPU, memory, and 

communication traffic requirments of VMs are randomly distributed within the 

values in Table 7.1. Traffic between VMs pairs is generated so each VM 

communicates with a number of VMs randomly distributed between 1-3. This 

traffic is randomly (uniform distribution) assigned values between 40Mb/s 

and 200Mb/s as given in Table 7.1. Table 7.1 also presents the other input 

parameters used for the model. 

Table 7.1. Input data for the model 

Link capacity  (CW)  10Gbps 

Power consumption for idle servers  𝑃𝑂 [38] 201 W 

Maximum power consumption for servers PM [38] 301 W 

Clients processing requirements in M CPU cycles (𝜌𝑖) 500-2000 

Clients memory requirements in MB (𝑀𝑖) 500-2000 

Server’s processing capacity (𝐶𝑗) in GHz 2.5 

Server’s memory (RAM) (𝑀𝑗)  in GB 8 
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ONU power consumption (𝑃𝑈) in  2.5W 

VMs traffic (𝐴𝑖𝑓) 40-200 Mb/s 

 
We compare the power consumption of the model devloped in Section 7.2 

with the objective of minimising both the power consumption of physical 

machines (PM), the power consumption of the network, and the minimisation 

of both the physical machines power consumption and the network power 

consumption (Min Both). The results compare the minimisations of both, the 

minimisation of physical machines power consumption only (Min PMs PC), 

the minimisation of network power consumption only (Min Net PC)   

described in equations 7.1, 7.2, and 7.3, respectively. 

Figures 7.4 presents the total power consumption for the three examined 

models. The minimisation of the servers’ power consumption model 

allocates CPU and RAM resources requested by clients to the minimum 

possible number of servers by means of consolidation.  

Minimisation of the servers’ power consumption objective does not look 

after the communication demands among the VMs to decide on the location 

of placement for each VM.   

While minimisation of network power objective aims at minimisation of 

traffic flow on communication links to reduce ONUs transmit output power 

and doesn’t take into accounts the number of servers used to provision 

resources to the clients. The multi objective of minimisation of both 

considers the minimisation of the total power which results from servers and 

network. 
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Figure 7.1. The average delay provisioning different sets of VMs; under the three 
models and the developed algorithm Clus_BF 

 

 

Figure 7.2. Total number of used servers examining three sets of VMs; 20, 40, and 60 
for the three objective functions and the developed algorithm Clus_BF 
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Figure 7.3. Average servers' utilization examining three sets of VMs; 20, 40, and 60 for 
the three objective functions and the developed algorithm Clus_BF 

 

 

 

Figure 7.4. The total power consumption different sets of VMs; under the three 
models and the developed algorithm Clus_BF 
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are reduced. However; the total power consumption is increased compared 

to the minimisation of servers’ power consumption model as more servers 

are switched on to accommodate groups of communicating VMs.  

For the examined VMs (20, 40, and 60 VMs), the power consumption 

under the Min Net PC model is reduced by 20% compared to the Min PMs 

PC model. 

Figures 7.2 and 7.3 present the average servers’ utilisation and number of 

activated servers for the different models for 20, 40, and 60 VMs. Min Net 

PC also results in lower utilisation of servers’ resources compared to the Min 

PMs PC model as more servers are switched on to serve the same number 

of VMs. The network power consumption minimisation model results in 

average utilisation of about 65%, while under the servers’ power 

consumption minimisation model; servers’ utilisation is more efficient and 

approaches 90%.  

Figure 7.1 presents the average delay for the different objectives. 

Minimisation of network power reduces the total traffic flow among servers, it 

therefore results in reduction in the average transmission delay. Minimisation 

of network power results in a decrease in the average delay by 60% 

compared with the minimisation of servers’ power consumption model. 

The results of the multi-objective model as shown in Figures 7.2, 7.3, and 

7.4 achieves similar power consumption, number of used servers, and 

servers’ average utilisation as the minimizing the servers’ power 

consumption model for 20, 40, and 60 VMs.  Average delay as shown in 

Figure 7.1 has shown similar results with the minimised network power for 
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20 and 40 VMs. For 60 VMs, the average delay is lower than the approach 

that minimised the servers’ power consumption. The average delay 

decreased by 29%. 

Next, the greedy algorithm developed is described to mimic the behaviour 

of the multi resources constraints placement MILP and to act as verification 

for results obtained from the MILP model. Also for comparison purposes, an 

implementation of conventional placement algorithms; Best Fit Decreasing 

Bin-Packing (BFD) and random (Rnd) is reported and the results are 

compared with our developed greedy algorithm. 

7.4 Clus-BF Greedy algorithm for VM placement in PON data 
centre  

 

The multi-objective optimisation problem is an NP-hard problem. Well-

known optimisation algorithms derived from ant colony or genetic algorithms 

can be implemented for optimum solution. Such optimisation algorithms are 

avoided as the main concern in a practical implementation is the time 

needed by the algorithm, in addition to the reduction in energy consumption 

achieved as these algorithms need to be implemented in hardware. 

In order to solve the multi-objective problem of minimising the total power 

consumption of physical machines and network, an algorithm that combines 

VMs clustering and best fit placement with respect to CPU, RAM, and link 

resources is proposed.  The input parameters are the network topology(𝐺), 

traffic matrix for VMs (𝐴𝑖𝑓), VM requirements of CPU , VM requirement of 

RAM, servers’ CPU capacity (𝑃𝑗),  servers’ RAM capacity (𝑀𝑗), and link 

capacity (𝐶𝑗). 



 

152 
  

The algorithm as described in the pseudo-code depicted in Figure 7.5 

consists of two main steps. The first step is to cluster VMs in groups by 

visiting each VM and creating a group for that VM to include other VMs with 

mutual traffic only. Then these groups are sorted in a decreasing order 

starting with groups that have the highest intra traffic flows as described in 

lines 1 and 2. 

Secondly, the algorithm in line 3 visits a sorted list of groups one by one 

and filters the groups to generate a queue of clusters of VMs with total 

resources that do not exceed a server resources in terms of CPU, memory 

and link capacity. Then in line 4, the algorithm searches for a server with the 

minimum remaining resources that are still sufficient and that best fit the 

VMs group with the highest mutual intra traffic and place such VMs in that 

server. In lines 7, 8 and 9, the placed VMs are removed from the list of VMs, 

and the remaining resources of the server selected are updated. Line 13 is 

used to search for all remaining not assigned VMs and sort them in a non-

decreasing order for best fit assignment. In line 15 and 16, a list of servers 

with enough resources is searched and selection is based on the server with 

existing VMs that has the highest mutual bandwidth. Lines 17-19 are used to 

update resources of the server after the placement of VMs. In line 22 the 

algorithm ends. The output of the algorithm is the mapping between VMs 

and PMs, average server utilisation, total power consumption, mapping 

between VMs and servers (𝛿𝑗
𝑖), traffic flow in all links (𝑈𝑖𝑗), average delay 

(𝑑), number of servers used (𝑁̅̅̅̅ ), total power consumption (𝑃𝐶), and 

average servers utilization (u)̅̅̅. 
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  Inputs: 𝐺,𝐴𝑠𝑑 ,𝜌𝑣 ,𝑀𝑣 and 𝑃𝑗 ,𝐶𝑗 ,𝑀𝑗  

  Outputs: 𝛿𝑗
𝑖 ,𝑈𝑖𝑗 ,𝑃𝐶,𝑑, �̅�,𝑁  

1:  Cluster all VMs into groups 𝐻 = {1,2,… ,𝐻𝑡} according to mutual traffic.  

Set 𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑(𝑣) = 0 

2:  Sort 𝐻 descendingly  based on intra-group traffic    

3:  for All groups (ℎ ∈ 𝐻): 

4:     If  ∑𝜌𝑣 ≤ 𝑃 &  ∑𝑀𝑣 ≤ 𝑀 & 𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑(𝑣) = 0,∀𝑣 ∈ ℎ  then  

5:       Find the PM 𝑗 ∈ 𝑆 with min(𝑃𝑗 ,𝑀𝑗 ), and sufficient 𝐶𝑗 .  

6:         for 𝑣 ∈ ℎ: 

7:                  Set   δj
v = 1     

8:                  Set 𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑(𝑣) = 1 

9:                  Update Ρ𝑗 ,𝑀𝑗𝑎𝑛𝑑 𝐶𝑗  

10:         end for 

11:      end if 

12:  end for 

13:  for 𝑣 ∈ 𝑉  where 𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑(𝑣) = 0: 

14:      if VM 𝑣 fits in 𝑗 PMs then 

15:         Find the PM 𝑗 ∈ 𝑆 with min(𝑃𝑗 ,𝑀𝑗 ),  

16:         sufficient 𝐶𝑗 and max mutual traffic with v 

17:         Set   δj
v = 1     

18         Set 𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑(𝑣) = 1 

19         Update 𝑃𝑗 ,𝑀𝑗𝑎𝑛𝑑 𝐶𝑗  

20:      end if 

21:  end for 

22:  Calculate 𝛿𝑗
𝑖 ,𝑈𝑖𝑗 ,𝑃𝐶,𝑑, �̅�,𝑁  

  

Figure 7.5. Clus_BF Algorithm for Multi-constraint resource provisioning in AWG 
PON Cell 

 

7.5 Evaluation of the CLus-BF algorithm 

 

The Clus-BF greedy algorithm as shown in Figure 7.5 has produced 

results similar to those obtained from the multi-objective model in terms of 

total power consumption; number of servers used, and average servers’ 

utilisation.  Conventional Best Fit Bin Packing (BFD-BP) and random (Rnd) 

placement algorithms are implemented so that the results can also be 

compared and evaluated with the developed algorithm in PON data centre. 

Comparison will be in terms of power consumption, average server’s 
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utilisation, inter-flow traffic reduction, average delay, and number of servers 

used. 

Compared with Random placement algorithm, the BFD-BP based 

scheduler results in efficient utilisation of computing resources of servers 

and hence reduces the number of servers used and the total power 

consumption. Consolidation of workloads as single server’s resources can 

be sliced to be shared efficiently by multiple VMs results in efficient 

utilisation of servers’ resources. Figure 7.8 shows that the average server 

utilisation is 90% for almost all the sets of different number of VMs for BFD, 

while the random placement results in utilisation values between 30%-40% 

of PMs’ resources.  

The underutilised resources are a result of the behaviour of the random 

algorithm as random placement scheduler tends to distribute VMs randomly 

rather than consolidating workloads on minimum set of machines. 

The BFD-BP based scheduler as shown in Figure 7.6 and 7.7 achieves 

47% reduction in overall power consumption as the number of used servers 

is reduced to 55% compared to the case with random scheduler.  

The BFD-BP algorithm achieves excellent results for efficient utilisation 

and power savings; however traffic flow among communicating VMs hosted 

by different PMs is not part of the objective to be minimised. The developed 

Clus-BF algorithm achieves power consumption minimisation while 

addressing the multi constraints placed on resources as described in the 

MILP model in terms of traffic flow on communicational links. 
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Figure 7.6. Total number of used servers for the random, best fit decreasing, best 
effort best fit, and Cluster best fit algorithms 

 

 

 

Figure 7.7. Total power consumption of traffic flow reduction of the Cluster-BF, 
Random and Best Fit Decreasing algorithms 
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Figure 7.8. The percentage of traffic flow reduction of the Cluster-BF, Random and 
Best Fit Decreasing algorithms 

 

 

 

Figure 7.9. Average servers’ utilization of traffic flow reduction of the Cluster-BF, 
Random and Best Fit Decreasing algorithms 
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Figure 7.10. Average delay of traffic flow reduction of the Cluster-BF, Random and 
Best Fit Decreasing algorithms 
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reduction of traffic flow for the different sets of VMs. Clus-BF algorithm as 

shown in Figure 7.7 produces results very similar to BFD-PB for power 

consumption, number of servers used and average server utilisation. Clus-

BF as expected demonstrates an average of 47% savings in power 

consumption with more efficient PM resources utilisation reaching (90%) if 

compared with random algorithm. 

On the other hand, traffic flow reduction is shown in Figure 7.8 to compare 
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is a result of the increase of the number of VMs with communication 

requirments as the number of servers are fixed for all sets of examined VMs 

to be provisioned. Obviously with constrained physical resources as the 

number of VMs increases, the size of flow increases as well and as a result 

the trasmision delay increases. This is clearly happening in our modelled 

architecture when the size of VMs increases beyond 40 VMs. This is also 

shown in the results of Figure 7.10. Therefore the percent of reduction 

shown in Figure 7.8 decreses.  

7.6 Summary 

 

In this chapter, a further investigation of the proposed AWGR PON based 

architecture for cloud application is studied. A mathematical optimisation 

model was developed for resource provisioning considering minimisation of 

power consumption, delay, and both. The results show that delay can be 

decreased by 62% for delay-sensitive applications and power consumption 

can be decreased by 22% for non-delay sensitive applications. Multiple 

resource provisioning for servers’ physical resources and communication 

traffic is tackled as well. A mathematical optimisation model was developed 

along with a placement algorithm to solve the multiple resource optimisation 

problem. The results show good agreement between the results from the 

MILP models and the introduced greedy algorithm. Further study that 

compares the proposed algorithm with algorithms like random and BFD-BP 

are also presented and evaluated for delay, power consumption, average 

servers’ utilisation and number of servers used. Our algorithm demonstrated 

an average of 47% savings in power consumption with more efficient PM 
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resources utilisation reaching (90%) when compared with the random 

algorithm. The proposed algorithm has also shown a maximum of 50% and 

47% reduction in delay when compared with random and BFD algorithms 

respectively. 
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8 Energy efficient server centric PON data centre network 

 

 

8.1 Introduction 

 

     The AWGR-based PON architecture has achieved energy savings of 45% 

and 80% compared to the Fat-Tree and BCube architectures, respectively. The 

main drawback of this design, however, is its high deployment cost as all 

servers are equipped with tuneable transceivers (or a transceiver with several 

fixed tuned wavelengths). In this chapter, a new server centric PON architecture 

is introduced. The different merits of this form of PONs and servers in the 

design of energy efficient, high capacity, low cost, scalable, and highly elastic 

networking infrastructures that support the applications and services hosted by 

modern data centres is considered.  The proposed architecture eliminates the 

need for costly and power hungry devices such as tuneable lasers and 

electronic switches. The work in this chapter includes a benchmark study to 

compare the 3-tier architecture with the proposed server-centric design with 

respect to power consumption. A mathematical optimisation model is developed 

along with a heuristic for energy efficient routing and presented for the 

described architecture. 
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8.2 Traffic locality study for PON deployment in data centre 
networks 

 

     In data centres, the nature of traffic differs from PONs’ traffic. The traffic 

within a data centre, as shown and discussed in Chapter 4, in Figure 4.3, can 

be categorised into four main types; (i) In-Out traffic destined out of the data 

centre through access switches, aggregation switches and core routers, (ii) 

Intra-rack traffic between servers located in the same rack through the top of 

rack access switches, (iii) Inter-rack traffic between servers located in different 

racks through the top of rack access switches and the layer-2 aggregation 

switch linking the two racks, (iv) Out-In traffic entering the data centre through 

core routers, aggregation switches, and top of rack access switches.  

     A number of studies have analysed the characteristics of the traffic 

generated within data centres [43], [78], [91]. Based on the application, the 

majority of data centre traffic may remain inside the racks or span several 

racks.  The studies have shown that 50% of the enterprise and university data 

centres’ traffic is inter-rack flows while for cloud data centre type, the inter-rack 

flows are under 25%. According to [43], [78], [91] the intra rack and inter rack 

traffic flow percentages can take a range of ratios; 20%-80%, 50%-50%, and 

80%-20%.  
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Therefore, eliminating the access and aggregation switches and replacing 

them with directional PON splitters/couplers, will result in over-loading the OLT 

switch making it the bottleneck for all types of traffic. Despite the fact that the 

OLT switch backplane can provide non-blocking hundreds of Gb/s 

interconnection among its cards, offloading the burden on the OLT switch will 

avoid undesired delays and power consumption resulting from O/E/O 

conversions, queuing, buffering and processing. Hence; the proposed PON 

architecture design addresses all the challenges to furnish an interconnection 

fabric to sustain all types of traffic patterns for the different applications that can 

be hosted within the data centre. 

In the subsequent section, a detailed description of the server centric 

architecture relying mostly on PONs by re-designing the current paradigm of 

PONs used for access networks is presented.  

8.3 The architecture of the server-centric PON cloud data centre 

 

Unlike the proposed design of the AWG based PON data centre presented in 

Chapter 5, the design depicted in Figure 8.1, eliminates the need for costly 

tuneable lasers and facilitates high speed interconnection among racks within a 

PON cell by dividing each rack into 4 groups each of 8 servers connected by a 

TDM star coupler. Three of the 4 groups are connected to the other three racks, 

and one group connects the rack with the OLT at 10 Gb/s rate. Therefore, OLT 

port recieves 4 x 10 Gb/s.  Inter-rack communication between servers that do 

not belong to groups with a direct connection is established by using one of the 
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servers of the group with a direct connection with the rack of the destination 

server. Relay server selection can be based on servers’ utilisation or traffic load 

within the PON group. Similarly servers can establish connection with the OLT 

switch. Connections between the OLT switch and racks can be provisioned 

either through the use of a star coupler (TDM) as depicted in Figure 3 or via an 

AWGR (WDM) to provide more bandwidth. 

 

Figure 8.1.  Proposed PON Cell design with no tuneable lasers 

 

     Servers in different groups in the same rack are connected via a backplane, 

for example the terabit capacity passive polymer optical backplane in [79]. This 

technology as depicted earlier in Chapter 4 in Figure 4.5 employs a passive 
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backplane with multimode polymer waveguides and can provide non-blocking 

full mesh connectivity with 10 Gb/s rates per waveguide, exhibiting a total 

capacity of 1 Tb/s. Other options for intra-rack interconnection are described in 

Section 4.5. These proposed technologies manage intra-rack communication 

among servers within the rack without the need to reach the OLT switch. 

     An observation in this architecture is that the 10 Gb/s port rate is shared by 

the 128 servers in a PON cell. If each server needs a sustained 1 Gb/s rate the 

capacity available to a PON cell may not be enough. If a high server activity 

ratio (proportion of total number of servers that are simultaneously active and 

working at the full 1 Gb/s) is expected in the data centre, then the architecture 

can be modified so that the 10 Gb/s is shared by a smaller number of servers 

which calls for a larger number of OLT cards. At lower activity ratios the PON 

protocol can do elastic bandwidth allocation to cater for traffic bursts. 

Furthermore the data centre load can be distributed among different PON cells 

for load balancing or alternatively consolidated in fewer PON cells to save 

power through power shedding in response to long term daily load variation, 

followed by sleep in response to shorter inactivity periods within the hour / 

minutes. Power saving and architecture and protocol optimisation for 

performance are interesting topics for future research. 

     In PON residential access networks, ONU to ONU communication is not a 

major concern as traffic is either transmitted from ONUs to the OLT or from OLT 

to the ONUs. In addition current PONs in access network as studied and 

presented in Section 8.2 do not perform well for rates above 1Gb/s where point 
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to point fibre links become more energy efficient than a PON. However, the 

cellular architecture depicted in the proposed design (See architectures in 

Chapters 5-7) does not suffer the limitations of the normal PON as (i) within the 

rack, the optical backplane can provide full wavelength rate, and (ii) within the 

cell of racks, the AWGRs give full wavelength connectivity and hence server to 

server communication within the cell can appear as point to point. 

8.4 Power consumption benchmark study of server-centric PON 
design against the 3-tier conventional DCN 

 

In this section, a benchmarking study that compares the power consumption 

of the proposed server centric PON data centre architecture to the most 

commonly implemented data centre architecture nowadays, the 3-tier 

conventional data centre is presented. 

A 3-tier conventional data centre architecture is depicted in Figure 4.3. Core 

switches at tier 3 are connected by 10GE links to aggregation switches at tier 2. 

The number of core switches is typically limited to 8 as the Equal Cost Multipath 

routing protocol (ECMP) can only support 8 paths [38]. Aggregation switches 

are typically double the number of core switches. Top of Rack (TOR) access 

switches located at tier-1 can connect 20-40 servers with 1GE links [38]. Table 

8.1 breaks down the power consumption of the networking equipment of a 3-tier 

data centre architecture provisioning connectivity for 5120 servers. 
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Table 8.1. Breakdown of the power consumption of networking equipment of 3-tier data 
centre architecture provisioning connectivity for 5120 servers 

 Access  

switch 

Aggregation 

switch 

Core  

switch 

Model Cisco nexus 

2148T [92] 

Cisco nexus 

5020 [93] 

Cisco nexus 7000 F2 

[94] 

Capacity 32-48 ports 

(1Gb/s+ 

4SFP-

10Gb/s) 

40 ports 

(each 10 

Gb/s) 

48 ports 

 (each 10 Gb/s) 

Power 

consumption  
200W 750W 7.5W  per port 

Number required 
160 8 

4 core switches 

(8 ports each) 

Total power 

consumption 
32kW 6kW 240 

 

The power consumuption of PON equipment operating at 10Gb/s was 

discussed in Section 5.6.3.  

Figure 8.2 depicts a typical schematic architecture of an ONU used for FTTx 

access network [95] where a subscriber line interface (SLIC) is used for 

telephony voice service, the Multimedia Over Coax (MoCA) chipset is used for 

TV service provisioning. in Section 5.6.3, the PON data centre ONU is not 

required to provide video and audio services, hence, the SLIC and MoCa which 

are reported in [60] to consume 150mW and 1262mW, respectively, are not 

required in the PON data centre ONU design as seen in Figure 8.3. The PON 

data centre ONU can have a passive GbE switch to support multiple servers’ 
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connection. In small data centres with low traffic, a single ONU can be used to 

connect  multiple servers to reduce the cost and power consumption.   

Table 8.2 gives the active and idle power consumption of the major 

components of a10Gb/s ONU designed for telecom access telecom networking 

covering 20km based on a study presented in [96]. From these values, the ONU 

in active mode consumes 6.2W, whereas in the sleep mode it consumes 

0.42W. As mentioned in Section 5.6.3, PON data centre interconnection will not 

exceed 100 meters. Assuming linear profile to estimate the transceiver power 

consumption for the proposed PON data centre ONU with interconnections not 

exceeding 100 meters, ONU’s transceiver power consumption is given as 

17.5mW for active mode. Total power consumption of an ONU is 2.72W. For 

idle (sleep) mode, ONU will consumes 0.42W.  

 

GPON
SoC

FLASHDDR

SLIC

PHY
GbE

RF
MoCA

MAC PHY

Video INT (COAX)

Eth INT (RJ-45)

FXS INT (RJ-11)

Trx
FO

 

Figure 8.2. Architecture of an ONU in access network [96] 
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GPON
SoC

FLASHDDR

GbE
SwitchTrx

RJ-45

RJ-45

RJ-45

 

Figure 8.3. Proposed architecture of an ONU for PON data centre. GbE switch is passive 
and optional for the case where multiple servers to be connected by one ONU 

 

Table 8.2. Power consumption for main components of 10G ONU for 20km reach [96] 

 Active mode Sleep mode 

Transceiver 3.5W 0 W 

System on chip  
(SoC) 

2W 0.4W 

DDR (RAM) 0.7W 0.02W 

 

     Table 8.3 calculates the power consumption of PON data centre design 

supporting 10 Gb/s with typical rack to rack interconnection distances. We 

consider two designs; one uses an ONU to connect one server and the other 

uses an ONU to connect to two servers. 

Table 8.3. Breakdown analysis for power consumption for the proposed data centre 
architecture to support 10G and for provisioning 5120 servers 

 Capacity and 
interfaces 

number of 
servers 
per port 

Number 
required 

Power 
consumption  

Total power 
consumption  

OLT 
 

8 ports per 
card (10Gb/s)  
 

128 40 ports (5 
cards) 

1 kW per card 
125W/port  

5 kW 

64 80 ports (10 
cards) 

1 kW per card 
125W/port 

10 kW 

ONU 
 

One Ethernet 
interface 
(10Gb/s) 

- 5120 ONUs 2.72W 13.926 kW 

Two Ethernet 
interface 
(10Gb/s) 

- 2560 ONUs 2.72W 6.963 kW 
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For a split ratio of 128, the total power consumption of a PON data centre 

architecture supporting 5120 servers is 18,926 and 11,963W for ONUs with one 

interface and two interfaces respectively. Networking equipment energy savings 

of the PON architecture with ONUs of a single interface compared to the 

conventional architectures is 50.5% and for ONU with two interfaces is 69%. 

For a splitting ratio of 64, the total power consumption for 5120 servers is 

23,926 and 16,963W for ONU with one interface and two interfaces, 

respectively. Energy savings compared to the conventional architectures will be 

38% for the ONU option with one interface and 56% for the ONU option with 

two interfaces. Note that the power consumption calculation of the PON data 

centre architecture does not take into account the power consumption of the 

servers taking part in the routing of inter rack traffic. 

In the next section, an optimisation model for energy aware routing within the 

server centric design is presented. 

8.5 MILP model for energy aware routing in PON data centre 
 

As discussed in Section 8.3 servers can take part in the routing of inter rack 

traffic to off-load the burden on the OLT switch and make efficient use of the 

servers underutilised processing capabilities. In this section, an optimisation 

MILP model is developed to minimise the power consumption of the server 

centric PON cell design by optimising the routing of inter rack traffic within the 

PON cell. 
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The parameters and variables used in the model: 

Parameters 

B 𝑺ooks Set o 

𝐿 Set of all nodes 

𝐴  Set of active nodes (servers and OLT ports) 

𝑃 Set of passive nodes (PON) 

𝑁𝑖 Set of neighbours of node 𝑖 ∈ 𝐿 

𝑠 𝑎𝑛𝑑 𝑑                 Denotes source and destination ,𝑠, 𝑑 ∈ 𝐴                       

𝑚 𝑎𝑛𝑑 𝑛 Denotes end points of a physical link, 𝑚, 𝑛 ∈ 𝐿 

𝐶𝑚𝑛 Capacity of link 𝑚, 𝑛 ∈ 𝐿 

𝑃𝑂 Idle power consumption of a server 

𝑃𝐼𝑂𝐿𝑇  Idle power consumption of an OLT port 

𝑃𝑀 Maximum power consumption of a server 

𝑃𝑀𝑂𝐿𝑇  Maximum power consumption of an OLT port 

𝑅𝑠 Data rate per request in b/s 

𝛾𝑠𝑟𝑐 Portion of a server processing capacity used for 

transmitting one request (server acts as a transmitter) 

𝛾𝑑𝑒𝑠𝑡 Portion of a server processing capacity used for 

processing  one received request (server  acts as a 

destination) 

𝛾𝑓𝑤𝑑 Portion of a server processing capacity used for 

forwarding one request (server  acts as a relay) 
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𝛽𝑠𝑟𝑐 Portion of the OLT processing capacity used for 

transmitting one request 

𝛽𝑑𝑒𝑠𝑡 Portion of the OLT processing capacity used for 

processing a single received request 

𝛽𝑓𝑤𝑑 Portion of the OLT processing capacity used for 

forwarding one request 

𝑇𝑠𝑐𝑟𝑖 Total traffic originated and transmitted by node 𝑖 

𝑇𝑑𝑒𝑠𝑡𝑖 Total traffic destined to node 𝑖 

𝑇ℎ𝑜𝑙𝑡 Threshold on maximum allowed CPU utilization which 

determines the maximum number of requests that can 

be  allowed to be forwarded by the OLT switch 

𝑇ℎ𝑠𝑒𝑟𝑣𝑒𝑟 Threshold on maximum allowed CPU utilization which 

determines the maximum number of requests that can 

be  allowed to be forwarded by a server 

𝑈𝑡𝑖𝑀𝑎𝑥 The threshold on maximum allowed server utilization 

𝑇 Processing delay per request 

𝛼𝑠𝑑 Traffic demand from source node 𝑠 to destination 

node 𝑑 

Variables: 

  

𝜒𝑚𝑛
𝑠𝑑  Portion of traffic demand (𝑠, 𝑑) traversing physical link  (𝑚, 𝑛) 

in b/s 

𝑇𝑖𝑛𝑖 Total traffic entering node 𝑖 in b/s 
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𝑇𝑜𝑢𝑡𝑖 Total traffic leaving node 𝑖 in b/s 

𝑇𝑓𝑤𝑑𝑖 Total traffic forwarded by node 𝑖 in b/s 

𝑈𝑆𝑟𝑖 Utilization of server 𝑖 

𝑈𝑂𝐿𝑇𝑖 Utilization of OLT port 𝑖 

𝑃𝑆𝑖 Power consumption of server 𝑖 

𝑃𝑂𝑖 Power consumption of OLT 𝑖 

𝛿𝑖 Defined as 𝛿i = 1 if server node 𝑖 is activated, otherwise 𝛿𝑖 = 0 

𝛿𝑂𝐿𝑇𝑖 Defined as 𝛿𝑂𝐿𝑇𝑖 = 1 if OLT port 𝑖 is activated, otherwise 

𝛿𝑂𝐿𝑇𝑖 = 0 

𝑇𝑟𝑚𝑛 The total traffic traversing physical link (𝑚, 𝑛) 

𝜓𝑚𝑛
𝑠𝑑  Defined as the binary equivalent of  𝜒𝑚𝑛

𝑠𝑑 ,  𝜓𝑚𝑛
𝑠𝑑 = 1 if traffic 

demand (𝑠, 𝑑) traversing physical link (𝑚, 𝑛), otherwise 𝜓𝑚𝑛
𝑠𝑑 =

0 

𝐷𝑖 Average delay experienced by requests queued to be served 

by server 𝑖 

𝑌𝑖𝑚
𝑠𝑑 Defined as the forwarding delay experienced by traffic demand 

(𝑠, 𝑑) at node 𝑖 to be transmitted to node 𝑚  

 

     The power consumption of a cell in the server centric PON data centre 

architecture is composed of the power consumption of servers, optical network 

units (ONUs), and the optical line terminal (OLT) port. In our model we will only 

consider the power consumed by servers and the OLT as the ONU can be 

assumed for full load to have power consumption of 2.72W.  
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     Before introducing the model, we define the power consumption of the PON 

cell and other quantities we will need in the model and for performance 

evaluation: 

Power consumption of server 𝑖 

 

𝑃𝑆𝑖 = (𝑃𝑂 𝛿𝑖  ) +  𝑈𝑆𝑟𝑖(𝑃𝑀 − 𝑃𝑂)  

                                   ∀ 𝑖 ∈ 𝐴 𝑎𝑛𝑑 𝑖 ≠ 𝑂𝐿𝑇                                 

 

(8.1) 

Power consumption of OLT port 𝑖 

 
𝑃𝑂𝑖 = 𝑃𝐼𝑂𝐿𝑇  𝛿𝑂𝐿𝑇𝑖 + 𝑈𝑂𝐿𝑇𝑖 (𝑃𝑀𝑂𝐿𝑇  − 𝑃𝐼𝑂𝐿𝑇  ) 

∀ 𝑖 ∈ 𝐴 𝑎𝑛𝑑 𝑖 = 𝑂𝐿𝑇 

(8.2) 

 

Total traffic entering active node 𝑖   

 

𝑇𝑖𝑛𝑖 =∑ ∑ ∑ 𝜒𝑛𝑖
𝑠𝑑

𝑛∈𝑁𝑖𝑑∈𝐴:𝑠≠𝑑𝑠∈𝐴

            

    ∀ 𝑖 ∈ 𝐴     

 

(8.3) 

 

Total traffic originating and transmitting by active node 𝑖 

 

𝑇𝑠𝑐𝑟𝑖   = ∑ 𝛼𝑖𝑑

𝑑∈𝐴:𝑑≠𝑖

 

∀ 𝑖 ∈ 𝐴 

(8.4) 

 

Total traffic destined to active node 𝑖  
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𝑇𝑑𝑒𝑠𝑡𝑖 = ∑ 𝛼𝑠𝑖

𝑠∈𝐴:𝑠≠𝑖

 

∀ 𝑖 ∈ 𝐴 

(8.5) 

 

Total traffic transmitted out of an active node 𝑖  

 

𝑇𝑜𝑢𝑡𝑖 =∑ ∑ ∑ 𝜒𝑖𝑛
𝑠𝑑

𝑛∈𝑁𝑖𝑑∈𝐴:𝑠≠𝑑𝑠∈𝐴

 

∀ 𝑖 ∈ 𝐴 

(8.6) 

 

Total traffic forwarded by active node  𝑖 

 

𝑇𝑓𝑤𝑑𝑖 = (∑ ∑ ∑ 𝜒𝑛𝑖
𝑠𝑑

𝑛∈𝑁𝑖𝑑∈𝐴:𝑠≠𝑑𝑠∈𝐴

) − ( ∑ 𝛼𝑠𝑖

𝑠∈𝐴:𝑠≠𝑖

  )    

∀ 𝑖 ∈ 𝐴 

(8.7) 

 

Utilisation of server 𝑖 

 

         𝑈𝑆𝑟𝑖 = ((
Tscri

Rs
)  𝛾𝑠𝑟𝑐) + ((

𝑇𝑑𝑒𝑠𝑡𝑖

𝑅𝑠
)   𝛾𝑑𝑒𝑠𝑡)  + ((

𝑇𝑓𝑤𝑑𝑖

𝑅𝑠
)   𝛾𝑓𝑤𝑑) 

∀ 𝑖 ∈ 𝐴 𝑎𝑛𝑑 𝑖 ≠ 𝑂𝐿𝑇 

(8.8) 

 

 

Utilisation of OLT port 𝑖 

          𝑈𝑂𝐿𝑇𝑖 = ((
𝑇𝑠𝑐𝑟𝑖

𝑅𝑠
)  𝛽𝑠𝑟𝑐) + ((

𝑇𝑑𝑒𝑠𝑡𝑖

𝑅𝑠
)   𝛽𝑑𝑒𝑠𝑡) + (8.9) 
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 ((
𝑇𝑓𝑤𝑑𝑖

𝑅𝑠
)  𝛽𝑓𝑤𝑑  ) 

∀ 𝑖 ∈ 𝐴 𝑎𝑛𝑑 𝑖 = 𝑂𝐿𝑇 

 

Average server queuing delay (𝐷𝑖)   

The delay experienced by a request waiting to be processed for transmission 

is a function of the number of requests in the queue. The first request arriving to 

the queue will experience no queuing delay only processing delay 𝑇. The 

second request in the queue will experience a total delay of 2𝑇 and the third 

request will wait 3𝑇...etc. So the average delay experienced by requests 

relayed by server 𝑖 with a queue of 𝑅𝑖 requests is calculated as: 

          𝐷𝑖 =
𝑇 ∑ (𝑗)

𝑅𝑖
𝑗=1

𝑅𝑖
  =

𝑇

𝑅𝑖

𝑅𝑖(𝑅𝑖+1)

2
= 

𝑇(𝑅𝑖+1)

2
 (8.10) 

where 𝑇  is the processing delay of a request, and 𝑅𝑖 is the total number of 

requests to be forwarded by a server including requests originated and relayed 

by the server. 

Server’s average queuing delay then can be calculated using:  

 

         𝐷𝑖  =  
𝑇

2
 (
𝑇𝑜𝑢𝑡𝑖

𝑅𝑠
) + 1) 

∀ 𝑖 ∈ 𝐴 

(8.11) 

Average path queuing delay: 

 
𝜒𝑚𝑛
𝑠𝑑 ≥ 𝜓𝑚𝑛

𝑠𝑑         

∀ 𝑠, 𝑑, 𝑚 ∈ 𝐴  & ∀𝑛 ∈ 𝑁𝑚   
(8.12) 
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𝜒𝑚𝑛
𝑠𝑑 ≤ 𝑀 𝜓𝑚𝑛

𝑠𝑑  

∀ 𝑠, 𝑑,𝑚 ∈ 𝐴  & ∀𝑛 ∈ 𝑁𝑚 

 

(8.13) 

 

𝑌𝑖𝑚
𝑠𝑑 ≤ 𝑀 𝜓𝑖𝑚

𝑠𝑑  

∀ 𝑠, 𝑑, 𝑖 ∈ 𝐴  & ∀𝑚 ∈ 𝑁𝑖 

 

(8.14) 

 

 

       𝑌𝑖𝑚
𝑠𝑑 ≤ 𝐷𝑖    

∀ s, d, i ∈ A  & ∀m ∈ 𝑁𝑖 

 

(8.15) 

 
      𝑌𝑖𝑚

𝑠𝑑 ≥ 𝐷𝑖 −𝑀(1 −   𝜓𝑖𝑚
𝑠𝑑    ) 

∀ 𝑠, 𝑑, 𝑖 ∈ 𝐴  & ∀𝑚 ∈ 𝑁𝑖 

(8.16) 

   

 

Equations (8.12) and (8.13) relate variable 𝜒𝑚𝑛
𝑠𝑑  to its binary equvilant 𝜓𝑚𝑛

𝑠𝑑 . 

Equations (8.14)-(8.16) are used to calculate the  𝑌𝑖𝑚
𝑠𝑑 variable  (forwarding 

delay experienced by traffic demand (𝑠, 𝑑) at node  𝑖  to be sent to node 𝑚). The 

queuing delay experienced by a request is the total forwarding delay 

experienced at all node along the path from the source to the destination and is 

given as:  
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 ∑ ∑ ∑ ∑   (
𝛼𝑠𝑑

𝑅𝑠
)

𝑚∈𝑁𝑖𝑖∈𝐴

 

𝑑∈𝐴:𝑠≠𝑑𝑠∈𝐴

𝑌𝑖𝑚
𝑠𝑑 (8.17) 

 

The model objective function is defined as follows: 

𝑀𝑖𝑛𝑖𝑚𝑖𝑠𝑒: 

 

∑ (𝑃𝑂 𝛿𝑖  ) + 𝑈𝑆𝑟𝑖(𝑃𝑀 − 𝑃𝑂) 

𝑖∈𝐴:𝑖≠𝑂𝐿𝑇

+ ∑ (𝑃𝐼𝑂𝐿𝑇 𝛿𝑂𝐿𝑇𝑖)  + 𝑈𝑂𝐿𝑇𝑖(𝑃𝑀𝑂𝐿𝑇 − 𝑃𝐼𝑂𝐿𝑇)  

𝑖∈𝐴:𝑖=𝑂𝐿𝑇

 

 

(8.18) 

 

Equation (8.18) gives the model objective which is to minimise the total 

power consumption within a PON cell considering the servers and OLT ports 

power consumption.  

 Subject to: 

Flow conservation constraint 

 

∑ 𝜒𝑚𝑛
𝑠𝑑

𝑛∈𝑁𝑚
𝑚≠𝑛 

 –  ∑ 𝜒𝑛𝑚
𝑠𝑑

𝑛∈𝑁𝑚
𝑚≠𝑛 

= {
    𝛼𝑠𝑑 𝑚 = 𝑠
−𝛼𝑠𝑑 𝑚 = 𝑑
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

}       

∀ 𝑠, 𝑑,𝑚 ∈ 𝐿 ∶ 𝑠 ≠ 𝑑 

(8.19) 

Constraint (8.19) is the flow conservation constraint. It ensures that the total 

traffic going into a node is equal to the total traffic leaving it for all nodes except 

the source and destination of a demand. 
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Link capacity constraint 

 

∑ ∑ 𝜒𝑚𝑛
𝑠𝑑

𝑑∈𝑁:𝑠≠𝑑𝑠∈𝑁

 ≤ 𝐶𝑚𝑛 

 ∀𝑚 ∈ 𝐿 𝑎𝑛𝑑 ∀𝑛 ∈ 𝑁𝑚 

(8.20) 

 Constraint (8.20) ensures that the traffic traversing any physical link does not 

exceed its capacity. 

Server utilisation constraint  

 
𝑈𝑆𝑟𝑖 ≤  𝑈𝑡𝑖𝑀𝑎𝑥     

∀𝑖 ∈ 𝐴, 𝑎𝑛𝑑 i ≠ OLT 

(8.21) 

Constraint (8.21) assures that the utilisation of a server as calculated in 

Equation (8.8) does not exceed the predefined threshold on servers’ utilisation 

to avoid performance degradation and overheating.   

OLT power consumption constraint 

 
POi  ≤   𝑃𝑀𝑂𝐿𝑇  

∀𝑖 ∈ 𝐴, 𝑎𝑛𝑑 𝑖 = 𝑂𝐿𝑇 

(8.22) 

 

Constrain (8.22) ensures that the total power consumption of the OLT does 

not exceed the maximum power as it is governed by the OLT utilisation 

variable(𝑈𝑂𝐿𝑇). 
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Constraints on forwarding requests by the OLT and servers  

 

((
𝑇𝑓𝑤𝑑𝑖
Rs

)  𝛽𝑓𝑤𝑑   ) ≤ 𝑇ℎ𝑜𝑙𝑡 

∀ 𝑖 ∈ 𝐴 𝑎𝑛𝑑 𝑖 = 𝑂𝐿𝑇 

(8.23) 

 

 

((
𝑇𝑓𝑤𝑑𝑖
𝑅𝑠

) 𝛾𝑓𝑤𝑑 ) ≤ 𝑇ℎ𝑠𝑒𝑟𝑣𝑒𝑟 

∀ 𝑖 ∈ 𝐴 𝑎𝑛𝑑 𝑖 ≠ 𝑂𝐿𝑇 

(8.24) 

Constraints (8.23) and (8.24) set the threshold on the maximum number of 

requests allowed to be forwarded through the OLT switch and servers, 

respectively. The threshold on the OLT switch ensures offloading some of the 

burden on it and the threshold on the servers will balance the load on the active 

servers to avoid undesired delays resulting from queuing requests. 

Constraints to switch off idle servers 

 

𝑀 USri ≥ 𝛿𝑖 

∀ 𝑖 ∈ 𝐴 𝑎𝑛𝑑 𝑖 ≠ 𝑂𝐿𝑇 

 

 USri ≤ 𝑀 𝛿𝑖 

∀ 𝑖 ∈ 𝐴 𝑎𝑛𝑑 𝑖 ≠ 𝑂𝐿𝑇 

(8.25) 

(8.26) 

Constraints (8.25) and (8.26) ensure that servers with zero utilization are 

switched off. 
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Constraints to switch off idle OLT port 

 

𝑀 𝑈𝑂𝐿𝑇𝑖 ≥ 𝛿𝑂𝐿𝑇𝑖 

∀ 𝑖 ∈ 𝐴 𝑎𝑛𝑑 𝑖 = 𝑂𝐿𝑇 

 

 𝑈𝑂𝐿𝑇𝑖 ≤ 𝑀 𝛿𝑂𝐿𝑇𝑖 

∀ 𝑖 ∈ 𝐴 𝑎𝑛𝑑 𝑖 = 𝑂𝐿𝑇 

(8.27) 

 

 

(8.28) 

Constraints (8.27) and (8.28) ensure that OLT ports with zero utilisation are 

switched off. 

Constraint on Traffic bifurcation  

 

∑ 𝜓𝑚𝑛
𝑠𝑑

𝑛∈𝑁𝑚 

≤ 1  

 ∀ 𝑠, 𝑑,𝑚 ∈ 𝐿 

(8.29) 

Constraint (8.28) guarantees that the request is routed through a single path.  

8.6 Results and discussions 

 

In this section, the power consumption of the proposed PON data centre 

architecture and the delay are evaluated when optimising the routing of inter 

rack traffic using the model introduced above.  

A PON cell is modelled consisting of three racks each hosting 12 servers 

divided into 3 groups each of 4 servers. Table 8.4 summarises the input 

parameters of the model. In our evaluation we consider OLT equipment capable 

of supporting up to 8 GPON cells each of 10 Gb/s. The NEC CM7700S OLT of 
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8 ports each working at 1Gb/s is reported in [65] to consume 100 W. Assuming 

a linear power profile as a conservative estimate (usually equipment power 

consumption grows under the linear profile as the data rate increases), 1 port 

working at 10 Gb/s will consume 125W. An idle port is assumed to consume 

70% of the full utilisation power consumption, i.e. 88W. The 88 W idle power 

accounts only if OLT chassis is fully loaded, if for example one port only is used 

the 88 W is an under estimation of idle power. 

The servers considered in the modelled architecture are the same servers 

used in Chapter 6. The servers are equipped with Intel Xeon processors. The  

servers consume 301W at full CPU utilisation; of which 130 W is consumed by 

CPU and 171W is consumed by server’s memory, motherboard, fan and other 

peripheral device [38]. Idle servers are also assumed to consume 70% of the 

full utilisation power consumption, i.e. 201W [38].  

Table 8.4. Input data for the model 

Link capacity  (𝐶)  10 Gb/s  

Power consumption for idle servers (𝑃𝐼𝑠𝑒𝑟𝑣𝑒𝑟)  201 W [38] 

Maximum power consumption for servers (𝑃𝑀𝑠𝑒𝑟𝑣𝑒𝑟)  301 W [38] 

Power consumption for idle OLT port (𝑃𝐼𝑂𝐿𝑇) 88 W 

Maximum power consumption for OLT port (𝑃𝑀𝑂𝐿𝑇)  125 W  

Portion of a server processing capacity used for transmitting 

one request (server acts as transmitter) (𝛾𝑠𝑟𝑐)  

0.3%   

Portion of a server processing capacity used for processing  

one received request (execution of a job) (𝛾𝑑𝑒𝑠𝑡) 

2%  
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Portion of a server processing capacity used for relaying one 

request (server acts as a router)  (𝛾𝑓𝑤𝑑)   

1.5%  

Large constant (𝑀) 1000 

Portion of the OLT processing capacity used for transmitting 

one request (𝛽𝑠𝑟𝑐) 

0.5%  

Portion of the OLT processing capacity used for processing a 

single received request (𝛽𝑑𝑒𝑠𝑡)  

0.5%  

Portion of the OLT processing capacity reserved for forwarding 

one request (𝛽𝑓𝑤𝑑) 

1.5%  

Total number of requests (𝑅𝑡) 354 

Forwarding processing delay per request (𝑇)  0.4 ms 

Maximum utilization allowed for a server (𝑈𝑡𝑖𝑀𝑎𝑥   ) 90% 

Data rate per request (𝑅𝑠) 200 Mb/s 

 

The sending, forwarding and processing of a request is assumed to consume 

0.3%, 1.5%, 2% of the total server processing capacity, respectively. The server 

utilisation is constrained not to exceed 90%. The request size 𝑅𝑠 is assumed to 

be equal to 200 Mb/s and the forwarding delay per request is assumed to be 

equal to 0.4 ms. 
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Figure 8.4. Total power consumption for cases where no threshold for OLT are enforced 
and server’s threshold is varied for the different traffic flows where for e.g. 20%-80% of 
traffic refer to 20% intra rack and 80% inter rack 
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Figure 8.5. Total power consumption for a PON cell for cases where no threshold for 
servers are enforced and OLT threshold is varied for the different traffic flows where for 
e.g. 20%-80% of traffic refer to 20% intra rack and 80% inter rack 
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cell. A number of studies have analysed the characteristics of the traffic 

generated within data centres. As discussed above, depending on the nature of 
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the important cases and the extreme ends: the intra rack traffic/inter rack traffic 

percentages are: 20%/80%, 50% /50%, and 80%/20%. 

     This work evaluates the power consumption of the PON cell and the average 

queuing delay experienced by requests versus varying thresholds on the 

number of requests forwarded by the OLT switch and servers for the different 

intra rack and inter rack traffic percentages. As discussed above, varying the 

threshold on the number of requests forwarded by the OLT switch can be used 

to study the effect of off-loading some of the burden on the OLT switch. In 

contrast the threshold on the number of requests forwarded by the servers, 

balances the load of requests to be forwarded among servers and therefore 

reduces the average queuing delay experienced by requests. 

     Figure 8.4 shows the power consumption of the PON cell versus varying 

thresholds on the number of requests forwarded by servers while allowing the 

OLT to be fully utilised. Figure 8.5 shows the power consumption of the PON 

cell versus varying thresholds on the number of requests forwarded by the OLT 

while allowing servers to be fully utilised. Setting no thresholds on the number 

of requests forwarded by the servers and the OLT switch resulted in the 

minimum power consumption for the different traffic scenarios. By setting no 

threshold on the forwarding by the OLT, the model is given the freedom to 

favour routing the inter rack traffic through the OLT switch which consumes less 

power compared to routing through servers. Setting no forwarding thresholds 

on the servers allows the MILP model to efficiently utilise active servers before 

activating idle servers. 
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     The results in Figure 8.4 examined thresholds of 17%, 18%, 19%, and 30% 

on the servers’ utilisation.  

     The 20%-80% intra rack and inter rack traffic scenario has the highest power 

consumption as most of traffic is routed through servers and/or the OLT switch. 

The intra rack traffic will always be routed through the passive optical backplane 

without traversing intermediate nodes.  

     Setting thresholds on the servers utilisation has not increased the power 

consumption of the PON cell under the traffic scenarios (80%-20%) and (50%-

50%) for the different applied forwarding thresholds as a high proportion of the 

traffic will be routed within the same rack through the passive optical backplane. 

However; with the 20%-80% traffic flow scenario, setting thresholds of 17% and 

18% on servers has increased the power consumption by 12% and 6%, 

respectively compared to the case with no threshold. Limiting the number of 

forwarded requests by servers increases the power consumption as some idle 

servers need to be switched on to meet the threshold constraint. For the 

thresholds 19% - 30% and no threshold no major difference in the power 

consumption is observed. 

     With a server forwarding threshold of 17%, the PON cell under the 20%-80% 

traffic scenario as shown in Figure 8.4, consumes 13% and 15% more power 

than the 50%-50% and 80%-20%, respectively.   

     Figure 8.5 shows that varying the forwarding threshold on the OLT has 

slightly increased the PON cell power consumption under the different traffic 
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scenarios. For the high inter rack traffic flow scenario (20%-80%) a threshold of 

7.5% on OLT has increased the power consumption by 1% compared to the 

case with no threshold. As a result, introducing a threshold on OLT has no 

major impact on the PON cell power consumption and can off-load the burden 

on the switch as it serves a high number of PON cells.  

     Figures 8.6 and 8.7 present the average queuing delay experienced by 

requests versus varying thresholds on the number of requests forwarded by the 

OLT switch and servers for the different intra rack and inter rack traffic 

percentages.  

     Figure 8.6 shows the average queuing delay of the PON cell versus varying 

thresholds on the number of requests forwarded by servers while allowing the 

OLT switch to be fully utilised. The 20%-80% intra rack and inter rack traffic 

scenario has the highest queuing delay as most of the traffic is routed through 

servers and/or the OLT switch. With a server forwarding threshold of 17%, the 

PON cell under the 20%-80% traffic scenario results in 17% and 50% increase 

in queuing delay compared to the 50%-50% and 80%-20%, respectively.    

     For the 20%-80% intra rack and inter rack traffic scenario a threshold of 17% 

and 18% on servers has decreased the average queuing delay by 14% and 

8.5%, respectively compared to the case with no threshold. On the other hand, 

varying the forwarding threshold for the 50%-50% and 80%-20% has no 

significant impact on the delay as a high proportion of the traffic will be routed 

within the same rack through the passive optical backplane. 
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     Figure 8.7 shows the average queuing delay of the PON cell versus varying 

thresholds on the number of requests forwarded by the OLT while allowing 

servers to be fully utilised. For the high inter rack traffic flow scenario (20%-

80%) a threshold of 7.5% on the OLT forwarding utilisation has increased the 

average queuing delay by 13% compared to the case with no threshold. 

However, decreasing the OLT threshold will not necessarily increase the 

servers queuing delay as the increased load on servers can be reduced by 

activating more server nodes and therefore the average queuing delay is 

reduced by decreasing the threshold on servers as seen with forwarding 

threshold cases with 17% and 18%.  

 

Figure 8.6. Average path delay for cases where no threshold for OLT are enforced and 
server’s threshold is varied for the different traffic flows where for e.g. 20%-80% of traffic 
refer to 20% intra rack and 80% inter rack 
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Figure 8.7. Average path delay for cases where no threshold for servers are enforced and 
OLT threshold is varied for different traffic flows where for e.g. 20%-80% of traffic refer to 
20% intra rack and 80% inter rack 

8.7 Energy Aware Routing Heuristic (EAR) for Server Centric PON 
Data Centre Architecture 

 

     For real time implementation of the energy aware routing approach in the 

proposed PON architecture we developed a heuristic that mimics the behaviour 

of the MILP model. The heuristic relies on a central approach. Every server with 

a request to be sent to another server either within the same PON cell or in 

another PON cell has to send a control message to a central management 

entity in the OLT switch requesting a connection to the destination server. This 

central entity has global knowledge of the data centre network in terms of links 

and servers utilisation in the different PON cells. The flow chart of the proposed 

heuristic is shown in Figure 8.8.  
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     The incoming control messages from a PON cell are queued to be served by 

the central management entity at the OLT switch. The heuristic starts by 

creating a virtual topology of the OLT switch and active servers in the PON cell. 

Each link in the PON cell is assigned a cost value to distinguish between the 

different nodes, favouring the OLT node as it consumes less power for 

processing forwarded requests.  

     The first control message in the queue is retrieved and the associated 

request is assigned the minimum cost path given that the threshold on the OLT 

utilisation is not exceeded.  If any of the servers on the minimum cost path 

exceed their utilisation threshold, the heuristic tries to replace it with another 

active server in its group that has not reached its threshold. If no active servers 

are available, an idle server within the group can be activated. The request is 

blocked if all servers within the group cannot serve it and there are no 

alternative routes. After assigning paths to all the incoming requests, the total 

power consumption and average queuing delay are computed based on the 

equations presented in Section 8.5.   

     The heuristic results are based on one run. Note that the maximum 

difference between MILP and the heuristic as shown in Figure 8.4 for the 20%-

80% traffic is about 500W which corresponds to only 7%. Noting that the 

heuristic results are based on one run and the approach used in designing the 

algorithm is based on greedy algorithm. The heuristic has achieved power 

consumption and delay levels approaching those of the MILP model under the 

different thresholds as seen in Figures 8.4, 8.5, 8.6, and 8.7.  
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Figure 8.8. Heuristic flow chart for Energy Minimised Routing (EAR-PON) for a PON cell 

 

8.8 Summary 

 

     In this chapter a novel scalable, high capacity, low cost, energy efficient 

server-centric PON data centre architecture was presented. A power 

consumption benchmarking study of the proposed architecture with the most 
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implemented 3-tier data centre architecture was reported and results have 

shown that power saving up to 69% can be achieved. A MILP model along with 

a heuristic were developed for energy efficient routing in the server-centric PON 

data centre architecture examining different inter/intra ratios of traffic flows. The 

selection of routing paths and relay servers is optimised to achieve optimum 

power savings while maintaining acceptable performance. The results have 

also shown a trade off between delay and power consumption when the servers 

forwarding thresholds are varied especially in the case of high inter rack flows 

(20%-80%). Limiting the number of forwarded requests by servers increases 

the power consumption as some idle servers need to be switched on to meet 

the threshold constraint. On the other hand, limiting the number of forwarded 

requests on servers reduces delay as more servers are involved in the routing. 
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9 Energy efficient routing with virtual machine placement in 

server- centric PON data centre   

 

9.1 Introduction 

 

This chapter is a further study on the server-centric PON design to develop a 

MILP mathematical optimisation model along with an algorithm for energy 

efficient resources provisioning for cloud applications. For optimum energy 

savings, the MILP model along with a resource provisioning greedy algorithm 

attempt to optimise the selection of hosting servers, routing paths and relay 

servers to achieve efficient resource utilisation.   

9.2 MILP model for Energy Aware Routing and VM placement in 
Server-centric PON data centre design 

 

In addition to the parameters and variable defined in Chapter 8, the following 

variables are defined: 

Parameters: 

B 𝑺ooks Set of no1 

𝑉 Set of  requests for processing and memory  

𝑆 Set of servers 

𝑂𝑆 OLT switch 

𝑀 Large positive number 
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𝐶𝑗  CPU capacity of server 𝑗 

𝑀𝑗 Memory capacity (RAM) of server 𝑗 

𝜌𝑖 CPU requirements of Request 𝑖 

𝑚𝑖 Memory requirements of Request  𝑖 

 

 Variables: 

  

𝑇𝑑𝑒𝑠𝑡𝑗 Total traffic destined to server 𝑗 

𝜙𝑅𝑗 CPU  capacity of server 𝑗 utilised for relaying requests 

𝜙𝑃𝑗      CPU  capacity of server 𝑗 utilised for processing requests 

𝜙𝑀𝑗 RAM  capacity of server 𝑗 utilised for requests 

𝛻𝑀𝑖𝑗 Fraction of memory resources of server 𝑗 assigned for request 𝑖 

𝛻𝑃𝑖𝑗 Fraction of processing resources of server 𝑗 assigned for request 𝑖 

𝑃𝑖𝑗 Defined as 𝑃𝑖𝑗 = 1 if request 𝑖 processing requirements  are served by  

server 𝑗, otherwise 𝑃𝑖𝑗 = 0 

𝑀𝑖𝑗 Defined as 𝑀𝑖𝑗 = 1 if request 𝑖 memoery requirements  are served by  

server 𝑗, otherwise 𝑀𝑖𝑗 = 0 

𝜂𝑛𝑗
𝑠𝑑 Number of requests from node 𝑠 to node 𝑑 arriving at node 𝑗 from 

neighbouring node 𝑛  

𝑁𝑅𝑓𝑤𝑑𝑗 Number of requests not served by server 𝑗 , hence forwarded to other 

servers 

The model is defined as follows: 
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Objective:  

We examine two objective functions in (9.1) and in (9.2) which result in power 

minimization and VM mapping maximization, respectively. 

 

Minimise: 

 ∑(𝑃𝑂𝑗) 𝛿𝑗 + (𝜙𝑅𝑗 + 𝜙𝑃𝑗)(𝑃𝑀𝑗 − 𝑃𝑂𝑗)     

𝑗∈𝑆

 (9.1) 

Equation (9.1) gives the model objective function 1 which is to minimise the 

total power consumption of servers by optimising the servers selected to route 

and provision resources to VMs within the PON cell. 

Maximise: 

 ∑∑𝑃𝑖𝑗   

𝑖∈𝑉𝑗∈𝑆

 (9.2) 

 

Equation (9.2) gives objective function 2 which is to maximise the total 

mapping of VMs with servers. This objective function aims to serve VMs with 

the required processing and RAM resources without energy saving 

consideration. 

Constraints (8.19) and (8.20) introduced in Chapter 8 apply to the resource 

provisioning model. The following additional constraints are introduced: 
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𝑁𝑅𝑓𝑤𝑑𝑗 = (∑ ∑ ∑ 𝜂𝑛𝑗
𝑠𝑑

𝑛∈𝑁𝑗𝑑∈𝑆𝑠∈𝑂𝑆

) −∑𝑃𝑖𝑗   

𝑖∈𝑉

    

∀𝑗 ∈ 𝑆 

(9.3) 

Constraint (9.3) calculates the number requests rerouted by a server as the 

difference between the incoming traffic and the traffic destined to the server. 

 

∑  𝐶𝑗     𝛻𝑃𝑖𝑗
𝑗∈𝑆

= 𝜌𝑖 

∀ 𝑖 ∈ 𝑉 

(9.4) 

 

Constraint (9.4) ensures that the processing requirements of all VMs are met. 

 

𝜙𝑃𝑗 = ∑𝛻𝑃𝑖𝑗
𝑖∈𝑉

   

∀ 𝑗 ∈ 𝑆 

(9.5) 

Constraint (9.5) computes the CPU capacity of server 𝑗 utilised for processing 

requests 

 

∑  𝑀𝑗    𝛻𝑀𝑖𝑗

𝑗∈𝑆

= 𝑚𝑖 

∀ 𝑖 ∈ 𝑉 

(9.6) 

Constraint (9.6) ensures that the memory requirements of all VMs are met. 

 

𝜙𝑀𝑗 =∑𝛻𝑀𝑖𝑗

𝑖∈𝑉

 

∀ 𝑗 ∈ 𝑆           

(9.7) 

Constraint (9.7) computes RAM capacity of server 𝑗 utilised for serving requests 
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∑𝑃𝑖𝑗
𝑗∈𝑆

= 1 

∀ 𝑖 ∈ 𝑉       

(9.8) 

Constraint (9.8) limits the number of servers that can be used to serve a VM to 

one server. 

 

𝑀𝑖𝑗 = 𝑃𝑖𝑗     

  ∀ 𝑖 ∈ 𝑉 , ∀ 𝑗 ∈ 𝑆  
(9.9) 

Constraint (9.9) ensures that the processing and memory requirements for a 

client are assigned in the same machine to reduce communication overhead. 

 

(𝜙𝑅𝑗 + 𝜙𝑃𝑗)  ≤ 1 

∀ 𝑗 ∈ 𝑆       
(9.10) 

Constraint (9.10) ensures that the processing and relaying load on each server 

does not exceed its processing capacity. 

 

𝜙𝑀𝑗 ≤ 1 

∀ 𝑗 ∈ 𝑆 

(9.11) 

Constraints (9.11) ensure that the memory requirements of VMs served by a 

server do not exceed the RAM capacity of servers. 

 

𝛻𝑃𝑖𝑗 ≤ 𝑃𝑖𝑗 

∀ 𝑖 ∈ 𝑉 , ∀ 𝑗 ∈ 𝑆 

(9.12) 

 

 
𝑀 𝛻𝑃𝑖𝑗 ≥ 𝑃𝑖𝑗 

∀ 𝑖 ∈ 𝑉 , ∀ 𝑗 ∈ 𝑆 

(9.13) 
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Constraints (9.12) and (9.13) relate 𝛻𝑃𝑖𝑗  to its binary equivalent  𝑃𝑖𝑗.  

 

𝛻𝑀𝑖𝑗 ≤ 𝑀𝑖𝑗 

  ∀ 𝑖 ∈ 𝑉 , ∀ 𝑗 ∈ 𝑆 

(9.14) 

 

 

𝑀 𝛻𝑀𝑖𝑗 ≥ 𝑀𝑖𝑗   

     ∀ 𝑖 ∈ 𝑉 , ∀ 𝑗 ∈ 𝑆 

 

(9.15) 

 

Constraints (9.14) and (9.15) relate 𝛻𝑀𝑖𝑗 to its binary equivalent 𝑀𝑖𝑗 

 

𝑀 (𝜙𝑅𝑗 + 𝜙𝑃𝑗)  ≥ 𝛿𝑗 

(𝜙𝑅𝑗 + 𝜙𝑃𝑗)  ≤  𝛿𝑗 

∀ 𝑗 ∈ 𝑆 

(9.16) 

(9.17) 

 

Constraints (9.16) and (9.17) ensure that servers with zero utilization are 

switched off. 

9.3 Results and discussions 

 

This section evaluates the power consumption and servers’ utilization 

resulting from relaying and serving VMs in the PON cell depicted in Figure 9.1 

when optimising the routing and resource provisioning using the model 

introduced Section 9.2. The modelled PON cell consists of three racks each 

hosting 6 servers divided into 3 groups each of 2 servers. In addition to the 

input parameters defined in Section 8.6, additional parameters are defined in 

Table 9.1 for the modelled network. 
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Figure 9.1.  The modelled server centric PON data centre architecture 

 

Table 9.1. Input data for the model 

Server’s utilisation for processing a relayed request ( 𝛾𝑓𝑤𝑑𝑗) 5% 

Clients processing requirements 
500-2000 

M CPU cycles 

Clients memory requirements 500-2000 MB 

Server’s processing capacity (𝐶𝑗) 2500 MHz 

Server’s memory (RAM) (𝑀𝑗) 8 GB 

 

As discussed, in the proposed design, servers are not only used to store and 

process data but they can also participate in traffic forwarding and act as relay 

nodes. For resource provisioning in the proposed design, the selection of host 

servers is of premium importance as the scheduler attempts not only to slice 

servers’ resources to be shared by multiple of VMs but also to reduce the 

number of servers relaying requests as much as possible to allow switching 

them off for maximum energy saving.  
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For comparison purposes and to evaluate the behaviour of the MILP model 

in minimising the power consumption, two objectives are evaluated as 

described in Section 9.2; one for energy minimisation (EA) and one for only 

provisioning all VMs without targeting energy saving (NEA). 

The power consumption of the EA and NEA models are shown in Figure 9.2 

for serving different numbers of  VMs. The EA model achieves significant power 

savings ranging between 9% for the 50 VMs and  59%  for 20 VMs. These 

savings are atributed to the model selection of host servers. 

Figures 9.3, 9.4, 9.5, and 9.6 give a detailed overview of total utilisation of 

servers resources resulting from forwarding and processing requests under the 

different numbers of VMs. For 20 VMs (Figure 9.3) relaying requests through 

intermediate servers is avaoided as the required processing resources and 

memory can be sustained within the gateway servers (servers 1,2,9,10,17 and 

18 with direct connection to the OLT switch). As the number of VMs increases 

as in Figures 9.4, 9.5, and 9.6, gateway servers become highly exploited as 

relays. The model selects at most one gateway server to forward the request to 

the assigned host server. It can also be seen that an activated server is fully 

utilised before activating another one.  

In NEA, the model randomly selects host servers and paths for all VMs which 

is reflected in the high number of activated underutilised servers to relay traffic 

as seen in Figure 9.7. The random selection of hosts along with the multiple 

intermediate servers resulted in underutilisation of servers’ resources and 

therefore high power consumption.  
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Figures 9.8 and 9.9 show the number of activated servers and the average 

utilisation of servers for the different sets of examined VMs. The EA model 

reduced the number of activated servers by 66% while improving their average 

utilisation by 200% compared to the NEA model.  

 

 

Figure 9.2. PON cell power consumption for different sizes of received clients’ requests 
for the two objectives cases of energy aware (EA) and non-energy aware (NEA) of VMs 

routing and placement 

 

Figure 9.3. Servers’ utilisation showing processing and relay utilisation for 20 VMs for 
the EA objective 
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Figure 9.4. Servers’ utilisation showing processing and relay utilisation for 30 VMs for 
the EA objective 

 

Figure 9.5. Servers’ utilisation showing processing and relay utilisation for 40 VMs for 
the EA objective 
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Figure 9.6. Servers’ utilisation showing processing and relay utilisation for 50 VMs for 
the EA objective 

  

 

Figure 9.7. Location and relay utilisation of servers selected for routing request for the 
non-energy aware objective (random placement) 
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Figure 9.8. Average servers’ utilization for different sizes of received clients’ requests for 
the two objectives cases of energy aware (EA) and non-energy aware (NEA) of VMs 

routing and placement 

 

 

Figure 9.9. Number of selected servers for the different cases of received requests for 
the two objectives cases of energy aware (EA) and non-energy aware (NEA) of VMs 

routing and placement 
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For real time implementation of the energy efficent routing and resource 

provisioning appraoch that mimics the behaviour of the MILP in host server 

selection, we proposed a heuristic to be run by a centralised scheduler that 

receives requests from clients and provisions them the required processing and 

memory resources.  

The input parameters to the heuristic are: the VM requests CPU and memory 

requirement, servers’ resources capacities, and network topology. The 

scheduler initially computes the Lower Bound (LB) for number of servers 

needed to serve the VM requets. Two values are calculated; one for memory 

LBM given in equation (9.18) and one for computational process LBP, given in 

equation (9.19). The higher of LBM and LBP is considered as the LB .  

 𝐿𝐵𝑃 =
∑ 𝜌𝑖𝑖∈𝑉

𝐶𝑃
 (9.18) 

 𝐿𝐵𝑀 =
∑ 𝑚𝑖𝑖∈𝑉

𝐶𝑀
  (9.19) 

where 𝐶𝑃 and 𝐶𝑀 are the CPU and Memory capacity of the server, respectively 

assuming all servers are of the same capacity. 

For LB values less than the total number of gateway servers in the 

architecture, the scheduler assigns resources for VMs by means of 

consolidation in gateway servers to avoid routing through intermediate servers 

and achieves minimum power consumption. The placement is based on Best 

Fit Decreasing Bin Packing (BFD-BP). In BFD-BP the CPU and memory 

resources of a server are sliced and shared among multiple of VMs and the 

minimum number of servers with sufficient resources are selected to serve a 
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group of VMs. A queue of VM requests is generated by the scheduler in a non-

decreasing order with respect to the size of resources required by the VM. The 

placement of VMs is carried out in best fit manner where one of the servers with 

minimum remaining sufficient capacity is always selected to host the VM. 

If the minimum number of servers required to host the VMs (LB) is higher 

than the number of gateway servers, the scheduler needs to decide in which 

rack to place the VM and whether to place the VM in a gateway server or in a 

neighbouring server of a gateway server. The scheduler attempts to efficiently 

utilise the servers’ resources by efficient selection of host and gateway servers. 

We developed a greedy algorithm refered to as a Modified BFD-BP to solve this 

specific energy aware placement problem. The flow chart of the agorithm is 

shown in  Figure 9.10. 

The algorithm starts by sorting the VMs in decreasing order based on CPU 

requirements. Then the first VM in the queue is retrieved and a search is carried 

out to find a server with minimum remaining capacity that satisfies the process 

and memory requirements of the VM. The non-gateway servers (NGS) are 

given higher priorities for selection as the lower bound value is higher than the 

number of gateway servers within the rack. Then, the scheduler identifies the 

location of the selected server within the rack to find if the server is a gateway 

server or not. If the selected server is not a gateway server, the scheduler 

searches for a gateway server within the same rack with sufficient resources to 

route the request. Then, the resources of the selected host and gateway 

servers are updated before the next VM is served. If no gateway server was 
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found to relay the request or relaying resources of gateways (RPC) within the 

rack is insufficient, a new rack is opened and a new lower bound is calculated 

to estimate the minimum number of servers needed to host the remaining 

queued VMs. 

If the new lower bound value is less than the number of gateway servers 

within the rack, priority for assigning the remaining VMs will be given to the 

gateway servers, which will host the VMs in this case. If the lower bound is 

higher than the number of gateway servers, priority assignment starts with a 

non-gateway server. The process is repeated until all VMs are visited and 

mapped to servers. 

Figure 9.11 shows that the heuristic has achieved power consumption levels 

approaching those of the MILP model for the different sets of examined VMs. A 

case where no sorting of VMs is examined and the results have shown that with 

a small number of VMs, for example 30VMs, better results can be achieved. 
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Figure 9.10. The flow chart for the Modified Best-Fit Decreasing (MBFD) algorithm for 
energy aware VM placement in a PON Cell 
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Figure 9.11. Power consumption results for MILP modelled network and MBFD and MBF 
algorithms 

 

9.5 Summary 
 

In this chapter, further investigation of the server-centric PON data centre 

architecture has been carried out to optimise the resource provisiong of VM 

requets in the architecture. A MILP model for energy efficient VM placement  

and routing has been developed. Significant power savings up to 59%  are 

achieved by optimising the selctition of host servers. In addition to the 

developed energy efficient MILP optimisation model, an algorithm was 

developed to mimic the behaviour of the MILP for real time implementation. The 

algorithm results  in savings similar  to those obtained from the MILP 

optimisation model. 
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10 Conclusions and future directions 

This chapter summarises the main contributions for the work described in 

this thesis. Furthermore, it states the main conclusions and highlights directions 

for future research.  

10.1 Conclusions 

 

The architecture of a DCN directly reflects on its scalability, cost, fault 

tolerance and power consumption. DCNs are continuing to evolve and 

considerable research efforts by academia and industry are being devoted to 

address the various challenges observed. Chapters 2 reviewed different 

architecture designs proposed and implemented for data centre 

interconnections fabrics. These designs grew to overcome many challenges 

that appeared in the conventional design. Power consumption is one of the 

main concern as it has a great impact on global warming in the first place and 

on the electricity bill of data centres in the second place. This chapter provided 

a detailed survey on the most recent advances in DCNs with a special 

emphasis on the architectures and energy efficiency in DCNs [37]. 

Chapter 3 focused on PON deployment in FTTx access networks. The 

chapter covered PON technologies, architectures, classifications, standards, 

and implemented protocols.  The objective was to understand PONs with their 

proven performance in access networks to provide energy efficient, high 
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capacity, low cost, scalable, and highly elastic solutions to help adapt PON 

architectures to  support connectivity inside modern data centres.  

Chapter 4 proposed five energy-efficient novel designs for PON 

implementation in data centres. Different solutions and technologies to manage 

intra/inter rack communications are proposed using mostly passive optical 

devices such as FBGs, optical backplanes, star reflectors, passive 

couplers/splitters, and AWGRs. A qualitative comparison for the proposed 

designs was given to determine the advantages and disadvantages of each 

design when compared to other designs [97].  

Chapter 5 investigated the AWGR PON based design in detail to further 

study its architecture, interconnection topology, wavelength routing and 

assignment. A mathematical model was developed to optimise the routing and 

wavelength assignment of inter rack communication through intermediate 

AWGRs. The per server rate was taken into consideration and the design has 

shown its capability in providing 5 Gb/s rate. It has been shown that by 

introducing PONs in the design of data centres, the power consumption can 

typically be reduced by 45% and 80% compared to Fat-tree and BCube 

architectures, respectively. Similarly, the proposed design has also shown 

CAPEX savings up to 40% and 76% compared to the Fat-Tree and BCube 

architectures, respectively [11].  
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In Chapter 6, the oversubscription issue for the inter-cell communication in 

the AWGR PON based design was investigated. A solution was provided to 

reduce oversubscription and provision multipath routing through a centralised 

SDN. A benchmarking study that compared the proposed SDN architecture 

against the decentralised design was presented. The results showed that that in 

the SDN enabled architecture, the power consumption can be decreased by up 

to 90% for average data rates while maintaining zero blocking [98].  

Chapter 7 further investigated the AWGR PON based design for cloud 

applications. The chapter studied optimisation of the resource provisioning for 

delay sensitive and non-delay sensitive applications, to cater for different 

applications that can be hosted in a PON cloud data centre. A mathematical 

optimisation model was developed for resource provisioning considering the 

minimisation of power consumption, delay, and both. The results have shown 

the trade-off between minimisation of power consumption and minimisation of 

delay objectives. The results have shown that delay can be decreased by 62% 

for delay-sensitive applications and power consumption can be decreased by 

22% for non-delay sensitive applications [99]. A real time energy efficient 

resources provisiong greedy algorithm is also developed. The results revealed 

good agreement between the MILP model and the described greedy algorithm. 

The proposed algorithm was comapred to  other algorithms like random 

provisioning and BFD-BP. Our algorithm demonstrated an average of 47% 

savings in power consumption with more efficient PM resources utilisation 
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reaching (90%) when compared with the random algorithm. The proposed 

algorithm has also shown a maximum of 50% and 47% reduction in delay when 

compared with random and BFD algorithms respectively. 

     In Chapter 8, a detailed description of the server-centric PON design was 

presented. A power consumption benchmarking study of the proposed 

architecture of the server centric PON aganist the most implemented 3-tier data 

centre architecture was presented and the results have shown that a maximum 

saving of 69% can be achieved [100]. A mathematical optimisation model was 

developed along with a heuristic for energy efficient routing examining different 

inter/intra ratios of traffic flows. This work evaluated the power consumption of 

the PON cell and the average queuing delay experienced by requests versus 

varying thresholds on the number of requests forwarded by the OLT switch and 

servers for the different intra rack and inter rack traffic percentages. The results 

have shown that limiting the number of forwarded requests by servers 

increases the power consumption as some idle servers need to be switched on 

to meet the threshold constraint. On the other hand, limiting the number of 

forwarded requests per server reduces delay as more servers are involved in 

the routing. 

Chapter 9 further investigated the Server Centric PON architecture for cloud 

applications. The work presented a  mathematical optimisation model along 

with an algorithm for energy efficient routing and resources provisioning for 

cloud applications in the server centric PON data centre taking into 
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consideration the physical constraints of servers’ and communication links 

resources. The MILP model achieved efficient resource utilisation reaching 95% 

and optimum saving in energy consumption reaching 59% saving. The 

algorithm results have shown similar results of those obtained from the MILP 

optimisation model. 

10.2 Future work 

 

The topic of energy-efficient data centre design is a hot research topic with 

several areas to be investigated.  The energy efficient PON based 

architectures, energy efficient routing heuristics, and energy efficient VM 

placement algorithms for cloud applications proposed and demonstrated along 

with results in this thesis motivate the investigation of further issues in PON 

data centres. 

The work presented in this thesis has been limited to mathematical models 

and computer simulations. However, experimental demonstration is another 

method to validate and verify the results obtained from the MILP mathematical 

models and the developed heuristics and simulators.  

An important aspect to examine in order to improve the PON design and 

further reduce oversubscription is to consider the coexistence of hybrid optical 

technologies. In addition to OLT switches, MEMS and/or Semiconductor Optical 

Switches (SOA) optical switches can be considered to allow for flow 
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classification. Classification of the inter-cell rack to rack flows by assigning 

paths along with resources based on the flow size and duration can result in 

significant efficiency gains. For mice flows, the communicating servers’ 

resources are assigned and grouped to join the same OLT port/switch through 

efficient grooming. While for elephant flows such as the case where a server 

needs to use a full wavelength, OLT traffic forwarding can be avoided and a 

circuit through the optical switch can be established between communicating 

entities in the different PON cells.  

The implementation of network coding in our PON data centre designs is an 

interesting research topic to investigate. Recent work in wireless networks has 

shown the potential of network coding in reducing the energy consumption in 

such networks. In wireless networks, network coding demonstrated 

enhancement in the throughput and hence further reduction in power 

consumption. It is worth investigating the influence of introducing network 

coding at the OLTs and ONUs in our proposed PON data centre architectures 

to study its impact on power consumption and delay. 

Another interesting topic is to consider disaggregated data centre design to 

replace the servers based architecture with CPU racks, memory racks, I/O 

cards racks and storage racks for maximum efficiency in provisioning resources 

such as memory, processing, communications and storage. PON based 

networking for such implementation will not only improve the resources usage 

efficiency but can also further reduce power consumption. However delay will 
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be a challenge as the distance between processors and memory in the 

disaggregated design will increase. The increase in the distance impacts the 

communication speed. The choice of the interconnection design is of premium 

importance as it impacts on the overall efficiency of the disaggregated data 

centre design. Therefore photonic technology along with racks interconnection 

fabric design have to be taken into careful consideration to not sacrifice 

performance when considering disaggregated data centre design. This is a hot 

research topic as substantial improvement in current designs is required.  
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