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ABSTRACT 

Water is the most important chemical component on Earth. Seawater 

distillation processes have a considerable promise as a technique 

suitable for producing large scale quantities of potable water from the 

seawater. 

Distillation process flowsheets consist of a number of interconnected 

units. The development of the mathematical model describing the 

behaviour of these units, and the subsequent solution of this model are 

fundamental steps in process flowsheeting. 

The first objective of this work is to develop a specialized 

flowsheeting program for performing design and simulation calculations 

for different types and configurations of seawater distillation 

processes. 

Many numerical methods have been used for solving linear and 

nonlinear sets of equations representing distillation processes. Most 

of these methods involve the direct manipulation of the mathematical 

model equations without exploiting the special properties, such as the 

sparsity and the weak nonlinearities, of these equations. The second aim 

of this study is to develop a new approach taking advantages of 

these properties. Hence. the model equations can be linearized, and 

grouped according to the variable type. These groups can then be solved 

by linear matrix technique. 

The performance of the developed program is investigated by solving 

many distillation process problems. The results from design and 

simulation calculations for large practical desalination plants are 

discussed. In addition to that the convergence characteristics of the 

new approach (such as stability. number of iterations. computing time. 

sensitivity to starting values, and general ease of use) are presented. 

Also. the validity of the approximation assumptions proposed to develop 

the new approach is examined. 
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CHAPTER 1 

INTRODUCTION 

1. 1. THE VATER PROBLEM. 

Water is the most important chemical component on Earth. Arid 

and semi-arid zones. (less than 10 in. of rainfall per year). cover 

about 60Y. of the emerged lands. These zones have many rich soil areas 

for producing food. minerals, and oil. However, because of the water 

shortage. it only supports about 5Y. of the earth's population. Gaunt 

[1965]. Therefore, if this problem is practically solved. these areas 

could provide food and accommodation for a substantial proportion of the 

increasing world population. 

On the other hand, non-arid areas, even with a wet climate, will 

soon face water problems, Silver [1962]. This is because of rising 

standards of living. increases of population. waste of water, and 

pollution of natural water resources by industrial waste and sewage. 

On the average, demand for water increases at the rate of about 

50 Y. (± 20 Y.) every ten years in industrialized countries. In arid 

zones it may reach several hundred per cent during the same period, 

D'orival [1967]. 

Desalting of seawater, brackish water. and/or polluted water is 

one of the most promising techniques to overcome local water problems in 

a considerable number of places. In arid regions desalting water might 

be the only possible solution for water supply. 

1.2. DESALINATION PROCESSES. 

Many techniques have been proposed for water desalination. 

However, only a few techniques have been developed to be used as 

commercial processes. Desalting processes may be classified into two 

general categories: (i) processes that eliminate salts from solution, 

such as ionic processes, (e.g. ion exchange. electrodialysis, etc), and 

(ii) processes that isolate pure water from solution, such as 

distillation, reverse osmosis, and crystallization, see Howe (1974) for 
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more details. The applicability of each of these processes depends on 

the amount of salts in the available saline water and/or on the 

economics of the process. 

Distillation is the most developed technique for desalting water, 

Homig [1978]. In this process pure water is evaporated from saline 

solution by supplied heat. Then by condensing the released vapour the 

desired water is obtained. 

Distillation process is applied up to very large capacities with 

various types of evaporators. Figure (1.11, shows schematically various 

types of available distillation processes. Operating principles and 

configurations of some of these types will be illustrated in the next 

chapter. 

1.3. DESIGN AND SIMULATION OF DISTILLATION PROCESSES. 

To design the units constructing the previous distillation 

processes for sizing and cost estimation, and/or for computing the 

performance calculations, repetitive and tedious material and energy 

balance calculations are usually needed. These calculations may become 

even more complicated because of the existence of one or more recycle 

streams in the process. This leads inevitably to the use of computers 

for performing these calculations. 

1.3.1. Special Purpose Programs. 

The traditional approach to the problem is to regard each new 

process as a new problem which may be solved by a special purpose 

program, (or one-off program as defined by Flower and Whitehead [1973]). 

Almost all the published programs, for design and simulation of 

distillation processes are of this type, see chapter 4. Because of the 

inflexibility of this type of programs, no minor flowsheet changes in 

the normal configuration can be made. The return on investment for this 

type of programs is quite attractive only if the number of plants to be 

designed with exactly the same configuration is large, otherwise it 

tends to be expensive. To write and debug a program of this type, for a 

large problem several months may be required. Quite often, the time 

scale of the process development and design will not permit this. Also, 

in many cases, a cost comparison between different process alternatives 
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may be required. This comparison has to be evaluated on the basis of 

the same criterion. In this case. the cost results obtained for various 

alternatives are more suitable for the comparison than comparing one of 

them with other results quoted in the literature, whose calculation 

basis is not known sufficiently. 

To overcome these problems and limitations, it is a logical next 

step to develop generalized programs which can be used to calculate heat 

and material balances for various physically feasible configurations for 

a process. under different operating conditions. In fact many general 

flowsheeting programs are available for chemical and petroleum 

industries (e.g. CHESS (1968) and FLOWPACK (Berger (1979)). However, a 

specialized flowsheeting program for thermal desalination processes is 

still needed. because: 

• HOst general flowsheeting programs are oriented towards 

organic vapour - liquid systems. Therefore. significant 

problems may arise when inorganic solid-liquid-vapour 

systems are investigated. Flower et al [1982]. 

• HOst general flowsheeting programs cannot satisfy the need 

for detailed models of evaporator units. On the contrary, 

the specialized flowsheeting program makes it much easier 

to develop mathematical models of adequate flexibility and 

realism. 

One of the purposes of the present work is to develop a 

specialized flowsheeting program to perform design and simulation 

calculation~ for thermal desalination processes. 

1.3.2. Flowsheeting Programs. 

By using a flowsheeting program. the process engineer may be able 

to perform four different types of calculations: (i) simulation 

calculation. (ii) design calculation, (iii) optimization calculation and 

(iv) dynamic simulation calculation. The simplest type of these 

calculations is the sImulatIon calculatIon, in which feed stream 

variables, unit parameters (such as heat transfer area), are specified. 

However, the internal and output stream variables are calculated. 

Simulation calculations have many aspects of applications. By 

using a simulator, the process engineer, may be able to answer the 

question of "How the process will behave in a given situation", i.e. 

what will be its output variables if the input variables (i.e. operating 
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conditions) are changed. The simulation calculation may also be used to 

investigate the process in off-design operation, e.g. partial load or 

over load calculations, to be sure that pressure, temperature, and 

flowrate variables of the process will not be too high or too low. 

Also, the sensitivity of process performance to various parameters can 

be studied. In addition, various modifications may be tried, and the 

sensitivity of the process economics to key parameters and data can be 

determined. Simulation calculation may be considered as an experiment 

carried out on a mathematical model representing a process. So, the 

results of this calculation can be conveyed to the real process. 

Therefore, this sort of experimentation, (simulation study), can be used 

to guide the experimental program. Many runs can be performed by the 

simulation process and only the most promising trial in the pilot plant 

is used for verification. This should increase the reliability of the 

results and decrease the required time to obtain them. 

In the design calculation some output stream variables are 

specified and some input stream variables and/or equipment parameters 

are calculated. Equality constraints for some variables are imposed in 

. the process. The number of these constraints is equal to that of the 

variables left unspecified. The main objective of this type of 

calculation is to determine the equipment sizes. Also, partIal desIgn 

calculations may be performed by the flowsheeting program. Here a 

combination of simUlation and design specifications takes place. By 

this type of calculation the effect of changing an existing plant 

topology by removing and/or replacing one or more of its units, may be 

examined in order to be sure about the reliability and economy of the 

new plant topology before the actual change. In this calculation the 

unit parameters of the existing units and some output stream variables 

are specified, and some input stream variables as well as some new uni t 

parameters are calculated. 

In the third type of calculation, the optImIzatIon calculatIon, 

·optimal" values for some of the flowsheet variables are determined. 

This may be achieved by leaving a number of design variables 

unspecified, and equality and/or unequality constraints for some 

variables are imposed in the process. The unspecified variables are 

then determined so as to minimize (or maximize) an objective function. 

In this case the number of constraints is smaller than that of the 

variables left unspecified. 
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The fourth type of calculation using a flowsheeting program is 

the dynamic simulation calculation. In this case some of the model 

equations are of differential form. because some variables in the 

flowsheet are changing with time. This type of calculation is useful in 

devising a control scheme for a process. 

The present version of the developed program in this work is 

concerned with performing both design and simulation calculations for 

thermal desalination processes. 

Many numerical methods have been used for solving the 

simultaneous linear and non-linear equations representing thermal 

desalination processes. see chapter 4. Host of these methods involve 

the direct manipulation of the mathematical model equations without 

attempting to recognize whether the model equations have any special 

properties that could make the solution more efficient. In fact. the 

second major objective of this work is to develop a new approach that 

takes into account the characteristics of mathematical models of thermal 

desalination processes. This may improve the computation efficiency. 

reliability. flexibility. and may reduce storage space requirement. 

1.4. THE ORGANIZATION OF THE THESIS 

• Chapter 2 introduces various types and configurations of saline 

water distillatlon processes. 

• A rigorous mathematical model describing different units in the 

main thermal desalinatlon processes is developed in chapter 3. 

• The available techniques and numerical methods to design and 

simulate different thermal desalination flowsheets are reviewed 

in chapter 4. This leads to the required characteristics in 

the developed program, which is also outlined. Then. the 

proposed technique for achieving these characteristics is 

introduced. 

• Chapter 5 demonstrates the step by step formulation of the 

proposed technique. 

• Chapter 6 considers the transformation of the developed unit 

mathematical models into a specialized flowsheeting program. 

The program structure and operation are outlined. Chapters 7. 

8, and 9 consider the developed program and the proposed 

technique validation and practlce lmplementatlon. 
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• Different problem types of MSF process are examined in chapter 

7. The convergence characteristlcs of the proposed technique 

durlng the calculatlons are also lllustrated. 

• Chapter 8 lliustrates the capabillty of the developed program 

uslng the proposed technIque to perform desIgn and sImulation 

calculatIons for dIfferent HE! process confIguratIons. The 

accuracy, the effIcIency, and the validIty of the developed 

program uslng the proposed technlque are also examIned. 

• Chapter 9 demonstrates the capabIlIty of the developed package 

to deal wlth problems related to hybrid systems (I.e. a system 

combining different desalination process types in one 

flowsheet). 

• The materlal presented In thls thesls ls summarIzed and the 

maln concluslons are presented In chapter 10. Some suggestions 

for further work are also gIven. 
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CHAPTER 2 

TYPES AND CONFIGURATIONS OF SALINE WATER 

DISTILLATION PROCESSES. 

2.1. INTRODUCTION. 
According to the present state of technology. the only desalting 

technique feasible for commercial plants of medium and large size is the 

distillation of seawater. This technique has been practiced by Man for 

centuries. see Silver (1962) for the distillation process history. 

Distillation and other dominant desalination processes have been 

discussed in texts by Howe [1974]. Porteous (1975). Homig (1978). and 

Spiegler et al (1980). Section 2.2 gives principles and configurations 

of the main types of distillation processes. Each of these types has its 

advantages and disadvantages. as will be seen in section 2.3. Combining 

the advantages of individual systems into a single desalting system can 

improve the final performance of the combined process. This will be 

illustrated in section 2.4. The combination of desalination processes 

with power cycles will be, introduced in section 2.5. Finally. the main 

points of this chapter will be concluded in section 2.6. 

2.2. DISTILLATION PROCESS TE~QUES. 

Saline solution can be made to boil successively many times 

without adding additional heat by successively reducing its pressure. 

This statement is true to one degree or another for almost all 

commercial distillation processes. since reducing the pressure is less 

costly than adding heat. 

There are three major distillation processes being used in 

industry today: 

• Mul U-Stage Flash (MSF). 

•• Multiple Effect Evaporation (HEE) . 

••• Vapour Compression (Ve) Evaporation. 

In addition. there are many hybrid processes which combine two or 

more of the above processes. 
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2.2.1. Multl-Staae Flash (NSF) process. 

2.2.1.a. Recirculation NSF process: 

Flash evaporation systems have been in operation since 1957. 

Their economics have been clearly proven through continued use of this 

system to convert brackish or seawater into potable water. In the survey 

of the national water supply [1981] the HSF process was estimated to 

account for nearly 91X of cumulative distillation plant capacity. So 

far. this process is still the world"s largest desalination system of 

any type. (national water supply [1981]). 

Process Description: 

Figure (2.1), shows a simplified flowsheet for an HSF process. 

This process consists of four sections: 

1- Heat input section. 2- Heat recovery section. 

3- Heat rejection section 4- Water treatment section. 

In normal applications, the first three sections are combined into one 

package forming an efficient integral flash evaporator system. However. 

it could be separated into four separate pieces of apparatus connected 

by pipes. The process can be divided into the following four streams: 

• Seawater stream. • Recycle brine stream. 

• Product water stream. • Vapour streams. 

(a) Seawater stream: 

Seawater is pumped to the inlet of the condensing tubes in the heat 

rejection section. where an increased portion of seawater is provided 

for cooling purposes. The seawater is heated as it flows through the 

condenser tubes. After the seawater leaves the heat rejection section a 

portion of it (the cooling water) is returned to the sea. The rest of 

the seawater is chemically treated to prevent a build-up of scale on the 

surfaces of the heat recovery section tubes. This water is then 

discharged into carbon dioxide release tanks (decarbonator). Then the 

treated seawater flows into a vacuum deaerator to take off the air from 

the seawater. The deaerator prevents oxygen corrosion and eliminates 

noncondensable blanketing of the condenser tubes. 

(b) Recycle Brine Stream: 

On leaving the deaerator. the make-up seawater mixes with a 

portion of the concentrated brine stream leaving the last stage of the 

rejection section. The remainder of the concentrated brine stream is 

blown down to the sea to maintain the proper brine concentration. The 

recycle brine (mixture of concentrated brine and freshly treated make-up 
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streams) is then pumped to the cold end of the heat recovery section, 

where it is heated gradually by condensing vapour. The recycle br1ne 

leaves the heat recovery section and enters the brine heater where it 1s 

further heated to its top temperature, with externally supplied energy 
* by saturated steam. The top temperature is limited to avoid scale 

forming on the heater tubes. This temperature depends on the type of 

feed water pretreatment used and the concentration range selected for 

the plant, Simpson [1967]. Leaving the heater brine stream is then 

passed to the first (hottest) flashing chamber (stage) of the heat 

recovery section. Part of the heated saline water flashes into vapour as 

it enters the stage. This is because each evaporator stage is maintained 

at a pressure below the corresponding saturation pressure of the 

incoming brine. Th1s process is repeated as the heated brine passes from 

stage to stage until the brine reaches the coldest stage of the heat 

rejection section. The concentrated brine leaves the last stage and 

after partial blowdown is returned to the suction side of the recycle 

pumps. 

(c) Product Water Stream: 

The vapour produced by flashing process is passed through the 

moisture separators (demisters) to remove any entrainment brine droplets 

and condenses on the surface of the stage condenser tubes. The 

distillate is collected in a tray under the condenser surface and 

cascaded to the tray of the next stage. The product is pumped from the 

last stage of the heat rejection section to the storage or to the 

distribution system. 

(d) Vapour Streams: 

There are two major vapour streams; the external heating steam to 

the brine heater and the vapour released from liquid flashing in each 

stage. Condensate from the brine heater is usually returned to the 

boiler, while the condensate of the flashing vapour becomes the product 

water. 

The plant described above is known as a "recirculation" plant. On 

* The brine heater section has the ability to transfer energy from: _ 

The latent heat of steam, _ Exhaust gas from a gas turbine, _ Almost any 

other form of heat. 
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one hand this model of operation reduces the amount of chemicals needed 

for the water treatment, which can significantly affect the operation 

costs. On the other hand, the salinity of the brine at the hot end of 

the plant increases. Therefore, problems of corrosion and scaling 

increase, and the boiling point rise of the brine increases, so the 

thermodynamic efficiency of the whole process is reduced. 

2.2. 1. b. Once-Through Process: 

A plant which does not recirculate a portion of the concentrated 

brine is referred to as a "Once Through" plant. In this type there is no 

rejection section as is the case in the recirculation type. This model 

of operation requires a greater quantity of chemicals for water 

treatment than the recirculating plants. However, the operation of the 

once-through system, is considerably easier, especially in the start-up, 

because balancing the flows through the stages is not as difficult as it 

can be with a recirculation plant. In addition, since the salinity is 

lower. there are potentially fewer problems with scaling. Due to its 

operational stability and simplicity, this process has a considerable 

merit for use In areas where operation and maintenance may be a problem. 

A flowsheet of a once-through plant is shown in Figure (2.2). 

2.2.1.c.Flash Stage Tube Bundle Arrangements: 

The arrangement of the condensing tube bundles in the flash 

evaporator shell may be parallel (long tube design) or perpendicular 

(cross tube design) to the brine flow in the chambers. These 

configurations are illustrated in Figure (2.3). Each configuration has 

its advantages and disadvantages (see Howe [1974] and Helal [1985]). and 

both are currently in use. The selection depends on the performance 

and/or experience of the manufacturer or the owner. 

2.2.2. Multiple Effect Evaporation (KEE) Process. 

This process comprises less than 7Y. of the total world capacity 

of all desalination plants in 1980, i.e. some 377000 m3/d. (national 

water supply. [1981]). 

Single effect or multiple effect arrangements may be used. The 

arrangements affect steam economy and evaporator capacity. In single 

effect operation, the heat supplied by steam Is used only once, hence 

the economy. (kg of vapour/ kg of steam). is very poor. (about 0.8 for a 

cold feed). However. the capacity, (vapour weight per unit time for a 
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unit heat transfer area), is usually higher than the multiple effect 

evaporation. 

Process Description: 

In multiple effect evaporation, Figure (2.4), a series of 

evaporators are connected together. The vapour generated in one effect 

is used for heating in the subsequent effect. Each effect has a lower 

pressure than the former, which permits the solution to boil at lower 

temperatures. Hence, the heat supplied to the first effect creates 

vapour at the pressure of the first effect. This vapour flows to the 

next effect and condenses, forming more vapour. The process continues 

until finally, the vapour generated in the last effect is condensed by 

external cooling water. The advantage result of this arrangement is the 

multiple reuse of energy which increases the system economy. A rough 

approximation of the economy can be obtained by multiplying the number 

of effects by 0.8. In addition to the saving in steam, there is also a 

saving in cooling water required to operate the last effect condenser, 

because the amount of cooling water is proportional to the steam 

consumption. The evaporation units (or effects) in a HEE system can be 

arranged in several ways. The three basic arrangements are: forward feed 

(the liquid feed flows in the same direction as the vapour); backward 

feed (the liquid and vapour flow in the reverse direction); and parallel 

liquid feed (the feed seawater enters each effect independently of the 

other). The advantages and disadvantages of these arrangements are 

explained by Azbel (1984); Almost all the MEE potable water distillation 

plants have the forward feed configuration, Buros [1980). 

Although many types of evaporator construction have been used in 

industry, see Standlford [1963), only three types have been used In the 

desalination process, Howe [1974]. They are; submerged tube evaporator, 

horizontal tube evaporator, and vertical tube evaporator (VTE). The 

configuration and characteristics of these types are illustrated in some 

detail by Howe [1974] and Azbel [1984]. 

OJima et al [1973], has illustrated that the desalination plant 

of a vertical multi-effect evaporator of falling film type has the 

following advantages over the multi-stage flashing type, as well as the 

conventional multi-effect evaporator: 

[1) Fewer stages (or effects) are normally required for the 

same process requirements. 

(2) The hottest brine is generally more dilute, this gives an 
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advantage in scale control. 

(3) A small volume of seawater is handled, so the pumps 

requirements are reduced. 

(4) The heat transfer coefficient is large and the required 

heat transfer area for unit performance is small. 

2.2.3. Vapour eo-.presslon (VC) Evaporation. 

Vapour compression evaporation plants contributed 1.6 X of 

world-wide rated desalination capacity in 1980, equivalent to a total 
3 production capacity of about 11000 m /d (national water supply, (1981)). 

This process consumes power instead of thermal energy, whether via 

mechanical compressor or momentum exchange (as in thermocompression by 

steam Jet). Therefore, plants employing this process are especially 

attractive for applications where steam is not readily available for 

other distillation processes. Figure (2.5), shows a schematic flowsheet 

for this process. 

Process Description: 

In this process, vapour released from the boiling seawater in one 

side of the evaporator tubes is compressed by either a mechanical 

compressor or a steam Jet (the characteristics of both methods of 

compression have been explained in detail by Buros [1980]). Compression 

rises the pressure and the saturation temperature of the vapour which is 

returned to the other side of the evaporator tubes to be used as a 

heating steam for producing additional vapour, and thus continuing the 

evaporation process. 

The latent heats of evaporating and condensing fluids are very 

nearly equal. Therefore. the energy required by the compressor is merely 

supplied to compensate for losses, boiling point elevation, and to 

provide a sufficient driving force for the heat transfer operation. 

The seawater feed is preheated by the condensed vapour (product) 

and the reJected brine streams. For start-up purposes, and for 

maintaining normal operating conditions in some plants, externally 

supplied heat is provided. 
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FIGURE 2.S. SCHEMATIC OF A VAPOUR 

COMPRESSION PROCESS. 
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Low thermodynamic efficiency, because of the nonisentropic 

compression, is inherent to the process. However, it has several 

advantages such as: 

• High performance ratio per unit of installed heat transfer 

surface. 

• No cooling water requirements. 

• VC can be automated, so it needs only a minimum of operation 

attention. 

• The process can be made extremely compact for minimum area 

requirements. 

Several constraints have to be considered to make the most 

economic use of the inherent advantages of the process. Elsayed (1986) 

has introduced the rational basis for the design of VC process, and 

examined the effect of the different design parameters on the capital 

and operating costs of the system. 

2.3. COMPARING THE CHARACTERISTICS OF THE MAJOR DISTILLATION PROCESSES 

The average boiling point elevation, which is a function of brine 

concentration, in the HEE process is lower than those of the HSF 

(recirculation type) and the VC process. This is because the brine 

concentration in the first effect of the HEE process is approximately 

the same as the seawater feed stream, while the brine in the other two 

processes is much more concentrated than 1s the seawater stream. 

In the HSF process the reCirculated stream is heated without 
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evaporation and the flashing evaporation takes place without heat 

transfer. Therefore the tendency for scale formation on the heat 

transfer surface is reduced. On the other hand, in both HEE and VC 

processes, the evaporation takes place during the transfer of heat, so 

that the saline water is concentrated locally at points where vapour is 

produced. Thus scale formation tendency in these two processes is much 

higher than the MSF process. 

In the VC process energy is utilized very efficiently. since the 

heat required for vapour formation is recirculated around the plant. The 

wasted heat from the process is much less than the latent heat of vapour 

formation. In contrast, both MEE and MSF processes reject amounts of 

heat equivalent to that given to the system. This rejected energy by 

cooling water is much more than that required for the vapour compressor. 

2.4. DISTILLATION PROCESSES ECONOMY IMPROVEMENT. 

Improving the performance ratio (kg of product/ kg of heating 

steam) is one of the main important means which can provide a sizable 

reduction in the desalting water cost. The process performance ratio may 

be improved by combining the advantages of two or more of the above 

individual distillation systems in one hybrid system. Several 

configurations of hybrid systems have been built or proposed, such as; 

o HEE/HSF D MEE/VC 

o MSF /VC 0 MEE/VC/MSF 

2.4.1. Combination of Multiple Effect And Multi Stage Flash (KEElMSF) 

Proc •••••• 

In this process, Figure (2.6), the MSF stages serve as the brine 

heating system. Potable water is mainly produced by the MEE (VTE type) 

component. Each effect is combined with two or three flash stages 

Process Description: 

The seawater feed is pumped through the final condenser and the 

MSF unit tubes, where it is heated by the condensed vapour from the last 

effect and the flashed vapour respectively. After the chemical treatment 

the feed seawater is further heated using steam condensing in a brine 

heater. 

The seawater flows through the flash evaporator stages at 

successively lower pressure and temperature in the stages. A portion of 
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the brine flowing through the flash evaporator is pumped from selected 

stages up into the brine chest, which feeds the vertical tube bundles of 

the VTE evaporator. Brine is pumped only from stages which have an 

equivalent pressure to the evaporation side of the desired effect. Brine 

discharges again from the bottom of the effect back into the flash stage 

from which it was pumped. 

A portion of the brine evaporates in the first effect as heat is 

added from the condensation of the heating steam. The vapour produced in 

the first effect is condensed in the steam chest of the second effect to 

form product water and to vaporize a portion of the brine in the tube 

side. This process is repeated until the last effect. Vapour produced in 

the last effect is condensed in the final condenser. Product from each 

VTE flows by gravity to a cooler MSF stage product tray where it too 

flashes, cools down, and releases some of its heat to the feed seawater. 

External heating steam is condensed on the steam chest of the first 

effect and the brine heater. 

Such configuration improves the performance ratio and hence, 

reduces the water production cost. The advantages of the combined 

MEElHSF process over MSF alone are more evident when plant size is 

sufficient to Justify the additional complexity of piping, 

instrumentation, and eqUipment. Hammond [1968], concluded that the 

combined MEE/HSF process saves 30Y. of the capital cost and 15Y. of the 

water cost relative to the multi-stage flash process for large plants. 

Both the multiple effect evaporation processes, such as VTE, and the 

combined processes such as MEElHSF are capable of producing 15 and 

perhaps 24 kg of product water for each kg of input steam, Hapke et al 

[1981] and Hughes et al [1981]. In comparison, multistage flash plants 

usually have a considerable difficulty in operational stability at such 

high performance ratios. Therefore, this process is designed usually for 

no more than 12 as a performance ratio. The main advantage of the 

combined HEElMSF process over a plant using MEE alone is the utilization 

of the flash stages to preheat the seawater. 

Different configurations of this process can be obtained. A 

computer program has been written by Hapke et al [1981] for the 

calculation of mass and energy balances as well as the heat transfer 

area for the evaporators of the MEElMSF process shown in Flgure (2.6), 
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2.4.2. Co~ination of Multiple Effect And Vapour Compressor, (KEEIVC) 

Processes. 

Large capacity, single effect evaporator plant, Figure (2.5), 

needs a very large and expensive compressor. This capacity can be 

reduced in direct proportion to the number of effects served by the 

compressor. However, the compression ratio also increases in direct 

proportion to the number of effects, and this increases the compressor 

cost somewhat. 

Figure (2.7), exemplifies the combinations of HEE and VC 

processes. Similar to the previously explained VC process, in section 

2.2.3. Vapour from the last effect is compressed and passed to the first 

effect where it is condensed on the outside of the tubes. 

The advantages of this combination is that only about one third 

of the vapour produced in the plant passes through the compressor. 

Therefore, only a small size compressor is required. Thereby, a 

substantial saving in the capital cost is achieved. 

Different forms of the HEElVC arrangements may be obtained. 

Tleimat (1969) has proposed an approach in which centrifugal fans are 

used instead of multistage axial flow compressor. Different 

configurations of HEE and VC systems have been simulated by Aly (1983). 

In this study the number of effects was varied from 6 to 21, and the 

effect of the compressor location was investigated. 

2.4.3. Combination Of Multi-Stage Flasb And Vapour Compressor, (MSFIVC) 

processes. 

In this process, Figure (2.8), a number of flash stages replace 

the liquid/liquid heat exchanger used in the ordinary vapour compression 

process configuration, Figure (2.5). These flash stages would function 

as a heat recovery process more efficiently than the liquid to liquid 

heat exchanger. Also, the MSF section would produce additional 

distillate rather than being used only to preheat the incoming seawater 

feed. 

Using a computer code for evaluating the material and energy 

balances, various configurations of integrated MSF/VC process have been 

investigated by Wood et al (1968), who found that the greatest advantage 

in terms of heat transfer surface per unit of supplied fuel is obtained 
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for the hybrid process, when the VC evaporator is coupled to the top of 

the HSF plant. 

2.4.4. Comblnatlon of Multiple Effect, Multl-Stage Flash, and Vapour 

Compression Processes, (MEElMSFIVC). 

A hybrid system combining the MEE, HSF and VC processes is 

illustrated in Figure (2.9). In this process after the seawater feed is 

preheated in several HSF stages, it is chemically treated, decarbonated, 

and deaerated. It is then further heated through the remaining stages of 

HSF train and four feed preheaters (one between each two effects). The 

heated seawater is then sprayed inside the first effect vertical tubes, 

where it is evaporated using external steam supply. Vapour generated in 

the first effect is used as a heating steam in the next effect, and the 

rejected brine from the first effect is used as a feed for the second 

effect. This process is repeated until the fourth effect. The blowdown 

brine from the fourth effect then enters into the MSF section, where a 

portion of it is flashed. 

USing the gas turbine exhaust in a waste heat boiler, steam at 

two levels is generated. The first level is saturated steam, and the 

second is superheated steam. The latter is used to drive a back pressure 

steam turbine, which is coupled to an electric generator. The exhaust of 

the back pressure turbine is mixed with the saturated steam from the low 

pressure boiler. This mixture is used as a heat input to the first 

effect. The vapour from the fourth effect is compressed to a superheated 

condition, which is then desuperheated before entering to the first 

effect. 

The product water from each effect is flashed in a flash tank to 

the temperature of the next evaporator, giving some extra steam which is 

used in the next effect. Leaving the last flash tank, the product water 

is further flashed down in the HSF train, releasing its latent heat to 

heat the incoming seawater feed. 

Figure (2.9) represents only one configuration for HEElMSF/VC 

process. Since a number of different processes are combined in this 

flowsheet, it should be expected that more than one method of 

formulating the process exist. Newkirk et al [1970], studied the 

feasibility of a combined MEE/MSF/vC flowsheet similar to that of Figure 
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(2.9). Also, Senatore et al [1969] investigated the effect of the 

compression ratio of the compressor on the plant performance ratio for 

different number of effects. 

2.5. DUAL PURPOSE PLANTS. 

One of the most effective ways of saving energy is by using 

dual purpose plants, in which a power station producing electricity is 

combined with one of the previous illustrated distillation processes. 

In general, distillation plants have a top operating temperature 

between 90 C and 120 C depending on the type of the additive used to 

prevent scale formation Cpolyphosphate, or sulphuric acid). However, 

steam can be economically produced at much higher temperatures. 

Therefore, by using a dual purpose plant, the high temperature steam can 

be used for power production, and low pressure steam for the desalting 

process. Steam is taken from the power cycle via, either an extraction 

or a back pressure turbine, depending on the desired water/power ratio. 

Utilization of the waste heat from the water Jackets and oil 

coolers of the diesel power plants is also common, particularly if the 

cooling water for the steam cycle is either not available or very 

Umited. 

Various combinations of power cycles and distillation processes 

are feasible, both water and electriCity production may be obtained by 

one of the following configurations: 

[a] Steam boiler, back pressure turbine, and desalination plant. 

[b) Steam boiler, condensing turbine with steam extraction for 

the desalination plant. 

[c) Gas turbine, waste heat boiler, and desalination plant. 

[d) Diesel engines, waste heat boiler, and desalination plant. 

The main dual purpose plants configurations were reviewed by 

D'orival [1967]. Their main features, application limits and operating 

characteristics are given in the light of the thermodynamic and economic 

nature of the various plant types. 
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2.6. CONCLUSION. 

In this chapter. it is shown that there are many available 

desalination techniques to tackle the problem of water shortage. 

However. distillation is the most practical and economical available 

technique. There is a wide range of types and configurations for the 

distillation processes. Better understanding of the process performance 

and the interaction of the various operating and design variables may be 

achieved by performing a flowsheeting calculation for these processes. 

In conclusion, to enable the process engineer to deal with various types 

and configurations of the distillation processes. an efficient 

specialized flowsheeting program for performing the simulation and 

design calculations for these processes 1s required. 
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CHAPTER 3 

MATHEMATICAL MODELS OF THERMAL 

DESALINATION PROCESS UNITS 

3. 1 1~tKX;TION. 

Thermal desalination process flowsheets usually consist of a 

number of interconnected unit operations. One of the most important 

parts of the required thermal desalination flowsheeting program is the 

set of mathematical models for these unit operations. 

The unit mathematical model provides a set of equations which can 

be expressed as: 

output stream variables = • (input stream variables, unit parameters) 

These equations are developed from the fundamental material and 

energy balances which govern the interactions of various process streams 

entering and leaving each unit. 

The obJective of this chapter is to develop mathematical models 

of thermal desalination process units. 

The physical and thermodynamic properties of the process streams 

are an essential part of the mathematical model, Shacham (1982). The 

physical and thermodynamic correlations used in this study are shown in 

Appendix {A}. 

3.2. MATHEMATICAL MODELS OF THERMAL DESALINATION PROCESS UNITS 

A steady state simulation (or design) model of a thermal 

desalination process plant (as any other chemical plant) can be 

expressed by a system of linear and nonlinear algebraic equations, in 

the form: 

where, 

FOO = 0 

F • the vector of functions. 

X • the vector of variables. 

Here, the functions are obtalned using the basic laws of 

(3.1) 
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conservation of mass and energy. The variables are the components 

(water, salt), temperatures and pressures, of the streams into and out 

of a specific unit (as boiling evaporator, flash evaporator, compressor, 

condenser, heat exchanger, ... etc) 

Equation (3.1), can represent the mathematical model of a plant. 

In order to develop such a mathematical model, the plant is considered 

as a combination of interacting elements. Each of these elements can 

be described by appropriate mathematical relationships. So, the system 

(3.1) takes the following form: 

where: 

, i = 1,2, .... , U 
N 

(3.2) 

fl ~ the subvector of functions identifying unit i. 

UN z the number of units in the plant. 

3.2.1. Equations Modelling a Boilinl Evaporalor Effecl: 

The mathematical model of the Multiple Effect Evaporator (HEE) 

flowsheet, Figure (2.4), is essentially an appropriate combination of 

single effect evaporator models. A simplified diagram of a single 

effect is shown in Figure (3.1) 

3.2.1.a. Simplifying AssumptIons: 

The HEE process mathematical model is based on the following 

assumptions: 
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[1] The vapour in the evaporator is thermally in equilibrium with the 

liquid. 

[2] The steam always condenses completely. 

[3] No leaking of vapour or entrainment of air out or in the system. 

[4] The flow of noncondensables is negligible. 

[5] The condensate is withdrawn at its saturated temperature. 

[6] The boiling point rise is a chemical property of the solution and 

not due to the static hydraulic head. 

[7] The pressures of the brine and vapour streams out of an effect are 

equal. 

[8] The product vapour is salt free. 

3.2.1.b. Energy Balance: 

Referring to Figure (3.1) the energy balance equation can be 

written in the following functional form (to demonstrate the sources of 

nonlinearity. ): 

(Wb,jo,+ Sb,jo,) x hb,Jo,{Tb,jo"Xb,jo,} + Vjo,x Hjo,{Tjo"Pjo,} 

Dj x hiTd,j ,P jo ,} + VjX Hj{Tj,P/ + (Wb,t Sb,j) 

= 

where: 

subscripts: 

x h {T IX } + Q 
b,j b, j b, j loss 

W • Flowrate of water in the brine. 

S • Flowrate of salt in the brine. 

X = Salt concentration in the brine 

(3.3) 

kg/hr 

kg/hr 

gm/kg 

v • Vapour (or steam) flowrate to and from the effect. 

D = Condensate flowrate 

T • Temperature 

P • Pressure 

h • liquid specIfic enthalpy 

H • Vapour (or steam) specific enthalpy 

Q • heat losses 
lo •• 

kg/hr 

Ie 

kPa 

kJlkg 

kJlkg 

kJ/hr 

jo, • previous effect as seen from the point of view of 

flowing brine. 

J • present effect. 

b - brine into and out of the effect. 
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d • condensate from effect. 

Equality of heating steam and condensate water temperatures: 

(3.4) 

3.2.1.c. Heat Transfer EquatIon: 

The enthalpy balance on the steam chest is given by: 

(3.5) 

The rate of heat transfer Q can be approximated by using the following 

relationship. 

rj (3.6) 

where: 
Heat transfer area. (m2

) 

2 Overall heat transfer coefficient. (kJ/hr.m .K) 

So. equation (3.5) takes the next form: 

Vjo,x Hjo,- DJ x hd,J = Ujx Ajx (T jo ,- Tb,J) 

3.2.1.d. Naterial balance: 

(3.7) 

Material balance of the fresh water entering and leaving the 

effect gives: 

W = W + V b,jo' b,j j (3.8) 

A similar material balance equation for the salt and vapour components 

wlll be: 

(3.9) 

V = D 
j 0 , J (3.10) 

3.2.1.e. EquIlIbrIum EquatIon: 

At a given salt concentration (X ) and temperature (T ) and 
b, j b, j 

(T ) for evaporator effect (J). the equilibrium correlation may be 
j 

represented by the followlng equatlon: 

BPR {T • X } = T - T b,j b,j b,j j (3.11) 
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where: 
BPR a function representing the boiling point rise due to the 

salt concentration. 

3.2.1.f. Pressure Equatlons: 

The following three equations relate the stream pressures in and 

out of the evaporator. 
(3.12) 

Assuming that steam entering and condensed leaving the evaporator chest 

at the same saturated temperature and pressure. so. pressure losses AP
j 

can be neglected. 
(3.13) 

Assuming the static pressure head is neglected. 

P
j 

= f(T
j

) (3.14) 

3.2.2. Equations Modelling a Flashing Evaporator Stage: 

Although the configuration of MSF desalination plants might vary 

widely from plant to another. as illustrated in chapter 2. the process 

module usually takes the same configuration shown in Figure (3.2). This 

section is oriented towards developing a mathematical model for this 

module. 

F c,i F °lGl. c, i.' 
X X c,i c, i.' 
T 

c,i T 
c,i.' 

P c, , P c, ,., 

D I-I D, 

T d, i-' Td" 

P d,'o, , 
I 

P d,' 

"b"o, 

, 
"b, i 

Sb, io' Sb,i 

T b"., 
Tb,. 

P b, io' Pb i , 

Figure 3.2 a Flash stage unit 
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3.2.2.a. SImplIfyIng AssumptIons: 

The mathematical model is based on the following assumptions: 

(1) The distillate product is salt free (the maximum salt 

concentration in the final product is usually between 5 and 

50 ppm). 

[21 The flash vapour is in equilibrium with the brine leaving 

the stage. 

(3) The steam always condenses completely. 

(4) The flow of noncondensables is negligible. 

3.2.2.b. Energy balance for the flashIng brIne: 

where: 

B fo , x hb,fo,{Tb,fo"Xb,fo,} = B f x hb,f{Tb,f 

+ (B fo , - B f ) x Hv,f{Tb,f,P(T j }} 

B Brine mass flow rate, (= W + 5). (kg/hr) 

The present stage number. 

fo' The previous stage. 

v Flashing vapour. 

3.2.2.c. Overall materIal balance: 

Water balance: 

W + Dfo , = W + D b,t o , b,f j 

Salt balance: 

S = S b, f 0 , b, i 

Water and salt balances of the cooling stream 

W -W 
c, f +' C, I 

S • S C , f + , e, f 

Subscripts: 

e = Cooling brine. 

f+' = The next stage number. 

3.2.2.d. Overall enthalpy balance: 

F x h + D x h + B. x h 
c,f.' c,I., fo' d,Io' 1 0

' b,t o' 

• Fe,t x hc,f + DI x hi + B f x hb,f + Ql~s 

(3.15) 

(3.16) 

(3.17) 

(3.18) 

(3.19) 

(3.20) 
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where: 

h f(T • X ) 
e e e 

hd f(T
d

) 

Q : Stage heat losss 
lOll 

3.2.2.e. Heat transfer equatIon: 

The amount of heat exchanged Qt across the condenser heat 

transfer surface is defined as: 

Q. = F x Cp tX (T - T ) 
I e,t ., e,t e,t+' 

(T - T ) 
e,f e,t+' 

• Utx Afx ----------~----~-----------

In.«Td,f - Te,f+' )/(Td ,. -Te ,.» 

where: 

(3.21) 

LHTO The logarithmic mean temperature difference. 

A Condenser heat transfer area. 

U Overall heat transfer coefficient. 

U = • (0,. T f' T f" Td .t 10 .• 00 .• FF,. R
f

) 
I C, e, + ,I I 1 

o Tube side brine velocity. 

10 Tube inside diameter. 

00 Tube outside diameter. 

FF Flooding factor 

R
f 

Fouling factor 

from the above equation the following equation is obtained: 

T - T T - T 
___ U __ x __ A_ -= In d, t e , t + , .-1n d, t e • , (3.22) 
F IX Cp f e, ., T - T d,1 e,t T . - T 

d,l e,t+' 

After a few steps of simplification for equatlon (3.22) the following 

equation is obtalned: 

-UAIF x Cp 
T - T - (T - T I ,)(1 - e c m) = 0 

e,1 e,l+' d,l c, + 

(1 - E) x T + ExT - T • 0 
c,I.' d,f c,f 

(3.23) 

where: 
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Cp • Mean heat capacity of the cooling brine, function of • 
temperature range and the salt concentration. 

3.2.2.f. Equilibrium correlation: 

The relation between theA outlet brine temperature Tb,! and the 

superheated vapour temperature T I adjacent to the brine surface can be 

represented by the following equation: 

(3.24) 

where: .. 
T I - Superheated vapour temperature, K 

T I- Outlet brine temperature, K 
b , 

MEA - Non equilibrium allowance , K 

a: • (Tb,l) 

Due to the boiling point elevation , the superheated vapour temperature 

T is subcooled to the condensation temperature at the top Td .• so: 
I I 1 

A 

T = T - NEA - BPR 
d I I I 

(3.25) 

combining equations (3.24) and (3.25), 

- BPR (3.26) 

A. Noneguilibrium AllOwance (NEAl 

This temperature loss in the total flashing temperature range has 

been given by Hornig (1978) as a plotted range which 1s function of the 

stage brine temperature. This range is approximated by a single curve 

which is then fitted to the following third degree polynomial. which is 

sufficiently accurate for application in the developed program: 

where: 

NEA = A + B Tb + C T! + D T! (3.26.al 

A • 2.556 

C • - 0.129 E-3 

B = - 0.203E-l 

D = 0.1123 E-5 

T &: stage brine temperature, C 
b 

3.3.3.g. Pressure equatIons: 

The flash stage pressure is governed by the following equations: 

- The relation between the pressure of the cooling water entering 

and leaving the condenser tube bundle is: 

P -P +AP 
c,I+' c,I i 

(3.27) 
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A Pi • Pressure loss due to the friction in the tube side of the 

condenser. The value of A Piis either given to the program 

as an input parameter or calculated as shown in the 

Appendix {A}, 

- The second equation relates output brine and distillate 

pressures. 

P d,' = P b,' (3.28) 

- In the third equation, the pressure of the distillate liquid 

leaving the stage is determined as a function of stage 

temperature T, i.e: 

(3.29) 

3.2.3 Equations Modellins a Vapor Compressor: 

A simplified diagram of the compressor unit is shown in figure 

(3.3). Assuming adiabatic compression, the equations representing the 

mass and energy balances are: 

v, = V = V 
2 

Adiabatic Compression: 

where: 

w input work to the compressor, W 

7 polytropic index, ~ 1.327 

subscripts , and 2 refer to inlet and outlet of 

the compressor respectively. 

3.2.4. Equations Modellina a Mixer Unit: 

(3.30) 

(3.31) 

(3.32) 

The mixer unit can be thought of as the union of two pipes or a 

mixing tank with two inputs, and only one output stream as shown in 

figure (3.4). ( 

3.2.4.a. Assumptions; 

[1] Ideal mixing (with no heat effect other than sensible heat) 
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[2] Two lnput streams only. 

(3) Pressures In and out of the unlt are equal. 

W. 
In,' 

S in, , 
T 

in,' 
P 

in,1 

W in,2 
S 

in,2 
T 

in,2 
P 

in,2 

Figure 3.3 a Compressor Unit 

W Win au 
S Sin au 
T Tin au 
P Pin au 

W 
au,2 

S 
GU,2 

r--__ T 
au,2 

P 
GU,Z 

W au, , 

S 
au, 1 

T 
au, 1 

P 
au, 1 

Flgure 3.4. a Mixer Unit Figure 3.5. a Splitter Unit 

3.2.4.b. Energy balance: 

(W + S ) x h + (W + S ) x h in . 2 in,' in,1 in,' in,2 in,Z = 

(W + S ) x h (3.33) 
OU ou au 
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in,' • first input stream. 

in,2 - second input stream. 

au • output stream. 

3.2.4.c. Naterial balance: 

Water balance: 

W + W .. W 
fn,' fn,2 au 

Salt balance: 

S + S .. S 
fn,' in,2 au 

3.2.4.d. Pressure equations: 

Pressures in and out of the mixer unit are assumed equal. 

P .. P 
fn,' au 

P - P fn,2 ou 

3.2.5. Equations Modelling a Splitter Unit: 

(3.34) 

(3.35) 

(3.36) 

(3.37) 

The splitter is like a single pipe dividing into two smaller 

pipes. It is depicted in Figure (3.5). 

3.2.5.a. Assumption: 

The output streams have the same properties as the input stream, 

only the mass flowrates are different. 

3.2.5.b. Equalities of temperature and pressure into and out of the unit 

T
fn 

.. T 
OU, , 

T
fn 

.. T 
ou,2 

Pi n 
.. p 

OU, , 

P fn • P 
ou,2 

3.2.5.c. Naterial balance: 

Wfn -W ou, , 

Sfn -S 
ou,' 

UNIVERSITY UBRARY LEEDS 

} 
} 

+ W 
ou,2 

+ S 
ou,2 

(3,38) 

(3.39) 

(3.40) 

(3.41) 
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v -V XCl 
ou, , 'n 

S =S XCl 
OU,' in 

where Cl - Splitting ratio. 

3.2.6 Equations Modellinc a Flash Unit: 

(3.42) 

(3.43) 

In the flash unit the feed stream is separated into a liquid and 

a vapour stream in equilibrium, Figure (3.6). 

3.2.6.a. Assumption; 

The output streams are in equilibrium. 

3.2.6.b. Energy balance; 

(V + S)i x hi = V 2 x H + (V + S) x h n n OU, ou,2 ou,' ou,1 
then: 

Vi n x h + S x h - S x h - V x H - V x h = 0 in in in ou,' ou,' ou,2 ou,2 ou,' ou,' 

where: h in - f(T'n' Xin ) 

h - f(T ,X ) 
ou,' ou,' ou,' 

H - f(T ,P ) ou,2 ou,2 ou,2 

And the output stream temperatures are equal: 

3.2.6.c. Haterial balance: 

"in 

3.2.6.d. Pressure equation: 

T c T 
ou,' ou,2 

= V + V 
ou,' ou,2 

• S ou, , 

P = P 
ou, , ou,2 

3.2.7. Equations Modelllnc a Condenser Unit: 

(3.44) 

(3.45) 

(3.46) 

(3.47) 

(3.48) 

Figure (3.7) illustrates the condenser, which is a simple shell 

and tube heat exchanger. In the shell side, a saturated vapour or steam 

is condensed, without subcooling, giving its latent heat to the second 
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V 
in,2 

T 
in,2 

W 
in,1 

S. 
In,1 

T. 
In,1 

p. 
'n,1 

D 
ou,2 

T 
ou,2 

p. --.... t--......... P 
ou,2 'n,2 

W 
ou,1 

S 
ou,1 

T 
GU,1 

P 
ou,1 

Pi,. 3.6. a FJasb Unit 

W 
ou,1 

S 
ou,1 

T 
ou,1 

W 
GU,1 

S 
GU,1 

T 
GU,1 

P 
GU,1 

Fig. 3.7. a moe beater unit. 

W 
in,1 

S 
in,1 

T. 1 ,n, 
P 

ou,1 

W z T. 2 in, , ,n, 

S ! P 
in,Z In,2 

----·~ .. -~-.. I·---4·· ::.: .. >' 
ou,2 GU,2 

Fig. 3.B. a Concentric LIL heat excbanger unit 

w 

v ~._._. 
ou 

in,1 

Fig. 3.9. a desupedleater unit 

V 
in,2 
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stream in the tube side to raise its temperature from T. , to T. , 
1 n, ou, 

3.2.7.a. AssumptIon: 

Vapour or steam in the shell-side is condensed without 

subcooling. 

3.2.7.b. Energy balance: 

V1n,2X (H 1n ,2 - h ) + W x (h -d,ou,2 In,' In,' 
h ) + 

OU, , 

5 x (h - h ) = 0 
In,1 In,' ou,' 

where: 

H • • (T 
v,In,2' 

p ) 
v,ln,2 

hd • • (T ) 
d,ou,2 

h
ln • • (Tin' XI n ) 

3.2.7.c. Heat transfer: 

Q .. (W + 5) In,' x CPa x (T - T. ) ou,' In,' 

(3.49) 

(3.50) 

(3.51) 

from equations (3.50), (3.51) and after some simplification we have: 

(1 - E) x T + ExT - T = 0 
In,1 v,ln,2 ou,' 

(3.52) 

where: 

-UA/[(W + 5) x Cp ] 
E -= 1 - e In,' m 

subscripts: 

In,' inlet cooling stream. 

ou,' outlet cooling stream. 

v,ln,2 inlet vapour (or steam ) stream. 

CPa Mean heat capacity of cooling stream. 
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3.2.7.a. Material Balance; 

v In,2 
... D 

ou,2 

W in, , = W ou,' 

S 
1 n, , = S ou, , 

Temperature equall ty of the vapour and condensate stream 

T • T v,in,2 d,ou,2 

3.2.7.e. Pressure Equation: 

p - p = 6 P 
tn,' ou,' 

where AP = The pressure loss due to the friction in the tube side. 

(3.53) 

(3.54) 

(3.55) 

(3.56) 

(3.57) 

3.2.8. Equations Modelling a LiquidILiquid Heat Exchanger Unit; 

Figure (3.8) shows the schematic diagram of a concentric tube 

countercurrent exchanger: 

3.2.8.a. Energy balance; 

Ftn"x CP." x (T - T ) = in,' ou,' F x Cp 2 In,2 ., 

x (T - T ) ou,2 tn,2 (3.58) 

where: 

F heating stream flowrate. in, , 
F,n,2: cooling stream flowrate. 

3.2.8.b Heat Transfer: 

Heat transfer process is governed by the following equation: 

. [ 1 
T - T ou,2 UA F , n, , ... e 'n, , 
T - T ou, , in,' 

3.2.8.c. 1Iaterial Balance; 

W in, , 

S in, , 

W 
in,2 

S 
'n,2 

x Cp 
II, , 

= W ou, , 

... S 
ou,' 

= W ou,2 

= S ou,2 

1 
F x Cp 2 in,2 II, 

] 
(3.59) 

(3.60) 

(3.61) 

(3.62) 

(3.63) 
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3.2.8.d. Pressure Equations: 

P -P =AP 
tn,' ou,' , 

(3.64,a) 

Ptn,2 - P ou,2 = A P2 (3.64,b) 

where, AP & AP are the pressure drop due the friction in the tube side. 
, 2 

3.2.9. Equation Modelling a Desuperheater Unit 

Referring to Figure 3.9 the desuperheater unit may be represented 

by the following equations: 

3.2.9.a. naterial Balance: 

V + W = V 
tn,2 fn,' ou 

(3.65) 

3.2.9.b. Energy Balance: 

H ·V +h 'W =V'H 
fn,2 fn,2 tn,' in,' ou ou 

(3 66) 

where H enthalpy of superheated vapour 

3.2.9.c Pressure EquatIon: 

P OIl P 
ou in,2 

(3.67) 

3.3. CONCLUSION 
In this chapter. the mathematical models describing the steady 

state behaviour of the basic units in thermal desalination processes 

assemblIes. are presented. These models are based on the material and 

energy balances. 

InspectIon of the unit models shows that they include a number of 

nonlinear algebraic relationships. therefore. some form of linearization 

must be employed and hence iteration is necessary. Also. it will be seen 

that the equatIons are highly interlinked and sparse in nature. 
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CHAPTER 4 

DESIGN AND SIMULATION CALCULATION APPROACHES 

FOR EVAPORATION PROCESSES 

4.1 INTRODUCTION. 

In the previous chapter, the mathematical models for the units 

constructing the thermal desalination process were described. The 

thermal distillation flowsheet usually consists of several of these 

units interconnected by process streams. During the last three decades, 

a number of techniques and numerical methods have been developed to 

design and simulate these flowsheets. In fact, it might be said that the 

history of the thermal desalination processes modelling and programming 

is the history of the traditional modelling and prograDlriing of chemical 

plants. 

Several reviews of the flowsheeting of separation processes (e.g. 

distillation columns) are available (e.g. Sargent [1983]). However, no 

review has appeared in the literature that addresses the techniques and 

methods which have been used in solving thermal desalination processes 

and the evaporation processes in general. One of the main goals of this 

chapter is to fill in this gap in the literature. This will be achieved 

by classifying, and analysing the available works which have been done 

in the evaporation processes according to the experience gained from 

chemical plant flowsheeting and numerical methods. 

The physical problems of simulating and designing thermal 

desalination processes are illustrated in section 4.2. Techniques for 

solving these problems are classified in section 4.3. The numerical 

statement of the problem is defined in section 4.4, and the numerical 

methods and techniques for solving this problem are reviewed in section 

4.5. Also in this chapter, techniques which have been used for 

exploiting the mathematical model structure for a process are briefly 

explained in section 4.6. The required characteristics in the developed 

program are pointed out in section 4.7, and the proposed technique for 

achieving these characteristics is introduced in section 4.8. Finally, 
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the main points of this chapter are outlined in section 4.9. 

4.2 THE PROBLEM IN BRIEF. 

The most straightforward form of the simulation problem is 

achieved by giving the unit model equations. the value of the parameters 

involved. and the process feed stream specifications. to calculate all 

the other stream variables 1n the process. So. 1f the process un1ts are 

ordered 1n sequence. as shown in F1gure (4.1. A). the problem would be 

straightforward and s1mple. By know1ng the feed stream S, and the 

required des1gn parameters P, for the un1t U,. the output stream S2 can 

be s1mply calculated. S1m1larly. streams S3 and S4 would be calculated. 

However. In thermal dlstlilatlon process. this ls not the case. because 

of: 
1. Countercurrent flow of 1nformat10n and/or material in these 

processes. for 1nstance: 

(1) To simulate the performance of the forward feed double 

effect evaporatlon process. F1gure (4.1. B). the feed 

state. steam temperature and pressure. are spec1fied. 

Furthermore, the vacuum level 1n the system is fixed at the 

exit of the second effect. Therefore. 1nformat1on of the 

absolute pressure level 1n the first effect has to be fed 

backward from the final effect. Stewart et. ale (1977). In 

br1ef. a p1ece of informat10n. (such as total flowrate 

composit10n, temperature. or pressure). associated w1th a 

certa1n process stream may travel in the opposite direction 

to the stream 1tself. 

(2) In every part of the backward feed conf1guration, F1gure 

(4.1.C). and the HSF process Figure (4.1.D). countercurrent 

flows of material and 1nformation (because some of the 

varlables that appear In both ends of the plant are fixed) 

ex1st, Glueck et al [1970]. 

11. The ex1stence of recycle streams. where outputs from some down 

stream un1ts are fed as 1nputs to unlts early in the sequence) 

see Figure (4.1.E). 

Therefore. the simulation and design (or controlled Simulation) 

of seawater desal1nat10n processes are neither simple nor 

stra1ghtforward. 
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4.3. COMPUTATION TECHNIQUES ARCHITECTURE. 

Several techniques are used to solve the equations describing a 

plant process. These techniques are: 

• Procedure Oriented Approach. 

• Simultaneous Modular Approach. 

• Equation Oriented Approach. 

4.3.1. Procedure Oriented (PO) Approach. 

In this approach each process unit is modelled by a separate 

subroutine (or module). Each unit module calculates the output stream 

variables by knowing the input stream and the unit design parameters, 

i.e. the process unit modules are typically simulation oriented, Chen et 

al [1985]. Different unit modules of the process are called by an 

executive program in a suitable calculation sequence determined by the 

flowsheet topology. 

• S, 

• 

Heat 
exchanger 

Splitter 

Evaporator 

Some of the stream variables are speCified . 

figure (4.2) 

For example the above simple flowsheet in Figure (4.2), has 

the following: 

[1] A fixed design spec~fication (vapour temperature T , or 
v 

pressure). of the stream Sa' 

[2] A recycle stream, 59 

[3] A number of unit operations which are represented by nonlinear 

mathematical models. 

Therefore, three levels of iterations are needed to perform the 
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required calculations. By knowing the process topology, the unit 

parameters, the feed streams data, and the design specif1cat1ons, a 

program us1ng the procedure or1ented approach would perform the 

computation as follows: 

[1] 

[2] 

[3] 

Guess the temperature T, (specified), of the stream 5 . 
y 8 

Given 51' guess stream 59 (tear stream). 

Since all input streams are known, sequentially all the output 

streams, i.e. 52' 5], 55' 56' 57' 58' and 59' can be calculated. 

In fact, the mathematical equations for the given flowsheet are not 

well suited to direct solution, because of the nonl1nearit1es and 

the impl1cit dependence of phys1cal propert1es on temperature, 

pressure, and salt content. Therefore. each unit 1s handled by an 

iterative process. So, the f1rst iterative level for solving this 

process would be the module level. 

[4] If the calculated and the guessed stream values of 59 are within a 

spec1f1ed small tolerance, the second 1terative level ( flowsheet 

[5] 

level) converges. Otherwise, a new value for the stream 5 1s 
9 

est1mated and steps [2], [3]. and [4] are repeated. 

If the f1nal calculated value of T and the specified (fixed) value 
y 

are w1thin a specified small tolerance, the calculat10n of the 

th1rd outermost 1terative loop (control loop) converges. 

Otherw1se, the mismatch between the calculated and specified values 

of TyiS used to update the guess of the stream 58' and steps [1], 

[2], [3], [4], and [5] are repeated. 

Many numerical methods have been used to obta1n success1ve 

estimates for streams 59 and 58. For detailed description of these 

methods see Westerberg et al [1979] or Hotard et al [1975]. 

For simulating an HSF process, Glueck and Bradshaw [1970] have 

used the Newton Raphson method to update the guessed values for the 

iteration variable (vapour space temperature). Helal [1985] used Broyden 

and bisection methods to update the success1ve guess1ng of some HSF 

process parameters. Helal has found that the number of flowsheet 

evaluations us1ng the bisection method is much higher than that requ1red 

using the Broyden method. 
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4.3.1 ••• Advantaaea of The Procedure Oriented Approach. 

Procedure Oriented (PO) approach has the following advantages: 

i- EffIcJent NumerJcal SolutIon. 

Each unit module is solved individually. So, according to the module 

mathematical model structure, one or more specialized numerical 

methods can be used. Thus, the module calculations can be very 

efficient. 

11- Easy to Understand and to Implement. 

Because of the modular structure of the PO programs, new units can 

be easily added to an existing program. The testing of unit modules 

can be done separately. Also. because the information flow in the 

program is similar to the material flow in the process, PO programs 

are easi ly understood. 

4.3.1.b. Utilization of PO Approach in Evaporation Processes. 

Using the idea of the procedure oriented approach. a number of 

programs were developed in the early sixties by a number of companies 

for their own plant designers. The "FLASH" program was developed by 

Easterday (1965). It is written in FORTRAN II, and performs heat and 

material balance calculations for an HSF process. In this program feed 

seawater temperature and concentration are fixed at 65 F and 3.5 per 

cent respectively. The condenser tubes for both heat recovery and 

rejection sections have the same length. 

To overcome the severe 11mi tations in the "FLASH" program. the 

.SALINE" program was developed by Griff! th et al (1965). It is a 

IDOdified version of the "FLASH" program. written in FORTRAN IV. The 

performance ratio and feed seawater temperature are specified in the 

input data. The number of the heat rejection stages can be automatically 

varied during optimization computation. An option to adjust the stage 

length rather than the brine velocity has been provided. However. some 

restrictions are still inherent in the program. For instance. heat and 

material balances are based on equal heat transfer area in all heat 

recovery stages. and the salt concentration of the feed seawater is 

fixed at 3.5 per cent. 

" ORSEF" program was written by Mothershed (1966) in FORTRAN II 

language. The program determines the operating characteristics. 

geometry. and costs of HSF process. Also. the program can calculate the 

optimum balance between energy consumption and heat transfer area. 
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The above three programs were tailored to perform calculations 

for specific fixed arrangement configuration, (brine recirculation 

type), using stage to stage technique. 

Easterday et al [1966], observed some differences in the above 

programs results. They referred these differences to the differences in 

engineering approaches (e.g. determination of heat transfer 

coefficients, pump head, and cost), numerical procedure, and the 

physical properties. 

" HSF21 .. which was written by Fort (972), is another FORTRAN IV 

code, for performing deSign, cost, or optimization calculation for an 

HSF plant. The program was written for a fixed flowsheet of the process. 

The computations are based on the first, and last stages of each section 

(recovery, and rejection) and a typical middle recovery stage. 

Therefore, the program runs rapidly, however, it does not give the stage 

by stage parameters. 

Many design features have been built into the program, such as: 

the temperature of both the heat rejection stream and the blowdown 

streams are equal. The flowrate of the recycle stream is always greater 

than zero. So, the once through type can not be designed. These features 

added limitations to the use of the program. 

" VTE21" is another subprogram of the overall system" ECON21" 

which consists of six parts. VTE21 was written by Fort et al [1976] in 

FORTRAN IV language. Design, costing, or optimisation calculations are 

performed by the program for a vertical tube evaporation plant. The code 

is specifically written for a fixed flowsheet that consists of vertical 

tube effects, multi stage preheater condensers, and a brine heater, 

Figure (2.6). The computations are performed for each vertical tube 

effect, and the first, last, and the middle stage of the preheater 

stages. 

The above two programs were not developed for performing detailed 

design computations. Therefore, many approximations have been applied 

for a rapid calculation and overall design optimization. 

Glueckstern et al [19761, have modified, and updated the cost 

functions of the HSF21 and VTE21 programs to perform the evaluation and 

design optimization for small size plants. 
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The application of "NETWORK 67" general flowsheeting program to 

design and simulate an MEE system was described by Andrew (1968). The 

program was written in ALGOL. The flexibility of the program has been 

achieved at the expense of simplicity. The user should have a good 

programing knowledge before the program can be effectively applied. 

Jernqvist et al (1966) have published a description of a computer 

program denoted 'EVAPOCHALM', for computing performance and design 

calculations for almost arbitrary black liquor HEE plants. The program 

is based on a so-called "unit cell" which comprises an evaporator 

vessel, three heat exchangers, one liquor, one condensate flash tank, 

and a liquor mixing vessel. Mass and energy balances of the unit cell 

components are performed by a separate subroutine for each unit, and 

repeated from a unit cell to another. Data is given to the program via a 

connection matrix. The program is written in ALGOL 60. 

'INDAK' program, published by Schalien et al (1970), 

approximately has the same components as 'EVAPOCHALM' program, i.e. 

connection matrix, and unit cell. However, no information about these 

components are given. The authors have claimed that INDAK has been shown 

to be valid for all evaporator systems of pulping industries, but this 

has not been illustrated. 

The principles of modularity by the unit cell and flowsheet 

description by the connecting matrix, presented by Jernqvist et al 

[1966], have been used by Bolmstedt et al (1974) in developing 'INDUNS' 

program. This program was written in FORTRAN IV. The program was 

developed for the evaluation and design calculations of general multiple 

effect evaporation plants in, for example, the sugar and paper pulp 

industries. 

Barba et al (1973), have developed a mathematical model for an 

H5F process with brine recirculation. This model was used for on-line 

process computer control and applied to the Porto Torres desalination 

plant. The model supplies information for the optimal plant operation to 

meet the varying water demands of the refinery, which is using the 

distillate as process water. Stage to stage technique was used to solve 

the model. 

Two programs were described by Hitchcock et al [1967]. The first 

carries out a performance calculation for the HSF process, while the 
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second performs design calculation for the HEE process. The authors have 

Illustrated that four iterative loops are required to calculate a HSF 

process flowsheet. These loops are: one within each stage, one for each 

of the recovery and rejection sections, and one outside loop to adjust 

output and performance ratio to given values. 

A rigorous mathematical model for HSF distillation process was 

developed by Hedani et al [1980]. The temperature of the coolant stream 

leaving each stage is assumed, then the computation is started from the 

hot end to the cold end, then the calculated value of the coolant 

temperature entering is compared with that defined by the flowsheet 

calculation. This method Is unreliable because of the numerical 

unstability problems, Flower et al [1982]. Hedani et al have paid much 

attention to the performance characteristics of HSF process under 

changing operating conditions. Also, the nested Iterative solution using 

the stage to stage technique was Illustrated. 

Rautenbach et al [1980], have developed a modular structure 

program for designing and/or simulating HSF plants. According to the 

considered flowsheet the required modules are linked by a master 

program. Stagewise computation is started with the hot end, where some 

variables are estimated, and a modified Regula Falsi method is used to 

update the estimated values. Several forms for simulating a recycle HSF 

plant are outlined. However, no information about the convergence 

characteristics of these forms is given. 

Omar [1981], applied the stage to stage technique for simulating 

multi-stage flash plants with fixed configuration and different 

operating conditions. 

General basic equations and initial values for iterative 

computation of indivldual stages and MSF process as a whole were 

lilustrated by Hornig [1978]. Using the stage to stage technique, this 

mathematical model was solved to design the FICHTNER company HSF 

reference plant. Also, the performance of this plant under different 

operating conditlons was examined. 

A rigorous mathematical model for the MSF process was developed 

by Glueck et al [1970]. This model can be used for steady state and 

dynamiC simulation of a given process configuration. The model takes 

into account variations in heat transfer coefficient with condenser tube 
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geometry, tube surface fouling, effects of non-condensable gases, 

boiling polnt elevation, revaporization of product, thermal inertia of 

the flash vessel walls and tubes, and superheating of flashed vapour. To 

perform the flowsheet steady state calculations, a set of vapour space 

temperatures (Ty) are assumed, and the stage equations are solved, in 

turn producing a new estimation of (Ty)' then the Newton Raphson method 

is used to update the estimated values. This model is mainly oriented 

toward performance evaluation rather than design. Unfortunately, no 

example has been given. 

The performance and convergence characteristics of the stage to 

stage technique applied in the above programs have not been discussed. 

This point has been investigated by Belal [1985]. Belal has concluded 

that" the stage to stage approach has showed poor reliability 

characteristics, where it always diverges unless a good initial guess, 

close enough to the solution, is utilized". However, the general 

disadvantages of the technique may be defined as below. 

4.3.1.c. Dlsadvantaaes or The Procedure Oriented Approach. 

The efficiency of the PO approach is seriously affected by the 

following two major problems: 

1. Nested iteration structure. 2. Rigid information structure. 

The first problem may be illustrated by assuming that the control 

loop used to handle design specification in Figure (4.2), takes 10 

Iterations to converge. At each of these ten iterations, the accelerated 

substitution loop used to converge the tear stream may need 5 iterations 

to converge. If the mathematical model of the evaporator unit requires 3 

to 4 iterations to be solved, thus, the evaporator unit module would be 

encountered 150 - 200 times. More complex flowsheets with several layers 

of nested iteration loops, may require a great deal of time to converge, 

and in fact, may never converge, Locke (1982). 

Finding suitable convergence tolerances for the various nested 

iteration loops is really a problem. Too tight tolerance in the deeper 

levels leads to excessive CPU times, whereas with a convergence 

criterion not tight enough may lead to unstable or oscillating system, 

and, consequently. to convergence problems on the outer iteration 

levels. 

Rigid information structure is the second major disadvantage of 
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the PO approach. By definition, the direction of flow of information is 

parallel to that of physical process streams. In other words, each unit 

module is written to calculate specific outputs from specific inputs. In 

order to specify an output and calculate an input, the user must either 

use a different versions of the unit module or add a control block 

around the unit to adjust the input variables until the required output 

is obtained, Westerberg et al (1979]. Therefore, this approach is not 

flexible enough to perform all the different calculations which the 

designer is faced with. 

Two alternative approaches have been considered to overcome the 

fundamental problems described above. They are: the simultaneous 

modular approach, and the equation oriented approach. 

4.3.2. Simultaneous Modular Approach. 

Using this approach, the problem is solved in two computation 

levels. First, the module level, in which the same unit models as the 

procedure oriented approach are required. Second, the flowsheet level, 

in which the linearized equations relating the outputs to the inputs of 

each unit, the connection equations between the units, and the 

specification equations are solved simultaneously. 

Therefore, this approach is a hybrid of the procedure oriented 

approach, and the equation oriented approach (illustrated in the next 

section), and it combines some of the good features of both techniques, 

such as: 

• No great additional investment in software would be required, 

because the already eXisting modules can be used to perform the 

module level calculations. 

• No need for costly control loops to converge the design 

specifications, because the design specification equations are 

handled directly on the flowsheet level. 

• Storage reqUirements for this technique would be less than that 

required by the equation oriented approach, because the number of 

equatiOns in the flowsheet level would be smaller. 

Stewart et al (1977] have developed a simultaneous modular 

approach based algorithm for the simulation of multiple effect 

evaporator system with backward feed. The solution is performed in two 
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steps. All connecting streams are torn and treated as two separate 

streams, an input and an output stream. The intermediate stage pressure 

values are assumed. By giving the parameters and inputs to each effect, 

the output variables are calculated using the available evaporator 

model. In the second step, the coefficients (~. & «.) are calculated by 
J J 

relating the vapour (V
j
) (produced by an effect (j)) to; 

1. Vapour required by the effect (V
j
_,) as; 

11. 

~ . 
j 

Pressure difference 

«j = 
8 

over the effect (p -p) as; 
j -1 j 

8 V. 
J 

(P J _,- P J) 

(4.1) 

(4.2) 

Using these coefficients a linear equation relating the pressure 

perturbation to the above variables is developed for each effect. Then 

the linear equations for the entire flowsheet are solved 

simultaneously. The resulting pressure perturbation values are used to 

start the next iteration. 

The work of Stewart et al was extended by Ayangbile et al [1984). 

They discussed a generalized cascade algorithm for a steady state 

simulation of multiple effect evaporation with heat recovery features 

and arbitrary configuration. The algorithm was tested for different feed 

arrangements (forward, backward, and mixed feed). However, no flowsheet 

with heat recovery was presented in their article. 

Writing the linearized models for the simultaneous modular method 

can be difficult. If a poor approximation of the linearized equations Is 

used, this approach may fail or at least require many iterations to 

converge, Westerberg et al (1979). 
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4.3.3. Equation Oriented Approach. 

Equatlon Oriented (EO) approach has been proposed as another 

alternative for the procedure oriented approach. In this approach. the 

process unit model equations. connection equations. and specifications 

are expressed in the form of one large system of linear and nonlinear 

equations. This system is then solved iteratively for all the unknown 

variables. 

Using this approach. the drawbacks associated with the more 

traditional procedure oriented approach can be avoided. Simultaneous 

solution of all the process equations gives: 

• Creat flexibility in the selection of specifications. 

• No need for nested iteration loops. where only one level of 

iteration is required. 

• Straightforward solution for the problems with recycle streams. 

Many aspects involved in equation based flowsheeting are discussed in 

detail by Westerberg et. al. [1979). Shacham et. al. [1982]. and 

Stadtherr et al [1982). 

4.4. THE NUMERICAL STATEMENT OF THE PROBLEM. 

The equation based process flowsheeting requires the solution of 

large systems of linear and nonlinear algebraic equations defined by 

equation 3.1. There are a number of numerical methods for solving that 

system. 

4.5. NUMERICAL SOLUTION OF LARGE SYSTEM OF NONLINEAR EQUATIONS. 

A detailed mathematical discussion of various methods for solving 

a system of nonlinear equations will not be presented here. This 

detailed discussion is available in standard numerical texts (e.g. 

Ortega and Rheinboldt (1970)). Also, a good review can be found in a 

paper by Sargent (1980). In this section. only the techniques which are 

relevant to this work will be reviewed in some detail. These techniques 

are: 

(1) Successive Substitution. 

(2) Simultaneous Linearization 

• Newton 

• Quas i-Newton 

(3) Direct Linearization Method 
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4.5.1. Succes.ive Substitution. 

By deciding for which variable each equation would be solved, 

equation (3.1) aay be solved using the successive substitution (SS) 

technique. The variable for which an equation is solved, is called the 

output variable of the equation. By writing the chosen output variables 

vector on the left hand side of the rearranged system, equation (3.1) 

may take the following equivalent form: 

X· • 00 

Using the S5 technique, the above equation is solved iteratively as 

follows: 

(4.3) 

(4.4) 

k+' where, k is an iteration counter, and X is the vector of the output 
o variables. So, by guessing X , the vector of the output variables is 

calculated as X1, and the process is repeated until a specified 

tolerance is satisfied. 

The output variable set must be such that: 

a Each equation has only one output variable assigned to it. 

a Each assigned variable appears as the output variable of only 

one equat ion. 

If the model equations contain a number of variables more than 

the number of equations, some variables would not be assigned as output 

for any equation, these variables are called "design variables". On the 

other hand, if the number of equations 1s greater than the number of 

variables, the system is over specified, i.e. either some equations are 

redundant or the set is inconsistent so that no solution exists. 

By specifying the deSign variables, the mathematical model is 

uniquely defined and the solution can be started. However, the problem 

is to identify the design variables, the output variable for each 

equation, and to determine the solution order of these equations. 

Rudd and Watson [1968] have discussed a design variable selection 

algorithm to choose suitable design variables, an output variable for 

each equation, and the "precedence order" in which the equations should 

be solved. 
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Simplified mathematical models were derived by Guneratne (1973), 

for representlng the maln seawater distlllation processes, namely, the 

multiple effect evaporation, the vapour compression, and the mUlti-stage 

flash. Application of Rudd's ordering algorithm shows that the models 

can be solved by means of a suitable choice of design variables, and by 

using each equation of the model in turn to evaluate the output 

variable. Varlous computer programs were written, based on these models. 

Schweitzer (1978), has suggested a technique named "reverse 

synthesis" In whlch, the equation output variables, the design 

variables, and the solution order of the problem relationships, are 

determined by lnspectlon. As an lilustrative example, deslgn of two 

forward effect evaporators were considered. The technique shows 

feaslblilty for the consldered slmple problem, however, for more 

complicated problem the analysis by inspection may become impractical 

and a more systematic approach must be used. 

The maln disadvantages of the successive substItution method are: 

[1] The method ls sometimes unstable and diverges towards infinity 

rather than converging to definite value, Rose (1974). 

[2] The method has only first order convergence rate to the final 

solution, Perkins (1979). 

4.5.2 Si.ultaneous Linearization Techniques. 

4.5.2... Newton'. Method. 

In the process flowsheeting area, Newton method for solving large 

system of nonlinear equatlons, wlth sparse matrlx techniques ls galning 

attentlon very rapldly. The Newton Raphson (NR) method ls based upon the 

local llnearlzation of equatlons (3.1) USing the first order Taylor 

expanslon. which can be written in the following matrix notation; 

(4.5) 

Where; It :The previous iteration number. 

It., :Current lteratlon number. 

J(X) :The matrlx of partial derivatives of F with 

respect to X (Jacobian matrix). 
It.' X :The vector of variables to be calculated at the 
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current lteratlon. 
k+1 Newton's formula ls obtalned by settlng F(X ) to zero, and solvlng the 

k+' resultlng equatlon for X • 

(4.6) 

as an alternatlve, equatlon (4.6) may be wrltten In the followlng form; 

(4.7) 

The equatlons constructlng the matrlx form (4.7) are llnear. 

If the lnltlal estlmate vector XO ls not too far from the flnal 
• solutlon of the system (3.1), X, Newton's method Is probably the most 

efflclent method In terms of the number of lteratlons requlred for the 

solutlon of the system of equations. Near the solutIon the convergence 

of Newton's method ls quadratlc, l.e., the number of slgnlflcant flgures 

In the estlmate of the solutlon ls doubled In each IteratIon. 

Thls method has been applled by many workers to simulate and/or 

deslgn evaporation processes. "EVAP" ls a specIalized flowsheetlng 

program for the slmuiation and desIgn of multIple effect evaporators in 

the pulp mIll process. This program was wrItten by WaIte [1982). 

Shewchuk [1982), has developed a similar fiowsheeting program for 

performIng steady state heat and mass balance calculatIons for the MEE 

process found in the pulp and paper industry. The program was desIgned 

as a modular simultaneous system. By using NR method, Hayakawa et al 

[1973) has solved the mathematical model for all stages constructing an 

MSF process simultaneously. Suitable partial load operatIon curves, and 

information necessary for determining the foulIng factor as desIgn value 

were obtained. Holland [1975] proposed the use of the Newton Raphson 

method for solvlng slmultaneously the set of algebraic equatlons which 

descrlbes the performance of a multlple effect evaporator In general. 

Radovic et al [1979] have developed a mathematical model based on the 

approach of Holland to perform design and analysis calculations for flve 

effect forward feed evaporator system. Thls process ls adopted for the 

evaporatlon of sugar solutlon. 

However, the following disadvantages for NR technique are 

generally cited: 
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1. The Jacobian matrix must be recalculated at every iteration. The 

partial derivatives can be evaluated numerically or analytically (if 

possible). This is a very time consuming step and represents a 

serious limitation to the method. 

2. Since all variables are iterated, they must be initialized. For 

large problems this may be impractical. 

3. The iteration process can diverge from poor starting values. 

4. This method usually takes all the core space available on most 

machines, even with using sparse matrix methods. 

4. 5.2. b. Quasi-Newton Methods; 

[a] Broyden's Method: 

Broyden's method (1965] is one of the modifications of the Newton 

Raphson method. It is designed to reduce the number of function 

evaluations. The Jacobian matrix in equation (4.7) is evaluated only 

once, and on subsequent iterations corrections to the approximate 

inverse of the Jacobian matrix are computed from the values of the 

vector function F. However, the convergence of this method is 

superlinear instead of quadratic convergence, this means that the 

convergence is accelerated near the solution. 

Quasi-Newton methods are generally represented by the following form: 

(4.8) 

where H is a matrix approximating the inverse of the Jacobian. This 

matrix is unique, and Broyden proposed the following form for updating 

it: 

Where: 

(4.9) 

(4.10) 

pk • Hk . Fk (4.11) 

t
k 

is a relaxation factor chosen such that the 

norm of F(X k+') is less than the norm of F(Xk), 

so, the problem is prevented from diverging. 

The value of t k is obtained as follows; 
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(4.12) 

Otherwise, tie is computed as follows: 

t -= 
(1 + 6 9 )0.5_ 1 (4.13) 

3 9 
n 

I f2 (X le .,) 

8 • 
i ., f 

(4.14) 
n 

(X le 
) I f2 

i.' i 

(4.15) 

Updating the inverse of the Jacobian is one drawback of Broyden's 

method, because the approximation of the inverted Jacobian matrix tends 

to be a dense matrix, even with a very sparse initial Jacobian matrix, 

Hlavacek et al [1985]. As mentioned before, Helal et al [1986] have used 

this technique to accelerate the convergence rate of the outermost 

computational loop in the simulation of MSF process. 

[b] Schubert's Method; 

Schubert's modification of Broyden's method (Schubert [1970]), 

shares the superlinear convergence characteristic of the original 

method, and it also maintains the sparsity pattern of the Jacobian 

matrix. This is achieved by updating the Jacobian matrix instead of its 

inverse. 

Newton's method and the Schubert update are combined together in 

a hybrid algorithm proposed by Lucia et al [1983]. This algorithm is 

used for approximating quantities involving physical properties 

derivatives, (see the article for more details). The authors compared 

the performance of the proposed (hybrid) approach with three other 

methods in simulating five effect evaporation process. These methods 

are: partial Newton method, in which certain physical properties 

derivatives are neglected from the Jacobian matrix; the Schubert update, 

and a finite difference (f.d) Newton's method, in which the partial 

derivatives are apprOXimated numerically by perturbation. 
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The results obtained for this problem are tabulated in Table 

(4.0. These results show that Schubert's method is the worst from the 

polnts of vlew of the number of lteratlons requlred, and the 

thermodynamlc routlne calls Also, for thls particular 

problem, neglecting the physical properties derivatives is a simple and 

economical strategy. 

Table (4.1) 

Number of Number of 
Method Iterations thermodynamic 

required routine calls 

f.d.Newton 5 24 

Hybrid 13 14 

Partial Newton 16 11 

Schubert 41 43 

4.5.3. Direct Linearization Method. 

In the direct linearization method, a set of nonlinear equations, 

(equation 3.1) are represented by an equivalent set of linear equations 

in the form: 

where: 

A x 1( ... IB 

A The coefficient matrix. 

1( Unknown variables. 

IB The constants vector. 

(4.16) 

This aay be achieved by apprOXimately linearizing the nonlinear 

terms of the equations. 

To solve the linear form (4.16), all variables 1(0 are 

initialized, the matrix elements are calculated, then by using a linear 

technique (e.g. Gaussian elimination) A is solved. The process is 

repeated untll some convergence criterion ls achleved. 

The concepts of this technique were applied to the material and 

energy balance equations describing an HEE system by Hirth et. al. 

(1911). They performed simulation and design computations for a number 

of fixed configuration plants USing a FORTRAN IV program. This program 
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allows for lncludlng dlfferent heat recovery features. The applicability 

of the program is limited by a number of restrictions built in it. These 

restrictions include: the maximum number of effects to be solved is ten, 

and the feed stream may be split between only two feed vaporizers. 

Design calculations of multiple effect evaporator system using 

direct Ilnearlzatlon method was described by Lambert et al (1987). 

Constant values are given to all nonlinear terms (e.g. Enthalpies, U's, 

and BPR) which are based on the previous lteration results. The cross 

product of A and T in the heat transfer equation (equation 3.7) was 

eliminated by deflnlng AT as a new variable. As a result, equation (4.16) 

ls formed and the solutlon started lteratively. Different types of 

deslgn problems were suggested, unfortunately none of them was 

performed. The authors concluded that the developed algorlthm is stable 

and slmple to program. The same technlque was also used by Kurby, et. 

al. (1982) to calculate the optimal design of MEE process. 

The performance of the dlrect Ilnearization technique was tested 

against other approaches for solvlng sets of nonlinear equations by 

Koko, et al (1987). They found that the direct linearization method did 

not get more complicated as the number of effects lncreases, whereas the 

scant and the successive substitution methods did not converge for large 

sets of equations. These nonlinear methods would not converge unless the 

initial elements were close enough to the answer. 

Huang et al (1969). have developed a mathematical model and 

computer program for simulation and optimum design of a VTE desalting 

plant with a fixed configuration. The plant consists of a number of 

blocks, each block includes one evaporator unit, a preheat unit, and a 

flash unit. The materlal and energy balance equations representing the 

different units are manipulated and combined together to yield a set of 

(n+1) independent simUltaneous equations {where: n is the number of 

effects} in (n+1) unknowns. The unknown variables are the steam 

flowrate and the vaporization rate of each effect. The solution is 

achieved iteratively by lnvertlng the matrix of the model equations. 

Dlrect Ilnearlzation method has many desirable characteristics 

such as the computation stability, algorithm simplicity. convergence 

possibility under a wide range of starting points, Lambert et al (1987]. 

However. the rate of convergence depends to a great extent on the 

formulation of the problem in the matrix. Second order convergence can 
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be obtained by choosing the linear equation coefficients such that they 

are identical to the partial derivatives of the nonlinear equations with 

respect to the appropriate variables, Westerberg, et. al. [1979]. In 

addition, the convergence speed depends on the assumed initial values 

and the kInd of the problem being solved. 

4.6. EXPLOITING THE PROBLEM MATHEMATICAL MODEL STRUCTURE. 

The storage requirements and computation effort for solving a set 
2 of n equations are proportional to n. Shacham [1984]. Therefore, 

decomposing a large system of equations into a number of small subsets 

(with smaller n) has clear advantages. 

As shown in the previous chapter, the system of equations 

representing thermal distillation process behaviour tends to be sparse, 

i.e. each equation contains only a few variables (less than ten). This 

numerical nature of the problem may be exploited by decomposition. This 

type of decomposition or partitioning will be referred here to as 

algebraiC decomposItion. 

Also, because of the nature of the phYSical construction of 

distillation process flowsheets (i.e. consisting of units and streams, 

like any other chemical plant). the process set of equatIons usually 

consists of a number of loosely combined subsets of equations. These 

subsets of equations may be grouped according to the unit types, or to 

the variable types. By such decomposition. the physical structure nature 

of the problem may be exploited to improve the computation performance. 

This decomposition is referred to here as physIcal decomposition. 

4.6.1. Algebraic Decomposition. 

Using this technique. a large set of algebraic equations can be 

decomposed (or partitioned) Into'a number of irreducible (i.e. can not 

be further partition) subsets of equations. These subsets can be further 

decomposed by -tearing-. The prinCiple concepts of tearing and 

partitioning techniques are illustrated by Ledet and Himmelblau [1970] 

and Sargent (1978). 

Ledet and Himmelblau [1970). compared several algorithms for 

partitioning and tearing technIques. A complete computer program for 

determining the precedence order of a system of equations is presented 
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in their article. Using this program the occurrence matrix for triple 

effect evaporator problem was formed and analyzed. The system cannot be 

decomposed successfully by a linear sequence of calculations because of 

the nonlinearity of some of its equations. They concluded that the 

precedence order obtained by the program for this particular simple 

problem is neither better nor faster than the classical trial and error 

method discussed in many textbooks for unit operations. 

Equations tearing algorithms have only limited use, Shacham (1984]. 

This is because: 

o The uncertainty about the convergence reliability of the obtained 

solution strategy. This has been emphasized by Lin and Hah [1978]. 

They pointed out that because of a very long chain of computations 

existing between the guessed tear values and the residuals in the 

tear equations. sensitivity problems can arise that may cause 

divergence even for initial guesses that are very near to the 

solution. 

o Tearing system of nonlinear equations tends to make them more 

nonlinear and consequently more difficult to solve, Mach [1972]. 

o Such algorithms usually include procedures for detecting the 

sparsity pattern of the problem. which may make the algorithm more 

complicated and sometimes not reliably efficient. 

4.6.2. Physical Decomposition. 

-Physical decompoSition- was devised as another economical 

technique for solving large and sparse set of equations. This technique 

takes the advantages of the regular structure of the problem at hand. 

Here grouping the equations can be either according to stage or by 

variable types. Decomposition may be performed in conjunction with 

linearization by NR technique or alternatively by direct linearization 

technique. 

The equilibrium stage problem in a chemical process can be 

considered as a determination of a set of stage temperatures. interstage 

flowrates and compositions which will satisfy all material balances. 

equilibrium relations. and energy balances. The methods proposed by 

Naphtali et al [1971] and Kubicek et al [1976] to solve this problem 

require grouping the model equations according to the stage. This 

produces a large tridiagonal sparse Jacobian matrix. The elements of 

this matrix are themselves matrices. Using this technique. the computer 
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storage economy is strongly improved. However. the technique is often 

numerically unstable. mainly due to a build up of truncation error. 

Fridayet al [1964]. 

Matrix formulation of the equilibrium stage problem was first 

proposed by Amundson et al [1958]. Mass balance equations on each 

component are grouped in a tridiagonal matrix (TDM) to calculate the 

composition. Vapour flowrates through the column are obtained from 

another group for heat balance equations. These matrices of linear 

equations are solved simultaneously. Unfortunately. the advantages of 

the TDM structure were not used during the computational procedure. The 

submatrices are solved using full matrix inversion techniques which are 

inefficient from computing time and storage points of view. Wang and 

Henke [1966] improved the previous method by arranging the mass balance 

equations for each component in a TDM form. Then the Thomas algorithm 

[1981] is used to solve each matrix equations. 

A new method for the simulation of MSF process was developed by 

Helal et al (1986). In this method the nonlinear equations describing 

the process are linearized. The linearized enthalpy balance equations 

are arranged in a TDM form, which is solved by Thomas [1981] algorithm. 

The rest of the model equations are solved one by one. The method was 

tested for three cases of speCification for recirculation plant 

flowsheet (I. performance calculation, II. fixed product flowrate, and 

III. fixed steam flowrate), and compared with the traditional stage to 

stage technique. The method gives better stability and rapid 

convergence. However. apart from the performance problem. the solution 

was only obtained by nested iteration loops. This is because each 

equilibrium equation is solved iteratively. and in case II for example. 

the plant production capacity D and the maximum brine temperature T 
EX 

are specified. Therefore. to solve the problem. the performance loop is 

nested with another outer loop (control loop) that iterates on the two 

variables D and T • So. the basic advantages of the simultaneous .u 
approach. namely. the specification flexibility and unnested iteration 

loops are not achieved. Another additional problem is related to the 

expense associated with computing the simplified model which is used to 

predict the initlal guess for the complex model. Thls expense may be 

large. and could offset the computatlonal speed due to the TDM 

advantages. 
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The processes in the above four articles, (e.g. Helal [1986] ), 

have a fixed configuration, which made it possible to cast the 

aathematical model in a TDM form. However, the type of the process units 

and the process flowsheet topology are varied from one problem to 

another. These variations usually reflect sets of equations which have 

different structures and do not follow a fixed matrix pattern (e.g. 

tridiagonal). Therefore, Tierney and Bruno [1967] have proposed another 

decomposition form. In this form, the matrix J, and the columns X and F 

In equation (4.7) are partitioned as follows: 

Which can be rewritten as two equations: 

Where: 

Et ,Ev :Temperature and flowrate correction matrices for 

material balance error 

(4.17) 

(4.18) 

(4.19) 

Ht ,Hv :Temperature and flowrate correction matrices for energy 

balance error. 

Ct :Temperature variation vector. 

Cv :Flowrate variat10n vector. 

Om :Dev1at1on or error 1n mater1al balance equations. 

0e : Dev1at1on or error 1n energy balance equat1ons. 

Equations (4.18) and (4.19) are based on the error 1n the 

material and energy balances, of the equilibrium stage, respectively. 

4.7. REQUIREMENTS IN TIlE PRESENT WK. 

From the above outlined literature survey it may be inferred that 

the need for a specialized flowsheeting program for the simUlation and 

design of thermal desalination processes is confirmed. This program 

system should Include the following points: 
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1. Flexlblilty: the program must be sufflciently flexible to solve the 

given flowsheet under different specifications. 

2. Generality: the program should be able to perform design and 

simulatlon calculatlons for different thermal desalination 

process types with different conflgurations. 

3. Computer memory: the program should employ a technique of solution 

whlch reduces the memory requirements. 

4. Reliability (or robustness): the program should be capable of solving 

a large number of different problems, starting from a wide 

range of lnltial guesses. 

5. Computlng tlme: the requlred computlng tlme to obtain the numerlcal 

solutlon of the problem at hand should be economically 

feaslble. 

In fact, the combinatlon of some or all of the above characteristics 

In one algorithm ls expected to produce a highly practical and 

economical specialized flowsheeting program. 

4.8. THE APPROACH USED IN THIS VORK. 

From the above analysis it may be recognized that a technique 

based on solving all equations simultaneously, (e.g. Newton method), 

would probably provide the most flexible solution procedure. However, 

long computational time, and large computer storage requirements 

associated wlth this technique may make it uneconomical in solvlng many 

problems. Alternatively, decoupling the effect of certain variables and 

equations, then solving lteratively the selected groups of equatlons in 

a particular sequence for compositlon, temperature, and pressure, seems 

to be a more economlcal approach. 

Ollvares (1983) has tried to simulate a double effect evaporation 

system using a method similar to the latter technique. In this method, 

the model equatlons are llnearized and the advantage of the equations 

sparsity is taken by decomposing the problem equations into a number of 

small subsystems, according to the variable type, (i.e. one set for 

component variables, one for temperature variables, and one set for 

pressure variables). 

Unfortunately. Olivares was faced by computational unstability 

problems. In fact. apart from Olivares's work, no information has been 
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published in the literature about using this technique in performing 

design and simulation calculations for thermal desalination processes. 

Therefore, at the beginning of the present study, enough time was spent 

to detect the possible reasons of the numerical unstability of 

Olivares's problem, (see Appendix B for more details). By solving this 

problem, and a large number of different small problems, Flower and 

Nafey [1986], it was clear that further development of this approach to 

solve different practical desalination plants is really worthwhile. This 

new approach is referred to as the Variable Type By Variable Type 

(VTBVT) technique. Details about the development steps of the VTBVT 

technique will be illustrated in the next chapter. A number of 

approximation assumptions are proposed to develop the VTBVT technique. 

To Justify these assumptions, another computer program based on the 

traditional Newton Raphson method (which solves the mathematical model 

without approximation) is written. 

4.9. CONCLUSION. 

In this chapter, the problems of performing the simulation and 

design calculations of thermal desalination processes are defined. The 

general computational approaches for solving these problems are 

illustrated. The available literature is classified according to these 

general approaches; and the convergence characteristics, advantages, and 

limitations of each approach are discussed. 

Using the equation oriented approach, the evaporation process 

flowsheeting requires a solution of large systems of linear and 

nonlinear algebraic equations. Different numerical techniques which have 

been used in solving these large systems of equations are reviewed. 

Also, the advantages and limitations of each technique are discussed. 

Techniques for explOiting the numerical and physical structures of the 

problems in order to solve them more efficiently are illustrated. 

From this literature survey it can be concluded that a 

specialized flowsheeting program for simulation and deSign of thermal 

desalination processes is needed. The requirement characteristics and 

the proposed computational approach of this program are outlined. 
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CHAPTER 5 

VARIABLE TYPE BY VARIABLE TYPE [VTBVTl 

ALGORITHM SYNTHESIS 

5.1. INTRODUCTION. 

The development of the mathematical model describing the behaviour 

of the process at hand and the subsequent solution of this model are 

fundamental steps in process flowsheeting. In chapter 3 the mathematical 

models for various thermal desalting units were developed for steady 

state operating conditions. In chapter 4 previous different solution 

strategies for these models were outlined. In this chapter the 

development of VTBVT alternative method for solving these mathematical 

models will be illustrated. This development is referred to as 

"algorithm synthesis" 

The sparsity and the weak nonlinearity of the model equations are 

among the characteristics of the thermal desalination process 

mathematical models, see chapter 3. The proposed approach in this work 

takes the advantages of these characteristics by grouping the model 

equations according to the variable type. This is achieved in three 

steps, viz: linearization, arranging and decomposing the mathematical 

model according to the variable type (1. e. component, temperature, and 

pressure). These steps will be illustrated in detail in section 5.2. The 

concepts of these steps are applied to various thermal desalination 

units. The linear mathematical models for these units are presented in 

Appendix {C}. In section 5.3, the degrees of freedom of the different 

thermal desalination units are predicted. The computational sequence of 

the proposed technique is illustrated in section 5.4. Finally, the main 

points of the chapter are concluded in section 5.5. 

5.2. STEPS OF THE PROPOSED TECHNI QUE. 

The proposed VTBVT approach involves three major steps viz: 

fIrst, the nonlinear equation set f(X) of equation (3.1) are linearized 

using the first order Taylor approximation, equation (4.7). This step 
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can be 11lustrated by wr1t1ng equation (4.7) in the follow1ng form: 

(5.1) 

where k is an iteration counter. 

Each row 1 (1.e. equation i) of the matrix form (5.1) can ~ wr1tten in 

the follow1ng form: 

_8_f_f _ • Xk+1 

8 (Xk) , , 
8 ff 

• Xk + 
8 ff 

• Xk + 
8 fi 

• Xk = + ••• 
8 (xt) 

, 
8 (Xk) 2 a (X~) 3 , 2 

- f f (5.2) 

In the linearized equation (5.2), the right and left hand sides 

contain a term for every variable reflected to by the corresponding 

equation in the set (3.1). 

Second, the previous linearized equation (5.2) is simplified by 

cancellingthe identical terms in both sides of the equation. In addition 

some elements are neglected. This neglect affects only the convergence 

path, without affecting the accuracy of the final results, this point 

will be illustrated afterwards. 

Probably the best way to make the previous two steps clear is to 

consider the following nonlinear equation as an example: 

f(T C) • T'C + T'C - T'C = 0 
""3344 

where T and C are variables. 

First this equation can be linearized using the form (5.2) 

producing the formula below: 

(5.3) 
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for simpl1ci ty 

8 f 

8 (T~) 
T

k+' • + , 8 f 

8 (T~) 
T

k+' • + 
3 

+ 8 f • Ck+' + _8_f __ 

8 (C~) , 8 (C~) 
C

k+' • + 
3 

• 8 f . Tk 

8 (T~) , 

+ 8 f . Tk 

8 (T~) 3 

+ 8 f • Ck 

8 (C~) , 

(5.4) 

using equation (5.3) and (5.4), the next simple form can be written: 

(5.5) 

Following the cancellation of the identical terms, equation (5.5) may 

take one of the following forms: 

Or 

Ck + 1 • + 
1 

Near the solutlon the values of any variable at two successive 

iterations are approximately equal. So, 

(5.6,a) 

(5.6,b) 



and 

- 72 -

(ck+'_ Ck ) III 0 

(Tk+'_ Tk) III 0 

(S.7,a) 

(S.7,b) 

Therefore, these terms can be neglected from the above forms without 

affecting the final results, giving the following simple forms: 

(C k
) , . Tk +'+ , (C k

) 
3 

'Tk+'_ 
3 

(Ck
) 

4 
'T k

+ '= 
4 

0 (S.8,a) 

and: 

(Tk) . Ck+'+ (Tk) 'Ck+'_ (Tk) Ck+' 0 (5.8,b) . = , , 3 3 4 4 

Regarding the equations (5.6 & 5.8,a and b) it is worth noting that: 

[1] * If we have a nonlinear term of cross product of two variables 

like (T·C) in an equation, (this situation occurs in the 

enthalpy balance and heat transfer equations for the evaporator 

units), this term can be linearized by one of the following 

forms: 

{a} (5.9,a) 

The convergence rate of this form is essentially of the second 

order. Because this form is driven USing the Newton Raphson 

form, equation (4.7). 

{b} T • C == Tk+'. Ck (from 5.8, a) 

T • C == Ct+'. Tk (from 5.8,b) 
] (S.9,b) Or 

This form representing the successive approximation of the 

nonlinear term (T • C). by giving constant values from the 

previous iteration. 

Now, considering the above two forms (5.9.a & b), it is 

important to note that the only difference between them is the 

path of the iterative solution to the final solution. i.e. the 

* Generally, starting with Taylor approximation it is possible to 

linearize the nonlinear terms of cross product of n variables as; 

(X • X • X····· • X ) 
'23 n 

== (Xk• Xk •..•. Xk) • Xk+' + ( Xk. xk •... Xk) • Xk+' 
23 n' 13 n 2 

+ (Xk,. Xk •••• Xk) • Xk+' + 
2 n 3 

........ (Xk• Xk. Xk ..... ). Xt +,_ (n - 1) • 
'23 n 

xt. Xk. Xk Xk) 
, 2 3 n (5.8,c) 
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rate of the convergence. However. the final results of both 

forms are exactly the same as mentioned before. 

[2] The choice of the proper form of equations (S.8,a & b) depends 

on the purpose of the calculation process. Equation (5.8.a) is 

used to calculate T variables by knowing C variables and vice 

versa. equation (5.8.b) is used. 

The thIrd step in the proposed VTBVT technique is the arranging and 

decomposing of a large system of the linearized equations into smaller 

subsystems according to the variable type. This step may be demonstrated 

by considering a system of linear and nonlinear equations describing one 

of the unit operations used in the thermal desalination process, say. 

flash unit module. Figure (3.2). 

5.2.a System or Linearized Equations. 

The concepts of the linearization procedures, as explained above, 

are applied to the flashing brine enthalpy balance equation (3.15). 

total enthalpy balance equation (3.20). the heat transfer equation 

(3.23) and the equilibrium equation (3.26) for the flashing evaporator 

stage. The nonlinearity in the above equations is due to : first. the 

nonlinear nature of the enthalpy functions. overall heat transfer 

coefficient (U). boiling point rise (BPR) , nonequilibrium allowance 

(NEA). etc····. with respect to T and X as shown in chapter 3. second, 

the cross product of two variables such as A • T. These two sources of 

nonlinearity will be handled in the light of the above linearization 

concepts as follows: First equation (3.15) can be rewritten as follows: 

B'h -B'h -B ·H +B'H =0 
i-' b.t·, i b,i i-' v,i i v,i 

(3.15) 

using equation (S.2) the following second order convergence linearized 

form may be obtained (all the nomenclature have been explained in 

chapter 3) 

(S.10.a) 
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Which can be written as: 

Wk +' • + 
i - , 

= Zl (5.10, b) 

where: 

_ «Bk _Bk) C k) rk Sk hk + Sk hk 
i - , i . P v • d, t - t - 1 • b, t - 1 i . b, i (5.10,c) 

Alternatively, equation (5.10,a) may take the following form: 

Wk+1 • + 
; 

k k -lew -W)· 
i - , t 

= - Sk • hk + Sk. hb
k 

I 
1-' b,I-' I , 

(5.10,d) 

Considering the above equation with the assumption that the values of 

the temperature variables at two successive iterations near the solution 

are equal, i. e. 

(5.10,e) 

The following simple form may be used to calculate the component 

flowrates at the present iteration (k+1), by knowing the temperature 

variables from the previous iteration (k). 

Wk +' • + 
i - , 

(5.10, f) 

where: 

Second, following the same sequence as above the total enthalpy balance 

equation (3.20) can be linearized as follows: 
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(F • k Tk.' + (D. k Tk+' + (B k 
CPC)I+' CPd)i_' . 

CPb) 1-" C c, I.' drl-' 

Tk+' _ (F k Tk.'_ ( D k Tk.' . Cp ) • . Cp ) . 
d,I-' C C I c, I d i d, f 

(B • k Tk.' + (h k Fk+' + k Dk+' - CPb) I . I.') . (hd,i_') . b,1 c, c, i.' i - , 

k Bk+'_ (h ) k. Fk+'_ (h ) k. Dk+'_ k 
+ (hb,I_') • I - , C I I c, I i I (hb, I) • 

(5. l1,a) 

Z2- (F • k Tk + (D • k k 
where: CPC)I.'· CPd)i_' Td,i_' C e,l.' 

+ (B • k k (F C )k·Tk - (D • k Tk CPb)I.; Td,I_'- . Cp d) f • c, f Pee, I d 

- (B • k Tk + [0 )k (S.l1, b) CPb) i' b, i loss 

The above second order linearized form (S.ll,a) may be simplified by 

assuming that the values of the component variables, C at each two 

successive iterations near the solution are equal, i.e: 

(S.l1,c) 

By assuming appropriate expressions for the specific enthalpies so that 

the temperatures are explicit in the equation (S.ll,a), the following 

linear approximation form can be set up: 

(S.ll,d) 

where a and b are particular constants for different streams. The 

simplified equation takes the following form: 

(F • k Tk.' + (D • k Tk.' 
C Cpc) t+; c, 1+' Cp d) i _,. d. i -, 

+ (B • 
k Tk+' _ (F k Tk+~_ (D • k Tt ., 

CPb)I_; . Cp ) • Cp ) • 
b. I - , c c I c. , d I d, I 

- (B • 
k 

CPb) I' 
Tk• , 

b, f = ZZ2 (S.l1,e) 
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a ,a ,a :particular constants for flashing brine, cooling 
bed 

water, and distillate water into and out of the stage (calculated using 

equation (5.11,d» 

Third, in the same way. the heat transfer equation (2.23) takes 

the following linearized form: 

• 

where 

The above 

where 

equation may be 

_ Tk+1 
c, i 

-U·A/F·Cp 
E = 1 - e c m 

simplified to: 

k Tk+1 + Ek. Tk+'_ Tk+\ Fk+'. (1 - E) • E . 
c, i +' d, i 

_ Tk ) = E • Fk. 
c, t +' C 

E • 

C. 1 C 

(Tk _ 
d, i 

Tk ) 
c, i +, 

U·A 
F2. Cp 

c m 

-U·AlF·Cp 
c 1\ . e 

(5.12,a) 

k 
(T d, i 

(5.12,b) 

From the above equation and equation (5.10,e) the following linear 

equation can be used: 

(5.12,c) 

In the above equation. the heat transfer area is considered as a 

constant value. In other words this equation is s~itable only for 

simulation calculations. However, in the design calculations. the heat 
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transfer area (A) is considered as a dependent variable. Therefore. the 

following form can be obtained: 

(E )k. Tk +'+ (1 - E ) . Tk +' - Tk +' + [~ • (1 - E ) . 
d.1 c,'+' c,i F'Cp 

_ T k + [-=U=--=-_ 
c I F'Cp , c. 

k k k k 
- ( E ) • Td f- (T • (1 - E » + T 

I c , f+' e,f 
(5.12.d) 

Following the cancellation of the identical terms in the above 

equation. the following form can be obtained: 

(5.12.e) 

where; 

f{- [~. F'Cp 
c • 

-u·A/F·Cp 
e c. 

]

k 
• CTk _ Tk ) 

d, ie, i +' 
In equations (5.12. c) and (5.12. e) the overall heat transfer 

coefficient (U) is not an independent variable but may be computed. 

equatlon (A.14). by knowing the temperature and compositlon from the 

previous iteration. Also. it may be asSigned a constant value. For 

performing design calculations with specified stage temperature 

decrement. (AT) the following equation is used: • 
Tk+' - Tk+1 = AT 

e,f e,f+' • 
(S.12.f) 

Now. equilibrium equation (3.26) can be linearized using the same 

sequence as follows: 

(3.26.a) 

where Z3 • NEA + BPR 

Assuming Z3 is a function of Tb only we have: 

C5.13.a) 
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By cancelling the identical terms the following equation may be obtained: 

BZ3 [1 - -]. 
B T b,t 

Tk+'_ Tk+' _ Z3k+' = _ a Z3 • Tit 
b, t d, taT b , i b, t 

(5.13.b) 

By giving constant values to Z3 terms which are estimated from 

the previous iteration. the following simple form may be obtained: 

Tk +' _ Tk +' 
b,t d,t 

(S.13.c) 

To complete the mathematical model of the unit at hand. let us 

write the material balance equations (3.16 to 3.19) in the next form: 

Wk.' + 
b, t • , Dk.' 

t - , 
_ Wit., 

b, t 
_ DIt.' 

t = 0 (5.14) 

And 

Slt+' _ 
e, t., 

Slt+, 
e,t 

I: 0 

Wlt+' _ 
e, t., 

Wit., 
e,t = 0 (5.15) 

Slt+' _ 
b,t-' 

Sit., 
b,t = 0 

S.2.b. Variables And Equations Ordering. 

Having developed the linearized model for Just one flash unit. 

Figure (3.2). the equations and variables may be grouped according to 

the variable type (i.e. component variables grouP. temperature variables 

grouP •.... ). It should be mentioned here that the equations for only one 

flash unit are considered here for the sake of illustration. However. 

during the solution. the same steps are applied for the total flowsheet 

equations. For this particular configuration we have sixteen component 

and temperature variables but only five equations (S.10.b). (S.ll.a). 

(S.12.b). (S.13.a). and (5.14) and three equalities (5.15). Evidently if 

the feed component and temperature parameters are specified. an 

add I tional eight equations can be written: 

wlt +' • Gl Dk.' = G2 
e, t., t - , 

Wk+' • G3 Sk+' -G4 (5.16) 
b, i -, e, i +' 

Sk+' • GS 
Tk• , =G6 

b, t -, e,I+' 

Tk.' • G7 TIt +' =G8 
d, I -, b, 1-' 
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where, G1 to G8 are specified constants. 

So, this particular unit is represented by a set of sixteen 

equations in sixteen variables which can be written in the following 

matrix form: 

[ A ].[ X ] = [ B] (5.17) 

where: 
A is the coefficient matrix. 

X Variables to be calculated. 

B A vector evaluated from the previous iteration. 

The above set of equations may be arranged according to the 

component and temperature variables. The arranged equations and 

variables are written as follows: 

A 1 i Ole m 1 
... __ . __ .. __ .;.. __ ._ .. _.......... = 

A 2 102 T m 2 
: 

(5.18) 

The submatrices 01 and 1.2 of the above coefficient matrix contain 

only very few elements. So, for efficient solution, the matrix sparsity 

should be exploited. This can be achieved by using the simplified forms 

defined by equations (5.10,f), (5.11,e), (5.12,c), and (5.13,c). 

So, equation 5.18 may be represented by: 

Ali 0 C El 
... _._--_._ .. ;._ ...... -......... . 

o ! 0 2 T E2 
= (5.19) 

The above form, (5.19), can be decomposed into two independent 

smaller matrices, as follows: 

and; 

[ A 1] • [C ] = [El ] 

[ 0 2] • [T] = [1E2 ] 

(5.20 a) 

(5.20 b) 

These equations can then be processed sequentially. There are two 

basic approaches to solve these equations: either by the use of further 

decomposition by "tearing" or by simultaneous solution using one of the 

standard technique of linear algebra, the latter is chosen in this work. 
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It should be pointed out here that: 

(1) The second order linearized form, equation (5.18), provides 

speed at the expense of sparsity and reliability, while, the 

first order method provides reliability at the expense of speed. 

However, the linearized simple form, equation (5.20,a,b) 

considers a hybrid of the two strategies. 

(2) By the VTBVT technique, the large problem may be decomposed into 

a number of small ones which are solved in sequence. As a 

result, the two main problems associated with Newton's method 

may now be overcome. This is because, first, the initial values 

need only to be guessed for the first matrix, so, the number of 

the estimated variables is reduced. Second, a large problem may 

become a number of small problems, so, the need for big computer 

memory will be reduced. Also, the computation effort will be 

reduced because this effort is proportional to the problem size. 

(3) The proposed technique does not need any means for detecting the 

sparsity pattern, this makes the algorithm much simpler. 

(4) Theoretically, the use of the linearized simple form equation 

(5.19), instead of the Taylor linearized form (5.18) usually 

slows down the convergence rate to the solution, Westerberg et 

al (1979). However, practically it depends on the following 

factors as well: 

a. The initial guess for the solution of the equations. 

b. The number of equations. Generally, the number of 

iterations required to solve a system of linear equations 

increases as the number of equations becomes larger. 

c. It is also worth noting that, in the VTBVT method, the 

first matrix produces a better guess for the second 

matrix. This may lead to the accelerating of the 

convergence. 

Some of the above points will be illustrated numerically in the 

results chapters numbers 7, 8, and 9. 

Following the same sequence as that used in the previous section, 

the linearized models for various units in thermal desalination 

processes are developed, see Appendix {c} 
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5.3. THEIUW. DESALINATION UNITS DEGREES OF FREEDOM. 

Having developed the linearized models of the thermal desalination 

operation units, see Appendix {e}, the degrees of freedom of each unit 

(and consequently the considered system) have to be defined so as to 

start the solution. The degrees of freedom are defined as "the number of 

the variables which must be arbitrarily fixed in order to completely 

define the system -, Perryet al [1973]. However, Kubicek, et al [1976] 

pointed out that the selection of the independent (specified) variables 

is not completely arbitrary, because this selection may lead to an 

underdetermined system of equation. This case takes place for instance 

by specifying a number of variables which eliminate all the dependent 

variables in a particular equation. Also, an inadequate selection of the 

independent variables may lead to a system of equations which do not 

yield a unique (or any) solution. 

The general equation for calculating degrees of freedom of a 

model is: 

N • N d v 
(5.21) 

where: 

Nd Number of degrees of freedom. 

Nv Number of variables. 

Ne Number of independent equations. 

Specification of Nd variables is equivalent to adding an 

additional Nd independent equations to the mathematical model. This 

makes the number of variables N and equations N consistent, and the v e 
solution of the model becomes feasible. 
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Table (5.1), Degrees of Freedom of the Units. 

Unit N N Nd v e 

Flash stage 22 11 11 

Evaporator 17 7 10 

Condenser 14 8 6 

Flash unit 11 6 5 

Flow spUtter 12 8 4 

Flow mixer 12 4 8 

liquid/liquid heat exchanger 16 7 9 

Desuperheater 9 4 5 

Compressor 6 3 3 

Perhaps the most practical way to determine the number of degrees 

of freedom for a flowsheet is to predict the degrees of freedom of its 

constituent units. Westerberg et al (1979). 

In the above table. the number of equations N • the number of 
e 

variables Nv as well as the number of degrees of freedom Nd for all the 

units constructing different thermal desalination flowsheets are 

ill ustrated. 

For a complete flowsheet consisting of a number of the above 

units. only the unit outlet stream variables should be considered to 

avoid taking the intermediate streams variables twice into account. 

5.4. VTBVI' COMPUTATIONAL PROCEDURES. 

The algorithm using VTBVT technique for performing design and 

simulation calculations consists of the following steps: 

Step (1). Assume an initial temperature profile [ T )k. 

Step (2). 

step (3). 

Calculate and setup the elements of the component matrix, 

equation (S.20,a). These elements comprise enthalpy 

values, which are mainly function of temperature. 

k+' Solve the component matrix for C using a sparse matrix 

routine with any linear technique like Gaussian 



Step (4). 

Step (5). 

Step (6). 

Step (7). 

Step (8). 

Step (9). 
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elimination. 

By knowing [Tl k and [el k
+
1 calculate and setup the 

elements of the temperature matrix, equation (S.20,b). 

These elements comprise boiling point rise (BPR) , NEA, 

overall heat transfer coefficient, all are functions of 

temperature and composition. 

Using the same spare matrix routine, solve the 
k+1 temperature matrix, equation (S.20,b), for T • 

Calculate and setup the pressure matrix elements. 

Using the sparse matrix routine, solve the pressure 
k+1 matrix for P . 

Repeat steps (2) through (1) until the specified 

convergence criterion is satisfied. 

Finish. 

The structure and the operation of the developed programs which 

performing the above steps are outlined in the next chapter. 

5.5. CONCLUSION. 
In this chapter, the development of the linearized model 

equatiOns for a flash stage unit is exemplified, and the detailed 

description of the proposed VTBVT technique is given. This linearized 

model has been designed to allow decomposition into a number of small 

sets of equations according to the variable type. The proposed technique 

provides an easily programmed, reduced memory, and requiring only a few 

initial guessed values method for solving thermal desalination process 

flowsheets. The convergence characteristics of this technique (such as 

stability, number of iterations to converge, computing time, sensitivity 

to starting values, and general ease of use) will be investigated in 

chapters 7, 8, and 9. 

The model equations do not completely define the operation of the 

units, thus allowing constraints to be imposed. The degrees of freedom 

analysiS of various thermal desalination units are performed. 

The Computational sequence for the proposed technique is 

illustrated. The construction of the program which performs this 

computational sequence is illustrated in chapter 6. 
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CHAPTER 6 

STRUCTURE AND OPERATION OF THE DEVELOPED 

PROGRAMS 

6.1. INTRODUCTION. 

Thermodynamic and physical properties and the linear mathematical 

equations utilized in modelling various unit operations of thermal 

desalination processes are presented in chapter 5 and the Appendices {A} 

and {C}. These equations are incorporated in two modular computer 

packages for determining the steady state solution of the main thermal 

desalination processes. The first package consists of two parts: the 

Data Structure Program (DSP) , and the Calculation Program (CP). The CP 

involves decomposing the whole set of equations representing the problem 

at hand into three variable type subsets as explained in chapter s. In 

other words, the CP uses the proposed VTBVT technique. The second 

package consists also of two parts: one for data reading and 

construction (NDSP) , and the other for performing the calculations 

(NBCP). In this program the whole set of material and energy balances 

are solved by successive linearization using the standard second order 

Newton Raphson method, see Appendix {D}. 

One of the major factors in the usefulness of any computer 

program is the ability of the user to: (1) determine how to use the 

program. (2) Understand the principles used in the program. (3) Trace 

the flow of data through the program and (4) see the calculations done 

by the program. To satisfy these user needs, the main lines of the first 

package documentation will be provided in this chapter, and details of 

the main points will be presented in AppendIx {D}. 

6.2. GENERAL DESCRIPTION OF THE FIRST PACKAGE. 

As pointed out in chapter 4. the flowsheeting programs using the 

procedure oriented approach are based on modular constructions. In this 

approach, the mathematical models of the process units act upon input 

material and energy streams to produce output material and energy 

streams. Information is transferred into and out of the unit modules as 

a set of numerical values for the stream variables such as compositions. 

temperature. and pressure. This modular construction makes the above 
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approach simple. and the program may be easy to construct. Therefore, it 

seems reasonable to retain the modular structure also for the present 

equation oriented programs. In this program, in contrast to the above 

approach, each unit module returns the equations describing the process 

unit to the executive program which acts upon the total set of equations 

to solve it. regardless of their origin. 

The organization and the solution of the problem at hand are 

controlled by the two parts of the package. see figure 6.1. The task of 

the first part (i.e. Data Structure Program (DSP)) is to interpret 

different thermal desalination process types with different 

configurations into a proper code by defining the variables and 

parameters which describe the state of these processes. While the 

equations relating the above variables and parameters and defining the 

operation of the process are set up and solved by the second part (i.e. 

Calculation Program (CP)) of the package. All the necessary subroutines 

to model the units in the configuration. to solve the resulting equation 

set. to retrieve physical properties information, and to channel input 

and output data to and from the database are available. Communication 

between various subroutines and the executive in each part of the 

package is carried out through a COMMON pool of storage in the form of 

linked lists. An intermediate data file communicates the two parts of 

the package. The main outlines of the functions of the constituent parts 

of figure 6.1. and the relation between them will be illustrated in the 

following sections. 

6.3. THE DATA STRUCTURE PROGRAM (DSP). 

This program allows the establishment of plant description and 

specification to be in a proper form for the subsequent calculation 

process. This is achieved by creating a number of arrays called lists. 

These arrays are dimensioned to include all the information and variable 

pointers for each stream and unit in the considered flowsheet. These 

arrays are resident in COMMON storage. so different subroutines may get 

access to them. The DSP is written in the FORTRAN 77 language. 

6.3.1. General OrlanlzaUon Of The Data Structure Program (DSP) 

As illustrated by Figure 6.2. the data structure program (DSP) 

has three maJor sections: 

(1) Data input and verification section. in which the considered 
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flowsheet may be specified by the following data: 

(1) The process topology. 

(2) The stream information. 

(3) The unit parameters. 

Generally, the input data to the DSP contains the following: 

(a) The title of the process flowsheet. 

(b) The required calculation mode (simulation or design) 

(c) The number of components (NC), (usually two 

components) 

(d) Number of the units in the considered flowsheet. 

(e) Then for each unit, the following data is required; 

(1) Unit name. 

(2) Unit type. 

(3) And for each output stream the following data 

is needed: 

[a] Stream name. 

[b) Destination unit name. 

[c) Which input number to the destination. 

(4) Uni t parameters. 

Table (6.1) shows all information related to various unit 

operatiOns required to construct thermal desalination flowsheets. 

Also illustrated in Figure 6.3 is the convention by which the user 

should number the streams of the various units. 

[2] In the second section, the given data are manipulated to set up the 

required flow rate, temperature, pressure, and component pointers 

for ease of data location. And, to identify the different elements 

of the considered process. Also, a number of lists for unit 

parameters, unit names, and stream names is established. This is 

illustrated in some detail in Appendix {D}. 

[31 In the third section of the data structure program (DSP), all 

information, variable pointer lists, parameter and identification 

lists are written in an intermediate file to be handled by the 

calculation program (CP). The output file of the DSP is illustrated 

in Appendix {O}. 
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Table (6.1). ~ and Operational Data for the Units. 

Unit Type 

Boiling 400 
evaporator 

Flash evaporator 410 

Parameters. 

o U*A, heat losses, [simulation with known U) 
o A, heat losses, [simulation with unknown U) 
o heat losses,~ [Design) 
o U*A,heat losses,[simulation with known U) 
o A,heat losses[simulation with unknown U) 
o Number of stages,heat losses, At [design] 

I 

o Number of stages, heat losses 
Flow splitter 30 0 splitter ratio [«], [first output/input 

stream) or -1 [for unknown «) 
Flow mixer 20 
Flash unit 25 

Desuperheater 55 
Compressor 45 

Liquid/liquid 120 
heat exchanger 
Condenser 420 

Feed 1 

Pressure break 210 
Temperature break 140 
Temperature setter 130 
Pressure setter 220 
Fraction or ratio 15 
setter 

Flowrate setter 10 
Component setter 5 

o none 
0-1 or saturated temperature (or pressure) of 

the flashed vapour. 
o none 
o T (saturated), < [for design) T 

(saturated), w [for simulation) 
o U, TTD [for design] U*A [for simulation] 

o A·U ,heat losses [simulation with known U] 
o A,heat losses [simulation with unknown U] 
o U {or liquid velocity, fouling allowance, 

OD,K,FF,}, (deSign with unknown U] 
o F, T, P, W, 5 
o -1, salt or water ratios of the total 

flowrate. 
o none 
o none 
o Required Temperature value (K) 
o Required Pressure value (kPa) 
o reference component 

o ratio of the first component to the 
reference component. 

o ratio of the second component to the 
reference component. 

o The required flowrate value. 
o Components 1 and 2 

6.4. THE CONSTRUCTION OF THE CALCULATION PROGRAM [CP]. 

The numerical solution is achieved using this part of the package 

(i.e. the CPl. This task is attained by using the data and the 

information given by the intermediate file, Appendix {D}, to set up a 

number of variable type sets of equations which model the behaviour of 

the considered process. These sets of equations are then iteratively 

solved to obtain the steady state solution of the process. The program 

consists of an executive and a library of unit modules as well as the 

necessary thermodynamic and physical properties subroutines. The 
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FIGURE 6.3. STREAM NUMBERING CONVENIlON FOR 1lIE UNITS . 
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executive gets access to the unit module library, calls sparse matrix 

solver, and channels input data from the intermediate file and the 

output results to the data base. The unit modules obtains access to the 

thermodynamic and physical property routines and set up the unit model 

equations. Communication between various parts of the program is carried 

out through a COMMON pool of storage. The general organization of this 

part of the package is illustrated by Figure (6.4). In Appendix {D} the 

organized units are considered in some detail. 

6.5. CONCLUSION. 

From the discussion presented in this chapter it may be concluded 

that: the program system is developed to simulate and design different 

thermal desalination processes. Its design emphasizes flexibility, 

modularity, conservation of computer time and store, and ease of use. 

The program allows easy and flexible definition of various units 

constructing different types and configuration of thermal desalination 

processes. Also, it allows great flexibility in the type of the 

constraints which may be imposed on the process. Each unit operation 

takes the form of an independent module or subroutine. These modules may 

then be combined in different ways to model the desired plant. These 

modules are designed to be easily expanded, modified, and/or updated. 

This modular structure of the package achieves the desired flexibility 

efficient, and easily understood code. 
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CHAPTER 7 

DESIGN AND SIMULATION OF MUL TI-ST AGE 

flASH DESALINATION PROCESS 

7.1. INTRODUCTION 

The Hulti-Stage Flash (HSF) process has considerable promise as a 

technique suitable for producing large scale quantities of potable 

water, from seawater. Also, it has many technical and economical 

advantages (see chapter 2). Furthermore, in many instances, this 

technique has been considered as one of the most practical means for 

making extremely pure water for such applications as boiler feed make-up 

or industrial plant process supply. Therefore, this process may be 

regarded at the present time as providing the optim~ solution of the 

problem of seawater conversion. 

While the equations describing this countercurrent process, at 

steady state, appear to be quite simple, they are in fact nonlinear and 

highly interdependent. Therefore, the necessary calculations to solve 

these equations are iterative in nature and large in number. 

Using the proposed Variable Type By Variable Type (VTBVT) 

technlque, outlined In chapter 5, dlfferent problem types of MSF process 

wlll be exemplified in thls chapter. 

Sectlon (7.2.) outlines the degrees of freedom of the MSF process 

and some forms of deslgn and performance problems which can be solved by 

the developed program. Thls leads to the appllcatlon of the program In 

deslgn calculatlons to determine the stage heat transfer areas of the 

HSF processes. Design results of AL-KHOBAR II HSF desallnatlon plant are 

presented In sectlon (7.3). To bulld confidence in the developed 

program, It must be rellable, free of bugs, flexible, and lts final 

results should be valid. These aspects are examined In sectlon (7.4). 

Also. In sections (7.3) and (7.4) the convergence characteristics of the 

suggested technique as well as its stability under a wide range of 

lnitial te.perature profiles during both design and performance 

calculations are illustrated. The capability of the developed program to 
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carry out a cOMprehensive and critical evaluation of the HSF performance 

under varying operating conditions is illustrated in section (7.5). This 

1s achieved by calculating AL-KHOBAR II plant performance under changing 

feed seawater temperature and brine recirculation flowrate. The results 

of this study are used to plot a .. performance map" which can be used in 

design and operation processes. 

Iterations, convergence characteristics, and the reliability of 

the proposed computational technique are examined in section (7.6). This 

is perforMed by calculating the "FICHTNER" plant USing VTBVT technique 

and Newton Raphson technique. Also, the final results of this plant 

(i. e. FICHTNER) using" equation oriented .. approach ,(VTBVT), and that 

obtained by Homig [1978], using "sequential modular" approach (or stage 

to stage technique), are compared to examine the validity of the 

proposed technique, see section (7.7) for presentation of these results. 

The calculations of once-through process, in section (7.8) serve 

two purposes; one, is to evaluate numerically this type of plant in 

comparison with the traditional recirculation type. The second is to 

show the competency of the program using VTBVT technique to simUlate 

and/or design the once-through HSF process. 

In all the above cases, the (VTBVT) method shows no need for 

accelerator technique for convergence. Obviously. such technique could 

be used to make the method even faster at a slight increase in 

programing complexity. 

Finally, the main inferred points from the results of all the 

above sections are summarized in section (7.9). All the computations are 

performed on an Amdahl 580 computer. 

7.2 DEGREES OF FREEDOM FOR BRINE RECIRCULATION HSF PLANTS 

The overall flow for the brine recirculating plant is illustrated 

in chapter 2. Also, the connecting units of this plant have been 

analysed in chapter S. This analysis comprises; determination of the 

stream variables numbers, unlt model equations as well as the degrees of 

freedom for each separate unlt. The final results of these analysis, 

related to the main units constructing a recirculation HSF plants, are 

summarized in Table (7.1). According to this table, eleven deslgn 

variables are needed to be specified to obtain a consistent solution for 
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the siaulation problem. However, in the design problem, where heat 

transfer areas for; heat recovery, and rejection sections then become 

dependent variables , thirteen degrees of freedom will be obtained, 

(assuming constant area for each of heat recovery and rejection 

sections). In other words, thirteen design variables are needed to be 

specified in order to have a matching variables and equations number, to 

start the solution. 

Figure (7.1) shows how the unit modules are constructed by the 

developed program for designing (or simulating) the considered brine 

recirculation plant. 

Table ~ Degrees of Freedom Analysis £Qr ~ Brine 
• ReCirculation MSF Plant. 

Unit No. of No. of outlet 

equations stream variables 

Flash stage 11 x N 

Blow down splitter 6 

Reject seawater 

splitter 6 

Mixer 4 

Brine heater 8 

Feeding steam 

Feeding seawater 

Temperature break 

Total number of equations • 11 • N + 24 

Total number of stream variables = 11 x N + 35 

11 x N 

8 

8 

4 

7 

4 

4 

1 

So, the flowsheet has d = (11 x N + 35) - (11 x N + 24) = 11 

degrees of freedom. 

where N Is the total number of stages . 

• In the case of once-through HSF process, there will be neither 

splitter units nor mixer unit (see Figure (7.2». So, according to the 

above table, the number of equations will be 11 x N + 15. Therefore, the 

plant has 7 degrees of freedom (In the case of simulation calculations. ) 
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7.2.1. Forma Of Deslln And Performance Problema: 

In order to place a high degree of confidence in the program, a 

large number of problems under different specifications needs to be 

solved and verified against independent data. Table (7.2) shows some of 

the possible design variables sets that can be chosen to simUlate or 

design an MSF desalination plant of recirculation and once through 

types. 

Once the designer has assigned specific values to any set of the 

design variables and parameters listed in Table (7.2), the values of the 

state variables may be obtained by solving the mathematical model 

relations. A change of any of the assigned values, e.g. the maximum 

brine temperature, or feed seawater temperature, will result in a new 

design differing more or less in design or in performance from the one 

calculated before. 

One of the interesting applications of the developed program is 

to calculate the response of state variables by varying one condition at 

a time. So, by doing this for every possible process condition, in turn, 

a series of response curves may be obtained. A usual examination of 

these curves shows the affecting values of the operating parameters from 

the economical point of view. In fact, several forms of performance 

calculations under changing operating conditions of an existing plant 

are possible using the developed program. This point will be discussed 

later in more detail. 

From the above information and discussion it may be seen that the 

demand for great flexibility has been fulfilled by permitting six 

basically different types of calculation cases. Three of these cases are 

evaluation calculations and the rest are different types of design 

calculations. Four of these cases will be exemplified in the following 

sections. 



- 98 -

Iable (7.2) 

Different Combinations 2r Specified Variables 

IDSl Paramet~rs for MSF Plants. 

Case Specified Variables and Parameters 

Xf If Pf Ff I P H D Cb Ie I b a1 a2 1 R A .A A 61 • • .. ax reJ rec h s 

I • • • D • • • • • • • • D • D D D 0 0 

II • • • • • • D 0 D 0 D • • • 0 • • • 0 

III • • • D • • D D D D D • • D • • • • 0 

IV • • • D • • D • D 0 D • D • D 0 D D • 
V • • • D • • D • D • • D D 0 D 

VI • • • • • • D D 0 D • D • • D 

Where; 

Case Referred to as; 

I Design calculations of brine recirculation MSF process. 

II Simulation calculations of brine recirculation process. 

III Performance calculations with constant brine 

recirculation flow rate. 

IV Design calculations with specified stages temperature 

decrement 

V Design calculations of once-through HSF. 

VI Performance calculations of once-through HSF. 

• :Specified variables and parameters. 

D :Calculated variables and parameters. 

X
f 

If 
P

f 
F

f 

C
b 

T 
c 

R 

AT • 
a1 

a2 

:Seawater salinity 

:Feed seawater temperature. 

:Feed seawater pressure. 

:Feed seawater flowrate. 

:Brine recycle concentration ratio. 

:Cooling water temperature. 

:Brine recirculation flowrate. 

:Stage temperature decrement. 

:ReJect splitter ratio. 

:Blowdown splitter ratio. 

T 
s 

P 
s 

H 

D 

T 
max 

: Steam temperature. 

:Steam pressure. 

:Hakeup flowrate. 

:Plant production. 

:10p brine temperature. 

:Blowdown temperature. 

:Heat rejection stage area. 

:Heat recovery stage area. 

:Brine heater area. 
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7.3. DESIGN OF AL-ICHOBAR II NSF DESALINATION PLANT: 

In this section, the design calculations of AI-KHOBAR II HSF 

desalination plant in Saudi Arabia will be considered to achieve three 

main objectives. First, to exemplify the capability of the developed 

program USing the proposed VTBVT technique to perform design 

calculations for large practical HSF plants. Furthermore, to investigate 

the convergence characteristics and the stability of the proposed 

technique during the design calculations. Finally, to determine the 

required heat transfer areas, temperature and flowrate in various parts 

of AL-KHOBAR II HSF desalination plant. 

There are two main approaches to design MSF desalination process. 

Flrstly, by assWl\ing equal temperature drop per stage, Hornig (1978]. 

Secondly, by assuming equal condenser area per stage, Steinbruchel et al 

[1980]. The developed program in this work has the capability of 

performing both approaches as illustrated in chapter 5. However, the 

second approach has been used routinely by many engineering firms 

because of the increase of the engineering and manufacturing costs 

associated with building non identical stages. AL-KHOBAR II plant was 

designed with equal stage heat transfer area, Helal [1986]. 

This particular problem contains 114 variables. However, 101 

independent equations are generated by the program modules. Therefore, 

13 design variables must be specified to start the solution of the 

mathematical model. Table (7.3), contains full details of the design 

data given by Omar (1981] and used in this study. Having a consistent 

mathematical model the solution can be started by predicting an initial 

temperature profile for the first matrix (i.e. the component matriX), 

following the computational sequence shown in chapter 5. 

7.3.1. The convergence characteristics of MSF process design: 

The steady state computations are started by assuming a linear 

temperature profile (400 - 2.0 x NT), as an initial guess profile, where 

NT is the temperature variable number. The solution is obtained in nine 

iterations and 0.71 second of computing time. The distillate, flashing 

brine, flowrate proflles (FOOlTl', FBOlTl') and temperature (TOOlTI', TBOlTI') 

profiles computed at the end of the fifth, and last iterations, as well 

as the initial distillate and flashing temperature proflles are listed 

in Table (7.4). The convergence behaviour of the dlstillate temperature 
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Table (7.3). I.J.n. 2f. the Specified Variables and 

Parameters for AL-KHOBAR !!. Plant Design. Omar [1981]. 

A~ Specified Variables: 

Variable Symbol Value Units 

Seawater salinity 

Feed seawater temperature 

Feed seawater pressure 

Steam temperature 

Steam pressure 

Hake-up flowrate x 10. 3 

Plant production x 10.
3 

Brine recycle concentration 

ratio 

Cooling water temperature 

Blowdown Temperature 

Splitting ratio of the 

reject cooling water 

Top brine temperature 

B~ Specified parameters: 

~ Section 

I Variable ~ 

Recycle brine velocity 

(mls) 

Fouling allowance x 10
3 

(kcal/hr.m2.K)-1 

Tube outside diameter (m) 

«1 

T 
... x 

57000.00 

308.15 

100.00 

370.15 

100.00 

5640.24 

914.67 

1. 18 

315.68 

315.68 

0.5014 

363.15 

ppm 

K 

kPa 

K 

kPa 

kg/br 

kg/br 

K 

K 

K 

Brine Heat Heat 

heater recovery reJectlon 

1. 999 1. 999 1. 899 

0.1863 0.1394 0.2382 

0.02199 0.02199 0.0239 

Tube material thermal 

Conductivity. (kcallhr.m.K) 25.00 43.00 13.99 

Terminal temperature 

dlfference (K) 

flooding factor 

6.96 

16.000 16.000 16.000 
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(TDOUT) and flowrate (FDOUT) profiles during the iteration is 

illustrated in Figures (7.3.A,B). It is observed that (TDOUT) and 

(FDOUT) profiles change only slightly after the fourth iteration. As 

Table (7.4) shows. the results obtained by the end of the fifth 

iteration are close to the final solution. These results could be 

considered sufficiently accurate. if a large value of the predescribed 

tolerance is permissible. The convergence criterion used for this 

problem is; 

where; 

N k+ 1 k 2 
Error" I (FDOUT) I - (FDOUT) I ] / N S e 

1· , 

FDOUT : Distillate flowrate out of each stage. 

Stage number. 

k Iteration number 

N Total number of stages. 

£ Predescribed tolerance 

.. 5 x 10-4 in this problem. 

(7.1) 

It is worth mentioning here that an adequate accuracy In the 

calculated stage heat transfer area is obtained by using the above 

equation as convergence criterion. This statement becomes more clear by 

giving attention to Table (7.5). where the successive values of heat 

transfer area for brine heater, heat recovery. and heat rejection 

sections are given. 

Figure (7.4) illustrates the stability of the developed technique, 

the error (defined by 7.1) decreases dramatically as the solution is 

approached. Also, the technique is stable under a wide range of initial 

guessing temperature profiles, as will be illustrated in the next 

section. 
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Iablc !U1lnitial Ou= And ~ Successive Iterations (desim calculatioDs) 

St Initial Guess Iteration 5 Iteration 9 

No. TDOur TBour TOOur TBour FDOUT FBOur TDOur TBOUT FDOUT FBOUT 
[K] [K] xlo-' (kglhr) [K] xlo-' (kglhr) 

1 370.00 368.00 358.24 359.78 69.46 12012.70 358.28 359.81 68.66 12013.35 

2 364.00 362.00 354.85 356.44 137.36 11944.79 354.93 356.51 135.96 11946.05 

3 358.00 356.00 351.51 353.15 203.71 11878.44 351.61 353.24 201.89 11880.12 

4 352.00 350.00 348.21 349.90 268.52 11813.64 348.32 350.00 266.44 11815.57 

5 346.00 344.00 344.96 346.70 331.80 11750.36 345.07 346.81 329.62 11752.39 

6 340.00 338.00 341.74 343.54 393.58 11688.58 341.86 343.65 391.43 11690.58 
7 334.00 332.00 338.58 340.43 453.87 11628.28 338.69 340.53 451.87 11630.14 

8 328.00 326.00 335.46 337.37 512.72 11569.43 335.56 337.46 510.96 11571.05 -o 
9 322.00 320.00 332.39 334.35 570.17 11511.99 332.47 334.43 568.71 11513.30 

Co) 

10 316.00 314.00 329.36 331.38 626.26 11455.90 329.42 331.44 625.13 11456.88 

11 310.00 308.00 326.38 328.45 681.01 11401.14 326.42 328.49 680.26 11401.75 
12 304.00 302.00 323.44 325.57 734.47 11347.68 323.46 325.59 734.10 11347.91 

13 298.00 396.00 320.54 322.73 786.69 11295.47 320.54 322.73 786.69 11295.32 
14 292.00 290.00 318.61 320.42 828.87 11253.28 318.61 320.42 828.88 11253.14 
15 286.00 284.00 316.28 318.08 871.38 11210.77 316.28 318.08 871.38 11210.62 
16 280.00 378.00 313.89 315.68 914.67 11167.49 313.89 315.68 914.67 11167.34 
~ 
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Table (7.5) ~ Successive Values of Heat Transfer 

~ During The Iterat ions. 

Iteration Brine heater Heat recovery Heat rejection 

No. area (m2 ) area (m2
) area (m2 ) 

* 1 9692.83 - 23461.70 - 2837.27 

2 1771. 60 - 5392.60 2809.40 

3 3676.50 - 1845.10 3573.00 

4 3485.56 1342.55 3636.44 

5 3492.51 3337.88 3637.67 

6 3492.91 3964.77 3637.62 

7 3493.73 4013.41 3637.63 

8 3493.92 4013.87 3637.62 

9 3493.88 4013.69 3637.59 

8~------------------------------------------~ 
7 
6 
S 
4 
3 
2 
1 
o +--+----+---~----+---~----~--~~--~--~~ 

-1 
-2 
-3 
-4 
-s 

Iterat10n number 
FIG. (7.4) CONVERGENCE STABILITY OF THE VTBVT TECHNIQUE 

* The calculated variables may vary considerably from iteration to 

another, and some values may be outside the range of physical 

feasibility, e.g. negative flowrates and/or temperatures. If the 

temperature driving force goes negative, the area must also become 

negative to maintain the sine of the heat transfer (to satisfy the heat 

balance equation). 
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7.3.2. Sensitivity or The VTBVT Technique To Initial Starting Values: 

The convergence behaviour and the solution stability of the 

design calculations, under a wide range of initial temperature profiles 

are studied in this section. Some typical results of this study are 

illustrated graphically by Figures (7.5) to (7.8). In Figures (7.S.A,B), 

the error in the initial assumed temperature profile is approximately 

30X more than the final temperature results. While in Figures (7.6.A,B), 

the initial guess is taken as 90 X of the final results profile. In the 

Figures (7.7.A,B), the solution is started by; (the final results + (0.5 

x NT». In all these cases the convergence is observed to be rapid. Just 

6 to 7 iterations and between 0.4 to 0.5 second of CPU time are needed 

to reach the final solution. However, with unsatisfactory starting 

temperature values, Figures (7.8.A,B), ten iterations are enough to 

reach the solution. The increase of the number of iterations in this 

case may be attributed to the fluctuations in the temperature and 

flowrate profiles during the first and the second iterations. On the 

basis of this study, it may be deduced that; first, the VTBVT technique 

is stable under a wide range of starting values. Second, better 

estimates on the first approximation will give more rapid convergence. 

7.3.3. The Plant Desian NU.erical Results: 

The computational results of AL-1OI0BAR I I MSF plant are tabulated 

in Tables (7.6), and (7.7). In Table (7.6) the temperature profiles of 

the cooling water (TCOUT) , the distillate (TDOUT) and the flashing brine 

(TBOlrr) as well as the dlstillate (FOOUT) and flashing brine (FBOlJr) 

flowrates are tabulated versus the stage number. Furthermore, the main 

design parameters such as the boiling point rise (BPR) , the non 

equillbrlum temperature correctlon (CORR) , terminal temperature 

difference (TTD) , logarithmic mean temperature difference (LHTD) , heat 

transfer load (QlOAn), stage heat transfer area (A), and finally the 

overall heat transfer coefficient (U) are listed. 

While Table (7.7) comprises all the main information required to 

describe the process deSign and the operation of the plant. This table 

includes some of the specified and the calculated variables. 
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Ilbk CL6l. Distribution Of ~ MAiD Variables Alone AL-KHQBAR n Desalination flmL 

St TCOur TDOur TBour FDOur FBOur BPR CORR TID LMTD QLOAD 
No [K] [K] [K] xlo-' [kglhr) [K] [K] [K] [K] xlo-' [kJ/hr] 

1 356.29 358.28 359.81 68.66 12013.35 0.98 0.56 1.98 3.39 157846.37 
2 352.94 354.93 356.51 135.96 11946.05 0.97 0.62 1.98 3.38 156268.75 
3 349.62 351.61 353.24 201.89 11880.12 0.95 0.68 1.98 3.36 154593.50 
4 346.34 348.32 350.00 266.44 11815.57 0.94 0.74 1.98 3.35 152827.50 
5 343.09 345.07 346.81 329.62 11752.39 0.92 0.81 1.98 3.33 150989.25 
6 339.88 341.86 343.65 391.43 11690.58 0.91 0.88 1.98 3.32 149081.62 
7 336.71 338.69 340.53 451.87 11630.14 0.90 0.94 1.98 3.30 147122.31 

8 333.58 335.56 337.46 510.96 11571.05 0.88 1.01 1.98 3.29 145125.12 
9 330.49 332.47 334.43 568.71 11513.30 0.87 1.08 1.98 3.27 143091.81 

10 327.44 329.42 331.44 625.13 11456.88 0.86 1.16 1.98 3.26 141025.06 
11 324.44 326.42 328.49 680.26 11401.75 0.85 1.23 1.98 3.24 138940.56 
12 321.47 323.46 325.59 734.10 11347.91 0.83 1.30 1.99 3.23 136850.50 
13 318.55 320.54 322.73 786.69 11295.32 0.82 1.37 1.99 3.22 134752.87 
14 315.68 318.61 320.42 828.88 11253.14 0.81 1.00 2.93 4.03 107440.62 
15 313.23 316.28 318.08 871.38 11210.62 0.80 1.00 3.05 4.18 110190.19 
16 310.72 313.89 315.68 914.67 11167.34 0.79 1.00 3.17 433 112926.37 

--- - -_._- ---- ---- L- --- -

AREA 
[ml] 

4013.69 
4013.69 
4013.69 
4013.69 
4013.69 
4013.69 
4013.69 
4013.69 
4013.69 
4013.69 
4013.69 
4013.69 
4013.69 
3637.88 
3637.88 
3637.88 

U 

[kJ/hr. m2.K] 

11606.86 
11533.16 
11454.81 
11371.93 
11284.57 
11192.88 
11096.89 
10996.72 
10892.46 
10784.26 
10672.16 
10556.21 
10436.61 
7322.56 
7252.16 
7177.70 

-----

o-A 
o-A 
o 
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IiUilit (7.7) 

General Specification Results for AL-KHOBAR !l Plant. 

Parameter 

~ heater; 

Mean tube length 

Brine temperature increase by heater 

Log. mean temperature difference 

Overall heat transfer coefficient 

Heat load of brine heater x 10. 5 

Heat transfer area required 
-3 Heating steam required x 10 

Value 

7.5 

6.86 

10.02 

9364.30 

3278.0 

3494.0 

143.55 

Number of tubes in brine heater bundle 3035.00 

Brine heater pressure drop 

Terminal temperature difference 

Heat Recovery Section; 

Pressure drop 

Heat Rejection Section; 

Pressure drop 

~ complete Plant; 

Plant production x 10- 3 

26.75 

6.96 

344.70 

80.9 

914.667 
Recycle ratio, (kg recycle/kg product) 13.2 

Concentration ratio of recycle stream 

Maximum brine temperature 

Steam economy 
-3 Hake-up flowrate x 10 

Blowdown flowrate x 10. 3 

Splitting ratio of the 

reject seawater splitter 

Splitting ratio of the blow 

down spll tter 

Feed seawater flowrate x 10. 3 

Total condenser surface area 

Specific condenser surface area 

1.18 

363.15 

6.37 

5640.24 

11167.30 

0.5014 

0.5768 

11249.1 

62824.0 

0.0687 

Unit 

m 

K 

K 
2 kJ/m .hr.K 

kJIhr 
2 m 

kglhr 

kPa. 

K 

kPa. 

kPa. 

kglhr 

Ie 

kglhr 

kglhr 

kglhr 

m2 

2 m x hr/kg 
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Table ~81 Specifications Needed for AI-KHOBAR 

II Plant, Performance Calculations· 

Variables Symbol Value Units 

Feed seawater flowrate x 10'3 F
f 

1249.1 kg/hr 
·3 Seawater salinity x 10 X

f 
57.00 ppm 

Seawater temperature T
f 

308.15 I( 

Feed seawater pressure P
f 

100.00 kPa 

Steam temperature T 370.15 K • 
Steam pressure P 100.00 kPa • 
Blowdown splitter ratio «2 0.5768 

Reject splitter ratio «1 0.5014 

Top brine temperature T 363.15 K 
ilia x 

Brine heater transfer area Ah 3493.88 2 m 

Heat recovery stage area A 4013.69 m2 
rec 

Heat reJection stage area A 3637.59 2 
rej 

m 

7.4. SIMULATION CALCULATIONS of AL-IQI0BAR II HSF PLANT: 

The stability and the convergence characteristics of the proposed 

VTBVT technique during the design calculations of AL-KHOBAR II were 

underlined in the previous section. In this section, the convergence 

behaviour, the stability of the model to the initial guesses, and the 

accuracy of the final results of performance calculations, for AI-KHOBAR 

II plant using the VTBVT technique, will be investigated. And in the 

mean time, the capability of the developed package to perform simulation 

calculations for MSF process, which is in fact a typical multi-stage 

countercurrent separation process, will be illustrated. 

In the design mode, as can be realized from the previous section, 

the distillate product (D) was fixed, while the feed seawater (F), the 

heat transfer area (A), and the splitting ratio of the recycle stream 

(<<2) were among the results. By contrast, in the simulation mode, F, A, 

• The plant parameters used are exactly the same as those tabulated 

in Table (7.3). 
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and «2, are fixed. And the distillate product will be one of the 

results. So, to examine the performance of the designed (or existing) 

plant under the design operating conditions, the proper specifications 

are taken from the design calculations output presented in the previous 

section. These specifications are tabulated in Table (7.8). Eleven 

addi tional equations will be estabUshed by these speCifications to make 

the equations and variables numbers match. 

7.4.1. The Conversence Aspects of The Performance Calculation: 

In this section, some convergence aspects (such as the sensitivity 

of the model to starting values and the rate of convergence), of the 

performance calculat ions using vrBvr technique are examined. Three runs 

are executed using different initial temperature profiles, and the 

convergence behav10ur is recorded. F1rst, in Figures (7.9.A,B), the 

init1al temperature profile is taken as (450 - 0.1 x NT) (where, NT is 

the temperature variable number). Second, (400. - 0.1 x NT) is taken as 

initial temperature approximation, and the successive TDOUT and FDOUT 

are plotted in F1gures (7.10.A,B). Third, in Figures (7.11.A,B). the 

temperature starting values are (350 - 0.1 x NT). These figures 

illustrate that the solution is obtained after 6 to 7 iterations, each 

of which requires about 0.07 second. 

On this basis, it can be inferred that; first, the convergence 

rate of the vrBVT techn1que 1n the performance calculations 1s not 

significantly affected by the value of the starting temperature prof1le. 

Second, the technique is remarkably insensitive to the starting values. 

The influence of the problem size (i.e. the number of variables 

(or equations) and consequently the number of arithmetical operations 

required to be performed) on the performance of the VTBVT technique is 

1nvestigated. This is attained by considering different sizes of the HSF 

process, ranging from 16 to 33 stages. The results of this study are 

represented in Figure (7.12). An interesting point to note in this 

figure is that the convergence rate does not seem to depend greatly on 

the plant size. Conversely, as shown in Table (7.9), the computer CPU 

time is proportional to the number of stages. Also, it should be pointed 

out here that, the solution does not get significantly more complicated 

as the number of stages increases. 
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EFFECT OF THE NUt18ER OF STAGES ON THE 
CONVERGENCE CHARACTERISTICS 

Iable ~9~ Relation Between Computation 

~ time 1m! the Plant Size. 

No. of stages CPU time, sec. 

16 0.39 

23 0.52 

28 0.-64 

33 0.81 

7.4.2. Co~l.on or De.lan And Sl.ulatlon Converlence Rate •. 

lhe converlence rates of the VIBVI technique in perforllina both 

the design and the simulation calculations are compared. Start1na at the 

same initial values (120% of the final temperature profile), the 

behaviour of both modes are plotted in Fllure (7.13). Ihls fiaure shows 

that the converlence of the desiln problem Is slilhtly faster than that 

of the simulation problem. Ihis is probably because different specified 

variables are used In the two problems. Also, the heat transfer equation 

has a different formulation in both problem types. see chapter 5. 
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Table (7.10)' Comparison Between The Temperature Profiles f"or 

AL-KHOBAR lll§[ Plant Y. Calculated £l the Design !rut 
The Performance Calculations. 

Stage TroUT (IC) TBOUT (IC) TCOUT (IC) 

NO. Des. Per. Err. Des. Per. Err. Des. Per. Err. 

1 358.28 358.28 0.00 359.81 359.81 0.00 356.29 356.29 0.00 
2 354.93 354.92 0.01 356.51 356.51 0.00 352.94 352.94 0.00 
3 351. 61 351. 61 0.00 353.24 353.24 0.00 349.62 349.62 0.00 
4 348.32 348.32 0.00 350.00 350.00 0.00 346.34 346.34 0.00 
5 345.07 345.07 0.00 346.81 346.80 0.01 343.09 343.09 0.00 
6 341.86 341.86 0.00 343.65 343.65 0.00 339.88 339.88 0.00 
7 338.69 338.69 0.00 340.53 340.53 0.00 336.71 336.71 0.00 
8 335.56 335.56 0.00 337.46 337.46 0.00 333.58 333.58 0.00 
9 332.47 332.47 0.00 334.43 334.42 0.01 330.49 330.49 0.00 

10 329.42 329.42 0.00 331. 44 331.44 0.00 327.44 327.44 0.00 
11 326.42 326.42 0.00 328.49 328.49 0.00 324.44 324.43 0.01 
12 323.46 323.46 0.00 325.59 325.59 0.00 321. 47 321. 47 0.00 
13 320.54 320.54 0.00 322.73 322.73 0.00 318.55 318.55 0.00 
14 318.61 318.61 0.00 320.42 320.42 0.00 315.68 315.68 0.00 
15 316.28 316.28 0.00 318.08 318.08 0.00 313.23 313.23 0.00 
16 313.89 313.89 0.00 315.68 315.68 0.00 310.72 310.72 0.00 

Des. Design Calculations 

to 
0 

~ 
0) 
0 -

Per. Performance calculations. 

Err. Error - Des. - Per. 

16 
14 
12 
10 
8 

6 
4 
2 
0 

-2 1 
-4 
-6 

FIG. (7. 13) 

•• O.algn ca leu l.t lona 
+ + Per form.ne. e.leu lat lone 

6 7 8 9 

Iteration number 
COMPARING THE CONVERGENCE CHARACTERISTICS OF THE 
DESIGN AND PERFORMANCE CALCULATIONS OF AL-KHOBAR II 
PLANT. 
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Table (7. 11), Comparison Between the Calculated Flowrate 

Profiles Along Ab-KHOBAR !! MSF Plant Using ~ 

Design And The Performance Calculations. 

Stage FDOUT (kg/hr) x 10- 3 FBOUT (kg/hr) X 10- 3 

No. Des. Perf. Err. Des. Perf. Err. 

1 68.66 68.66 0.00 12013.35 12013.44 -0.09 
2 135.96 135.97 -0.01 11946.05 11946.13 -0.08 
3 201.89 201.90 -0.01 11880.12 11880.20 -0.08 
4 266.44 266.46 -0.02 11815.57 11815.64 -0.07 
5 329.62 329.64 -0.02 11752.39 11752.46 -0.07 
6 391.43 391.45 -0.02 11690.58 11690.65 -0.07 
7 451. 87 451.88 -0.01 11630.14 11630.21 -0.07 
8 510.96 510.97 -0.01 11571. 05 11571.12 -0.07 
9 568.71 568.72 -0.01 11513.30 11513.38 -0.08 

10 625.13 625.14 -0.01 11456.88 11456.96 -0.08 
11 680.26 680.26 0.00 11401. 75 11401.84 -0.09 
12 734.10 734.10 0.00 11347.91 11348.00 -0.09 
13 786.69 786.67 0.02 11295.32 11295.43 -0.11 
14 828.88 828.85 0.03 11253.14 11253.25 -0.11 
15 871. 38 871.36 0.02 11210.62 11210.74 -0.12 
16 914.67 914.64 0.03 11167.34 11167.46 -0.12 

7.4.3. Simulation And Design Results Accuracy: 

So far the emphasis was focused on the stability and the 

efficiency of the proposed technique. In this subsection, the results 

reproducibility, and the program output accuracy, are examined. The 

reproducibility means that the output of one problem type, (e.g. 

design), can be used as lnput to another type, (e.g. simulatlon) and the 

solution gives almost identical results for both problem types. As 

pointed out before, the input data for the Simulation problem is taken 

from the output results of the deslgn problem (sectlon 7.3). So, It is 

expected, theoretically at least, that the output results of both 

problem types will be the same. To examine this point, variables of 

primary interest, produced by slmulation calculations and those produced 

by the design calculations, (presented In sectlon 7.3), are arranged for 

comparison in Tables (7.10) and (7.11). Flrst, Table (7.10), lncludes 

the distillate, flashing brine, and cooling (or recycle) water 

temperature profiles (TooUT, TBOUT, and TCOUT respectively) produced by 

both the design and the simulation calculations. It can be seen that the 
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temperature proflles are approxlmately ldentlcal, where the maxlmum 

fractlonal erro; ls (3.082 ± 6.165) x 10.5. Second, Table (1.11) shows 

that the maxlmum fractlonal error In the dlstillate flowrate profile 

(FDOUT) along the plant is about (1.354 ± 14.1) x 10.5 and the flashing 

brine flowrate profile (FBOUT) has (1.015 ± 11.909) x 10.5 as a maximum 

fractional error. These errors may be because both types of calculations 

(simulation and deslgn) takes a different way to the final solution, 

therefore, different values of round off errors are generated in both 

routes, which lead to a slightly dlfferent final answer. In fact, these 

fractional errors do not show any clear trend, and they are too small to 

be of any slgnlflcance. So, these accuracy comparisons indicate that the 

program outputs of the simulation and the design problem are accurate 

and also illustrate the reproducibility of the results. 

7.5. PERFORMANCE OF AL-ICHOBAR II PLANT UNDER CHANGING OPERATING 

CONDITIONS 

MSF plants are always designed to operate under certain operating 

conditions. However, often these operating conditions have to be varied. 

For example, the brine flowrate may be changed due to some failure or 

because of a change in the fresh water requirements. Also, in some cases 

the plant production has to be varied as a result of a change in the 

total plant flashing range (top brine temperature minus blowdown 

temperature). This may be due to a change in quantity or quality of the 

heating steam and/or because of seasonal and daily variations of the 

feed seawater temperature. 

Investigation of a plant under such new conditions is, in fact, a 

part of the designer's task to be sure that a safe and practical plant 

is built and operated. Also, it is a part of the operator's duty 

for operating the plant to ·lts best advantages. In other words, the 

behaviour investigation of an existlng (or a fully designed) plant, Is 

an interesting problem for the designer and/or the operator as well. 

• Fractional error = error range = 
[ difference between ] 

the two values 
+ [The maximum round in ] 
- the last decimal place 

[ the average of the ] 
two values 
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In fact, this problem ls consldered one of the most 

straightforward applicatlons, of the simulatlon mode, of the developed 

program. To lilustrate this applicability, lnvestigations of the impact 

of changlng some operatlng conditions, such as, brine recirculation 

flowrate (R), and feed seawater temperature (T
f
), on the plant 

performance and productlvlty are discussed in this section. This is 

performed by running the program for case III, In Table (7.2), using the 

speclfication data listed In Table (7.12), as a reference case. A 

previously obtained solutlon may be used as a startlng point for a new 

solution and thus the number of required lterations can be reduced. 

7.5. 1. Perfor.mce Map For AL-ICHOBAR II Plant: 

This lnvestlgatlon ls performed by assuming a variation in both 

seawater temperature (T
f
), (from 23 C to 38 e), and the recirculated 

brlne flowrate (R), (from 70 Yo to 110 Yo of the reference value). All the 

other asslgned lndependent varlables remaln the same as those of the 

reference case tabulated In Table (7.12). A summary of the computer 

output is shown in Table (7.13). In this table, the significant 

variables of operating and controlling the plant are represented. It 

should be noted that the flow quantlties In thls table (i.e steam, water 

production, recycle brlne and feed seawater, flowrates) are expressed as 

a ratlo of the reference case quantltles. These ratlos, (namely; water 

product ion ratlo CD ), brlne recirculated flowrate ratio (R) and steam 
r r 

flowrate consumption ratlo (5 », as well as variation range of feed 
r 

seawater temperature (T
f
), are represented graphically in the shape 

suggested by Van (1970), in Figure (7.14), which is referred to as 

"performance map" of AL-KHOBAR I I plant. 

Uslng this performance map, many investigations can be done 

quickly and accurately. For example, predictlon of the plant performance 

and controlling variables can be performed, when the plant is operated 

under constant steam consumption policy, constant water production 

policy, or constant recycle brine flowrate, in the face of changing feed 

seawater temperature. In fact, these investigations can be attained not 

only for the design capacity (100 Yo load), but also for "off design" 

capacities (i.e. enhanced and partial capaCity). 

By operating the plant under the design conditions, which are 

represented in the performance map by "Design Point", the plant 

product lon, as expected, will be the full deslgn capacity. However, any 
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Table ~2~ Specification List of The Performance 

Calculations of AL-KHOBAR !l Plant Under ~ Constant 
• Brine Recirculation Policy. 

Variable Symbol Value Units 

Seawater salinity X
f 

57000.00 ppm 

Feed seawater temperature T
f 

308.15 K 

Feed seawater pressure P
f 

100.00 kPa 

Steam temperature T 370.15 K • 
Steam pressure P 100.00 kPa • 
Brine recirculation flowrate R 12082.10 kglhr 

flowrate x 10 -3 

Reject seawater splitter 

ratio «2 0.5014 

Blowdown splitter ratio «1 0.5768 

Heat recovery stage heat 

transfer area A 4013.69 m2 
rec 

Heat rejection stage heat 

transfer area A 
rej 

3637.59 m2 

Area of the brine heater Ah 3493.88 m2 

deviation of feed seawater temperature (or any other operating 

parameter) will affect the plant production. So, to get back the deSign 

production value, new different values of controlling variables should 

be reset. For instance, variables represented by points "A" or "B" in 

the performance map, may be used if the feed seawater temperature 

changes to 30 C (303.15 K) or approximately 39 C (312.15 K) 

respectively. Similarly, the plant can be operated for constant water 

production of, say, 90 X of the design capacity (i.e. partial load 

case), in face of changing seawater temperature, by changing the 

controlling variables to fulfill the conditions of any point along the 

line "CD" according to the value of "T
f
". In the same manner, the plant 

• In this case, the used parameters are the same as those tabulated 

in Table (7.3) 



- 123 -

Feed seawaler temperalUr T, [Kl 

Rccycle brine fIowrare R x l(r' [kgftlrl 

R, 

Brine healer outlet temperature [KJ 

Brine healer inlet temperature fKl 

Flashing brine temperature (out of the 
heat recovery section) [Kl 

Brine blowdown temperature fKl 

Make-up tempetature [Kl 

Seawarer rejccltemperaturc fKl 

Feed seawater flowrate x )(r' [kgftlrl 

F, 

ProdUCl warer flowrare Hr' [kgtful 

0, 

Heating steam flowrare x I(r' [kgtful 

S, 

R,: Brine recirculation flowrale ratio 

D.; Wi rer production ratio 

• (Design point) 

313.15 

13290.4 

(1.1) 

362. 75 

356.26 

327.01 

320.55 

320.58 

320.61 

12253.6 

1.0893 

901.39 

0.9855 

148.83 

1.0312 

ilbk !1...Ul. Et'fw m Y.II.odn& Seawater Temperature Aru1 ~ Recjrculation Flowrate QIl ~ Perfrnmance gf AL-KHOBAR II fla.nl. 

313.15 313.15 

12082.10 10873.89 

(1.0) (0.9) 

363.83 364.89 

357.44 358.63 

326.63 326.33 

320.08 319.73 

320.06 319.89 

320.05 320.09 

11170.21 10080.59 

0.993 0.8961 

846.22 785.036 

0.9252 0.9587 

134.04 118.10 

0.9287 0.8183 

313.15 313.15 308.15 308.1J 

9665.68 8457.47 13290.4 12082.1 

0.8) 0.7) (1.1) (1.0) 

365.90 366.84 362.0 363.23 

359.78 360.89 355.07 356.29 

326.01 325.66 323.09 322.72 

319.36 318.99 316.06 315.68 

319.71 319.52 315.88 315.68 

320.10 320.11 315.68 315.68 

8484.14 7880.86 12340.00 112A9.10 

0.7987 0.7006 1.0970 1.000 

718.54 645.84 976.56 914.64 

0.7856 0.7061 1.0677 1.0 

102.50 8733 160.75 144.33 

0.7102 0.6051 1.1138 1.0 

S.; Steam flowrare consumption ratio 

F.; Feed teawarer flowrale ratio 

308.15 308.15 308.15 303.15 303.15 303.15 303.15 303.15 298.15 

10873.89 -9665.68 8457.47 13290.40 12082.10 10873.89 9665.86 8457.47 13290.40 

(0.9) (0.8) (0.7) (1.1) (1.0) (0.9) (0.8) (0.7) (1.1) 

364.45 365.54 366.57 361.41 362.72 263.89 365.17 366.28 360.72 

357.71 358.97 360.17 353.86 355.32 356.74 358.11 359.43 352.63 

322.46 1322.10 321.72 319.17 318.85 318.49 318.09 317.66 315.27 

315.30 ' 314.90 314.49 311.59 311.18 310.75 310.31 309.86 307.10 

315.52 315.32 315.10 311.63 311.22 311.01 310.79 310.56 307.14 

315.7 315.78 315.78 311.67 311.66 311.30 311.32 311.32 307.20 

10 153.9 ! 9051.31 7941.24 12A2A.70 11328.88 10228.15 9114.29 8002.45 12507.50 

0.930 0.8046 0.7059 1.1045 1.0071 0.9092 0.8107 0.7114 1.11187 

117.2 776,78 698.20 1050.15 983.76 913.26 835.73 751.72 1122.08 

0.9282 0.8493 0.7634 1.1482 1.0756 0.9984 0.9137 0.8214 1.2268 

127.0 110.18 93.78 172.799 155.06 136.44 118.160 100.500 185.00 

0.8805 i 0.7634 0.6498 1.1973 1.0743 0.9453 0.8186 0.8963 1.2818 

298.15 298.15 298.15 298.15 

12082.10 10873.89 9665.68 8457.47 

(1.0) (0.9) (0.8) (0.7) 

362.19 363.50 364.79 365.99 

354.21 355.75 357.25 358.67 

314.92 314.52 314.08 313.62 

306.69 306.22 305.73 305.23 

306.73 306.51 306.27 306.01 

306.79 306.83 306.85 306.85 

11406.96 10300.84 9186.07 8062.59 

1.0140 0.9157 0.8166 O. 7167 

1051.46 976.31 893.62 803.42 

1.1496 1.0674 0.9770 0. 8784 

165.92 145.90 126.29 107.27 

1.1946 1.0109 0.8750 0.7433 
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Fig. 7.14. A PERFORMANCE MAP FOR AL-KHOBAR II MSF PLANT. 
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production can be enhanced to say, 105 X of the design capacity, by 

running the plant under the controlling specifications of any point 

along the line liEF" depending on the value of feed seawater temperature. 

As it can be seen from the performance map, Figure (7.14), in the 

case of constant water production, the required steam consumption, feed 

seawater flowrate (and consequently cooling water flowrate), and recycle 

brine flowrate (and thereby the pumping power), increase by increasing 

feed seawater temperature (T
f
). Therefore, the operation cost in the 

summer season will be much higher than that in the winter season. It 

should be mentioned here that the "off design" operating conditions 

(i.e. partial load or enhanced capacity) may be applied under a certain 

practical limitations. These limitations have been illustrated in some 

details by Hedani et al [1980], and Arad et al [1973]. 

With reference to operating the plant under constant 

recirculation brine flowrate policy, the required steam consumption 

flowrate, feed seawater flowrate, as well as the distillate product 

water flowrate decrease by increasing feed seawater temperature. 

Therefore, under this operating policy, the plant production in summer, 

when more water is needed, is much less than that in winter. It should 

be pointed out here that Soliman (1981] proved that; for optimum deSign, 

the recirculation flowrate should remain constant regardless of the feed 

seawater temperat ure. 

As illustrated by the performance map, Figure (7.14), the 

decreasing slope of constant steam consumption flowrate ratio lines 

(S ), with increasing seawater temperature, is less than the decreasing 
r 

slop of constant brine recirculation flowrate ratio lines (R ). 
r 

Therefore, with constant steam consumption policy, which is mainly 

suitable for operating dual purpose plant, much smaller changes occur in 

the plant production, with increasing T
f
, than those obtained under 

constant recirculated brine flowrate policy. 

7.6. THE VALIDITY OF THE PROPOSED TECHNIQUE. 

To Justify the approximation assumptions proposed in chapter 5 to 

develop the VTBVT technique, FICHTNER reference plant, Homig (1978], is 

solved using two equation forms (4.7 and 5.20), The first form 

represents Newton Raphson (NR) method which solves the model without 

approximations, the second form represents the VTBVT approach. 
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The main differences between AL-KHOBAR II (KH) plant which is 

solved in the previous sections and FICHTNER (FI) plant may be 

summarized as: 

I. AL-KHOBAR II plant belongs to the low top brine temperature 

class, whereas FICHTNER belongs to the high top brine 

temperature class. And the production capacity of (KH) plant is 

much larger than that of the (FI) plant. 

II. The number of stages in (FI) plant is greater than that of (KH) 

plant. As a result, the performance of the first plant is higher 

than that of the second. 

III. AL-KHOBAR II and FICHTNER plants have been designed for different 

feed seawater concentrations (5.7 X for (KH) and 3.5 Y. for (FI» . 
• Thus, the brine concentration ratio (which depends on the 

maximum allowable brine salinity in the brine heater tubes (64000 

ppm at present) for the second plant is higher than that of the 

first. 

So, the solution of FICHTNER plant may show the capability of the 

developed program to design and/or simulate plants with different design 

specifications and different location sits. Another important reason for 

considering FICHTNER plant is the availability of the plant results 

using stage to stage (STS) technique, Hornig [1978]. So, more confidence 

can be gained by comparing the results obtained by the proposed VTBVT 

technique with the available STS technique, (see next section). 

Figure (7.1), shows the flowsheet representing this type of 

plants (i.e. recirculation type), and full details of the input data 

used are given in Table (7.14). 

7.6.1. Effect of The Approximation Assumptions on the Rate of 

Convergence: 

FICHTNER HSF plant is represented by 171 equations. In order to 

solve this system of equations, one must supply good initial estimates 

for all the variables (in case of Newton's method), or Just for 

temperature variables (in case of VTBVT method) . 

• Concentration ratio :the ratio of the total dissolved solids in any 

stream in a desalination plant to that in the feed stream. 
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Table (7.14), Design Data For FICIITNER HSF Desalination 
Reference Plant. Homig [1978] 

General specifications; 
Type of the plant 
Chemical treatment 

Brine recycle-cross 
SulphuriC acid 

30 Number of evaporator stages 
Number of heat recovery stages 
Number of heat rejection stages 

tube 

-3 Flow Rates x 10 (kglhr) 
Seawater feed flowrate 
Distillate product rate 
Recycle stream flowrate 
Reject cooling seawater 
Salinity in seawater (g/kg) 
Temperature ill. 
Seawater temperature 
Top brine temperature 
Heating steam temperature 

27 
3 

3895.00 
500.00 

2702.00 
2702.00 

35.00 

333.15 
393.15 
400.15 

2 Heat transfer area. b. 1.m 1 and the overall heat 

transfer coefficient. Y (kJ/hr.m~K) 

Stage A u Stage 

1 472.72 
3 475.25 
5 478.70 
7 483.06 
9 488.36 

11 497.63 
13 501.92 
15 510.29 
17 519.81 
19 530.57 
21 542.68 
23 556.27 
25 571.51 
27 588.59 
29 752.35 

12658.0 
12604.0 
12536.0 
12453.0 
12356.0 
12244.0 
12117.0 
11974.0 
11816.0 
11642.0 
11451. 0 
11243.0 
11017.0 
10772.0 
10580.0 

Fouling Factors rm2.hr.Klkcal) 
Brine heater 
Heat recovery sect10n 
Heat rejection sect10n 

IYel specifications; 

2 
4 
6 
8 

10 
12 
14 
16 
18 
20 
22 
24 
26 
28 
30 

A 

473.87 
476.86 
480.78 
485.59 
491. 37 
498.15 
505.97 
514.90 
525.03 
536.45 
549.28 
563.67 
579.8 
711. 99 
776.93 

u 

12632.0 
12572.0 
12496.0 
12406.0 
12301. 0 
12182.0 
12047.0 
11897.0 
11731. 0 
11549.0 
11349.0 
11132.0 
10897.0 
10734.0 
10413.0 

0.0001512 
0.0001163 
0.0001163 

Plant section Tube Number Outs1de Inside Thermal 
conduct­

ivity 

Tube 
mater1al length of tubes diameter diameter 

(m) (mm) (mm) 

Brine heater 6.6 
Heat recovery 2.66 
Heat rejection 3.88 

3564.0 
3942.0 
3834.0 

16.0 
16.0 
16.0 

14.0 
14.0 
14.0 

25.0215 
42.9923 
42.9923 

CU NI 30 
CU NI 
CU NI 
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The progress of the convergence of the distillate flowrate (FDOUT) 

and the distillate temperature (TDOUT) profiles along the plant using NR 

method are shown in Figures (7.15). At the second iteration, the shapes 

of the distillate flowrate and the distillate temperature profiles are 

well established. At the third iteration the solution is nearly 

converged and the remaining iteration only performs fine adjustments to 

satisfy the convergence criterion. 

With respect to Figures (7.16) it is observed that the convergence 

of the steady state performance calculations using VTBVT technique is 

very rapid by the end of the second iteration, and the rest of the 

iterations, however, are carried out to realize the tight convergence 

criteria. 

From the previous figures it may be concluded that; using Newton Raphson 
-4 approach, the obtained solution is accurate up to £ = 5 x 10 . (£ • 

accuracy allowance) by the end of the fourth iteration (where equation 

(7.1) is used as a convergence criterion). Similarly, using the proposed 

VTBVT technique, this problem is solved maintaining the same degree of 

accuracy and starting at nearly the same point, (0.9 of the final 

results profiles) to yield results precisely the same as those produced 

by Newton's method (as will be illustrated by the end of this section), 

after five iterations. This may confirm the validity of the assumption 

proposed in chapter 5, that the linearized equations can be simplified 

by neglecting the insignificant changing for some variables during the 

iterations without affecting the rate of convergence so much. 

Furthermore, one of the advantages of the VTBVT technique is the 

reduction of the dimension of the problem from 171 equations, to two 

smaller problems (74 equations for component matrix and 97 equations for 

temperature matrix). Since the computational effort is proportional to 

the square of the dimension of the problem, see Gorczynski [1977], quite 

substantial saving in computer time is achieved by using the VTBVT 

technique. Comparison of the total CPU times shows that the solution by 

VTBVT technique reduces the CPU time consumed to about one fifth of that 

required by Newton's method, (where CPU time = 0.44 sec. for the VTBVT 

technique and 2.5 sec. for Newton's method) 
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7.6.2. Effect of The Approximation Assumptions on the Accuracy of the 

Final Results: 

To examine the accuracy of the final results produced by the 

VTBVT technique. the results before the approximation assumptions (i.e. 

from the Newton algorithm) and that produced under the approximation 

assumptions (i.e. from VTBVT algorithm) are compared. These results are 

tabulated in Tables (7.15) and (7.16). These two tables show that the 

tabulated results are highly consistent. Agreement is observed up to 

fourth and sixth significant figures. The maximum fractional error is 

(6.367 ± 6.367) x 10"6 for the distillate temperature (TDOUT). (2.631 ± 

5.226) x 10-6 for flashing brine temperature (TBOUT). (4.09 ± 81.84) x 

10-5 for the distillate product flowrate (FDOUT) and (4.341 ± 0.542) x 

10- 6 for the flashing brine flowrate (FBOUT). 

In fact. as mentioned before. it is impossible to end the 

calculations using two different algorithms each of them adopting a 

different numerical technique. at exactly the same results. This may be 

because the course of the computation is different in both teChniques, 

thereby the amount of rounding off error is different as well. Also. the 

accuracy of the final solution as measured by the stopping criterion is 

varied from method to method although in each case the iteration is 

terminated as soon as this convergence criterion becomes less than the 

tolerance arbitrary chosen. In this particular example. the tolerance 
-4 chosen is 5 x 10 • and the convergence criterion at the final iteration 

is 3.7015 x 10-4 for Newton's method. compared to. 3.6236 x 10"4 for the 

VTBVT method. As a result. a very small deviation between the two 

results is introduced. 
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Table (7.15) Comparison between the Temperature Profiles in 

FICHTNER ~ Desalination Plant !e Calculated ~ 

VTBVT and NEWTON RAPHSON Techniques 

Stage TOOur (K) TBOur (K) 

No. VTBVT NR. DIFF. VTBVT NR. DIFF. 

1 389.366 389.366 0.000 390.532 390.532 0.000 
2 386.739 386.739 0.000 387.909 387.909 0.000 
3 384.104 384.104 0.000 385.281 385.281 0.000 
4 381.461 381. 461 0.000 382.649 382.648 0.001 
5 378.812 378.812 0.000 380.013 380.013 0.000 
6 376.158 376.157 0.001 377.376 377.375 0.001 
7 373.499 373.499 0.000 374.737 374.737 0.000 
8 370.836 370.836 0.000 372.097 372.097 0.000 
9 368.171 368.170 0.001 369.458 369.457 0.001 

10 365.503 365.502 0.001 366.819 366.818 0.001 
11 362.834 362.833 0.001 364.180 364.180 0.000 
12 360.164 360.163 0.001 361.544 361. 543 0.001 
13 357.494 357.493 0.001 358.910 358.909 0.001 
14 354.825 354.823 0.002 356.278 356.277 0.001 
15 352.156 352.155 0.001 353.649 353.648 0.001 
16 349.489 349.488 0.001 351.024 351. 023 0.001 
17 346.823 346.822 0.001 348.402 348.401 0.001 

'18 344.160 344.159 0.001 345.784 345.783 0.001 
19 341.499 341. 498 0.001 343.169 343.169 0.000 
20 338.841 338.840 0.001 340.560 340.559 0.001 
21 336.186 336.185 0.001 337.954 337.954 0.000 
22 333.534 333.534 0.000 335.353 335.353 0.000 
23 330.886 330.886 0.000 332.757 332.756 0.001 
24 328.242 328.242 0.000 330.164 330.164 0.000 
25 325.601 325.601 0.000 327.577 327.577 0.000 
26 322.964 322.964 0.000 324.994 324.994 0.000 
27 320.331 320.332 -0.001 322.415 322.415 0.000 
28 317.629 317.629 0.000 319.164 319. 165 -0.001 
29 314.339 314.339 0.000 315.922 315.923 -0.001 
30 311. 041 311. 042 -0.001 312.683 312.683 0.000 

DIFF. Difference = VTBVT value - NR value 
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Table (7.16), Comparison between The Calculated Flowrate Profiles 

Along FICHTNER MSF Desalinat ion Plant Using VTBVT and 

Newton Raphson 1HBl Techniques. 

Stage FDOUT x 10· 3 [kg1hrJ FBOUT x 10· 3[kg/hr] 

No. VTBVT NR. DIFF. VTBVT NR. DIFF. 

1 18.355 18.356 -0.001 3878.039 3878.034 0.005 
2 36.584 36.585 -0.001 3859.810 3859.805 0.005 
3 54.683 54.682 0.001 3841.711 3841. 707 0.004 
4 72.646 72.647 -0.001 3823.748 3823.743 0.005 
5 90.471 90.472 -0.001 3805.923 3805.918 0.005 
6 108.156 108.159 -0.003 3788.238 3788.231 0.007 
7 125.697 125.700 -0.003 3770.697 3770.689 0.008 
8 143.093 143.099 -0.006 3753.301 3753.291 0.010 
9 160.342 160.350 -0.008 3736.052 3736.040 0.012 

10 177.444 177.452 -0.008 3718.950 3718.937 0.013 
11 194.397 194.405 -0.008 3701.997 3701. 984 0.013 
12 211. 197 211. ~09 -0.012 3685.197 3685.181 0.016 
13 227.847 227.857 -0.010 3668.547 3668.532 0.015 
14 244.345 244.355 -0.010 3652.049 3652.035 0.014 
15 260.693 260.702 -0.009 3635.700 3635.687 0.013 
16 276.889 276.898 -0.009 3619.504 3619.491 0.013 
17 292.938 292.943 -0.005 3603.456 3603.446 0.010 
18 308.834 308.840 -0.006 3587.560 3587.550 0.010 
19 324.585 324.587 -0.002 3571.809 3571.802 0.007 
20 340.186 340.190 -0.004 3556.208 3556.199 0.009 
21 355.641 355.645 -0.004 3540.753 3540.744 0.009 
22 370.952 370.958 -0.006 3525.441 3525.432 0.009 
23 386.121 386.126 -0.005 3510.273 3510.263 0.010 
24 401.151 401.155 -0.004 3495.243 3495.234 0.009 
25 416.041 416.046 -0.005 3480.353 3480.343 0.010 
26 430.795 430.801 -0.006 3465.599 3465.588 0.011 
27 445.417 445.421 -0.004 3450.977 3450.969 0.008 
28 463.697 463.701 -0.004 3432.697 3432.688 0.009 
29 481. 761 481.763 -0.002 3414.633 3414.627 0.006 
30 499.642 499.643 -0.001 3396.751 3396.746 0.005 

DIFF. Difference = VTBVT value - NR value 

7.7. Comparison With Published Techniques: 

A comparison with some existing computer programs, for obtaining 

the steady state solution of MSF desalination process, is the main 

purpose of this section. In fact, it 1s d1fficult to obtain a definitive 

comparison of the performance of two different algorithms using two 

numerical techniques, and perhaps different simplifying assumptions 
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However, a number of conclusions can be derived from such a comparison. 

Two examples are considered in this section. The first one 

illustrates the comparison between the results obtained by using stage 

to stage (STS) technique for the simulation of the FICHTNER, HSF 

desalination reference plant, Homig [1978], and those obtained in the 

previous section using VTBVT technique. The second example considered is 

the performance calculation of AL-KHOBAR II HSF desalination plant in 

Saudi Arabia. This plant was calculated by Helal [1985] using a 

tridiagonal matrix (TDM ) algorithm for solving the linearized model 

representing the plant. 

The numerical results for the first comparison (VTBVT. and STS) , 

are listed in Tables (7.17) and (7.18) where it can be noticed that the 

agreement is really remarkable, as the maximum fractional error is 

(-6.59 ± 0.599) x 10-4 for flashing brine temperature (TBOUT) , (1.438 ± 
2.877) x 10-2 for boiling point rise (BPR) , (0.188 ± 3.77 x 10.2) for 

NEA, (4.287 ± 7.8 x 10. 3
) x 10-3for (FDOUT) , and (6.158 ± 5.889 x 10- 3) 

x 10- 3 for flashing brine flowrate (FBOUT). This deviation is thought to 

be due to simplification adopted by Homig by performing the calculations 

using simple average value methods (e.g. mean specific heat, and mean 

latent heat of vaporization were used). Unfortunately no information has 

been given by Homig about the convergence characteristics of the used 

computational approach (STS). 

The second example in this section is the performance 

calculations of AL-KHOBAR II plant. This plant is solved in section 

(7.4), and was solved by Helal [1985]. Because the physical properties 

correlations used in both programs are different, it is unpractical to 

compare the numerical results produced by the two algorithms. However, 

the applied numerical technique in both algorithms may be evaluated by 

comparing the convergence rate of both techniques. Helal obtained a 
-5 solution, for AL-KHOBAR II plant, accurate to 16 x 10 , after eleven 

iterations by using a program specifically written for the simUlation of 

MSF process only, and taking the advantages of arranging the equations 

representing the plant in a tridiagonal matrix. In comparison, this 

problem 1s solved maintaining the same degree of accuracy in only seven 

iterations. 
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IBblt !1J1) Comparison Between lk Temperatunc Profiles Akmi ~ F1CHJNER fla.n1.u Calculated hx lk YTBVI am1 S1m 10 S1m 
!SISl Techniques. 

STAGE TDOUT [K] TBOlIT [K] BPR [K] NEA [K] 

NO. VTBVf STS dif. VTBVf STS dif. VTBVf STS dif. VTBVf STS dif. 

1 389.37 389.34 0.03 390.53 390.53 0.00 0.96 0.95 0.01 0.21 0.24 -0.03 
2 386.74 386.70 0.04 387.91 387.91 0.00 0.95 0.94 0.01 0.22 0.27 -0.05 
3 384.10 384.06 0.()4 385.28 385.29 -0.01 0.94 0.93 0.01 0.24 0.30 -0.06 
4 381.46 381.42 0.04 38265 382.68 -0.03 0.93 0.92 0.01 0.26 0.33 -0.07 
5 378.81 378.78 0.03 380.01 380.06 -0.05 0.92 0.91 0.01 0.28 0.37 -0.09 
6 376.16 376.49 -0.33 377.38 377.44 -0.06 0.91 0.91 0.00 0.31 0.40 -0.09 
7 373.50 373.49 0.01 374.74 374.82 -0.08 0.90 0.90 0.00 0.34 0.44 -0.10 
8 370.84 370.85 -0.01 37210 37220 -0.10 0.89 0.89 0.00 0.37 0.47 -0.10 
9 368.17 368.20 -0.03 369.46 369.58 -0.12 0.88 0.88 0.00 0.41 0.51 -0.10 

10 365.50 365.56 -0.06 366.82 366.97 -0.15 0.87 0.87 0.00 0.44 0.S4 -0.10 
11 36283 362.91 -0.08 364.18 364.35 -0.17 0.86 0.86 0.00 0.48 0.58 -0.10 
12 360.16 360.26 -0.10 361.S4 361.73 -0.19 0.85 0.85 0.00 0.53 0.62 -0.09 
13 357.49 357.61 -0.12 358.91 359.11 -0.20 0.84 0.84 0.00 0.57 0.66 -0.09 
14 3S4.82 3S4.97 -0.15 356.28 356.49 -0.21 0.83 0.83 0.00 0.62 0.70 -0.08 
15 35216 35232 -0.16 353.65 353.87 -0.22 0.82 0.82 0.00 0.67 0.74 -0.07 
16 349.49 349.67 -0.18 351.02 351.26 -0.24 0.81 0.81 0.00 0.72 0.78 -0.06 
17 346.82 347.01 -0.19 348.40 348.64 -0.24 0.80 0.80 0.00 0.77 0.82 -0.05 
18 344.16 344.36 -0.20 345.78 346.02 -0.24 0.79 0.79 0.00 0.83 0.86 -0.03 
19 341.50 341.71 -0.21 343.17 343.40 -0.23 0.79 0.78 0.01 0.89 0.91 -0.02 
20 338.84 339.06 -0.22 340.56 340.78 -0.22 0.77 0.77 0.00 0.94 0.95 -0.01 
21 336.19 336.40 -0.21 337.95 338.16 -0.21 0.76 0.76 0.00 1.00 1.00 0.00 
22 333.53 333.75 -0.22 335.35 335.55 -0.20 0.76 0.75 0.01 1.06 1.04 0.02 
23 330.89 331.09 -0.20 33276 33293 -0.17 0.75 0.74 0.01 1.12 1.09 0.03 
24 328.24 128.44 -0.20 330.16 330.31 -0.15 0.74 0.73 0.01 1.19 1.14 0.05 
25 325.60 325.74 -0.14 327.58 327.69 -0.11 0.73 0.72 0.01 1.25 1.19 0.06 
26 32296 323.12 -0.16 324.99 325.05 -0.06 0.72 0.71 0.01 1.31 1.24 0.07 
27 320.33 320.46 -0.13 32242 322.45 -0.03 0.71 0.70 0.01 1.38 1.29 0.09 
28 317.63 317.67 -0.04 319.16 319.20 -0.04 0.70 0.69 0.01 0.84 0.84 0.00 
29 314.34 314.37 -0.03 315.92 315.95 -0.03 0.68 0.68 0.00 0.90 0.90 0.00 
30 311.04 311.06 -0.02 312.68 31270 -0.02 0.67 0.67 0.00 0.97 0.97 0.00 

dif. (difference) = vmVf value - STS value 

... 
Co) 
en 



- 136 -

assumptions.Table (7.18) Comparison between the Calculated Flowrate 

Profiles !l2.ng FICIITNER MSF Plant Using vrBvr And Stage to 

Stage (srS) Techniques. 

-3 
FBOllf x 10 - 3 kg/hr Stage FDOl1I" x 10 kg/hr 

NO. VTBVT STS DIF. VTBVT srs DIF. 

1 18.355 18.39 -0.035 3878.039 3876.27 1.769 
2 36.584 36.61 -0.026 3859.810 3858.05 1.760 
3 54.683 54.67 0.013 3841. 711 3839.99 1.721 
4 72.646 72.57 0.076 3823.748 3822.09 1.658 
5 90.471 90.31 0.161 3805.923 3804.35 1.573 
6 108.156 107.89 0.266 3788.238 3786.77 1.468 
7 125.697 125.32 0.377 3770.697 3769.34 1.357 
8 143.093 142.61 0.483 3753.301 3752.05 1.251 
9 160.342 159.74 0.602 3736.052 3734.92 1.132 

10 177.444 176.73 0.714 3718.950 3717.93 1.020 
11 194.397 193.58 0.817 3701.997 3701.08 0.917 
12 211. 197 210.29 0.907 3685. 197 3684.36 0.837 
13 227.847 226.87 0.977 3668.547 3667.79 0.757 
14 244.345 243.31 1.035 3652.049 3651. 35 0.699 
15 260.693 259.61 1.083 3635.700 3635.04 0.660 
16 276.889 275.79 1.099 3619.504 3618.87 0.634 
17 292.938 291.84 1.098 3603.456 3602.82 0.636 
18 308.834 307.76 1.074 3587.560 3586.90 0.660 
19 324.585 323.56 1.025 3571.809 3571.10 0.709 
20 340.186 339.23 0.956 3556.208 3555.42 0.788 
21 355.641 354.79 0.851 3540.753 3539.87 0.883 
22 370.952 370.22 0.732 3525.441 3524.44 1.001 
23 386.121 385.54 0.581 3510.273 3509.12 1.153 
24 401. 151 400.74 0.411 3495.243 3493.92 1.323 
25 416.041 415.82 0.221 3480.353 3478.84 1.513 
26 430.795 430.79 0.005 3465.599 3463.87 1.729 
27 445.417 445.64 -0.223 3450.977 3449.01 1.967 
28 463.697 463.93 -0.233 3432.697 3430.73 1.967 
29 481. 761 482.05 -0.289 3414.633 3412.61 2.023 
30 499.642 500.00 -0.358 3396.751 3394.66 2.091 
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7.8. NUMERICAL EVALUATION OF ONCE-THROUGH VERSUS BRINE RECIRCULATION 

MSF PLANT DESIGN: 

So far. the stress in the previous sections was concentrated on 

brine recirculation HSF process. The most fundamental type of this 

process is the once-through (aT) HSF process. However. this type of 

process (i.e. aT) does not seem to have received enough numerical 

investigation in the available literature. Therefore, in this section 

the once-through. (aT). process is evaluated numerically with comparison 

with the brine recirculation process. The later type is represented by 

AL-KHOBAR II plant. designed in section (7.3). Seven design variables 

(assuming constant heat transfer area). as well as the top brine 

temperature need to be specified. (see section 7.2). to design a 

once-through HSF process. To design an equivalent once-through plant to 

AL-KHOBAR II brine recirculation plant on the basis of the production 

and the operating conditions. the numerical values of the needed design 

variables. (X
f

• T
f

• Pt' T • P • D. Tb • and T ), are taken from Table 
• • .IX 

(7.3). In this case. (case A). the maximum brine temperature is 90 C. 

However, since the seawater concentration factor {the ratio of total 

dissolved solids to the dissolved solids in standard seawater, (34483 

ppm). Dukler (1971]}. in this case. is equal to about 1.65. the maximum 

brine temperature may be taken as much as 120 C (for acid treated feed), 

Simpson (1967]. This is considered here as (case B), (using the same 

specification as case A except that T = 120 C) 
.IX 

Table (7.19), Brine Recycle and Once-through Processes 

M!Un Results. 

Parameter Once-though Brine recycle 

Case A B 

T 90 (C) 120 (C) 
.IX 

Specific heat x 10 3 

2 transfer area (m hr/kg) 63.24 38.67 72.8 

Specific heat consu-

mption (kJ/kg) 377.73 222.19 355.48 

Makeup flowrate x 10 -5 120.014 73.2553 56.4023 

By running the program for these two cases, the solution is 

obtained in 6 iterations. and 0.46 second CPU time. The accuracy of the 
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final answer is controlled by using the same convergence criterion as 

used in section 7.3. (equation 7.1). for AL-KHOBAR II plant. Table 

(7.19) gives the main points in the computed results. In the light of 

the results obtained. the following points may be inferred; 

[A] To produce the s~e capacity. the makeup flowrate required by the 

once-through plant is about two times (case A) or 25 ~ (case B) 

greater than that required by the brine recirculation MSF plant. 

This is one of the reasons why once-through process is not used 

in large scale desalting of seawater. 

[B] The specific heat transfer area required by (OT) process is about 

13 ~ (case A) or 35 X (case B) which is less than that needed for 

brine recirculation MSF plant. This may be because of the 

possible large flashing temperature range and the lower boiling 

point elevation in the (OT) process. 

(C] The specific heat demand in the brine heater of (OT) process is 

about 5.9 ~ (case A) higher and about 37.5 ~ (case B) which is 

less than that demanded for the brine recirculation plant. This 

may be attributed to the difference of adopted T . 
MX 

[D] The (OT) process has a simple plant operation with few process 

controls. 

[E] The (OT) low brine concentration. in some cases. provides scale 

free operation. and even it is possible to operate without 

chemical treatment for extended periods of time. Steinbruchel 

[1980]. 

So. in brief. the operating cost for (OT) system is much higher 

than that required for brine recirculation process. However. the Capital 

cost for the second process is much higher than the first. Therefore. 

the optimum choice between the two process configurations should be 

based on the minimum total cost according to the plant location site. 



- 139 -

7.9. CONCLUSIONS: 

The main deduced points in this chapter may be summarized under 

four different titles, viz; design and simulation calculations, 

evaluation of the proposed technique and the approximation assumptions, 

brine recirculation and once-through HSF process, and finally, the 

developed programs and the proposed technique characteristics. 

~ Design and Simulation (or performance) calculations: 

[a] For a given number of stages, the program system using VTBVT 

technique computes design variables such as: area, externally 

supplied steam rate, stage temperatures and flowrates, etc ... , 

such results are directly useful in design analysis. 

[b] The convergence rate of the simulation calculations is not 

significantly affected by the use of unsatisfactory initial 

values. With very poor initial approximation only six to seven 

iterations are needed to obtain the correct solution. On the 

contrary, a better estimate on the first approximation for the 

design problem will give more rapid convergence. 

[c] The required number of iterations for both simulation and design 

calculations are not affected significantly by increasing the 

process units (stages). Also, the computation does not get more 

complicated as the plant size increases. Conversely, of course, 

the computational time requirements are increased as the number 

of stages increases. 

[d] The transition from simulation problem (with fixed unit 

operation conditions) to a design problem (with some design or 

operating specifications instead) has little effect on the 

required number of iterations. In other words, the convergence 

of the design problem (6 iterations) is slightly faster than 

that of the simulation problem (7 iterations), starting the 

solution in both calculation types at the same point. 

[el By taking the input parameters for the simulation calculations 

of AI-KHOBAR II plant from the output of the design calculations 

for the same plant, the accuracy comparison of the final results 

of both calculation type indicates a very good agreement between 

the results. This may illustrate the flexibility, and 

reproducibility of the program and the accuracy of the results. 

[fl The ability of the developed program to carry out performance 

calculations under different operating conditions is 
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exemplified. The effect of changing feed seawater temperature 

and the brine recirculation flowrate on the performance and the 

reproducibility of the considered AL-KHOBAR II plant are 

stUdied. The results of this study are used to plot a 

"performance map" for this plant. This map can be used by both 

the designer and the operator for many and accurate 

investigations, of the plant performance and the controlling 

variables. This may show one aspect of many possible practical 

applications of the simulation calculations. 

~ Evaluation of The Proposed Technique And ~ Approximation 

Assumptions: 

[a] One of the advantages of the proposed vrBvr technique is: a 

large problem can be divided to a number of small problems. 

Thereby, the initial values need only to be guessed for the 

first matrix. Instead, all the problem variables need to be 

initialized for Newton Raphson technique. 

[b) On the basis of the number of iterations, the (NR) method is 

slightly faster (4 iterations) than the vrBvr technique (5 

iterations), starting at the same initial guessing, (0.9 of the 

final results). However, the proposed vrBvr may still be a 

faster technique in terms of comput1ng t1me. CPU t1me required 

for FICHTNER plant simulat10n by (NR) method 1s f1ve times CPU 

t1me needed by the vrBvr technique to carry out the same 

calculation type for the same plant. 

III. Brine Recirculat10n and Once-through MSF Process: 

The design of once through process is evaluated numerically in 

comparison with the recirculation brine process. The once-through 

flash1ng process has many advantages over the second process such as; 

f1rst, it is a simple plant operation with few process controls. 

Furthermore, it requires a lower heat transfer surface. And finally. its 

loW brine concentration may provide scale free operation. Bes1des, like 

any other desalination process, it has a number of d1sadvantages. 

Therefore, the choice between the two processes should be based on the 

minimum total operating costs according to the plant location site 

prices. 

IV. The Developed Algorithms And The Proposed Technique Characteristics: 

[a] Example problems presented 1n this chapter show that the developed 
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program using VTBVT technique has several advantages. Besides competing 

very well with existing methods (e.g. Tridiagonal matrix model by Helal 

(1985), and stage to stage calculation program by Homig (1978) the 

program is flexible enough to be used as a design and/or simulation tool 

for either a recirculating or once-through HSF configurations, under a 

wide range of design constrained and operating parameters. Also, the 

VTBVT algorithm is simple and easy to program. 

[b) From the performance and the results reported in this chapter, the 

reader may realize that the developed program using VTBVT technique is 

fast, stable, reliable, efficient, and has more convergence 

characteristics than the developed program using NR method. In fact, all 

these characteristics make the proposed VTBVT technique feasible. 
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CHAPTER 8 

DESIGN AND SIMULATION OF MULTIPLE EFFECT 
EVAPORATION [MEE] PROCESSES. 

8.1. INTRODUCTION: 

In the field of thermal desalination, the Multiple Effect 

Evaporation (HEE) process is one of the main techniques. In this 

chapter the developed program, using the proposed VTBVT technique, is 

used to solve some of the problems facing the evaporator designer and 

the plant operator. 

Usually the designer seeks to determine the heat transfer area and 

the best flowsheet configuration from the economical point of view. 

Section (8.2) illustrates the capability of the program to perform the 

design calculations for different configurations of an MEE plant. 

The accuracy, the efficiency, and the validity of the developed 

program using the VTBVT technique are examined in sections (8.3) and 

(8.4). This is performed by comparing the convergence behaviour and the 

final results of both the design and the simulation calculations of ten 

effects with heat recovery system. Moreover, the performance 

calculations for the same MEE desalination plant is performed using 

Newton Raphson (NR) technique to examine the validity of the assumptions 

proposed in chapter 5 to develop the VTBVT technique. This is achieved 

by comparing the behaviour during the iterative solution and the 

accuracy of the final results of both techniques (NR & VTBVT) (See 

Appendix {E} for presentation of these results). The stability of the 

VTBVT technique under a wide range of the initial guess is examined, see 

Appendix {F}. This is achieved by solving the above performance problem, 

starting with four different initial linear temperature profiles. 

In section (8.5) the examination of the behaviour of an existing 

(or detailed design) plant under operating conditions other than those 

used for the design calculations is illustrated. Three different 

performance calculation cases are considered. The solution of these 

cases (or the combination of some of them) demonstrates how the 



- 143 -

developed package can be used to predict the right operatlng condltlons 

for the "off design" problems. For example, what changes in the 

operating conditions must be performed if it is desired to operate a 

plant under a "partial load" conditions 1. Discussion of this point is 

presented in the subsection (8.5.2). Also, presented in the subsection 

(8.5.3), is the answer of the question "how to keep a constant water 

production rate in the face of changing the plant configuration by 

bypassing one of its effects and its associated preheaters". 

Section (8. 6) contains a summary of all the results obtained in 

this chapter and conclusions about it. 

8.2. DESIGN OF MULTIPLE EFFECT EVAPORATION VITH IMPROVED HEAT ECONOMY. 

The cost of the product water of any desalination plant can be 

reduced by reducing the energy and the capital costs of that plant. One 

of the most important questions which may face the designer is: how the 

energy consumption of a considered plant can be reduced 1. In other 

words how to improve the steam economy (kg product/kg steam) of a plant. 

In fact. the steam economy of a multiple effect evaporator is 

primarily a function of the number of its effects. However. another 

important factor which is the subject of this section, 1s the heat 

exchange between the various plant streams and especially the recovery 

of the heat from the evaporator outlet streams. 

Five different flowsheet problems are used to illustrate the 

capability of the developed program to perform a steady state 

calculation to determine the proper heating areas of evaporators and 

heat exchanger$. The solution of these problems may also show the 

efficiency of the program to tell the designer how much surface would be 

necessary; where this surface should be located in the flowsheet; which 

type of the heat recovery units can perform properly; and how good a 

heat economy can be attained at the beginning stage of the design 

calculation so as to avoid doing lengthy calculations. some of which may 

prove later to be a waste of time. 

The multiple effect evaporation system can be designed with effects 

of varying size. However. unless there are strong reasons for the 

contrary. it is usually desirable to make all the effects identical 

(i.e. with equal heat transfer area). This makes the maintenance much 
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easier and lowers the capital cost. 

The design calculation discussed here is concerned with six effect 

seawater desalination plant with equal heat transfer area. The basic 

configuration is arranged as in Figure (8.1). In such a plant the 

direction of feed flow through the evaporators is forward. This 

flowsheet contains fifty nine variables, out of which are 19 for the 

component variables, 16 for the temperature variables, 1 area variable, 

and 23 for the pressure variables. However, the program generates 14 

equations for the component matrix, 13 equations for the temperature 

matrix and generates 20 equations in the pressure matrix. Having 

defined the degree of freedom of the system, the design calculation is 

started based on the data given in Table (8.1), producing results, some 

of which are tabulated in Table (8.2). 

* Table (8.1), DeSign Data For Six Effect Evaporators. 

Steam temperature. 
Seawater feed temperature. 
Cooling water temperature. 
Sat urated temperature of 
vapour from the last .lffect. 
Rate of product x 10 
The dissolved salt in feed 
The dissolved salt in cooling water 
The dissolved salt in the exit brine 
Steam pressure" 
Feed water pressure 
Cooling water pressure 

373.15 K 
302.50 K 
302.50 K 

319.2611 K 
453.587 kg/hr 

3.5 ~ 

3.5 ~ 

7.0 ~ 

101 kPa 
101 kPa 
101 kPa 

* Estimated values of overall heat transfer coefficient of the 

preheaters are fed into the input data as follows; Sherwood (1963). 
2 • For water/water heat exchangers U = 4088 kJ/m.K.hr 
2 • For water/condensing vapour heat exchangers U = 7155 kJ/m.K.hr 

In the process described by the flowsheet Figure (8.1), the 

seawater feed temperature enters the first effect at the normal seawater 

temperature (as shown in Table (8.1». It can be seen from Table (8.2), 

that the plant under this operating condition has low steam economy. In 

fact, this is because the feedwater is preheated up to its boiling 

temperature by the supplied steam in the first effect. At the same time, 

a considerable amount of that heat leaves the evaporators in the form of 

discharged vapour and hot condensate. So, by recovering the heat loss, 
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the steam economy of the plant should be improved. Practically, it would 

be beneficial to preheat the feed as much as possible by recovering heat 

from some of these streams. 

(Table ~ Some of The Final Results 2f 
Design of HE[ With Different ~ Recovery Systems 

~ 
Figure Figure Figure Figure Figure 
(8.1) (8.2) (8.3) (8.4) (8.5) 

Variable 

Steam consumption 148.792 109.615 84.7146 86.8115 123.859 
x 10- 3 kg/hr 

Product water 

x 10- 3 kg/hr 453.578 453.578 453.578 453.578 453.578 
Steam economy 
kg waterlkg steam 3.04 4.13 5.35 5.22 3.66 
Cooling water 

flowrate x 10- 3 4201. 75 3367.75 2132.15 2386.76 3688.51 _ ..... _._._ ......... _ ......... __ ... _-- _ .. _. __ ._ ............ .... _-.. _ ......... _ ... ................................. - ---_ ... _ ............. ............... u ............. 

Heat transferl 

effect (m2 ) 2139.44 1968.01 1752.89 1733.30 1278.86 _ ............................. _ ... _-----_ .. _._ ... _-_ ........... ....... __ . __ . __ .. _. 
... .. •••••••••••• .. ••••• .. • •• h ..... ---_ ................... _ ............................... 

Heat recovery 

units area (m2 ) 

CONDl 4758.39 1027.32 1027.32 1025.88 1027.32 
COND2 3813.74 2414.54 2702.85 4176.96 

VBl 791. 95 829.23 402.81 
VB2 784.52 835.76 402.83 
VB3 779.91 857.25 504.82 
VB4 778.14 883.38 504.82 
VB5 779.47 915.22 1021. 02 ------_ ........... _._------ ------_ ........ --_ ... -._-_ ... . __ ... _. __ ......... _- --_. __ .............. ....... u······· __ ..... u. 

Total (m2) 4758.39 4841.06 7355.85 8049.57 8040.58 
Condensate-heat'-'-'- -_ ... _-_ ............ ....... __ ... _-........ . .......................... _ .. __ ... ___ .u .•••••.. ....................... -.•... 

exchanger area 2 m 
HEX 1 115.26 94.50 69.3 
HEX2 176.95 175.05 69.3 
HEX3 246.93 246.07 305.14 
HEX4 304.51 310. 12 414.48 
HEX5 328.88 368.94 -_ ...... _ ............ --......... __ ....... _ ... . _._--_ ................. . ... _ ...................... . .............................. 

• --.. ••••••• •••••• u ..... . .............................. 
Total (m2) 1172.53 1194.68 858.22 
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From the practical point of view. the maximum brine feed 

temperature, on the one hand must be less than the condensation 

temperature of the heating steam, and it should be as high as possible 

on the other hand. However, it depends upon the scale control method 

used, and the concentration range selected for the plant, Simpson 

(1967). 

Below, for illustration, four alternatives are presented to 

improve the plant heat economy. The solution of these alternatives may 

demonstrate the capability of the developed package to perform the 

design calculation for a number of different cases including various 

combInations of the heat recovery feature. 

8.2.1. Heat Recovery From Intermediate Condensate. 

Some of the heat losses may be recovered by pumping the feed 

seawater through a number of heat exchangers, which brings its 

temperature up by recovering the sensible heat contained in the 

intermediate condensate from each effect (except the first effect). The 

heated feed is then entered into the fist effect. This process is 

illustrated by Figure (B.2). 

In general, the latent heat available from the final vapour stream 

V6, is more than the heat required by the feed stream at the temperature 

of the final effect. Therefore. the extra latent heat is taken up by an 

auxiliary condenser (COND2) with Its own separate cooling water stream. 

The cooling water of the primary condenser is the feed stream to the 

evaporation system. 

In this situation the specifications include the heat exchanger 

approach temperatures (the temperature difference at the limiting ends 

of the exchanger). A 2.77B K (5 F) minimum approach temperature is used, 

Sherwood [1963]. And the rest of the specifications are as shown before 

in Table (B.l). 

Using these specifications the problem is solved for the steady 

state of the system and the required heat exchanger area in nine 

iterations. Some of the results are tabulated in Table (B.2). As the 

results indicate, by using the condensate heat exchangers, the steam 

economy is improved and the heat transfer area per effect is reduced, 

however, more heat transfer area is needed for the feed heaters. 
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8.2.2. Preheating By Vapour Bleed. 

It is possible also to preheat the feed water using a certain 

amount of vapour bleed from each effect to raise up the feed water 

temperature to 2.778 K (5 F). (the temperature approach). less than the 

vapour temperature of that effect. Figure (8.3) illustrates the same 

multiple effect evaporator series. The feed seawater is preheated by 

passing through a series of external heat exchangers in which vapour 

bleed is used as a heating medium. The same specifications in Table 

(8.1) are Used as in the previous problem. Some of the results obtained 

are presented in the fourth column of Table (8.2). As the results 
3 illustrate. the steam consumption is 84.7146 x 10 kg/hr representing a 

reduction by a factor of 1.29 on the comparable figure for the previous 

flowsheet. Figure 8.2. 

8.2.3. Heat Recovery By Product Vaporization: 

The third alternative in this series. shows the possibility to 

improve the economy by vaporization of the condensate streams at reduced 

pressure. The flowsheet illustrated in Figure (8.4). cons1sts of the 

same units as the previous flowsheet Figure (8.3). Here the condensate 

heat exchangers are replaced by five flash units where heat is recovered 

from the discharging condensate streams by flashing. Also. using the 

same spec1fication as the previous example. the problem is solved after 

8 iterations. 

Interesting results can be seen from Table (8.2). On one hand. the 

steam consumption increases over the previous process (preheating by 

vapour bleed) by Just a factor of 1.024. on the other hand 100 ~ saving 

of the condensate heat exchanger areas is achieved. Therefore. compared 

with vapour bleed preheating process. the heat recovery process by flash 

tanks could be equally profitable even if the improvement in steam 

economy is somewhat smaller. because it may cost less for heat 

exchangers. 

8.2.4. Effect of The Flowaheet Configuration On The Process Econo~ 

In order to select the necessary modifications which bring the 

steam economy uP. several different configurations can be considered. 

The objective of the present example. which is the last example in this 

series. is to show that different configurations of vapour and liquid 

distribution and heat recovery system. in connection with the 

evaporation plant. can be easily accounted for with the aid of the 
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flexible developed program. 

According to Figure (8.3) (heat recovery by vapour bleeding) an 

interesting variation of this type of configuration can be achieved as 

illustrated in Figure (8.5). This system may be examined (or computed) 

because the distribution of the heating steam (with its high 

temperature) to two evaporators instead of Just one may improve the heat 

transfer coefficient and consequently lower steam consumption. 

By adopting the same specifications given in Table (8.1) the 

results are obtained after 8 iterations. Some of the final results are 

presented in Table (8.2). These results show that the steam consumption 
3 

~s 123.859 x 10 kg/hr, a 1.46 increasing factor on the configuration of 

figure (8.3). This may be because the steam consumption by a multiple 

effect evaporator increases with decreasing the number of effects in 

sequence. However, as the results indicate, the evaporator heat transfer 

area is 1278.86 m2, a 0.27 reduction factor on the configuration shown 

in Figure (8.3). 

From the previous analysis the following points can be concluded; 

• It may be clear from the considered examples that the design study 

would normally involve consideration of several alternative 

configurations. So quick calculations for these alternatives 

provides a good point of departure in the calculation of the full 

plant design. In fact, the flexibility of the developed program 

makes ita very powerful instrument for a better understanding of 

the way in which changing the various parameters affects the 

operation of an evaporation plant. For example, the effect of using 

different heat recovery units within a system and/or the effect of 

the changing of the configuration of the plant on the economy of 

the process can be quickly determined. It is thus possible to study 

a series of alternative possibilities in the design of a new plant 

or in the design of the rebuilding of an existing plant. 

•• The results show that the effect of heat recovery on steam economy 

can be quite big but it also depends on how the heat is recovered 

and reused. 
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8.3. DESIGN CALCULAnON OF TEN DfECT EVAPORATORS VITH HEAT RECOVERY 

SYSTEM. 

The main objectives of this section is to examine the convergence 

behaviour of the developed program (using the VTBVT technique) in 

performing a design calculation of a multiple effect evaporator (HEE) 

system. It is also hoped to clarify the capability of the program to 

perform the design calculation of a large scale multiple effect 

evaporator desalination plant with heat recovery system. 

The design of ten effects evaporation system with heat recovery by 

intermediate condensate and vapour bleeding, Figure (B.6), will be 

considered in this section as an example. This example is taken from 

Sherwood (1963). In fact, this problem is chosen because: first, as 

indicated in the previous section, the combination between a HEE system 

and a number of heat recovery units, in particular, intermediate 

condensate and vapour bleed beat exchangers, produces one of the most 

interesting flowsheet from the economical point of view. Secondly, this 

plant 1s considered one of the largest size of this type (multiple 

effect evaporator system) in the seawater desalination field. So, more 

confidence can be gained in the developed program as well as the 

proposed technique by solving such a plant. 

The mathematical .odel of this system 'requires a total of 203 

linear and nonlinear algebraic equations, for 203 stream variables (65 

component variables, B2 temperature variables, one area variable, and 55 

pressure variables). However, the program generates 61 linearized 

equations for the component matrix, 79 equations for temperature matrix, 

and 52 equations for the pressure matrix. Having defined the number of 

generated equations and variables~ the degree of freedom of the system 

can be defined. To start the solution, a number of variables matching 

the degree of freedom should be specified. To produce 453.5B7 x 

10 3kglhr , the design data given in the previous section, Table (B.l), is 

used. 

8.3.1. The Convergence Behaviour Of The Design Calculation: 

The convergence properties of the developed program, (using the 

proposed VTBVT technique), for the solution of the design problem 

considered here, can be illustrated by Table (B.3). The table shows a 

list of the successive values of some variables, such as, vapour 

temperature (TVOlTf). vapour flowrate (FVOlTf) out of each effect, and the 
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evaporator area of heat transfer. 

Starting with the initial guessing values given in Table (8.3,a) the 

final solution is reached within the tolerance of 0.S·10-~ after 8 

iterations, and the total CPU time required to solve the problem on the 

Amdahl 580 computer is approximately 0.52 second. 

The progress of the convergence of FVOUT and TVOUT during the 

iteration process along the plant may become clearer by giving attention 

to Figure (8.7), the vapour flow rate profile is brought into existence 

at the second iteration. And at the third iteration, the solution is 

nearly converged. The remaining five iterations merely perform fine 

adjustment to satisfy the convergence criterion. With reference to 

Figure (8.8) it is noticed that the solution is approached very rapidly 

by the end of the first iteration. This is achieved although the initial 

guess is far from the final solution. 

An interesting observation that can be noticed from the above 

figures and the results obtained in the previous section for the 

flowsheet Figure (8.3) (6 effects) is that the number of iterations 

required to obtain the final solution for ten effect evaporators is the 

same as that required for Just 6 effect evaporators (see the previous 

section). Therefore, it can be concluded that the increase in the number 

of units (of the same type) does not increase the number of iterations. 

However, the CPU time required increases with increasing the number of 

variables (i.e. the size of the problem) because the arithmetic 

operations increase as well. Another simple conclusion that can be 

derived from Table (8.3) and Figures (8.7) & (8.8) is that the vapour 

flow rate variables (FVOUT) converge to the accuracy of 4.04 • 10-~ in 8 

iterations; in comparison the area of heat transfer variable is 
-4 

converged to the accuracy of 6.6 • 10 , by the end of the 7th iteration 

and to accuracy of 5·10-~ after 8 iterations, which in fact seems too 

tight. So the accuracy of the vapour flow rate can be used as a stopping 

criterion for the design calculation (as well as the performance 

calculation) to produce an accurate enough evaporator heat transfer 

area. 
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Table (8.3) 

(8.3.A), Vapour Temperature Profiles (TVOUT) Along the E1ADl 
During the Iteration. ill 

Effect Initial Iteration Iteration Iteration 
number guess No. 1 No. 3 No. 8 

1 399.700 368.070 367.862 367.502 
2 399.500 362.937 362.562 362.899 
3 399.300 357.742 357.245 358.128 
4 399.100 352.490 351. 917 353.178 
5 398.900 347.165 346.566 348.041 
6 398.700 341.751 341. 176 342.707 
7 398.500 336.254 335.753 337.168 
8 398.300 330.670 330.294 331. 417 
9 398.100 325.009 324.802 325.450 

10 397.900 319.261 319.261 319.261 

(8.3,B). Vapour Flowrate Profiles (FVOUT) along the Plant 

During the Iteration lkg/hr x lQ-31 

Effect 
number 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

Iteration Iteration Iteration 
No. 1 No. 2 No. 4 

63.835 47.793 47.688 
59.780 47.497 47.466 
55.702 47.145 47.186 
51.605 46.714 46.815 
47.489 46.184 46.326 
43.357 45.533 45.686 
39.209 44.747 44.869 
35.047 43.811 43.848 
30.873 42.716 42.599 
26.690 41.448 41. 104 

(8.3.e). Evaporator Heat Transfer ~ 
During the Iterative Solution 

Iteration Area (m2
) 

Initial guess 397. 
1 - 1. 668 x 107 

2 0.127 x 107 

3 1. 438 x 103 

4 1. 814 x 103 

5 1.800 x 103 

6 1. 8061x 103 

7 1.8049x 103 

8 1. 805 x 103 

Iteration 
No. 8 

47.692 
47.449 
47.150 
46.769 
46.276 
45.643 
44.846 
43.859 
42.664 
41.240 
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Table (8.4) contalns the calculated heat transfer areas and the 

dutles of all the unlts constructing the plant. Among the results 
3 produced. is the steam consumption (53.3716 x 10 kglhr.) which 

represents a reduction by a factor of 1.58 on the comparable figure for 

the 6 effects evaporation system. with the same heat recovery unit types 

(Flowsheet Figure (8.3) in the previous section). In fact the reduction 

of the steam consumption is achieved at a sacrifice of increasing the 

evaporator heat transfer area by a factor of 1.4 on the same plant. 

A complete output report of the final results of all the variables 

(components. temperature. pressure) for all the streams out of all the 

plant units is shown In Appendix {G}. 

8.4. THE PERFORMANCE CALCULATION OF TEN EFFECT EVAPORATORS VIm HEAT 

RECOVERY SYSTEM. 

As illustrated In the previous sections. the designer of an 

evaporator system is usually interested in performing a steady state 

calculation to determine the proper heating areas of evaporators. heat 

exchangers. as well as the proper design configuration (vapour and 

liquid streams) for a particular process. However. one of great interest 

for the customer. the operating engineer. as well as the design 

engineer. is the question of how a given. i.e. a complete designed or 

already existing. plant will perform if one or more of the parameters. 

like capacity. and/or sea water feed temperature etc ...• are changed. 

The capability of the developed program (using the proposed VTBVT 

technique) to find an accurate answer to questions such as the above one 

within reasonable computing time will be illustrated in this and the 

subsequent sections. 

To exemplify the efficiency of the developed package to carry out 

the calculations of different cases of an MEE plant simulation. the 

designed plant in the previous section (ten effect evaporators with heat 

recovery system. Figure (8.6» is considered. 
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Table (8.4) 

~ Ai Vapour Bleed Heat Exchangers Design Results 

unit area (m2
) load (k~~) LHTD (K) 

name x 10 

VB1 484.37 1.602 4.622 
VB2 478.90 1.575 4.596 
VB3 474.26 1.552 4.574 
VB4 470.31 1.533 4.556 
VB5 467.02 1. 517 4.540 
VB6 464.61 1.504 4.528 
VB7 461.80 1.439 4.517 
VB8 459.81 1.483 4.508 
VB9 458.15 1.476 4.501 

2 U = 7155 kJIhr. m . K 

(8.4. ~ Design Results of the Primary and 

Auxiliary Condensers 

2 load (kJ/hr) LHTD (K) unit area (m ) 
name x 10. 7 

COND10 915.53 5.096 7.780 
(Primary) 

COND11 861. 72 4.797 7.780 
(Auxiliary) 

(8.4. ~ Design Results of the Evaporator Units 

2 load (k~$hr) unit U [kJ/hr.I!':! A T 
eff. 

name K) x 10 x 10 [K) 

EFF1 131. 226 12.05 5.086 
EFF2 127.280 9.239 4.023 
EFF3 123.191 9.267 4.168 
EFF4 118.950 9.280 4.322 
EFF5 114.548 9.270 4.483 
Eff6 109.977 9.232 4.650 
Eff7 105.231 9.159 4.821 
Eff8 100.304 9.045 5.995 
EFF9 95.191 8.884 5.170 
EFF10 89.888 8.871 5.344 
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(8.4. Ul Condensate Heat Exchanger Areas 

Unit name Area (m2) 

HEX 1 44.76 
HEX2 86.19 
HEX3 124.88 
HEX4 161. 28 
HEX5 195.63 
HEX6 228.18 
HEX1 259.03 
HEX8 288.28 
HEX9 316.01 

U • 4088 
2 

kJ/m .hr.K 

As demonstrated in the previous section, 202 variables are 

comprised by 72 streams that belong to this particular plant. However, 

only a total of 192 equations are generated by the program. So, to start 

the solution a number of variables matching the degree of freedom of the 

system have to be specified. They are four component variables, three 

temperature variables as well as three pressure variables. 

Different combinat1ons of the specified variables (each includes 

ten specified variables) can be used to start the solution of different 

simulation cases, as will be shown in the following section. 

The principle objectives of this section are: firstly, the 

investigation of the capability of the developed program and the 

proposed technique to perform the performance calculations for such a 

large HEE desalination plant; secondly. studying the behaviour of the 

proposed VTBVT technique during its progress to the final solution of 

the performance evaluation problem. And comparing this behaviour with 

that of the solution during the design calculations (presented in the 

previous section). Thirdly. the analysis of the accuracy of the results 

by comparing the final results obtained by the performance calculations 

and that obtained in the previous section USing the design calculations. 

Some of the specifications used in this section to carry out the 

performance calculation (case I) were used in the design problem. Table 

(8.1), and the remainder of the specificat10ns are obta1ned from the 

results of the design calculations, Table (8.4). 
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In fact, it should be mentioned here that this type of 

calculations, "formal performance calculations", is most appropriate for 

sensitivity analysis of the performance of the plant under any change of 

the operating conditions. 

8.4.1. The Behaviour Of The VTBVT Technique During The Performance 

Calculations Of Ten Evaporators Vith Heat Recovery System: 

To start the solution of this problem, USing the proposed VTBVT 

technique, 82 temperature variables are guessed. Table (8.5) shows the 

initial values of the vapour temperature profile (TVOUT) along the 

plant, and some of the succeed1ng values, as well as the final 

temperature profile results. While, Table (8.6) comprises some of the 

successive values of the vapour flowrate out of each effect along the 

plant, the numerical values listed in the above tables are plotted in 

Figures (8.9, a,b). As shown in Figure (8.9,a) the vapour temperature 

profile (TVOUT) is guessed as a linear profile, which 1s far from the 

final solution. It is also noted that all the successive profiles are 

approximately linear with different slopes. The final trend of the 

temperature profile is well established after 6 iterations. By the end 

of the 7th iteration the solution is almost converged. The remainder of 

the fourteen iterations merely performs fine adjustment to satisfy the 

convergence criterion. 

The steady progress of TVOUT to the final solution may become clear 

by g1ving attention to F1gure (8.10,a) which illustrates the convergence 

progress of the TVOUT variable out of only one effect (effect number 5). 

Table (8.5) 

Vapour Temperature Profiles (TVOUT) along the Plant 
During the Iteration, iKl 

Effect Ini tial Iteration Iteration Iteration 
number guess No.2 No. 7 No. 14 

1 399.700 375.494 367.694 367.500 
2 399.500 371. 730 363.072 362.892 
3 399.300 368.060 358.292 358.116 
4 399.100 364.489 353.346 353.163 
5 398.900 361.024 348.228 348.022 
6 398.700 357.675 342.931 342.685 
7 398.500 354.460 337.454 337.144 
8 398.300 351. 426 331.800 331.392 
9 398.100 348.721 326.001 325.424 

10 397.900 346.761 320.200 319.237 
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Table liL..§l 
Vapour Flowrate Profiles (FVOUT) along ~ Plant 

l)uring the Iteration [kg/hr x 10.31 

Effect Iteration Iteration Iteration Iteration 
number No. 1 No.2 No. 7 No. 14 

1 37.868 64.196 41.912 47.728 
2 33.824 62.012 41.636 47.483 
3 29.169 59.720 41.311 47.183 
4 25.703 57.323 46.906 46.799 
5 21.629 54.804 46.395 46.303 
6 17.549 52.098 45.149 45.666 
7 13.463 48.983 44.946 44.866 
8 9.373 44.804 43.949 43.819 
9 5.281 37.641 42.659 42.687 

10 1. 189 21. 946 40.695 41. 283 

Figure (8.9,b) explains the convergence attitude of the vapour flow 

rate (FVOUT) distribution along the plant. About seven iterations and 

0.45 second of the computer time are required for setting up the vapour 

flow rate profile. By the end of the 14th iteration and after total CPU 

time of 0.74 second, the final distribution of FVOUT along the plant is 

obtained. Following the same way of illustration, the response of the 

vapour flow rate out of the fifth effect is recorded and plotted as 

shown in Figure (8.10,b) 

8.4.2. Comparing The Design And The Performance Calculations Behaviour. 

The design and the performance calculations using the VTBVT 

technique start at the same initial values. Also, the solution is 

computed to the same accuracy (i.e. using the same convergence 

criterion). However, Figures (8.11) shows that the rate of convergence 

of the design calculations is faster (8 iterations, 0.52 second CPU 

time) than that of the performance calculations (14 iterations, 0.14 

second CPU time). This difference in the rate of convergence may be due 

to the fact that in both types of the calculation, different forms of 

the linearized heat transfer equations of the evaporators are used. 

Also, in the problem of performance calculations, the heat transfer 

equations for the heat exchangers are adopted (where the heat transfer 

area is specified). Instead, in the design problem, the relation between 

the output streams temperatures are related by the specified approach 

temperatures (see chapter 5 for more details). Therefore, different 
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representations of a mathematical model can produce different rates of 

convergence. 
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THE CONVERGENCE BEHAVIOUR OF THE VTBVT TECHNIQUE 

8.4.3 Comparing The Final Results of The Design And Performance 

Calculations: 

The proper specifications for the simUlation problem are taken 

from the output of the design calculations, as mentioned before. More 

confidence can be gained in the val1dity and the flexibility of the 

developed program and the proposed technique if the output results of 

both types of calculations (design & simulation) are matching each other 

(within acceptable fractional error). 

In this section, the reproducibility of the performance calculat10n 

results will be examined. This can be achieved by comparing the final 

results of the design and performance calculations. Tables (8.7) and 

(8.8) give the numerical results of this comparison. Table (8.7) shows 

the brine temperature profile (TBOUT) , vapour temperature profile 

(TVOUT) along the plant as well as the absolute error between both types 

of calculation. In Table (8.8) the calculated brine flow rate, vapour 

flowrate and the absolute error are listed as a function of the effect 

number. From the results tabulated in both tables it is quite clear that 

the results of the design and the simUlation calculations are 1n good 

agreement, where the maximum fractional error for TBOUT is (7.36 ± 0.61) 

x 10. 5, (7.622 ± 0.61) x 10-Sfor TVOUT and (6.347 ± 0.004) x 10-4for 

FBOUT, (1.0421 ± 0.0048) x 10-3for FVOUT. 

In fact, this very small dev1at1on in the final results should be 
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expected because both types of calculation follow a different path to 

the final solution. The design calculation path is much shorter (8 

iterations) than that followed by the performance calculations (14 

iterations). As a result. the number of the mathematical operations is 

dIfferent, and thereby. the amount of round off error is dIfferent as 

well. Furthermore. as introduced previously in chapter 7. although the 

Table (8.7) ComparIson between the Temperature 

ProfIles !2L §n MEE E1!nt ~ Calculated ~ the Design and 

the Simulation Calculations 

EFFECT T80UT (Ie) TVOUT 

NO. 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

DESIG. SIHUL. ERROR DESIG. SIHUL. 

368.064 368.062 0.002 367.502 367.500 

363.479 363.474 0.005 362.899 362.892 

358.729 358.720 0.009 358.128 358.116 

353.803 353.791 0.012 353.178 353.163 

348.692 348.677 0.015 348.041 348.022 

343.388 343.370 0.018 342.707 342.685 

337.883 337.862 0.021 337.168 337.144 

332.171 332.148 0.023 331. 417 331. 392 

326.246 326.222 0.024 325.450 325.424 

320.106 320.083 0.023 319.261 319.237 

DESIG.= design calculation 

SIHUL.= simulation calculation 

ERROR = DESIG.-SIMUL. 

(10 

ERROR 

0.002 

0.007 

0.012 

0.015 

0.019 

0.022 

0.024 

0.025 

0.026 

0.024 
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Table ~ Comparison between the Calculated Flowrate Profiles 

along !n HEE Plant Yiin& the Design and Simulation Calculations. 

EFFECT FBOur -3 x 10 kg/hr FVOur x 10 - 3 kg/br 

NO. DESIG. SIHUL. ERROR DESIG. SIMUL. ERROR 

1 859.4919 859.4561 0.0359 47.692 47.728 -0.036 

2 812.0430 811.9729 0.0701 47.449 47.483 -0.034 

3 764.8931 764.7910 0.1021 47.150 47.183 -0.033 

4 718.1240 717.9919 0.1321 46.769 46.799 -0.030 

5 671.8479 671.6890 0.1589 46.276 46.303 -0.027 

6 626.2061 626.0229 0.1831 45.643 45.666 -0.023 

7 581. 3601 581. 1570 0.2031 44.846 44.866 -0.020 

8 537.5010 537.2781 0.2229 43.859 43.879 -0.020 

9 494.8369 494.5911 0.2458 42.664 42.687 -0.023 

10 453.5969 453.3091 0.2878 41.240 41. 283 -0.043 

Table ~ 

~ Convergence Characteristics of The VTBVT Technique 

[a] Design Calculations [b] Performance Calculations 

Where; 

Iteration Error 

1 21083.34 
2 1105.35 
3 4.1688 
4 0.0211 
5 0.2452 
6 0.04488 
7 0.0017168 
8 0.00004045 

II k+' k 2 Error = E (FVOur - FVOur ) 
i 

N Total number of effects 

The present effect number 

Iteration 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 

FVOur Vapour flowrate out of an effect. 

Error 

4817.78 
9673.81 

520.354 
32.8621 
32.06822 

1.088605 
1.056326 
0.091893 
0.082398 
0.0056413 
0.0039291 
0.0003511 
0.0001766 
0.00004524 

(8.1) 



- 169 -

iterations are terminated as soon as the convergence criterion is 

satisfied, the stopping point is varied from one path to another. In 

this particular case, the chosen convergence criterion is 0.5 x 10- 4and 

the results show that the stopping criterion for the design calculation 
-4 -4 is 0.4045 x 10 on the contrary, 0.4524 x 10 for the simulation 

calculation, see Tables (8.9,a and b). 

The performance calculation for the same desalination plant, Figure 

(8.6), is performed using Newton Raphson technique, with the same 

specifications used in the previous section. This is performed to 

examine the validity of the proposed assumptions for developing the 

VTSVT technique. Newton's method converges to the final solution faster 

(6 iterations) than the VTSVT technique (14 iterations). However, the 

computation time required by the VTBVT technique to perform the 

performance problem is only one third of that required by Newton's 

method. This great advantage may make the VTBVT technique more 

practically attractive. 

Extensive testing is applied to the computer program to ensure 

confidence, reliability and efficiency of the proposed technique in 

solving the MEE problems. In this aspect, the final results obtained by 

NR and the VTBVT techniques are highly consistent, taking into 

consideration the effect of the round off error and the stopping 

criterion. For a further discussion of the above points, see Appendix 

{E} • 

The VTBVT technique shows much stability, where the solution 

always converged, starting with any linear temperature profile as an 

initial guess between 300 - 450 K, see Appendix {F} for more details. 

8.5. SIMULATION STUDY CASES OF ME! PLANTS. 

One of the main aims of the simulation of thermal desalination 

plants is to study the behaviour of an existing (or detailed design) 

plant under operating conditions other than those used for the design 

calculations. Such study would produce good information for the plant 

operators to make the most efficient use of the plant and to avoid 

conditions which could affect the production rate of the plant. 

There are many "off design" conditions which may arise during the 

operation of an MEE plant. For instance, when the plant is new ( or 
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after retubing the heat transfer surface) the effect of the fouling 

factors are practically zero. Under these conditions, operation at the 

design temperature range would lead to an output above the design value. 

If the seawater feed rate to the plant is not correspondingly increased, 

the maximum brine concentration could exceed the maximum allowed value. 

Similarly, if the fouling inside an operating plant exceeds the 

design values, this would lead to a decrease in the design output of the 

plant. So, to keep the product constant. the reduction of the overall 

heat transfer coefficient (due to increasing the fouling) should be 

compensated for by increasing the steam consumption. Also. it would be 

required to compensate the increase in the steam consumption by 

increasing the cooling water flow rate. Equally, the same situation can 

arise if the feed sea water temperature increases. 

Furthermore, if one of the effects of the plant (and/or its 

associated heat exchangers) is bypassed to be isolated for cleaning or 

retubing without having to shut the plant down, the required operating 

conditions should be correctly predicted to keep the production of the 

plant constant. 

Besides the solution of the above problems, the answer to the 

question of what changes in the operating conditions must be performed 

if it is desired to operate a plant under "partial load" conditions can 

be obtained by the developed program. 

As introduced in section (8.3). ten variables are required to be 

specified to perform the performance calculations for the HEE plant 

shown in Figure (8.6). For illustration purpose three different 

combinations, each includes 10 variables are presented in Table (8.10). 

The solution of these cases (or combination of some of them) 

demonstrates how the developed package. using the proposed VTBVT 

technique, can be used to predict the right operating conditions for the 

·off design" problems mentioned above. 



- 111 -

Table (B.l0). Different Specifications for the MEE Plant. Figure ~ 

Case No. Specified terminal variables Purpose 

I F
f 

, X
f 

, T
f 

, P
f 

, F , X Performance 
c c 

T , P , T , P Calculations 
c c • • ....................... n_._ .. ·_· ____ .u_ ... __ . __ ................. _ ........................ _ ............. _ ..... . --............... _._ ............... _ ..................... 

II X
f 

, T
f 

, P
f 

, F , X , T Calculating feed 
c c c 

P , T , P , D seawater for a 
c • • known product 

flowrate .... __ ....................... _. ... _-_._---_ ................. _ ....... _ ........................................ . ........................................................... 
III F

f 
, X

f 
, T

f 
, P

f 
, X 

c • T Calculating the 
c 

P , T , P , D cooling water flow-
c • • rate for known 

water product 

8.5.1. The Converlence Characteristics of Cases II And III: 

Discussion of the convergence behaviour of the iterative solution 

for case I (performance calculations) is presented in section (B.4). Ten 

plant evaporators with heat recovery system were used to exemplify that 

behaviour. Following the same way of illustration (for the same plant) 

the characteristics of the convergence behaviour of the solution for 

cases II and III will be clarified in this section. 

The convergence attitude of the iterative solution for case II is 

represented by Figures (B.12, a,b). In Figure (B.12,a) the progress of 

the convergence for the vapour temperature profile along the plant. is 

illustrated. While, Figure (B.12,b) explains the convergence behaviour 

of the vapour flow rate profiles during the iterations. As can be seen 

from Table (B.l1) and Figure (B.13), to reach the solution within the 
-2 error 0.961 x 10 , ten iterations and 0.58 second are required. And for 

more tight tolerance of 0.14BB x 10-~ fifteen iterations and a total of 

0.76 second CPU time will be sufficient. 
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Table (8. 11) 

Convergence Characteristics of The VTBVT Technique 

During the Solution of Cases II and III 

II 

Iteration Error = L (FVOur
k+' - FVOur

k
) 2 

i _, i 

number 
Case II Case III 

1 27249.582 4817.7813 
2 2700.859 1911. 5400 
3 219.985 450.518 
4 44.565 110.785 
5 18.968 26.4835 
6 8.350 6.2809 
7 2.846 1.4839 
8 0.6412 0.3531 
9 0.09021 0.08419 

10 0.009611 0.01982 
11 0.001334 0.004832 
12 0.0004114 0.001185 
13 0.0001883 0.000306 
14 0.00006106 0.0001269 
15 0.00001488 0.00002559 

16 

14 
12 

10 

•• C ... II 
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With respect to case III in table (8,10), the convergence behaviour 

is represented by plotUng the numerical results in Table (8.1t) in 

Figure (8.13). According to this figure, the solution converges almost 

exponentially after the second iteration. The final solution is reached 

in 0.79 second CPU time. 

On the basis of the above results, it may be concluded that: first, 

the rates of convergence of the three case studies in Table (8.10) are 

almost similar (14 - 15 iterations), therefore, it can be deduced that 

the direction of the flow information (the specifications) does not 

considerably change the convergence rate of the VTBVT technique; Second, 

the final results of all the above cases (I, II, III) are in remarkable 

agreement, this may confirm the validity and the reproducibility of the 

results. 

8.5.2 Studying The behaviour Of The ME[ System Under Partial Loads: 

In this subsection, an attempt is made to present an answer to the 

question raised in the beginning of this section: i.e. 'what changes in 

operating conditions must be performed if it is desired to operate the 

plant under a " partial load" conditions 1'. In fact, to answer the 

above question properly a sort of parametric analysis of the effect of 

reducing the production flow rate of an HEE on the required feed 

seawater, cooling water flow rate, the temperature distribution, salt 

concentration, steam requirements, and other parameters is presented. 

The simulation calculation is conducted under the assumption that 

the HE[ desalination plant shown in Figure (8.6) is operated under 

partial load conditions ( SOr., and SOr. of the design load). The number 

of units and the specifications of the heat transfer areas are as shown 

in Table (8.4). On one hand the quantity of fresh water to be produced 

is regarded as a given condition, on the other hand, the feed and the 

cooling flow rates are regarded as unknown parameters. So, a combination 

of case II (calculate the required feed seawater for a specified product 

flow rate) and case III (calculate the required cooling water flow rate 

for a specified product flowrate) in Table (8. 10) is required to perform 

the calculations as follows: 

[1] Assume the saturation vapour temperature (or pressure) at the 
o last effect TN' solve the computer program for case II to 

predict the required feed seawater F
f

, salt concentration at 



(2) 

[3] 

where; 
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the last effect XI' and a new value of the last effect 
k temperature T •. 

Using T: and X. run the program for case II I to calculate the 

cooling water flow rate Fcand a new value of the last effect 
k+' temperature Ti 

The steps (1) and (2) are repeated until T k+' = Tk. 
N N 

Table ~21 

Some Changing of The Operating Conditions 

Under Partial Loads 

~ 100 X 80 X 60 X ame er 

P nePa) 10.1219 
N 

AT (K) 53.918 

D -3 x 10 .kg/hr 453.587 

S -3 x 10 ,kg/hr 53.3461 

Performance ratio 8.5 
-3 853.862 F x 10 • kg/br 

c _ 3 
907.17 Ffx 10 .kg/hr 

:Pressure at the last effect. 

:Steam temperature. 

:Feed water flowrate 

15.2995 23.6121 

45.581 36.266 
362.8696 272.1522 

40.4963 29.1675 
8.86 9.33 

237.856 13.203 

610.448 427.881 

S : Steam consumpt ion. 

F : Cooling water flowrate 
c 

:Operating temperature range = T • 
:Distillate output flowrate. 

- T 
I 

Table (8.12) shows the results of these calculations. from which 

the following points can be concluded; 

[A] The performance ratio increases by decreasing the plant capacity. 

[B] The steam consumption decreases as the load decreases. 

[C] According to these calculations. the lower limits of the accuracy 

required for the feed. cooling water. and the steam flow rate 

controller limits can be determined. 

[D] The operating temperature range AT decreases by decreasing the 

load. 

[E1 The relationship between the maximum possible vacuum pressure at 
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the last effect and the partial load conditions is clarified, 

where, the vacuum pressure increases as the load decreases. 

[Fl By this calculation the limits, to which the reduction of the plant 

capacity is possible and reasonable can be determined according to 

the maximum allowed salt concentration. 

8.5.3. Determination or The New Operating Conditions For An MEE Atter 

Bypassing One Or More or It. Units. 

Practically, it is possible to bypass any operation unites) of an 

HE[ system to separate it for cleaning or maintenance without having to 

shut the plant down. This subsection discusses how to keep a constant 

water production rate in the face of changing the configuration of the 

plant by isolating one of its effects. The ten effect evaporator with 

heat recovery system, Figure (8.6), is computed assuming the complete 

removal of the fourth effect and its associated preheaters. The final 

results have been reached within the tolerance (0.5 x 10. 4
) in 16 

iterations, and CPU 0.72 second. These results show that under the 
3 design conditions an output of 453.857 x 10 kg/hr could still be 

achieved by increasing the steam consumption to 58.7792 x 103 kg/br 

representing an increase by a factor of 1.1 on the comparable figure for 

the normal plant. The maximum brine temperature required is about 0.8 C 

lower than that when the plant is operating normally, and the cooling 

water flow rate required is increased to 1482.26 x 103 kg/br wh1ch 

represents an increase on the normal plant by a factor of 1.74. In 

conclusion, using the developed program, the operating conditions 

required to meet the changing in the plant configuration due to 

bypassing one or more of its units can be determined accurately. 



- 177 -

8.6. CONCLUSION. 

In this chapter the developed modular program using the proposed 

VTBVT technique is used to design and simUlate a Multiple Effect 

Evaporator (HEE) process. 

The flexibility of this program makes it a very powerful Instrument 

for studying a serIes of alternatIve possIbIlIties in the desIgn of a 

new plant or the design of the rebuIldIng of an existing plant. Six 

different configurations are studied to determine the effect of the heat 

recovery on the steam economy. The results show that the effect can be 

quite big but It also depends on how the heat is recovered and reused. 

In general. it is found that the convergence of the performance 

calculations is always reached after (14-16) iterations USing the 

proposed technique and usually independent of the size of the problem or 

of the information direction. However. the CPU time required increases 

with increasing the number of variables (i.e. the size of the problem). 

The rate of convergence of the design calculation is faster (8 

iterations) 

To confirm the validity of the solution procedure followed in each 

of the considered three case studies. specifications for case II and III 

are taken from the final results of case I. The same solution is then 

reproduced by running the program for case II and III 

To show the practicability of the simulation studies. the behaviour 

of the HEE plant under a partial load is Illustrated. In this case the 

control variables to be adjusted are the pressure at the last effect. 

top brine temperature. cooling water flow rate and feed water flowrate. 

By these calculations the limits. to which the reduction of the plant 

capacity are possible and reasonable can be determined according to the 

maximum allowed salt concentration. 

In another practical application. the developed program is used to 

calculate the required changes in the operating conditions to keep a 

constant water production rate in the face of changing the plant 

confIguration by isolating one or more of Its units for cleaning or 

maintenance wIthout havIng to shut the plant down. 
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CHAPTER 9 

THE ECONOMIC IMPROVEMENT OF THE DISTILLATION 

PROCESSES BY COMBINING DIFFERENT SYSTEMS 

9.1. INTRODUCTION: 
Thermal efficiency is one of the main important means which can 

provide a sizable reduction in the desalted water cost. The process 

thermal efficiency may be improved by combining the advantages of 

different desalination processes in one hybrid system (e.g. HEElVC or 

MEE/VC/HSF ), and/or by combining seawater distillation processes and 

power plants, as illustrated in chapter 2. 

In this chapter, the capability of the developed program USing the 

proposed VTBVT technique to deal with problems related to these hybrid 

systems will be illustrated in three sections. In section 9.2 the impact 

of some design parameters and plant configuration on the evaporation 

cost of the Vapour Compression process (Ve) will be performed. 

Another important application of the program is to simulate an 

existing process when there is an operating problem or a possible 

improvement is being considered. Also, the effect on the process due to 

changing one or more uni ts can be examined before the actual change to 

ensure that the operating problem will be corrected and to find the 

cheapest means of achieving the desired improvement. This application 

will be demonstrated in section 9.3 • by studying the conversion of an 

existing Multiple Effect Evaporation (HEE) plant to VC system to improve 

its energy consumption. In this section two alternatives are proposed 

and a technical and economical comparisons are performed. 

Furthermore. the program may be used to learn as much as possible 

about a complicated process by trying various modifications. and 

examining the sensitivity of the process economy to key parameters and 

data before building a pilot or demonstration plant for the process. To 

shoW the potentiality of the developed package to carry out these types 

of calculations. a large VTElVC/HSF demonstration plant is designed in 

section 9.4. Finally the main conclusions of the above three sections 

are summarized in section 9.S . 



- 179 -

9.2. ENERGY CONVERSATION BY VAPOUR COMPRESSION EVAPORATION 

Because of the dramatic increase of the energy costs during the 

last fifteen years, it has become very important to choose the most 

economical way to improve the evaporation economy. Mechanical Vapour 

Compression (VC) is one of the proven means to significantly reduce 

energy required for an evaporation system, Hinton [1986]. The operating 

principles of VC evaporation are illustrated in chapter 2. 

In fact, the technical and the economical Justification for 

integrating a vapour compressor with an evaporation process will never 

be a trivial exercise, because: energy, construction material costs, and 

configuration vary considerably from one location to another, and from 

one plant type to another. Therefore, each design case (or project) has 

to be treated individually. In each case, a number of design parameters 

should be manipulated, and different configurations must be examined in 

order to achieved an optimized design for the given operating 

condi tions. 

Thus, a flexible, fast, and reliable tool for testing many 

alternatives is required, if the Job is to be completed accurately in a 

reasonable length of time. Different types of calculations using 

different combinations of specified variables (see Table (9.1», can be 

performed by the developed program using the proposed VTBVT technique. 

In this section, the impact of some design parameters on the 

operating and capital costs of different VC configurations will be 

investigated, case 1 in Table (9.1). 
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Table ~ 

Different Combinations Of Specified Variables For VC System 

Case 1 2 

Problem Total Design Partial ---_._ ... _--_ ...... 
design Type · A · B 

Parameters · 
· 

F
f • c c 

T
f • • • 

X
f • • • 

XIII • • • 
D c • • 
A D C • eft. 
BHP D C C 

[T or P) • • • ou,c 
T • • • • 

where;. Given Variable 

Outlet concentration 

Brake horsepower. 

T Hake-up steam temperature. 
• 

3 4 

Partial design simulation, 

around a given given Feed 

BHP Flow rate 

• • 
• • 
• • 
• c 
c c 
D • 
• • 
• • 
• • 

D Calculated variable 

A 
eff. 

Area of the effect. 

T 
OU,C 

Compressor outlet saturation temperature. 

9.2.1. Design Specificationa: 

In order to have consistent numbers of variables and equations for 

the mathematical model of the considered VC process, the following 

design variables, Table (9.2), are used in the design calculations, 

except when a sensitivity analysis is involved. 
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Table (9.2) 

Design Specifications Of The VC System 

Steam temperature (K) 

Feed temperature (l) 

Feed concentration 

Feed flowrate x 10. 3 
(kg/hr) 

Brine concentration 

Polytropic efflclency 

Suction pressure (kPa) 

AT 
epproech 

9.2.2. Economic Evaluation: 

375.15 

300.00 

3.5 Yo 

157.72 

7.0 Yo 

85 Yo 

41. 608 

6.0 CO 

The detalled cost calculation of a VC process usually requires 

knowledge of the energy, capital. operating labour. spare parts, and 

maintenance cost over the assumed life of the plant. In fact, the aim of 

this work is not to search extensively into the detailed cost 

calculatlons. but rather to present a parametric analysis of the 

behaviour of the VC operating and capital costs under different design 

conditions and parameters. Table (9.3) shows capital cost equations of 

the lnstalled equipment. Some of these equatlons are fltted to data 

reported by Chauvel [1981). All these equatlons are based on CE plant 

cost index (AprIl 1987). 

The total venture cost. as defined by Rudd and Watson (1968]. is 

used to estimate the overall economies. The parameters of the following 

equation were calculated by CuImaraes [1980); 

Total venture cost (TVC) , ($/year) = 

0.5 (total operating cost) + 0.35 (total capital cost) 

And the evaporation cost ($lkg) = 

TVC 

(kg water evaporated/hr)(8000 hr/year) 



No. Unit 

1 Evaporator 

(VTE) 

2 Flash stage 

3 Heat exch 

4 Pump 

5 Compressor 

Steam : 

Electricity 
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Table (9.3), Cost Data 

Equation 

= 4135 A 0.786 

A ; area (m2) 

= 2805 Ao. 65 

A ; area (m2) 

= 1224 Ao. 57 

A ; area (m2) 

= 65. QO.825 

Q ; m3/hr 

= 10684 (BHP)O.652 

= 

9.0 

0.04 

for BHP :s 1236 
12625 (BHP)0.652 

for BHP > 1236 

'/ton 

./kWh 

Reference 

•• 

All (1983) 

Sherwood 

[1963] 

•• 

Guimaraes 

(1980) 

•• fitted to the data reported by Chauvel [1981] 

9.2.3. Design Parameters Affecting Costs: 

Mechanical vapour compressors can be integrated in principle with 

any type of evaporation process (by boiling or by flashing), Hinton 

[1986]. However, the total economic feasibility is one of the main 

effective limits. Following, are three of the main design parameters 

affecting any VC process economy. 

9.2.3.A. Temperature Differential (or Compression Ratio): 

In the considered VC process, Figure (9.1), the evaporator 

working pressure is assumed fixed, and the make-up steam temperature is 

assigned different values. Thus, variable temperature difference AT is 

obtained. The effect of these AT values on the process economy is 

illustrated in Table (9.4) from which the most important results may be 
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summarized as follows: 

Table .uL..!l. 

Impact Of Temperature Differential On The Design Results 

S x 10- 3 
A.ff BHP T = T -3 

P2/P, E xl03 
6T Sfx10 • do • c 
J( kg/hr J( kg/hr Slkg 

24.1 10.325 382.87 6433.6 375.15 95.28 2.613 4.17 

19.1 11. 038 483.12 5146.9 370.15 94.74 2.185 3.73 

14.1 11. 714 654.43 3885.1 365.15 94.21 1. 816 3.30 

9.1 12.355 1013.84 2649.0 360.15 93.68 1. 501 2.92 

4.1 12.961 2248.32 1438.6 355.15 93.17 1.233 2.80 

Volume flowrate = 303.15 m3
/hr 

where; 

S 

E 

T 

• 
c 

• 

: Hake-up steam 

: Evaporation cost 

:Steam temperature 

Make-up .-------,. 
Steam 

Product 

Sf : Heating steam to the first effect 

PlIP,: Compression ratio. 

TOo : Outlet distillate temperature. 

Seawater 

. 
J 

Evaporator 

Brine 

Fia. 9.1. a VC Process. 

[1) The advantage of operating the VC system at high temperature 

difference (I.e. hIgh compression ratio) Is a reductIon In 

evaporator tube surface, but thIs Is achIeved at the expense 
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of the compressor capital cost and horsepower required. 

(2) Make-up steam consumption is inversely proportional to the 

temperature difference, but the latter is proportional to the 

total saturated steam input to the evaporator. As AT 

decreases, the amount of water to the desuperheater unit 

decreases as well. 

(3) To achieve reasonable evaporation cost, the compression 

evaporation process must operate with very low temperature 

difference AT. However, AT can not be chosen freely, because 

it depends on several aspects such as, pressure drop. 

temperature driving force, and BPR (Boiling Point Rise). These 

aspects have to be compensated. 

(4) The absolute value of the vapour pressure is also decisive for 

the economic feasibility for a VC system. Obviously, it is 

possible to operate the evaporator under vacuum conditions. 

However, in this case the compressor volume and the horsepower 

increase Significantly. 

(5) Economics of VC system are commonly Judged by comparison with 

steam operated evaporation system. The Performance Ratio (PR) 

of VC system may be calculated by the following equation, 

El-Sayed [19861. 

D • ;\ 

PR ... (9.1) 
heat input to VC system 

;\ 
... (9.l,a) 

II) 
+ 

Qeux 

11 • 
D -D-

where; 

... Thermal efficiency of the heat engine used to 

drive the compressor 

D Distillate flowrate. 

;\ Average latent heat of vaporization. 

II) Work 

Q : Auxiliary heat supplied to the evaporator. 
eux 
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Th Heating steam saturated temperature. 

TI Feed temperature to the VC system. 

Thus, the PR for the considered VC system would be equal to 7.36 . 

This is based on the following values: 

w = 170348 

;\ = 2252 

kJIhr 

kJ/kg 

D = 78860 

1) II! 20.0 Y. 

kg/br Q = 23251900. kJ/br 

Now, assuming the performance ratio for the thermal operated HEE 

process represented by: 

0.85 - Number of effects 

So, at least nine evaporation effects are needed to have the same 

performance as the VC system. 

9.2.3.B. The Number Of Effects: 

Using the design specifications tabulated in Table (9.2), four 

multi-effect vapour compression systems with different numbers of 

evaporators (2,4,6, and 8 effects), but without heat recovery, Fig. 

(9.2) are designed using the proposed technique. 

Increasing the plant number of effects usually has two opposite 

influences on the product water cost: first, the compressed vapour 

volume flowrate is reduced. So, the compressor size and the required 

horsepower are reduced. Second, the capital cost increases, because of 

increasing the plant heat transfer area, see Table (9.5). Therefore, a 

compromise between these two opposite results due to increasing the 

Table (9.5), Impact of changing Ib!t ~ Number Of Effects 

Qn The Miln Calculated Parameters 

~ Parameter 2 4 6 8 

Area of H. Transfer,m 2 2-378.0 4-394.0 6-418.0 8-447.0 
3 Volume flow rate, m Ihr 1550.0 814.0 570.0 450.0 

Compressor BHP 3290.0 1728.0 1210.0 955.0 
-3 Hake-up steam x10 kg/hr 13.0 14.6 14.8 15.0 
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plant number of effects must be performed to determine a particular 

number of effects at which the evaporation cost of the product is a 

minimum. Figure (9.3, a,b), shows the relation between the number of 

effects and the evaporation cost at different steam and electricity 

prices. From this figure it can be seen that: under the given 

specifications, the evaporation cost/ton, of the product water reduces 

as the number of effects increases, until between four and five effects, 

(depending on the power cost), then the evaporation cost starts rising 

with increasing the number of effects. Figures (9.3, a,b.). show also 



4.6 
4.4 
4.2 
4.0 

S 3.8 p ..... • 3.6 
p 3.4 § 

3.2 
t 3.0 > • 2.8 

2.6 
2.4 

4.6 
S 4.4 p ..... 

4.2 • 
p 4.0 
• 3.8 8 

t 
3.6 
3.4 > • 3.2 
3.0 
2.8 
2.6 
2.4 
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" .. , 
" " ++ ~:~3 l~t~~,STEAM COST. 9 '/ton 

2 4 6 8 
effect number 

FIG. (9.3,.) EVAPORATION COST VS. THE NUMBER Of EFFECTS AT 
DIFFERENT ELECTRICITY PRICE 

", '" ~ I/ton , ElEC. COST. 0.04 ./k\lh " " ++ 1 It on . . It on 

2 4 6 8 
effect ~ber 

FIG. (9. 3, b) EVAPORATION COST VS. THE NUMBER OF EFFECTS AT 
DIFFERENT STEAM PRICES 
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that the optimal number of evaporation in one energy cost situation is 

no longer such under increased energy cost conditions, where the optimal 

number is slightly shifted by increasing the electricity cost to 0.08 

S/kwh. 

9.2.3.C. Heat Recover~ And Plant Configurations: 

In the process described by Figure (9.l), the feed seawater 

enters the evaporator unit at whatever temperature that comes from the 

sea. The preheating of the feed will be accomplished by an extra heating 

steam inside the evaporator. In such a plant, effective heat recovery 

may be desirable. This may be achieved by preheating the feed as much as 

possible by recovering heat from the exit streams. 

Below is a numerical evaluation of four of the most popular 

arrangement configurations for the VC process. The comparison between • 
these arrangements, which is the aim of this subsection, helps in 

selecting the most suitable plant type and configuration under the given 

conditions, Table (9.2). 

The hot streams are cooled using feed/condensate and feed/brine 

heat exchangers in a parallel arrangement as Figure (9.4) shows, or in a 

sequence arrangement as shown in Figure (9.S). Alternatively, the hot 

exit streams are cooled by flashing under reduced pressure of one or 

more stages (S stages are used in this study), and the released vapour 

used to preheat the feed stream, Figure (9.6), or by accommodating three 

effects between the discharge and suction sides of the compressor and 

using bleed, liquid/liquid feed heaters, Figure (9.7). The advantages of 

both multiple-effect evaporation and mechanical vapour compression are 

obtained by such a process. The compressed vapour volume flowrate is 

only about one third of a single effect VC system, this reduces the 

required compressor size significantly. 

Table (9.6), summarizes the results obtained by the developed 

program for the design calculations for the above four arrangements. 

Generally, heat recovery lowers the make-up steam requirement and 

reduces the evaporator area used for preheating. However, in this 

particular problem, it seems that because of the high eqUipment costs, 

saving in the required steam and evaporator area (with comparison with 

VC system without heat recovery, Table (9.4» is not significant in the 
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Fig. 9.4. VC With Heat Recovery (parallel heal exchanger). 
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Fig. 9.S. VC With Heat Recovery (heat exchangers in sequence) 
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Fig. 9.7. 3 VTE/vClheat Recover~ System. 
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Table (9.6), Technical and Economical Comparison 

Between Four Different Configurations 

Parameter . __ .E.~.~.:.~ .... ~ ______ .. Fig. 9. 5 Fig.9.6 Fig.9.7 

«aO.5 l«aO.6 

(m2
) 

i 
Evaporator area 350.0 I 349.9 348.0 331.0 3-313.5 

Compressor (BHP) 6434.0 16434.0 6434.0 6199.0 1818.0 . 
Make-up steam x 10'] 2.24i 2.12 1.7 0.645 6.3 

(kg/hr) I Feed/distillate heat 42.6 46.6 58.64 --- 41.2 

Exchanger area (m 2 ) 

I Feed/brlne heat 2 45.4 40.5 49.41 --- 42.0 
Exchanger area(m ) 

Flash s~ages --- --- --- 87.9 ---
Area (m ) 

Bleed h~at exchanger --- --- --- --- 81.4 
Area (m ) 169.6 

Evaporation cost 3.7 

! 
3.69 3.67 3.52 2.3 

(S/ton) 

where « split ratio 

first three configurations. On the contrary. the evaporation cost 

reduces significantly by the fourth configuration. 

From the above discussion it may be concluded that: first. the 

examples in this subsection may show the flexibility and ease of use of 

the program in both defining and solving VC systems for a wide range of 

different configurations. Second. the results of the parameters 

affecting the evaporation cost. show the capability of the developed 

program to perform the first approximation for 6T. number of effects. 

the plant configuration of vapour compression plant before making more 

precise estimations when exact design information may become available. 

9.3. ENERGY IMPROVEMENT OF AN EXISTING HEE PLANT: 

Since 1973. the world has grown more and more energy conscious. and 

in view of this. processes already applied have been investigated 

systematically. and existing plants configurations and/or construction 

have been reconsidered for the purpose of efficient use of energy. 
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In this section, the applicability of the developed program (using 

VTBVT technique) in this area will be exemplified by examining the 

transformation of an existing Multiple Effect Evaporator (HEE) process 

into Mechanical Vapour Compression (MYC) process. Also in this section, 

the economical feasibility of different proposed alternatives will be 

considered. 

9.3.1. The Different Layouts 

The arrangement of the basic layout uses the conventional multiple 

effect evaporation technology, while the proposed alternative flowsheets 

are based on vapour compression process. The concepts of these 

flowsheets are described below. 

9.3.1.A. The Basic Flowsheet: 

In the basic flowsheet Figure (9.8), the direction of the feed flow 

through the evaporation is forward. Seawater enters the plant as cooling 

water for the last condenser, part of it is discharged again to the sea 

after going through the condenser, and the remainder is circulated 

through the plant as distiller feed, heated on its way before entering 

the first evaporator in two liquid/liquid feed heaters and two bleed 

heat exchangers. 

Presented in Table (9.7), are the design specifications of this 

flowsheet. This flowsheet was designed by Howe [1974]. Using the 

proposed VTBVT technique, it is designed after 14 iterations and 0.34 

second CPU time. 

The more significant design results for the basic flowsheet are 

tabulated in Table (9.8) 

Consider the designed flowsheet as an existing plant. Then by 

performing the simulation calculations for this eXisting plant, the 

final results predicted by the design calculations are obtained (this 

point has been illustrated in more detail in section 8.4). 
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FIGURE 9.1. TRIPLE EFFECT DISTILLER PLANT (Basic Layout) 
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c.c ... 
I 



- 195 -

Table (9.7>. Design Specifications Of The Triple 

Effect Distiller Plant 

Heating steam temperature 

Seawater feed temperature 
-3 Rate of product x 10 

Feed salt concentration 

Brine concentration ratio 

Vacuum pressure in the last effect 

Heating steam pressure 

Feed water pressure 

Heat Exchanger 

heater 1 

heater2 

condenser 

Dcooler 

Bcooler 

Temp. approach. 

4.44 

5.27 

21.38 

9.94 

9.94 

381. 483 

294.26 

453.597 

3.5 Y. 

2.0 

88.036 

137.896 

100. 

u 

lC 

lC 

kg/hr 

kPa. 

kPa. 

kPa. 

2 kJ/m .JC.hr 

1155. 

7155. 

7155. 

6484. 

5400. 

From the next results it may be seen that: first. the feed 

seawater is about 22 times larger than the distillation production rate 

required. This may be because the HEE process (as all the thermal energy 

desalination processes) requires a large amount of cooling water to 

reject all input energy in excess of the minimum reversible separation 

energy to a heat sink (the sea), Dodge [1960], Genthner [1919]. 

Therefore, high pretreatment and pumping costs are required. Second. the 

required condenser heat transfer surface is nearly the same as the heat 

transfer area required by more than two effects. Thus high capital, 

operating and maintenance costs are the main characteristics of this 

flowsheet. Therefore, the following two alternatives are proposed as a 

possible way of improving an existing HEE economical performance. 



Unit 

Name 

HEl 

HE2 

HE3 

Heater 1 

Heater 2 

Condenser 

Bcooler 

Dcooler 
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Table (9.8) 

~ Flowsheet Significant Results 

At Load-l0 -6 U - 10' 2 Area 

(K) (kJ/hr) (kJ/m~hr.K) 2 
II 

19.6 394.2 251.12 198.8 

11.4 301.0 250.60 198.8 

18.4 215.1 181.81 198.8 

LMI'D load dO 
-6 

U Area 

11.4 69.64 1155 852.01 

14.9 98.16 1155 923.33 

25.30 349.90 1155 1930.99 

6484 126.21 

5400 146.91 

Steam Consumption x 10'3 = 116.42 kg/hr 

Seawater flowrate x 10'3 = 10271.90 kg/hr 

9.3.1.B. Alternative 1 

Figure (9.9), shows the first alternative layout. A vapour 

compressor and a desuperheater unit are the only additional components 

to the basic plant. In the last condenser, a portion of the vapour 

stream is condensed giving the heat of condensation to the feed seawater 

stream. The remainder of the vapour stream is compressed polytropically 

(assuming 85Y. polytropic eff1ciency) to the saturation pressure of the 

heating steam, and then desuperheated 1n the desuperheater unit to the 

steam saturated temperature. 

The areas of heat transfer and the overall heat transfer 

coefficients of all the units ma1ntained, are equal to those of the 

basic flowsheet. While, the compressor horsepower and the required 

make-Up stream for keeping up the basic plant production, are 

calculated. So, this problem may be considered as a partial desIgn 

calculation (or a combination of simulation and design calculations), 

case 2 of Table (9.1). A converged solution for this alternative is 
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obtained after 9 iterations, and 0.22 second CPU time. The main 

significant results are grouped in Tables (9.9,10,11) 

9.3.1.C. Alternative 2 

In this alternative, the last condenser in the previous 

alternative, Figure (9.9), is completely removed, and the feed seawater 

Is pumped directly through the brine and distillate feed heaters. The 

layout of this proposal is shown in Figure (9.10). Using the VTBVT 

technique the final results are obtained after 11 iterations, and 0.27 

second of CPU time. Some interesting results of this analysis are 

tabulated in Tables (9.9,10,11). 

9.3.2. The Arrangements Comparison: 

Comparison of the main evaluation criteria and operating costs for 

the respective processes are given in Tables (9.9,10,11). From these 

tables the following points may be deduced: 

[1] The second alternative needs about one-thirteenth of the steam 

needed for the basic layout, however, the first alternative 

Just requires about one-sixteenth of that amount. 

[2] The pumped feed seawater to the first or the second alternatives 

represents only about 9% of that needed by the basic flowsheet, 

(existing plant). 

[3] The exit temperatures (brine & distillate streams) for the 

proposed alternatives do not change significantly from those of 

the basic layout. 

[4] In the basic layout about 97% of the energy costs is steam cost 

and about 3% Is for auxiliary power cost. Regarding alternative 

I, the steam cost represents only 38% of the energy running cost 

and the remaining 62% for the power cost. Likewise, the bulk of 

the running energy cost for the second alternative is for the 

power cost (83 %) and only about 17% for the steam cost. 

[5] The specIfIc energy running cost for both alternatives 1 and 2 

are reduced by about 50% of that of the basic plant. 
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Table (9.9), Technical Data or Studied Configurations 

Feature Compared Unit Basic Alternative 
Layout 1 2 

Steam consumption x 10 -3 kg/hr 176.42 31.23 13.26 
-3 

kg/hr 10271. 9 907.2 Seawater intake x 10 907.2 
Reject cooling water x 10- 3 kg/hI- 9364.67 -- --

-3 kg/hr 907.2 907.2 907.2 Hake-up seawater x 10 

Distillate output x 10 -3 kg/hr 453.6 453.6 453.6 
-3 kg/hr 453.6 453.6 Brine output x 10 453.6 

Compressed vapour x 10- 3 kg/hr 120.79 148.2 
Salt concentration 

factor 2 2 2 
Output brine temperature K 318.6 324.6 316. 
Output distillate K 323.3 331.2 321. 
temperature. 

Compressed vapour K 620.7 624.3 
temperature. 

Feed stream temperature 

to the first effect K 356.8 358.86 356.5 

Energy requirement 

for main drives kW 

Feed seawater pump 1064. 94. 94. 
(H = 45 m) • 

Distillate pump 31. 31. 31. 
• (H = 30 m) 

Brine pump 31. 31. 31. 
• (H = 30 m) 

Compressor 11351. 1396. 
Total energy requirement 1126. 11507. 1412. 

• Assumed total head 
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Table (9.10), Specific Values For The Studied Configurations 

Value Unit Basic Alternative 
Layout 1 2 

Steam consumption/kg 

distillate kg/kg 0.389 0.069 0.029 

Seawater demandlkg 

distillate kg/kg 22.600 2.000 2.000 

Power demandlkg of 

distillate kW/kg 2.480 25.360 31. 140 

** Table (9.11), Operating Cost For The Different Configurations 

Item Compared Unit Basic 
Layout 

Steam cost S/year 12.702.240. 

Power Cost S/year 360.320 

Total Running Cost S/year 13.062.560 

Specific Energy 

Running Cost S/ton 3.6 

** Running Hours = 8000.0 

Assuming Steam Cost = 9.0 

Assuming Power Cost = 0.04 

hr/year 

S/ton 

S/kw 

9.3.3. Conclusion. 

Alternative 

1 2 

2.248.560 954.720 

3.682,240 4,519,680 

5.930,800 5.474.400 

1.634 1.51 

On the basis of the above discussion the following two points may be 

concluded: first. vapour compression technique aims specifically at 

improving the plant overall energy efficiency by reducing (or 

eliminating) the required cooling water and the make-up steam 

consumption. As a result. significant reduction of the running cost can 

be achieved. Second. vapour compressor can be installed in an existing 

HEE plant with a minimum of modification and thus a limited capital 

overcost. 
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9.4. DESIGN OF A COMBINED VTE/VCIMSF SYSTEM. 

Combined VTElVCIHSF systems have the advantages of: first, higher 

process temperature, because seawater is usually at its minimum 

concentration when the temperature is maximum (in VTE system); second, 

more favourable heat exchange in (HSF) part, because the feed seawater 

is preheated in more stages than is commonly used in the VIE process. 

Thus heat is transferred at a higher temperature differential, and 

consequently, less heat transfer surface is required for the feed 

heating. Third, high performance ratio, which is achieved by the vapour 

compressor unit. Therefore, the energy requirements and the capital 

investments for combined VTElVCIHSF process are reduced significantly in 

comparison with processes using VIE or HSF process on their own. 

A VTElVCIHSF system was studied by the U.S. Office of Saline Water, 

Hunter (1968). A simplified flowsheet for this plant is shown in Figure 

(9.11). As shown in this flowsheet, a waste heat boiler recovers the 

heat from gas turbine exhaust. Steam at two energy levels is generated. 

One level is low pressure saturated vapour and the other high pressure 

superheated steam. The latter is used to drive a back pressure steam 

turbine, which is coupled to an electric generator producing all the 

required auxiliary power for the facility. The exhaust steam from the 

back pressure turbine is combined with the steam from the lower pressure 

boiler. This steam is used as the heat input to the first effect in the 

desalination plant, see chapter 2 for more details. 

Using the developed program (with the proposed VTBVI technique), 

many configurations of this type can be computed, various modifications 

can be tried, and the sensitivity of the process economics to design and 

operating parameters can be determined. Here, the design calculation for 

the desalination part of the configuration shown in Figure (9.11), is 

demonstrated. Also. the effect of the unit heat losses on the plant 

design results Is considered. 

9.4.1. The Problea Size. 

A total of 239 equations are required to model this flowsheet. This 

number consists of the linearized mass and energy balance equations 

generated by the unit subroutines, (228 equations). and the design 

specifications of the plant, (11 equations). Table (9.12). shows the 

number of equations, variables, and degrees of freedom for the 

component, the temperature. and the pressure matrices. 
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Table (9.12), The model equations. variables. and 

degrees of freedom 

No. of No. of Degrees No. of 
Matrix Generated Variables of Specified 

Equations Freedom Variables 

Component 88 92 4 4 
Temperature 107 112 5 5 
Pressure 33 35 2 2 
.u _____ .. ____ • ____ • .. • _._ ....... -_ ........... _. ---_ ........ _-- -....................... - _ ..... _ ... _-_ ......... 
Total 228 239 11 11 

9.4.2. The Plant Design Specifications. 

The following design specifications and parameters are applied to 

have a consistent number of variables and equations. 

1. Feed: 

Flowrate x 10-3 

temperature 

Concentration 

= 2267.962 

= 297.04 

= 3.5 % 

kg/hr 

K 

2.Brlne stream: 

Max. brine Temperature = 394.905 

Blowdown temperature = 307.48 

Brine concentration factors; 

max. VTE = 2. (i.e.7%) 

max. MSF .. 2.26 (i.e.7.91 

3. Hake-Up steam: 

Pressure .. 232.1 kPa 

Temperature .. 398.15 K 

4.Equlpment design parameters and characteristics: 

A. Compressor: 

polytropic efficiency 

suction pressure 

B. Heat Exchanges: 

-= 0.83 

= 137.075 kPa 

Heat Exchanger A Tapproach 
(uni t number) 

12 4.22 
13 4.34 
14 4.50 
15 4.61 

ID = 7/8 in (=0.022225 m) 

%) 
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00 • 0.791 in 

Velocity = 6584 

(=0.02009 m) 

mlhr 

Tube Length -= 18 ft (5.4864 m) 

90-10 Cu-Ni material 

C. MSF unit: 

00 = 5/8 in 

10 

length/stage 

(= 0.015875 m) 

= 0.014097 m 

• 2.792 m 

Velocity • 7 ftlsec (7680.96 mIhr) 

Material 90-10 Cu.Ni 

O. Assumed Heat Losses (percentage of the heat input to 

the unit): 

VTE = O. 1 Yo luni t 

MSF 

Heat exchanger 

= 0.35 Yo Istage 

= 0.02Yo lunit 

9.4.3. The Numerical Aspects Of The Problem: 

The iterative solution is started with a poor initial temperature 

approximations, and the convergence behaviour during the solution is 

observed. On one hand, the differences between the calculated and the 

estimated values of the MSF section dependent variables are reduced on 

every iteration. The error (equation 7.1) reduces almost exponentially 

with increasing the iteration number, see Fig.(9.12). The converged 

solution for this section is achieved after five iterations, and 0.71 

sec. CPU time. On the other hand, the convergence of the dependent 

variables of the VTE section of the plant is observed to be slow. 

Fourteen iterations and 1.65 sec. CPU time, are required to reach the 

final answer. This may be due to the fluctuation of the results during 

the first five iterations. This is illustrated by Fig. (9. 13-a,b). In 

both sections (i.e. MSF and VTE ) the calculated heat transfer area 

converges because of the convergence of the other dependent variables of 

the section. See Table (9.13). Therefore, for this particular flowsheet 

the iterations are terminated as soon as the VTE dependent variables 

converge, equation (8.1). 
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FIG. (9. 12) COMPARING THE CONVERGENCE BEHAVIOUR OF THE VTE 

AND MSF SECTIONS OF VTE/VC/MSF PROCESS 
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Table (9.13) 

Heat Transfer Area of VIE ~ M§E ~ Convergence Behaviour 

Unit VIE HSF HSF 

Iteration Recovery Rejection 

1 956.50 1998.00 736.00 

2 6990.65 474.40 453.10 

3 -6645.83 374.60 453.09 

4 -7221. 44 374.68 453.06 

5 6682.86 374.67 453.06 

6 6679.82 374.68 453.07 

7 6838.97 374.67 453.06 

8 6779.80 374.68 453.07 

9 6771.06 374.67 453.06 

10 6786.82 374.68 453.07 

11 6783.45 374.67 453.06 

12 6781.07 374.68 453.07 

13 6782.77 374.67 453.06 

14 6782.67 374.68 453.07 

9.4.4. The NUmerical Results. 

The calculated variables for all the plant streams are presented 

in the computer print out, Appendix {C}. Also, the internal stream 

variables of the HSF section are given in Table (9.14). The calculated 

heat transfer areas for VIE, heat exchangers and the power required by 

the compressor are provided in Table (9.15). 



Iablc (9.14>, ~ ma gf 1Dt transfer ADd ~ internal Stream Yariables gf ~ MSE Section 

St TCOUT TOOUT TBOUT FDOUT FBOtIT BPR CORR TID LMTD ~ QLOAD AREA U 

No [K] [K] [K] xUY' [kg/hr] [K] [K] [K] [K] x1(1' [kJ/hr] [m2
] [kJ/hr. m2.K] 

1 372.69 378.28 379.82 1140.27 1127.68 1.25 0.28 5.59 7.17 31505.75 374.68 11728.38 
2 369.25 374.83 376.38 1146.77 1121.19 1.24 0.32 5.57 7.14 31268.91 374.68 11680.73 
3 365.84 371.40 372.98 1153.14 1114.82 1.22 0.36 5.56 7.12 31013.98 374.68 11628.99 
4 362.45 367.99 369.60 1159.38 1108.57 1.20 0.40 5.54 7.00 30741.96 374.68 11573.19 
5 359.09 364.61 366.25 1165.51 1102.45 1.19 0.45 5.52 7.(>6 30455.21 374.68 11513.37 
6 355.76 361.26 362.94 1171.50 lC'1J6.46 1.17 0.50 5.51 7.03 30156.05 374.68 11449.57 
7 352.45 357.94 359.66 1177.37 1090.58 1.15 0.56 5.49 7.00 29841.57 374.68 11381.94 
8 349.19 354.66 356.41 1183.12 1084.83 1.14 0.62 5.47 6.96 29515.76 374.68 11310.46 
9 345.95 351.40 353.20 1188.75 1079.21 1.12 0.68 5.45 6.93 29178.79 374.68 11235.21 

10 342.75 348.19 350.03 1194.26 1073.70 1.10 0.74 5.44 6.90 28832.90 374.68 11156.24 
11 339.59 345.00 346.90 1199.64 1068.32 1.00 0.81 5.42 6.86 28476.83 374.68 11073.65 
12 336.46 341.86 343.81 1204.90 1063.05 1.07 0.87 5.40 6.83 28112.56 374.68 10987.49 
13 333.37 338.76 340.75 1210.05 1057.91 1.06 0.94 5.38 6.79 27742.65 374.68 10897.78 
14 330.33 335.69 337.74 1215.08 1052.88 1.04 1.01 5.37 6.76 27365.19 374.68 10804.66 
IS 327.32 332.67 334.77 1220.00 1047.96 1.03 1.08 5.35 6.72 26981.34 374.68 10708.18 
16 324.35 329.69 331.84 1224.80 1043.16 1.01 1.15 5.33 6.69 26593.76 374.68 10608.38 
17 321.43 326.75 328.96 1229.48 1038.48 1.00 1.22 5.32 6.66 26202.16 374.68 10505.38 ~ 
18 318.55 323.85 326.12 1234.06 1033.90 0.98 1.28 5.30 6.62 25805.32 374.68 10399.29 
19 315.71 320.54 322.87 1239.26 1028.69 0.97 1.36 4.84 6.32 29520.13 453.07 10307.05 
20 312.46 317.29 319.68 1244.33 1023.63 0.95 1.44 4.83 6.29 29016.36 453.07 10174.73 
21 3C'IJ.26 314.00 316.55 1249.26 1018.70 0.94 1.52 4.83 6.27 28507.61 453.07 10038.39 
22 306.12 310.95 313.47 1254.06 1013.90 0.92 1.60 4.83 6.24 27995.12 453.07 9898.18 
23 303.04 307.87 310.45 1258.72 1009.23 0.90 1.68 4.83 6.22 27480.22 453.07 9754.23 
24 300.01 304.84 307.48 1263.26 1004.70 0.89 1.75 4.83 6.19 26962.81 453.07 9606.74 
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Table (9.15) 
Calculated Heat Transfer Areas For VIE and Heat Exchangers 

Unit U-1O- 2 AT Load -10. 9 

2 kJ/m . hr. J( J( kJ/hr 

VTEI 308.18 3.25 0.678 

VTE2 301. 53 2.94 0.600 

VTE3 294.54 3.01 0.600 

VTE4 287.04 3.09 0.600 

B.Heat Exchanger Units 

Unit U-I0· 2 
LKI'D 

Hex 1 152.83 6.00 

Hex 2 151. 76 6.22 

Hex 3 150.44 6.49 

Hex 4 149.22 6.63 

C.Compressor Unit 

Volume flowrate: 339.137 • 103 

Work 13.6 • 10
3 

9.4.5. Thermal losses effects: 

Load-l0· S 

0.373 

0.394 

0.416 

0.421 

Area 

m2 

6782.7 

6782.7 

6782.7 

6782.7 

Area 

406.0 

417.1 

426.3 

426.2 

In the above section, the thermal losses due to venting, heat 

transfer through walls of equipment, and other unaccounted for losses 

are considered by assuming that: 0.1 X, 0.35 X, and 0.02 X of the heat 

input to each VTE, HSF, and heat exchanger unit respectively are removed 

by the thermal losses, Hunter [1968]. Here the effect of neglecting (or 

eliminating) these thermal losses on the calculated results will be 

illustrated. Table (9.16) shows the impact of these losses on the main 

parameters of the plant. 

As indicated in the next table, the steam economy and the capital 

cost of the plant may be improved by using an effective heat insulation 

and by elimination of heat losses through the leakage, and inefficient, 

or badly operated air vents. Neglecting such simple precautions to avoid 
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losses will obviously reduce the advantages gained by the hybrid 

vrE/VCIHSF system. 

Table (9.16) 

Effect of Thermal Losses 2n ~ Calculated Parameters 

Parameter Considering Without 

heat losses heat losses 

steam conswnp. 27.16 19.85 

x 10. 3 kg/hr 

MSF area (m2
) 

Recovery sect. 375.0 423.7 

Rejection sect. 453.0 461.7 

Hex 1 area, 2 406.0 402.6 m 

Hex 2 area, 2 417.0 413.0 m 

Hex 3 area, 2 426.0 421.9 m 

Hex 4 area, m 2 426.0 341.7 
2 vrE area (m ) 6783.0 6834.0 

Compressor 13.6 13.9 

(BHP) -10. 3 

9.5. CONCLUSION: 

From the results and information presented in this chapter the 

following points may be concluded: 

[1] The temperature difference AT, (and consequently compression ratio) 

is one of the decisive design variables. For an economic VC process 

AT should be as small as possible. It should compensate for: the 

temperature difference for heat transfer, various pressure drop, 

and the boiling point elevation. 

[2] Energy economy obtained by multiple effect evaporation can often be 

equalized in a single effect compression evaporation system. 

[31 In the particular case studied, using feed/condensate & feed/brine 

heat exchangers in parallel or in sequence as heat recovery units 
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with VC unit reduces the evaporation cost slightly. By contrast. 

using 3 effect evaporators as well as bleed and liquid/liquid heat 

exchangers configuration reduces the evaporation cost 

significantly. 

[41 Vapour compression may be used in new plants or to improve 

efficiency in existing plants. Generally. this process has its 

economical attraction. because: 

A-

B-

C-

No or little cooling water is needed. so less pumping power 

and chemical treatment costs are required. 

Its high performance ratio. since a minimum amount of energy 

is usually needed. 

Small specific heat transfer area (m2Ikg). thus a small 

capital cost is required. and a compatible size of plant. 

[51 The example problems presented in this chapter have shown the 

applicability of the developed program to design and simulate a 

hybrid distillation system. About the program and the proposed 

VTBVT technique. the following points may be deduced: 

A- The developed package is a powerful tool for quickly 

evaluating a great number of possible different arrangements 

and/or different values of design parameters. which aims at 

improving the economy of existing (or being designed) plants. 

B- Performing the parametric calculations using the program shows 

that the proposed VTBVT technique may be adopted to 

optimization calculations. since each step in many 

optimization processes is simply the redetermination of 

evaporation cost after a parametric change. 

C- Using the developed program. dimensions with sufficient 

accuracy for hybrId process units (e.g.VTElVC and/or 

VTElVCIMSF) can be obtained. This enables the process to be 

costed. and manufactured or to confirm that the detailed 

dimensions of an existing plant units are adequate for a 

proposed new duty. 

D- The program has proved to have excellent convergence 

characteristics for solving complex systems of inter-lInked 

different evaporation devices. 
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C HAP T E R 10 

CONCLUSIONS AND rUTURE WORK 

Arid and many non-arid areas are facing water shortage problems. 

Desalting of seawater is one of the main techniques to overcome these 

problems. The distillation process is one of the most practical and 

economical technique for desalting seawater. 

There is a wide range of types and configurations for 

distillation process. Better understanding of the process performance 

and the interaction of various operating and design variables can be 

achieved by performing flowsheeting calculations for the process. A 

specialized flowsheeting program for performing design and simulation 

calculations for thermal desalination processes is developed in this 

work. 

The sparsity and weak nonlinearities of the unit equations are 

among the characteristics of the distillation process mathematical 

models. A new numerical approach for solving these mathematical models 

is developed in this work. This approach takes into account the above 

characteristics of the distillation process mathematical models. This 

new approach has been referred to as: the Variable Type By Variable Type 

[VTBVT) approach. A full analysis of the mathematical bases of this new 

approach has been made in chapter 5. 

The performance of the developed program using the proposed VTBVT 

approach for solving different distillation processes is assessed in 

chapters 7, 8, and 9. High reliability, fast convergence, flexibility, 

and generality are among the main characteristics of the package and the 

VTBVT approach. These points may be illustrated as follows: 

• The program showed sufficient flexIbIlIty by solving different 

thermal desalination problem. Each of these problems can be solved 

using different combinations of specifications. In other words, the 

input and the problem do not have to be in a rigid form for the 

program. This may be illustrated by Tables (7.2), (8.10) and (9.1) 

for example. 

Because of this flexibility, the dependent and independent 

variables can be exchanged. Therefore many questions about the 
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operation can be answered, and different types of calculations can 

be performed. 

• Practical flowsheeting problems may require the solution of 

simultaneous systems of many hundreds of equations. Using the 

proposed vrBvr approach, a large problem may become a number of 

small problems (according to the variable type), therefore, the 

memory required for the problem must be considerably reduced. 

Also, the computer CPU time is reduced because of the reduction of 

the mathematical operatiOns. This fact is confirmed by the 

numerical results in sections 7.6.1 and 8.4.3 where the comparison 

of the total CPU times shows that the solution by vrBVT technique 

requires about one fifth and one third of that required by Newton's 

method (ignoring the differences in hardware) for solving FICHTNER 

MSF and ten NEE processes respectively. 

In brief, the computation using the developed program and the 

proposed technique uses reasonable amount of computer time, memory, 

and other resources. 

• Robustness (or reliability) is the third most important property of 

the developed package using the proposed approach. If the 

iterative solution of a mathematical model using a numerical 

technique can be achieved from a wide range of the initial guesses, 

this technique is said to be "robust". The robustness of the 

proposed VTBVT approach is examined for different flowsheets and 

different types of calculations in sections 7.3.2 & 7.4.1 and 
\ 

Appendix {F}. These numerical results have demonstrated the 

robustness of the VTBvr approach. 

• The developed specialized flowsheeting program has also shown its 

generality through the chapters number 7, 8, and 9 where results 

are discussed. These chapters show the capability of the developed 

program to perform design and simulation calculations for different 

thermal desalination process types with dlfferent conflgurations. 

• The results reproducibility, and the program output accuracy are 

examlned In sections 7.4.3 and 8.4.3. This is achieved by comparing 

the final results of the deslgn and slmulation calculations for HSF 

and MEE processes respectively. Also, the validity of the results 

of the same processes is examined in sections 7.6.2 and 8.4.3. 

This is achieved by comparing the final results of the VTBvr and 

Newton techniques. Furthermore, the final results of "FICHTNER" 

plant using The vrBVT approach and that obtained by Homig (1978), 
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using the stage to stage technique are compared to examine the 

validity of the proposed technique, see section 7.7. In all the 

above comparisons, the numerical results have indicated a very good 

agreement. This may illustrate the validity, reproducibility, and 

accuracy of the results. 

As illustrated in chapter 6 and Appendix {D}, the data input file 

is easy to develop, and the output report is clearly identified, 

understandable , and complete. Therefore, one may summarize that 

the developed program is easy to use. 

• Because of the modular structure of the program, as shown in 

chapter 6. New features and functions can be added and most changes 

can be aade in the program with modest effort. So, the program is 

expandable and modifiable. 

As a whole, the developed program and the proposed VTBVT technique 

have proved to be valid for more work. And the following idea can be 

implemented. 

Points For 1'\rt\D"e Work. 

• Corrosion problems, scale formation, and low efficiency of energy 

utilization are ~ the main practical problaos in the thermal 

desalination processes. By adding -.t.heInatioal .odels representing the 

deoarbonator, the deaerator, the VBCUlD syatela, and the degassillll Wlits, 

to the -.thematical model library developed in this work, more accurate 

infonation about the concentration of the nonoondensable gases (i .e. 0 . 2 

and (0
2

) 0IUl be obtained. Hence, the acale fomation and the corrosion 

probl ... can be controlled, and the overall plant efficiency can be 

iJIproved. 

• Becat me of the oonveraence characteristics of the proposed vmvr 
technique (e.,. atability, rapid COI1VeI'llenoe), "optDt.ilJation" 

calculations 0IUl be added to the capability of the developed pucr,... By 

these calculations the deaian variables can be improved during the 

iteration, until a further sianificant i.Japro~t in the objective 

f\a1Ction is considered to be unlikely. 

• Manual control doadnates the operation of the thermal desalination 

processes. Very little information has been published in the area of the 

~r control for these processes. 'lberefore, it IIliJht be worthwhile 

to further investiaate OOIIIpUter control developaents in these processea. 
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APPENDIX A 

PHYSICAL & THERMODYNAMIC AND HEAT TRANSFER 

COEfFICIENT CORRELATIONS 

A.t. Ph)'Slcal Anel TherlDOel)'NUlic Correlations. 

From the analysis presented in Chapter 3 it may be noted that, 

values of the physical and thermodynamic properties of seawater brine, 

pure water and steam should be calculated as a complementary part of the 

mathematical models. OUtlined below are the relationships used to 

calculate these properties. Some of these relationships are specific in 

ft.lb.Sec. units. In this case the results are converted into SI units 

before returning to the calling routine. 

A.l.1. Density Of Seawater: 

Knowing the temperature and salt concentration of brine seawater, 

the density is calculated by the equation given by Homig [1978]. The 

equation is applicable in the temperature range of 10 to 180 C and for 

salinity from 0 to 160 glkg. 

where: 

123 P = - x a + a x Y + a x (2 x Y - 1) + a
3
x (4 x Y - 3 x Y) 

20' 2 

a o 
.. 2.016110 + 0.115313 

a, = - 0.0541 + 0.001571 

a
2 

.. - 0.006124 + 0.00174 

a
3 

IE 0.000346 + 0.000087 

Y = 2 t - 200 
160 

p : density, kg/m3 

x v + 0.000326 x (2 x 2 
t1' -

2 x v - 0.000423 x (2 x t1' -

2 x v- 0.000009 x (2 x t1' -

2 x v- 0.000053 x (2 x t1' -

2 X - 150 
v= ----

150 

t : temperature C 

X : total salt content glkg 

1) 

1) 

1) 

1) 

(A. 1) 

The density of pure water is calculated from this equation by 

setting X = 0 
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A.l.2. Dynamic Viscosity Of Seawater: 

The brine viscosity is represented as a function of temperature 

and salt concentration by Homig [1978]. using the following correlation. 

The validity range of this correlation is 10 - 150 C and 0 - 130 g/kg 

salt concentration. 

where: 

~ = ~ x ~ w R 

~w : viscosity of pure water 

~R :relative viscosity. ( = 1. for pure water 

& > 1. for salt solution) 

(A.2) 

The viscosity of pure water is calculated by the following equation: 

where: 

where: 

a • 

a = 

604.129 
In ~w • - 3.79418 + ~13~9~.~1~8~+~t 

t : temperature in C 

~ : calculated in centipoise 
w 

=1 + a x X + 2 
~R 1 

a
2
x X 

1.474 x 10'3 + 1.5 x 10 ·5 x t - 3.927 x 

1.0734 x 10'5 - 8.5 ·8 x 10 x t + 2.23 x 

X salinity in g/kg 

t temperature in C 

A.l.3. Boiling Point Elevation Of Seawater: 

10· 8x t 2 

10· 10x t 2 

The boiling point rise (BPR) of seawater is given by Homig [1978] 

as a function of temperature (t) and salt concentration (X). This 

equation is valid for X from 20 to 160 g/kg and for t from 20 to 180 C 

where: 

BPR = (B + C x X) x X 

103 x B = 6.71 + 6.43 x 10. 2 x t + 9.74 x 10' 5x t 2 

105 x C = 2.38 + 9.59 x 10. 3 x t + 9.42 x 10· 5x t 2 

BPR : boiling point elevation in seawater, K 

A.1.4. Specific Heat Capacity Of Seawater: 

(A.3) 

Knowing the brine concentration X in g/kg and temperature t in C. 

the specific heat of brine seawater is calculated using the following 
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equation in J/kg.K , Homing [1978]. 

where: 

Cp - A + B x t + C x t 2
+ D x t 3 

A. 4206.8 - 6.6197 x X + 1.2288 x 10· 2x X2 

B = -1.1262 + 5.4178 x 10. 2 x X - 2.2719 x 10·'x X2 

C = 1.2026 x 10. 2 - 5.3566 x 10·'x X + 1.8906 x 10· 6x X2 

D - 6.8774 X 10. 7+ 1.517 x 10. 6 x X - 4.4268 x 10· 9x X2 

Cp : Specific heat capacity in J/kg.K 

A.l.4. Specific heat enthalpY Q[ seawater: 

(A.4) 

The specific enthalpy of seawater can be calculated by 

integrating the brine specific heat (Cp), equation (A.4), from the 

reference temperature 0 to the brine temperature t (C), Homig [1978]. 

Then, 

where: 

t 

b • b.+ J Cp dt 

o 

h : specific enthalpy, J/kg 

ho : zero point enthalpy. J/kg 

ho • 9.6296 x X - 0.4312402 x X2 

(A.5) 

(A.5.a) 

A.l.5. Thermal conductivity of seawater: 

This equation is obtained from Homig (1978]. It is valid for the 

range of 10 to 150 C and 0 to 100 g/kg of salinity: 

where: 

k - A + B x t + C x t 2 

A • 576.6 - 34.64 CA + 7.286 x CA2 

B • 10· 3x (1526 + 466.2 x CA - 226.8 x CA2+ 28.67 x CA3 ) 

C • - 10· 5x (581 + 2055 x CA - 991.6 x CA2+ 146.4 x CA 3 ) 

(A.6) 
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analytical concentration factor 

t temperature in C 

k thermal conductivity in , W/m.K 

A.l.6. Latent Heat Qt Vaporization Of Water As A Function Of The Boiling 

Temperature: 

where: 

~ .. 597.49 - 5.6624 x 10·'x t + 1.5082 x 10· 4x t 2_ 

3.2764 x 10· 6x t 3 

~ latent heat of vaporization in, kcal/kg 

t temperature in, C 

(A.7) 

A.l.7. Enthalpy Of Superheated Steam ~ ~ Function Of Temperature And 

Pressure: 

This property is expressed in a form convenient for automatic 

computation by Schnackel [1958] as follows: 

[ 
,,130 P 2 

H = f + 0.043557 x foX P + ~ x (-y-) 

where: 
I3l 

13 =l3x [1. +-x o T2 

13 0 = 1. 89 - 13 , 
2 

2641. 62 1080870/T 
IJ," T x 

13
2 

.. 82.546 

D 162460 
"'3 .. T 

13
4 

= 0.21828 x T 

D 126970 
"'5 = T 

1J6 • 1J0x 1J3- 2 foX (13 2- 13 3 ) 

137 " 2 foX (1J 4- 1J 5 ) - 1J0x 1J5 

(A.8) 
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[ 372420 + 2 ] f 0 .. 0.89 - Ii,x T2 

f - 775.596 + 0.63296 x T + 0.000162467 x T2 

+ 47.3635 x 10g,oT 

and, H :specific enthalpy in BtU/lb 

T : temperature in K 

P :pressure in atm 

Enthalpy of saturated steam can be calculated using this equation 

by knowing the saturation temperature, (calculated as a function of 

pressure using equation (A.ll», and the pressure. 

A.l.8. Pressure Q( Saturated Steam As A Function Of Temperature: 

The dependence of the vapour pressure of saturated steam on 

temperature was formulated by Steltz and Silvestri (1958) as follows: 

For 248 ~ T < 366 

log (~c ) 

where: 

A • 3.2437814 

C • 1. 1702379 x 

For 366 ~ T ~ 647 

where: 

A -= 3.3463130 

D -= 1.3794481 x 10.2 

Tit :temperature, K 

Pc :critlcal pressure 

, [ A + B , + C ,3+ E ,4 ] 
= Tit 1 + D , 

(A.9) 

B = 5.86826 x 10.3 

10.8 
D = 2.1878462 x 10.3 

B = 4.14113 x 10-2 

E == 6.56444 x 10-" 

T : temperature in F 

= 22.106 x 103 kPa 

(A.I0) 

C .. 7.515484 x 10.9 

P : pressure, atm 

, : Tc - Tit 

Tc :crltlcal temperature -= 647.27 K 

A.l.9. Temperature Of Saturated Steam ~ A Function Pressure: 

Temperature of saturated steam in (F) is calculated by giving the 

pressure in (psla) to the following equation, Steltz and Silvestri 

[1958 ). 
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For 0.2 $ P < 450 

T R I a,x (In (10 x P)]' (A. l1,a) 

where: 

ao 
II: 35.151890 a = 24.592588 , 

a -2 
2.1182069 a 3 = - 0.34144140 

a, - 0.15141642 as = - 0.031329585 

a, - 0.0038658282 a 7 = - 0.00024901184 

as - 0.0000068401559 

For 450 $ P $ 3206 

where: 

T .. I ~ x (In P)' , 
~.. 11545.164 

o 
~2 - 2411.1661 

~.. 26.690918 , 
T .. Temperature in F 

~, = - 8386.0182 

~] = - 363.44211 

~s = - 0.48013813 

P = pressure in psia 

(A. l1,b) 

A.l.10. Enthalpy Qt Saturated Liquid: 

Using the following polynomial developed by Steltz and Silvestri 

[1958], the enthalpy of saturated liquid is calculated as a function of 

temperat ure. 

(A.12) 

For 50 s T < 360 

a o - - 3.2179105 x 10 a, = 1.0088084 

a
2 

• - 1.1516996 x 10"' a 3 
.. 4.8553836 x 10.7 

a
4 

- - 7.3618178 x 10"'0 a S = 9.6350315 x 10·'3 

For 360 ~ T $ 600 

a o - - 9.0411106 x 102 a, = 1. 0613802 x 10 

a
2 

• - 4.2753836 x to"2 a] = 9.41244 x 10-S 

8, • - 1. 0315357 x 10"7 as = 4.560246 x 10·" 

where: T Temperat ure, F 

h Enthalpy, BtU/lb 
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A.I.II Pressure ~ ~ i2 Friction Loss 

The frictional loss for a fluid flowing through a tube is 

calculated using the following equation, Ozisik [1985] 

where: 

2 
AP .: , _L_ • p v. 

ID 2 

, = 641Re for laminar flow (Re s 2000) 

, • (1.82 Log Re - 1.64)-2 for Re ~ 4000 

AP .: pressure drop 

, • friction factor 

L • tube length 

ID .: tube inside diameter 

0. .: mean velocity 

Re - Reynolds number • ~·ID/v 

v • dynamic viscosity 

(A.13) 

A.2. Overall Heat Transfer Coefficient: 

The following correlations are used to calculate the overall heat 

transfer coefficients for the flash evaporator and the condenser units. 

The overall heat transfer coefficient U is inversely proportional to the 

sum of the thermal resistances to heat transfer, Mcadams [1954] and 

Mothershed [1966]. 

where: 

U -1/IR 

- [R + R + R + R + R + R r' 
c f f f .. f 0 nc co 

(A.14) 

R : Resistance to convection heat transfer between the 
c f 

cooling brine and the inner tube wall. 

R
ff 

Fouling or scale resistance on the brine side of the 

tube. 

R Resistance due to the tube wall. .. 
R

fo 
Fouling or scale resistance on the vapour side of the 

tube wall. 

R Resistance due to the presence of noncondensable gases 
nc 

near the outside surface of the condenser tubes. 

R Resistance of convection heat transfer between the 
co 

condensing steam and the outer tube wall. 
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The wall resistance is calculated using the following equation: 

OD OD 
R.. • 2k x log. "I"'i)" (A. 14, a) 

• 
where: k : thermal conductivity of the material tube wall, 

• 
(kcal / m. h.IO. 

(2) Inside Convection Resistance. Rei 

• (A.14,b) 

where h I represents the heat transfer coefficient for inside flow in 

kcallhr.m2.K .. It is obtained using the following equation: 

where: 

'" Nu .0.027 x (Re)o.ax (Pr)1/3 x (_"_)0.14 

Nu 

Re 

Pr 

Nusse I t number. 

Reynolds number. 

Prandtl number. 

"'b 
(A.14,c) 

Absolute brine viscosity kglhr.m, '" evaluated at 
" the wall temperature, "'b evaluated at stream bulk 

temperat ure. 

Equation (A.14,c) may be written in the following form: 

hi x ID 0. a 1/3 [p x <8 x ID 
]b x [CP;"']b 

kb 
• 0.027 x 

'" 
x [ :: ] 

0. l' 

(A.14,d) 
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where: 

(31 

k 

p 

" Cp 

b 

Brine thermal conductivity. kcal/m.hr.K 

Brine density, kg/m3 

Brine flow velocity, m/hr 

Brine specific heat capacity. kcal/kg.K 

subscript, 

temperature. 

evaluated at the stream 

Outside Convection Resistance. R 
co 

bulk 

The resistance to convection heat transfer between the vapour and 

the outer tube wall 1s 1nversely proport1onal to the condensation 

coeff1cient h , as follows: 
o 

R .. 1 / h 
co 0 

(A.14.e) 

h, is calculated using the following theoretical equation developed by 
o 

Nusselt: 

h 
o 

where: 

3 2 

[ 
k f x P f x ~ x g ] 1/4 

.. O. 725 x CR x 
N x 00 x ~fx 6 t

f (A.14,f) 

h : mean condensing coefficient for N tubes in a vertical row. 
o 

CR :pract1cal correction factor to account for experimentally 

"f 
00 

observed deviation from the Nusselt equation. Outler [1971]. 

:thermal conductivity, kcal/m.hr.K 

density, kg/m 3 

accelerat10n of gravity, m/hr 

latent heat of condensation, kcal/ kg 

viscosity, kg/m.hr 

tube outside diameter, m 

temperature drop across condensate film, K 

The subscript "f" refers to the condensate film. All 

the physical properties in the above equation (A.14,f) are 

evaluated at the average f1lm temperature. 

The value of the correction factor CR is given by Hornig [1978] as 

follows: 

for N ~ 10 

CR • 1.23795 + 0.0353608 N - 0.00157035 N2 (A.14,g) 



- 225 -

for N > 10 

CR • 1. 434523 

Where N is the number of tubes in a vertical row of the rectangular 

cross section bundle of tubes. where the number of tubes in each 

vertical row are equal. However. for a circular tube bundle with 

triangular pitch, N in equation (A.14,g) is calculated by the 

following, Omar [1981]: 

N • 0.481 x O.5~ n, 

Where n is the total number of tubes. , 
flooding factor. 

[4] fouling Resistance 

(A.14,h) 

And N Is defined as the 

Because of the lack of knowledge in the area of fouling and scale 

buildup. the fouling resistances are usually combined in one overall 

fouling resistance. R
f
• It includes the resistance due to possible 

presence of noncondensable gases (R ) and the fouling resistance on the 
en 

inside (R ) and outside (R
f 

) surfaces. 
f i 0 

Based on the of manufacturers and users experience. different 

values of the fouling factor are determined and tabulated. Ozislk 

[ 1985]. 
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APPENDIX B 

COMPUTATIONAl.. PROBLEMS DUE TO 

PHYSICAl.. LIMITATIONS OF THE MEE PROCESSES 

Coaputatlon of the multlple effect evaporation plants may be not 

converged until a certain accuracy of the specified variables is 

achieved. These variables are approxlmately related by the followlng 

expresslons, Blomsted et al [1914]. 

where: 

F Xf 
S III N . (1 - x.) 

A III 

~ •. F • (1 - XflX.). N 

U • (T - T ) 
• c,1I 

~ • F • N 
T - T + I BPR DO _·;....,U-=--.---:-A--

• b,. 

N - Number of effects. 

S • Heatlng steam consumptlon. 

F • Feed flowrate. 

'(1-XIX) 
f • 

X
f 

• Mass fractlon of sollds in the feed stream. 

X. - Mass fraction of solids in the blowdown stream. 

(B. 1) 

(B.2) 

(B.3) 

U • Average value of the overall heat transfer coefficient. 

A • Total evaporator heat transfer area. 

T • Heating steam temperature . 
• 

T • Final condenser temperature. 
c,N 

~ • Average value of heat of vaporizatlon . 
• 

BPR • Bolilng polnt rlse. 

T • Blowdown temperature. 
b,N 

Unrealistic results, e.g. negative areas, flowrates, or 

temperatures aay appear during the computations because one or more of 

the above expresslons are Violated, for example: 

[A] From the expression (B.3) it may be deduced that: by increasing the 
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number of effects (N) and/or by using a large unrealistic X, the 
N 

sum of the boiling point rises (I BPR) also increases. This reduces 

the temperature driving force (T - Tb ). Consequently, the heatIng 
• ,N 

steam (or vapour) flowrate Is reduced. If the sum of the boIlIng 

point rises exceeds the overall temperature driving force, negative 

values of the heating steam and/or vapour flowrates are produced by 

the computation. 

[8] By Increasing the number of effects and/or by USing a large 

unrealistic feed water flowrate (F), the heat supply for some of 

the effects may drop below the sensible heat demanded by these 

effects. As a result, the vapour flowrates out of these effects 

beco.e negative. Similarly, negative brine flowrates may be 

produced by utIlizing unrealistic small feed flowrate and/or a 

large temperature driving force, in other words, negative brine 

flowrate 118.)' be calculated when the system Nbolls dry", see 

Olivares [1983] for more details. 

The computation failure could occur In one or more of the plant effects 

due to one or more of the above reasons. 
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A P PEN D I X C 

UNIT OPERATIONS LINEAR MATHEMATICAL MODELS 

Using the same procedure as that used 1n Chapter 5, the following 

tables of equations are obtained for various thermal desalination 

process modules. Each table contains three sets of equations, one for 

each variable type (component, temperature, and pressure). 

A. 

+ 

Table (C. 1)! Linear Mathematical Model of !!l 

Evaporator Effect 

v 
i 

T. 

°10" r-------- ) 

I p . 
I ) 

V 
, 

J-, -~ 
T 

J -, 
~ p 

J-, --- --

~ \01 
V 

b, i-' 
b.i 

S 
S 

b,i - ' 
b,i 

lb,i _' 
T 

b,i 
P 

Pb,i - ' D. b,i 
) 

T 
d,i 

P 
d, i 

Component matrix equations; 

[h - H _ ) k. Wk+' + [H - , - h ) k. D~+' 
b, j - , J b, j - 1 J - d J 

I k • wk+' k Sk h = [h - + Qk [H .- hb,j_,] . 
J b, J b, j b, j b, j - , loss 

(C.l,a) 

\.,Ik + , - \.,Ik+' - yk+1 = 0 (Col,b) b, j - , b, j j 

Sk+ , - S~+ , = 0 (C . 1.c) j - , J 

yk+' _ D~+' = 0 (e.l,d) j - , J 
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Table (C . l), Continuation 

B. Temperature matrix equations; 

For simulation calculations; 

Ie [V . b - UA ] . 
j-1 j., j 

+ [UA.l le . TIe+~ = D~' 
J b, J J 

TIe + 1_ [D . 
j - , j 

Ie Vie a -
j j - 1 

* For design calculations, 

[b . V - ~'UA 11e
• TIe +'_ [b.' D 11e

• 
j-1 j-, j j-, J j-1 

+ ~ • Uk. [T .- T . 11e
• A~+'+ UA~' 

b,J J-1 J J 

= VIe +'. [a.- a 1 Ie_ [T - T 11e
• 

j-, J j-, j-, b,j 

_ TIe +'= BPR Ie 
j 

_ T Ie +' = 0 
j 

C. Pressure matrix equations; 

p le + '- ple+' = Il p~ 
j - , d, j J 

p~+ '- pk+' = 0 
J b, j 

p~+ , = f (Tie 
J J 

T Ie + , 

j 

(C.2,a) 

~ . TIe +' 
b, j 

UA Ie . ~ 

(C.2,b) 

(C.2,c) 

(C.2,d) 

(C.3,a) 

(C.3,b) 

(C.3,c) 

• In this case the variable A. is written as ~'A to allow for 
J 

th variable area, where ~ is the ratio of the j stage area to the 

reference area. A. For the constant area solution, ~ = 1. 
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Table (C.2). Linear Mathematical Model of ~ Desuperheater Unit. 

W 

y _ ._._. 
au 

A. Component matrix equations; 

yk+' + Wk+1 _ yk+'= 0 
in,2 in,1 ou 

in, , 

y 
in,2 

[H]k • yk+' + [h]~ • Wk+1 _ [H ]k • yk+1 = 0 
in,2 in,2 ln,l in,' ou ou 

B. Temperature matrix equations; 

T k+' = f (pk ) 
ou in 2 

C. Pressure matrix equations; 

(C.4,a) 

(C.4,b) 

(C.5) 

(C.S) 
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Table (C. 3)! Linear Mathematical Hodel of ~ Condenser llil.ll. 

\.I 
in, , 

S. In, , 

T 
V in,1 

in,2 ~'\ T in,1 
In,2 

p ----t,~tJ In,2 \.I 
ou,1 

S 

o 
01.1,2 

T 
ou,2 

P 
ou,2 

ou,' 
T 

ou,1 
P ou, , 

A. Component matrix equations; 

[H - h ]k. Vk+' + 
In,2 d,ou,2 In,2 

[h. - h ] k. Wk + 1 + [h _ 
In,1 ou,1 In,1 in,1 

h ] k. Sk+' = 0 
ou,' In,' 

k+1 
V. 2 

1 n, 
\.Ik+1 

in, 1 

Slc+ 1 
In, , 

Ok+ 1 
ou,2 

_ \.Ik+ 1 
ou, , 

Sk+' 
ou, , 

= 0 

= 0 

= 0 

B. Temperature matrix equations; 

T Ic + 1 _ TIc+1 
v,ln,2 d,ou,2 

= 0 

For simulation calculations; 

where; E = 
- UA/[(\.I + 5).· Cp) 

l-e In,1 m 

OR; 

For design calculations; 

T Ic + 1 _ Tk+1 
v,ln,l ou,' 

= ~ T 
approach 

(C.7,a) 

(C.7,b) 

(C.7,c) 

(C.7,d) 

(C.S,a) 

(C.S,b) 

(C.S,c) 

Also equation (5.12,e) can be used for design purpose. 

C. Pressure matrix equations; 

p lc + 1 
In, , 

p lc + 1 

v, in, 2 

_ plc+1 
ou,1 

_ plc+1 
v,ou,2 

(C.9,a) 

(C.9,b) 
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Table (C.4)' Linear Mathematical Model of !! Flash Unit 

y 
ou,z 

,..--- T 
I ou,Z 
I 
I P W. ou,z 

In 

5. 
In 

T . W In ou, , 

P. 

Y 5 
In OU, , 

T ou, , 

P ou, , 

A. Component matrix equations; 

Wk+l _ Wk+' _ yk+l 
in ou,l ou,Z 

= 0 (C.10,a) 

Sk+l_ Sk+l 
in ou,l = 0 (C.10,b) 

[ h . ] k. Wk + 1 _ 
1 n f n 

[H ]k. yk+l _ [h ]k. Wk+l + 
ou,Z ou,Z ou,' ou,l 

[h. -h ]k. Sk+' = 0 
In ou,l in 

(C.10,c) 

B. Temperature matrix equations; 

r k+l _ r k+1 = 0 (C. l1,a) 
ou,l ou,Z 

r k+1 = Specified constant (C.ll,b) 
ou,2 

Or; 

r k+1 = f (pk ) (C.ll , c) 
ou,Z ou,Z 

C. Pressure matrix equation; 

pk+1 _ pk+1 
= 0 (C.12) 

ou,1 oU,Z 
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Table (C.5). Linear Mathematical Hodel of ~ Splitter Unit. 

W 
ou,2 

S ou,2 
T ou,2 

W P ou,2 in 
S 

in 
T 

in 
P 

in 
W 

ou,1 
S ou,1 
T 

ou,1 
P 

ou,1 

A. Component matrix equations; 

WIc +1_ Wk+1 _ Wlc+ 1 = 0 (C.13,a) in ou,1 ou,2 
S~+ 1 _ SIc+1 _ SIc+1 = 0 (C.13,b) 1 n ou,1 ou,2 

and if ex > 0 ( 1. e. if ex is specified ) 

WIc +1 - ex . W~+1 = 0 (C.13,c) ou,1 1 n 

SIc+ 1 - ex • SIc+1 
ou,1 oU,1 = 0 (C.13,d) 

B. Temperature matrix equations; 

T~+1 _ TIc +1 = 0 (C.14,a) 1 n oU,1 
T~+1 _ TIc +1 = 0 (C.14,b) 1 n ou,2 

C. Pressure matrix equations; 

p~+1 - p lc +1 = 0 (C. 15, a) 1 n ou,1 
p~+1 _ plc+ 1 = 0 (C.15,b) 1 n ou,2 
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Table (C . 6) I Linear Mathematical Model of ~ Mixer Uni t 

W 
in, , 

S 
in,' 

T 
in, , 

P 
in,' W 

ou 
S 

ou 

T 
ou 

W P in,2 ou 
S 

in,2 
T. 

In,2 
P 

in,2 

A. Component matrix equations; 

Wlc +' + Wlc +' _ WIc +'= 0 (C.16,a) 
in, , in,2 ou 

Slc+' + SIc+' _ SIc+'= 0 (C.16,b) 
in, , in,2 ou 

B. Temperature matrix equations; 

[(W + S) b]1c . TIc +' + [(W + S) · b]1c . TIc + , -in, , in, , in,2 in,2 

[(W + S) b] Ic TIc +' [(W + S) Ic [(W + S) a] ~ . = · a] - . 
ou ou OU 1 n, , 

- [(W + S) · a]k (C.17) 
in,2 

C. Pressure matrix equations; 

plc+ , _ p lc +' = 0 (C.18,a) 
in, 1 ou 

plc+' _ p lc +' = 0 (C.18,b) 
in,2 ou 



- 235 -

Table (C . 7). Linear Mathematical Model of ~ LiquidlLlguid 

Heat Exchanger Unit . 

\.I 
00,1 

S 
00,1 

T 
00,1 

P 
oU,1 .. 

\.I . 2' T . 2 In, In, 

S . 2'P. 2 In, In, 

A. Component matrix equations; 

\.lit. , _ \.lit., 
in,1 ou,1 = 0 

Sit., - SIt., = 0 in, , ou, , 
\.lit. 1 _ \.I1t., 

in,2 ou,2 = 0 

Sit., 
in,2 - Sit. , 

ou,2 = 0 

B. Temperature matrix equations; 

[F. It Tit.' [F . Cp ]. -
1 n, 1 m,1 ; n, 1 1 n, 1 

Tit.' [F . 2 
It Tit.' . + Cp ]. 

ou,2 1 n, m,2 ; n, 2 

TIt • , TIt • , - [EE ] It. Tit., + in, , ou,2 oU,1 

1 
UA • [ F . Cp 

in,1 m,' 
\./here EE = e 

Or; 

Tit. , 
ou, , 

- T It •
, 

= Il T 
ou,2 approach 

C. Pressure matrix equations; 

It·' plt., Il P p . , = 
1 n, ou,' , 

pit. , 
in,2 

pit. , 
ou,2 = t:. P2 

Cp 

= 

[EE 

] It . 
m 

0 

] It. 

Tit.' _ 
ou,' 

Tit.' 
in, , 

\.I in,1 

S . 1 In, 

T . , In, 

P . , In, 

\.I 2' T 2 00, ou, 

S P 
ou,2' ou,2 

(C.19,a) 

(C.19,h) 

(C.19,c) 

(C.19,d) 

[F . Cp ] It . 
1 n, 2 m 2 

(C.20,a) 

= 0 (C.20,b) 

1 
F • Cp ] in,2 m,2 

(C.20,c) 

(C.21,a) 

(C.21,b) 
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Table (C.8). Linear Mathematical Model of ~ Compressor Unit 

V 
2 

A. Component matrix equations; 

VK+' _ VK+' = 0 , z 

B. Temperature matrix equations; 
for known w: 

TK+'x b K _ TK+'x b K= [w/V K1 _ ak_ K 
Z 2 " 2 az 

v , 
T, 

P, 

f~~+~no~+~: x {[P IP 1(1-')/1}k = 0 
Z , Z , 

C. Pressure matrix equation; 
plc+' _ pk+' x [(1 IT )1/(1-,>]k 

z , z , = 0 

w 

(C.22) 

(C.23,a) 

(C .23,b) 

(C.24) 
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APPENDIX D 

STRUCTURE AND OPERATION OF THE DEVELOPED 

PROGRAMS IN SOME DETAILS 

In chapter 6 the main outlines of the VTBVT based package are 

emphasized. This package consists of two parts: the data structure 

program (DSP) and the calculation program (CP). These two parts are 

communicated by an intermediate data file. In this Appendix, the main 

points in the above two programs is illustrated. Also, the main 

points of the Newton Raphson based program are introduced. 

D. 1. THE DATA STROCTURE PROGRAM (DSP). 

D.l.l. Building The Knowledge Into The DSP. 

Any flowsheet configuration may be described completely in terms 

of a number of units connected together by a number of streams by which 

the flow of information, material, and energy between the plant units is 

performed. So, to define a process, these two elements (i.e. streams and 

units) should be accurately defined. 

In the DSP, the process stream is considered to be a number of 

vectors of properties, sufficient to define the state of the process 

stream. These vectors (or arrays) include flow rate, temperature, 

component and pressure properties separately (i.e. one array for each 

variable type). The logic order of these variables in its vectors is 

determined by pointers. So, any stream may be defined by a set of 

variables (or its pointers) associated with it, as well as Information 

defining the stream such as its name and destination. With regard to the 

process unit, it is defined by its name, type, and the relevant data 

(i.e. the unit parameters). 

In other words the process may be defined by a number of 

pointers for the stream variables, and a number of arrays for unit 

types, names, and parameters . These pointers and arrays are shown In 

Table (D. 1). 
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Table (0.1). Arrays Created In OSP 

Array 

LSTFIN 

LSTFOU 

LSTTIN 

LSTTOU 

LSTPIN 

LSTPOU 

LISTC 

LISTP 

NTVPE 

PARAH 

UNAME 

CNAME 

SNAME 

where; 

Dimension 

3e NU 

3e NU 

3e NU 

3e NU 

3e NU 

3e NU 

NceNS 

leNU 

leNU 

leNPARAH 

leUN 

leNC 

l-NSTRH 

Type 

I 

I 

I 

I 

I 

I 

I 

I 

I 

R 

CRR 

CRR 

CHR 

NU = Number of units. 

NPARAM = Number of parameters. 

I z Integer data array. 

CHR = Character data array. 

Definition 

Flowrate pointers of the input 

and output streams. 

Temperature pointers of the 

input and output streams. 

Pressure pointers for the input 

and the output streams. 

Component pointers of a stream. 

Unit parameter pointers list. 

Unit types pointer list. 

Uni t parameter arrays. 

Uni t name arrays. 

Component name arrays. 

Streams name arrays. 

NC = Number of components. 

N~ Number of streams. 

R = Real data array. 

As shown in the above table, the stream variable pointer lists 

into and out of a unit, consist of three columns, one column for each 

stream entering and leaving the unit (assuming that each unit has only 

up to three input and three output streams). The component pointer lists 

consist of two columns, one for each component (water and salt). Each of 

the rest of the arrays consists of one column with different lengths, 

such as NU, NPARAM, ... etc. 

D.l.2. Variable And Parameter Pointer Lists Setting Up. 

As pointed out before, all the data required to completely define 

the problem under consideration are stored in a number of arrays. The 

location of a data element in a particular array may be indicated by its 

pointer. These pointer lists are set up by tracing the change of the 

stream variable values (such as temperature, flowrate, pressure, etc) 

across the units. If a stream variable is changed through a unit, the 



-~-

pointer of this variable is increased by one for that stream out of the 

unit. Otherwise, the pointer of this variable for output stream is 

copying the previous value (i.e. the pointer value does not change). The 

flowrate, temperature and pressure pointer lists are set up using the 

same technique. Figure D.l, shows a general flowchart for sett1ng up 

these pointers for inlet and outlet streams of flowsheet un1ts. By th1s 

techn1que, the m1nimum number of non-zero and different po1nter values 

w111 be stored to def1ne the process. Consequently, a reduct10n 1n the 

matr1x equation size will be obtained. 

By coding the flowrate pointer for each stream (JOUT) out of each 

unit (J) 1n the process flowsheet as LSTFOU(JOUT,J), the pointer of each 

component JC in a particular stream can be created by the program and 

stored in an array LISTC, with two integer arguments: the f1rst refers 

to the component number, and the second refers to the stream flowrate 

pointer as LISTC (JC,LSTFOU(JOUT,J». This index locator specifies the 

position of a particular component in a particular stream with respect 

to the first element. 

Two types of streams can be manipulated by the DSP, v1z; external 

and internal streams. The external stream appears in the process 

flowsheet and has its name and dest1nation. Internal streams may be 

created within the unit module to represent an internal flow, such as 

the flow between stages in the HSF process. The 1nternal streams do not 

need to be defined by name or destination. This may make the definition 

of the problem much easier for the user, and the risk of making 

flowsheeting error may be reduced. Furthermore, this feature also allows 

the user to alter the number of stages in the MSF sections for further 

investigat10n without too much disturbance to the flowsheeting data and 

constraint specifications. 

D.l.3. Specifications and Constralnts. 

The capability of the developed program of specifying design and 

operating constraints easily, may be considered one of its main 

features. Once the considered flowsheet streams and units are defined, 

and the stream varlables and the modules equations are established, 

there will be several remaining degrees of freedom, see section 5.3. The 

computer program has been written in a way allowing enough flexibility 

in specify1ng these remaining degrees of freedom. 
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r-----
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I 
I 
I 
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T UI THE nol1SllIIT UNl TS 
ONE: BY ONE. -----

T UI THE UNI T 00TP\1T 
STJU:AMS ONE BY ONE . ~---

SET THE POI trn:R OF THE 
CONSIDERED VARIABLE FOR 
THE PR[SDIT STJU:AM OITT 

OF THE UNl T EQUAl. TO JJP. 

DETERKI lIE THE PRtSDIT snu:AH 
NUMII£R TO THE NEXT UNI T . 

----------, 

DETDIHIIIE THE DESTINATION UNIT 
FOR THE PR[SDIT STJU:AM NUKBDI ? 

I 
I 
1 

1 
I 

I 

1 

I 
I 
I 
I 

1------
I 
I 
I 
I 
I 
I 
I 
I 
I 

I 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
1 
I 

yes 

I 
I 
I 
I 
I 
I 
I 

SET A POINTER FOR THE CONSIll£R£D 
VARIABLE FOR THE STJU:AM DITDIIM; 

THE DESTINATION UHIT. 

EQUAn: THE POItm:R or THE CONSIDERED 
S11t£AM V IJU ABLE I lITO A.IID OITT 

OF THE DESTINATION UHIT 

D£TEIU(l ME THE PRESDIT S11t£AM 
IMIBI:R TO THE DESTINATI ON tJNI T . 

I : ___ ---.J I 

L ________ -

L _________ --

I 
I 
I 
I 
1 
I ---- -----, I 

I 
---------- ---- 1 

riCURE (D.t>, S£TTI*, UP THE STR£AM~_-------J 
V AJll ABLE 1'011l'l"DS no\IC!WIT· 

STOP 
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Two different types of constraints are available for this purpose. 

The first is a definitive specification as: 

• 4 (0.1) 

By generating this form of equation, a variable ~ and a constant" will 

be equated. This type may be useful in specifying feed stream variables, 

and fixing a particular variable in a particular stream such as the 

product flowrate or steam consumption. The relation between two 

variables in the equations system may be specified by the second type of 

constraints which takes the following form: 

4X~ +ix4I = c (0.2) 

Where 4, i, and c are constants given by the user and relating the 

variables ~ and 41. This type of specification enables the user to relate 

two variables of the same type in one stream (such as the concentration 

ratio of a stream). 

D. 1. 4. An Bxalaple of 'Ibe Use of DSP. 

To illustrate the application of the DSP, consider the steady 

state calculations for a simple flowsheet. say a double effect 

evaporation system shown In Figure 0.2. This process Is represented by a 

total of 38 variables. and 28 equations. see sections 5.3 and Appendix 

{C}. So, a total of 10 degrees of freedom is obtained for extra 

constraints. These numbers may be classified as follows: 

Table 1!hll 

~ 
Components Temperature Pressure Total 

No. of 

Variables 16 11 11 38 

Equations 12 8 8 28 
1--_ •••••....• _ ••• _._-_._- _ .............. _._ ............ . ............ _-----_ ..... _ .... r-.. _ .......• _ •.. _-_ ... . .................. __ . 

Degrees of 4 3 3 10 

freedom 

If the feeds to the above process are specified completely (with 

unknown feed steam flowrate). ten extra equations will be obtained and 

the solution becomes feasible. As illustrated in the previous 
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CONDENSA 

EFFECTl EFFECT2 

FIGURE D.2. DOUBLE EFFECT EVAPORATION SYSTEM. 

COOLWAT 

CONDENSA 
F H 

EfFECTl EFFECT2 

STEAM 

D 

FEED PRODUCT 

PRODUcr PRODUCT 

FIGURE D.3. COMPtITER MODEL CONflGURA nON FOR A DOUBLE 

EFFECT EVAPORATION SYSTEM. 
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subsection, operating and design specifications involve assigning values 

to particular variables associated with a unit input and output streams. 

For this purpose plant input and/or output streams are again treated as 

units which set up the suitable form of specifications, as shown in 

Figure D.3. 

Once the computer model configuration is decided, various units 

and streams that occur in it must be specified. For this particular 

flowsheet, the full set of statements provided by the user as a data 

file defining the flowsheet are shown in Figure D.4. 

These data are located into a number of arrays created by the 

program as explained before in subsection D.l.2. Figure D.5, 

demonstrates all these lists. The elements of these arrays can be easily 

accessed. This is done simply by coding the name of the array, together 

with an index locator specifying the position of a particular element 

(i.e the pointer). As shown in the figure, the created arrays include 

integer, real, and character variables. 

Figure <D. 4), ~ File For The ~ 

DOUBLE EFFECT EVAPORATION 
1 
2 
WATER 
5ALT 
7 
FEED 
1 
A 
EFFECT 1 
2 
22680. 330. 150. 
21546. 1134. 
STEAM 
1 
B 
PSET 
1 
-1 400. -1. 
1. O. 
PSET 
440 
EFFECT 1 
1 
O. 
EFFECTl 
400 

:T1tle 
:Calculation mode. 
:No. of components. 
: C( 1) 
:C(2) 
:No. of units 
: Unit name 
: Uni t type (source) 
:1st output stream name. 
: Destination. 
:5tream number to the destination. 
:F,T,P 
: 5(1),5(2) 
:Unit name 
: Unit type 
:Output stream name 
: Destination 
:5tream number to the destination. 
: Unknown F, T, unknown P 
:AII stream is C(l), C(2) = 0 
: Unit name 
: Unit type 
: Destination 
:Which Input to the destination 
: Pressure val ue 
: Unit name 
: Unit type 

------------------------------------------------------------------
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Figure (D.4). Continued 
------------------------------------------------------------------
C 
PRODOCT 
D 
EFFECT2 
2 
F 
EFfEl."'T2 
1 
150. 0.0 
EFFECT2 
400 
C 
PRODOCT 
E 
PRODOCT 
H 
CONDENSA 
2 
150. 0.0 
CONDENSA 
420 
PRODOCT 
PRODOCT 
681211. 0.0 
COOLWAT 
1 
I 
CONDENSA 
1 
63402. 300. 100. 
60321. 9 3110.1 

:lst output stream 
: Destlnatlon 
:2nd output stream 
: Destination 
:Whlch Input to the destination 
:3rd output stream 
: Destlnation 
:Whlch Input to the destination 
: A. Q loss 
: Unit name 
:Unlt type 
:lst output stream 
: Destlnatlon 
:2nd output stream 
: Destination 
:3rd output stream 
: Destlnation 
:Whlch Input to destination 
: A. Q loss 
: Unit name 
:Unlt type 
:Destinatlon of the 1st output 
:Destinatlon of the 2nd output 
: UA. Q loss 
:Unlt name 
: Unit type 
:Stream name 
: Destlnatlon 
:Whlch Input to the destination 
:F. T. P 
:C(l), C(2) 



SIWIE 
A 

STEAM 

FEED 

"-
" , 

"-
~, , , 

\ 

\. 

EFFECfl 

A 

I 
I 

" I 

I 

I 
I 

I 
I 

I 
CI 

, , 

I , 
I 
I 
I 

ti-ii ... ...-;--1f' 

\ 
\ 
F 
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/ 
I 
I 
I 
I .. 
\ 
\ , 

D 

,. 
/ 

\ , 

,. " 

EFFECf2 

", 

// 

" 

IITYPE 
1 
1 

140 
400 
400 
420 

1 

Fla. D. s. Arra,. ereated b)' The DSP 

COOLWAT 

CONDENSA 
H 

E 



LSTFIN 
0 0 ,0 
0 0 0 
2 1 0 

1,2 3 , , 
\ , 

\ 
~ 

\ 
\ 

LSlTIN \ 
0 0 
0 0 
2 1 

, 
\ 

0 
0 
0 

\ 
\ 
\ 
\ 
\ 
\ 

\ 
" \ 
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I 
/ 

F 0/ --

LSTFOU 
1 0 0 
2 0 1 
3 4 5 

1 2 3/ 
/ 

I 
I 

I .-
I 

I 
I 

I 
I LS'ITOU 

I 
I 

I 
I 

1 
l2 
13 

0 
0 
4 

I 
I 

0 
1 
5 

~1t '. 

Jir~'..... \ 
• 'fJ......... , Bill 

)=4 " I 
OU(2.4~1 

, , , " 
" ........... \, ---...... ....... 

A@ , ; 
I 

ILSTPIN 

LSTPIN 
I 

(2,4) 

0) 
0 
0 

l! 

0 0 
0 10 
1 0 

, , 
' ..... -' " 

I 
I 

I 
I 
I 
I 

I 

Fla. 0.5 .• (Continued) 

LISTC 

C( 1). C(2) 
1 8 
2 0 
2 0 
3 8 
4 0 
4 0 
5 8 
6 0 
7 9 

" 
C 

\ , 
\ 

\ , 
\ , 

A 
B 
C 
D 
F 
C 
E 
H 
I 

LSTf 

/ D __ 

\ - CD 
\ 
\ 
\ 

, 

\ 
\ 
\ 

\ 
\ 
\ 

/ 

1 
2 
3 

.. " \ ./ ...... --1-" 

~ 

/ 
./ 

I 
I 

I , 

LSTPOU 
0 0 
0 1 
4 5 
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D.l.S. The Intermediate Data File. 

The specifications and the information stored in the created 

arrays are then transferred as an intermediate file to the calculation 

program (CP). As illustrated in Figure D.S, this file comprises lists of 

unit names, variable pointers, unit parameters, and stream names, and 

also information about the number of the temperature, pressure, and 

component variables, as well as the calculation mode (simulation or 

design). From this file the following points may be noted: 

(1) Each variable type set (e.g. temperature, pressure, component, 

etc.) is stored in a separate array to be manipulated easily using 

the VTBVT technique. 

(2) The unit EffECTl (for example), changes the water flowrate (I.e. 

component No.1), of the input stream A (pointer NO.1), by 

evaporating part of it. Therefore, a new pointer is created for 

this component in the output stream (stream 0, pointer 3). However, 

the second component pointers for both input and output streams 

have the same number ,(1.e. pointer No.8), because the salt 

flowrate has not been changed across the unit. Furthermore, this 

example shows that different streams (e.g. A & D) may pass the same 

flowrate of a certain component and different flowrates of the 

other component. 

(3) By avoiding definition of identical component values, the pointer 

number of this variable type is reduced from sixteen as placed in 

table (0.2), to Just nine values as recorded by the intermediate 

file, Figure (D.S). 

[4] The calculation mode -= 1 for simulation with known overall 

heat transfer coefficient (U). 

• 2 for simulation with unknown U. 

-= 3 for design calculations. 
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DOUBLE EF F ECT EVAPORATION 

2 • .. No. of components 
WATER ~ CO) 
SALT ,.. C(2) 

7 No. of units 
FEED Unit name. 

~ Unit type. NI'YPE(J) 
LISTP(J) 

1 1/ 

Unit name (UNAIIE) 
~ LSTFIN (K,J) lSI'FOU(K,J) 
/; /S1TIN (r.J) Input LSTTOU(K,J) output 

~ !-lSfPl N (I[. J ~ strers lSI'POU(K,J) stre7; 
o ~O \0/ 1 0 

1 0 000 
p 0 ~ Ll 0 0, .. T 

STEAM 
1 6 
0 0 0 2 0 0 
0 0 0 2 0 0 
0 0 0 2 0 0 

PSET 
440 12 
2 0 0 2 0 0 
2 0 0 2 0 0 
2 0 0 2 0 0 

EFFECTl 
400 13 
2 1 0 3 4 5 
2 1 0 3 4 5 
2 1 0 3 4 5 

EFFECT2 
400 16 
5 4 0 6 7 8 
5 4 0 6 7 8 
5 4 0 6 7 8 

CONDENSA 
420 19 
9 8 0 9 8 0 

11 8 0 9 10 0 
11 8 0 9 10 0 

COOLWAT 
1 21 
0 0 0 9 0 0 
0 0 0 11 0 0 
0 0 0 11 0 0 

------------------------------------------------------------------

Fieur- (D. G), An inter_d.iate Data File For The CP. 



- 249 -

Figure (D.6), (Continued) 

------------------------------------------------------------------

A 

B 

C 

D 

F 

G 

E 

H 

I 

No of parameters (NPARAN) 
Parameter lIst (PARAN(J),J-l,NPARAN) 

25 
0.226800[+05 0.330000[+03 0.150000E+03 0.215460[+05 
0.113400[+04 -0.100000[+01 0.400000[+03 -0.100000[+01 
0.110000[+01 0.100000[+01 O.OOOOOOE+OO 0.000000[+00 
0.150000[+03 O.OOOOOOE+OO -0.100000E+01 0.150000[+03 
0.000000[+00 -0.100000E+01 0.681271E+06 O.OOOOOOE+OO 
0.634020E+05 0.300000E+03 0.100000E+03 0.603219E+05 
0.317010[+04 

Stream name (SNANE) 
No. of streams 

! 
JINTF (flowrate Internal varIable 

PoInter lIst of component 1 
PoInter lIst of component 2 

9 

1 8 

2 0 

2 0 

3 8 

4 0 

4 0 

5 8 

6 0 

7 9 

11 0 NTEII, JINTT 
11 0 NPRES, JINTP 
9 1 NCOIlP, JINI'C 
2 CalculatIon mode 

D.2. Newton Data Structm-e Pro ..... (NDSP). 

The previous sections are orlented towards the preparation of the 

proper intermediate file for the successive calculation process by the 

proposed VTBVT technique. In this file the elements of each variable 

type (e.g. temperature. component •.. ) are assigned in a separate array. 
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However, to solve the mathematical model representing the process as one 

set of simultaneous equations using Newton Raphson method, the separate 

lists of components and temperatures in the DSP are merged into a single 

list in the NDSP. Apart from this point, the NDSP and the DSP both have 

the same configuration of structure. Also, the user data file for NDSP 

is the same as that used with the DSP (i.e. data file) Figure (0.4). The 

intermediate file produced by NDSP is shown in Figure 0.7. In this file 

the following points may be noted; 

[1] The integer number indicating the position of the first temperature 

element in the merged array, with respect to the first element in 

that array, is equal to the number of the component variables , 

(i.e. for this case • 10), plus 1, i.e. eleven. 

[2] By avoiding the definition of the identical temperature variables 

of the heating and condensed vapour streams in the two effects, the 

pointer number of this variable type (i.e. the temperature) is 

reduced from 11 as recorded in Figure (0.6) to Just 9 as shown in 

Figure (D. 7). 

Fisure (D.7), An Intermediate File For NBCP 

DOUBLE EFFECT EV APORAT ION 
2 

\lATER 
SALT 

7 
FEED 

1 1 
0 0 0 1 0 0 
0 0 0 11 0 0 
0 0 0 1 0 0 

STEAM 
1 6 
0 0 0 2 0 0 
0 0 0 12 0 0 
0 0 0 2 0 0 

PSET 
440 12 

2 0 0 2 0 0 
12 0 0 12 0 0 
2 0 0 2 0 0 

EFFECT 1 
400 13 

2 1 0 3 4 5 
12 11 0 12 13 14 
2 1 0 3 4 5 

EFFECT2 
400 17 

5 4 0 6 7 8 
------------------------------------------------------------------
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Figure (D.7). (Continued) 
------------------------------------------------------------------

14 13 0 14 15 16 
5 4 0 6 7 8 

CONDENSA 
420 21 

9 8 0 9 8 0 
19 16 0 17 18 0 
11 8 0 9 10 0 

COOUIAT 
1 23 
0 0 0 9 0 0 
0 0 0 19 0 0 
0 0 0 11 0 0 

27 
0.226800E+05 0.330000E+03 0.150000E+03 0.215460E+05 
0.113400E+04 -0.100000E+01 0.400000E+03 -0.100000E+01 
0.110000E+01 0.100000E+01 O.OOOOOOE+OO O.OOOOOOE+OO 
0.150000E+03 O.OooOOOE+OO -0.100000E+01 -0.100000E+01 
0.150000E+03 O.OOOOOOE+OO -0.100000E+01 -0.100000E+01 
0.681271E+06 O.OOOOOOE+OO 0.634020E+05 0.300000E+03 
0.100000E+03 0.603219E+05 0.317010E+04 

9 0 
A 

1 8 
B 

2 0 
C 

2 0 

D 
3 8 

F 
4 0 

G 
4 0 

E 
5 8 

H 
6 0 

I 
7 9 
9 0 

11 0 
9 1 
2 
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D.3. THE CALCULATION PROGRAM [CP] ORGANIZING UNITS. 

D.3.1. Data Input. 

Data concerning the process topology, input streams, and unit 

design parameters are entered by the intermediate file via the data 

reading subroutine, where they are verified for consistency and 

completeness. Knowing the number of each variable type, the program 

generates a number of arrays. one for each variable type (i.e COMPo 

FLOW, TEMP. and PRES for stream components. flowrate, temperature. and 

pressure consequently). Figure (D.8) shows how the temperature and 

component stream variables arrays (as an example) are created for the 

unit streaas. and how the values of these variables can be retrieved. 

If initial guesses for the temperature values are available the 

program may be supplied with them through this subroutine (i.e data 

input) for the solution. This is useful if a previous solution for the 

same or a similar plant is available. because convergence rate in this 

case may be improved. Otherwise. the data input reading routine will 

generate the required initial temperature profile to start the solution. 

assuming all the plant streams are salt free. 

D.3.2. The unit Modules. 

In this subsection. the outline of the unit module is emphasized. 

A particular attention is drawn to the function, representation. and 

operation of this module within the calculation program (CP). 

The main function of the unit module is to set up the 

coefficients of the equations describing its operations. Therefore. the 

unit module has to retrieve whatever data is necessary to form the 

coefficients of the linearized equations. This data may come from a 

previous iteration values. physical properties. and the unit parameters. 

via the communication region (data base section). 

Each unit module has a number of equations which relate the input 

and output stream variables, and the unit parameters (as shown in 

Appendix {C}). The equation is constructed by a number of non-zero 

elements. where each element contains a coefficient and its associated 

variable. The equation is generated and set up inside the matrix. 

element by element. using a subroutine called ELEM. So. the topology of 

the matrix (the location of zero and non-zero elements) is generated at 
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FIGURE D.I. AN EXAMPLE OF 1HE VARIABLE ARRAYS, (TEMP a: COMP arrays). 
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the same time. In writing an equation in the unit module, care is taken 

to structure the equations so that numerical difficulties such as 

dividing by zero and/or creation of redundant equations during the 

iteration process are avoided. 

In the developed package, each unit operation is defined by three 

different subroutines, one for each variable type as follows: 

• First, subroutines (UNC---), (the unit type number is located 

instead of the indicated three dashes), this type of subroutines 

generates the equations related to the component variables, and 

sets up the component matrix with the aid of the ELEM subroutine. 

• Second, subroutines (UNT---), contain the equations related to the 

temperature variables and construct the temperature matrix. 

• The third type is the subroutines (UNP---) which set up the 

equations relevant to the pressure variables, and build up the 

pressure matrix. 

D.3.3. Setting Up And Solving The Sparse Matrix. 

As shown in chapter 5 and Appendix {e}, the mathematical models 

of the considered thermal desalination processes are characterized by a 

significant degree of sparsity. In fact, these mathematical models can 

be solved by direct matrix inversion. Although this technique is easy 

to program, it cannot, however, exploit the mathematical model sparsity, 

and produce a completely full inverse matrix. For large problems, the 

storage is therefore extremely large and the method is very inefficient. 

The alternative method to the matrix inversion is the 

factorizatlon technique based on Gaussian elimlnation. With this 

technique sparsity can be exploited, and with a suitable ordering 

technlque the number of new non-zero elements produced during 

factorizatlon can be minimized. Also, wlth this technlque the solution 

aay be obtained with a minimum amount of storage and computation time. 

This is because this method only needs the non-zero elements to be 

stored and processed. 

The non-zero elements of the original coefficient matrix are 

stored in a compact form. To locate each element in that form during 

the factorization process, accurate indexing information is required, in 

addition to the numerical value of the non-zero elements. 
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During the factorization process, new non-zero elements are 

generated and some of the non-zero elements may become zero. Therefore, 

the compacting and indexing schemes must be capable of carrying out 

efficiently these continuous changes. 

So, the programing of the sparse matrix solver involves not only 

the basic aspects of factorization and numeri.cal solution, but also the 

storing and identifying of the non-zero elements. 

A substantial collection of routines for sparse matrix 

calculation is available from NAG (Numerical Algorithms Group) and IMSL 

(IHSL. Inc.) libraries, Rice [1985]. However, the method developed by 

Bending and Hutchison [1973], has been used in the developed program to 

solve the generated equation sets. By this routine, special ordering 

for the variables and equation is not required because the routine' 

performs this by itself. Also, the ordering technique used in this 

routine is efficient enough to keep the generated non-zero elements to a 

minimum. This makes this routine much easier to use in flowsheeting 

calculation than many other available routines. 

In this routine, the numerical values of all the non-zero 

elements and their locality information are stored in three arrays. 

These can be defined as EL (numerical value of the ELement), LR (index 

of Row) and LC (index of Column). So, the location of each non-zero 

element is simply defined by the "co-ordinates" of its position in the 

original coefficient matrix. This technique allows the elements of the 

equations to be created or reset with very little programming effort and 

computing time. 

As the equations representing the process are generated and set 

up, their solution starts USing the GaUSSian-elimination, after 

re-ordering the coefficient matrix in order to achieve numerical 

stability, and to minimize the number of fill in. In the first pass of 

the solution all elements below the diagonal are eliminated, and in the 

stage of back substitution elements above the diagonal are eliminated to 

place the matrix into diagonal form. During the solution, the produced 

fill in elements are placed in the three arrays in the poSitions of 

elements which have already been eliminated; otherwise, they are added 

to the end of the three arrays. 
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D.3.4. Tber.ophyaical Properties. 

All the thermophysical properties are calculated in external 

routines. Therefore, the thermophysical models are not treated as part 

of the overall process matrix and are not subject to any Simplification 

or linearization. 

After a process matrix iteration, current values of temperature, 

pressure, and composition are provided to these routines, which in turn 

update the thermophysical property values required for the next matrix 

eval uat ion. 

D.4. NEllTON BASED CALCULATION PROGRAM (NBCP). 

Using the intermediate data file produced by NDSP explained in 

section 0.2, the material and energy balances as well as the pressure 

equations are set up and solved by the NBCP. This program and the CP 

(illustrated in section (6.4», have a similar construction. However, 

the unit module subroutines have a different function in both programs. 

In contrast to the CP (based on the VTBVT technique), the unit modules 

subroutines in this program set up the unit material and energy balance 

equation as one set, which is then solved USing the standard second 

order Newton Raphson linearization technique. In this technique the 

linear system of equations at each iteration takes the form: 

k = - F (X ) (4.7) 

Only the non-zero elements of the Jacobian matrix J(X) and F(X), are 

stored, and then solved USing the sparse matrix routine outlined in the 

subsection (0.3.3). 

Due to the fact that all the component and temperature variables 

are iterated on, they all require initialization. Newton Raphson will 

quickly converge from a good initial guess. The problem is to get a 

good initial guess. Ideally these initial guesses would be provided by 

the user, this is possible for relatively small problems. However, for 

a large flowsheet this task would be difficult. This difficulty may be 

overcome by using the results of the first few iterations of the VTBVT 

technique as good starting values for the Newton Raphson technique, this 

would reduce significantly the required number of iterations to the 

final solution. 
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D.S. The Result Reports. 

Any program is capable of generating and printing out many 

numbers. However, numbers in themselves are useless unless they are 

adequately explained in the output. The package output is formatted for 

easy readability by the user. This output is written in a stream table 

forll. This table shows the unit names, name of streams out of each 

unit, and stream flowrate, temperature, pressure, and composition. And 

also the results contains the number of iteration, the tolerance, the 

calculated heat transfer coefficient (if it is not given as a unit 

parameter), and the calculated heat transfer area for a design problem. 

Included with the output, are the input data upon which the results are 

based. Input and output tables of the VTBVT based calculation program 

are shown in Tables (D.3). and (D.4) respectively. Also, the results 

table of Newton Raphson based calculation program (NBCP). has the same 

layout as that in Table (D.4). 

Table (D. 31. Specified parameters of the flowsheet 

UNIT NAME PARAMETER VALUE UNITS 

FEED 
total flow rate 22680.000 kg/hr 
water flow rate 21546.000 kg/hr 
salt flow rate. 1134.000 kg/hr 
temperature .... 330.000 )( 

pressure ....... 150.000 kPa 
STEAM 

temperature .... 400.000 )( 

PSET 
set pressure ....... 0.000 kPa 

EfFECt1 
112 area of heat transfer. 150.000 

heat losses .... ..... 0.000 kJ/hr 
EFFECf2 

m2 area of heat transfer. 150.000 
heat losses ...• ..... 0.000 kJ/hr 

CONDENSA 
area • overall Hear transfer coefficient 

681271.000 kJ/(hr.K 
pressure drop ......... 0.000 kPa 

COOLWATA 
total flow rate 63402.000 kg/hr 
water flow rate 60321.898 kg/hr 
salt flow rate. 3170.100 kg/hr 
temperat ure .... 300.000 )( 

pressure ....... 100.000 kPa 



- 258 -

Iable (0.41. F1nal Results of The ~ 

UNIT/STREAM FLOW. (Kglhr) TEHP.{IO PRESS. (kPa) WATER SALT(kglhr) 

UNIT FEED 

Ol1l'PUT STREAM A 22680.0 330.000 150.000 21546.0 

UNIT STEAM 

Ol1l'Pl1l' STREAM B 10714.3 400.000 249.106 10714.3 

UNIT PSET 

OUTPUT STREAM B 10714.3 400.000 249.106 10714.3 

UNIT EFFECT1 

OUTPUT STREAM C 10714.3 400.000 249.106 10714.3 

Ol1l'Pl11' STREAM 0 14557.4 389.493 168.956 13423.4 

OUTPl11' STREAM F 8122.60 388.076 168.956 8122.60 

UNIT EFFECT2 

OUTPl11' STREAM G 8122.60 388.076 168.956 8122.60 

Ol1l'Pl11' STREAM E 6358.79 379.485 118.808 5224.79 

Ol1l'Pl11' STREAM H 8198.61 377.860 118.808 8198.61 

UNIT CONOENSA 

OUTPl11' STREAM I 63492.0 372.539 100.000 60321.9 

OUTPUT STREAM H 8198.61 377.860 118.808 8198.61 

UNIT COOLWATA 

Ol1l'Pl11' STREAM I 63492.0 300.000 100.000 60321. 9 

NO. OF ITERATIONS • 10 

CPU = 0.19000 Sec. 

Tolerance • 0.6732759E-05 

The Calculated Overall Heat Transfer Coefficient Of Effects 

EffECT1 

U.0.148614E+05 kJIhr.m.m.K 

EFFECT2 

U. 0.139874£+05 kJIhr.m.m.K 

1134.000 

0.000 

0.000 

0.000 

1134.000 

0.000 

0.000 

1134.000 

0.000 

3170.100 

0.000 

3170.100 
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APPENDIX E 

V A1JDITY OF THE PROPOSED ASSUMPTIONS FOR DEVELOPING 

TI£ VTSVT TECHNIQUE 

The leading aims of this Appendix are: one: to illustrate the 

appllcation of Newton Raphson technique in carrying out the performance 

calculations for the HE[ desalination plant, figure 8.6. Two: to 

Investigate the convergence properties of Newton's method during the 

Iterative solution of the mathematical model, representing the process. 

Also, to compare these properties with the properties of the VTBVT 

technique (illustrated in section 8.4). Three: to examine the accuracy 

of the algorithm, by comparing the final results obtained by Newton and 

VTBVT techniques. The last two points are performed to examine the 

effect of the proposed assumptions (chapter 5), on the convergence 

properties and the results accuracy of the developed VTBVT technique. 

E.1 Comparing The Convergence Properties Of Newton And vrBVT 

Techniques: 

As pointed out in section 8.4, 161 material, energy, and heat 

transfer equations are needed for representing the considered HEE 

desalination plant. To solve those equations as one set USing the 

traditional Newton's method (equation 4.7), 161 initial guessing values 

are requ ired. 

The convergence behaviour of TVOUT and FVOUT profiles are 

represented by Figures (E.l) and (E.2). The solution of the performance 

problem using NR method is nearly formed by the end of the second 

iteration (after 0.91 second of CPU time). To reach the final solution 
-4 within the tolerance (error = 0.5 x 10 ) four more Iterations are 

sufficient. The total CPU time (on Amdahl 580 computer) is 2.7 seconds. 

After the first few iterations the convergence is rapid. This is 

Illustrated by the numerical results tabulated In Table (E.1) and 

plotted in Figure (E.3), where the error reduces apprOXimately 

exponentially with increasing the number of iterations. 
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Comparing the above convergence characteristics with the VTBVT 

technique, presented in section 8.4, the following points can be 

concluded: first, as can be seen from the above results, Newton's method 

converges faster (6 iterations) than the VTBVT technique (14 iterations) 

in performing the performance calculations (case I). This may be due to 

the simplification (adopted in the VTBVT technique) of the Jacobian 

matrix by neglecting the insignificant changes of some variables during 

the iterations. Details of this point are presented in chapter 5. 

However, it should be noted that the extra number of iterations required 

by the VTBVT technique is, in fact, not of great practical significance, 

because all the iterations required by the VTBVT technique take 

comparatively little computation time (0.74 second). Comparison of the 

computational time shows that the VTBVT technique requires computational 

effort of less than one third of that required by Newton's method. This 

may be because of reducing the size of the problem by decomposing the 

large set of equations representing the process into smaller subsets. 

Therefore, the number of the mathematical operations required to achieve 

the solution is reduced, which consequently, leads to the reduction of 
, 

the computing time. This great advantage may make the VTBVT technique 

much more practically attractive. 

Table (E.1) 

Convergence Characteristics 

gf Newton's Method. 

Iteration Error 

1 2312943.00 
2 2796.906 
3 36.902 
4 0.240 
5 0.0066 
6 0.0000266 
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IteratIon number 
FIG. (E. 3) CONVERGENCE BEHA V lOUR OF THE NEWTON RAPHSON 

T EC!-!N I QUE, (per formance ca lcu lat Ion case 1) 

£.2. Comparlna The Final Reaul ta Of Newton And VTBVf Techniques, For 

The Plant Performance Calculations. 

The question considered in this part of the work is simple. but 

fundamental. namely: how do we know that the answers from the numerical 

computations are correct? In fact one can never know with absolute 

certainty. see Rice (1983). However. in this section. the validity of 

the numerical results obtained by Newton and the VTBVT techniques are 

examined by comparing the final results of both techniques. The final 

results of the performance calculations (case I) for this comparison are 

tabulated in Tables (E.2) and (E.3). According to these tables. it 

could be concluded that the results obtained by the two techniques are 

consistent. taking into consideration the effect of the round off error 

and the stopping criteria (as explained in section 8.4.3) The accuracy 

comparison indicates that the maximum fractional error is (8.9 ± 5.9) x 

10' Sfor TBOUT. (1.21 ± 0.6) x 10'Sfor TVOUT. (8.203 ± 0.004) x 10· 4for 

FBOUT and (1.2762 ± 0.0482) x 10' 3for FVOUT profiles. 
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Table (E.2) Comparison Between ~ Temperature 

Profiles For In ~ Plant ~ Calculated Using Newton And 

The VTBVT Technique. 

EFFECT TOOur (IC) TVOur (IC) 

NO. Newton VTBVT Error Newton VTBVT. Error 

1 368.060 368.062 -0.002 367.498 367.500 -0.002 

2 363.473 363.474 -0.001 362.891 362.892 -0.001 

3 358.720 358.720 0.000 358.117 358.116 0.001 

4 353.792 353.791 0.001 353.165 353.163 0.002 

5 348.679 348.677 0.002 348.025 348.022 0.003 

6 343.372 343.370 0.002 342.688 342.685 0.003 

7 337.865 337.862 0.003 337.148 337.144 0.004 

8 332.151 332.148 0.003 331. 396 331. 392 0.004 

9 326.224 326.222 0.002 325.428 325.424 0.004 

10 320.082 320.083 -0.001 319.238 319.237 0.001 

Error. Newton Results - VTBVT results. 

Table ([.3) Comparison Between The Calculated Flowrate Profiles 

Along 1m ~ Plant Ynn& 1M VIBVT ~ Newton Techniques. 

EFFECT FBOur x 10· 3kg/hr FVOur x 10. 3 kg/hr 

NO. Newton VTBVT Error Newton VTBVT Error 

1 859.495 859.456 0.039 47.690 47.728 -0.038 

2 812.050 811.973 0.077 47.445 47.483 -0.038 

3 764.904 764.791 0.113 47.146 47.183 -0.037 

4 718.141 717.992 0.149 46.763 46.799 -0.036 

5 671.874 671.689 0.185 46.267 46.303 -0.036 

6 626.241 626.023 0.218 45.632 45.666 -0.034 

7 581.408 581.157 0.251 44.833 44.866 -0.033 

8 537.561 537.278 0.283 43.847 43.879 -0.032 

9 494.911 494.591 0.320 42.650 42.687 -0.037 

10 453.681 453.309 0.372 41. 230 41.283 -0.053 
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APPENDIX F 

ST ABILITY OF THE VTBVT TECHNIQUE DURING 

THE SOLUTION OF AN MEE SYSTEM 

In this Appendix, the stability of the VTBVT technique under a 

wide range of the initial guesses is examined. This is achieved by 

solving the performance calculation problem (case I). which is presented 

in sections 8.4. Starting with the following four different initial 

linear temperature profiles 

• 300 - 0.1 • NT (where NT is the temperature variable number) 

• 350 - 0.1 • NT 
• 400 - 0.1 • NT (reported in section 8.4). 

• 450 - 0.1 • NT 

The vapour temperature TVOUT and vapour flowrate FVOUT profiles 

during the iterative solution for the above initial guesses are plotted 

in Figures (F. I). (F.2), (8.9, a.b). and (F.3) respectively. All the 

calculations converge to the final solution in 14 to 18 iterations. 

According to the above figures. the following points can be 

concluded: 

• The user can predict a linear temperature profile as an initial 

guess between 300 - 450 K (the range of the validity of the 

physical properties correlations used in the program). 

• Also, an interesting point to note is that the convergence does not 

seem to depend greatly on the initial guess values. 
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APPENDIX G 

A complete output report of the design calculation for the MEE 

system. FIgure (8.6). 

UNIT/STREAM ~WRATE TEMP. PRESS. WATER SALT 
[x 10" glhr) [K] [kPa. ] [x 10 "\:glhr) 

UNIT STREAM 
Ol1I'Ptrr STREAM SI N 53. 3716 373.150 101. 350 53.3716 O.OOE+OO 
UNIT HEl 
Ol1I'Ptrr SOtrr5 3.3716 373.150 101. 350 53.3716 O.OOE+OO 
Ol1I'Ptrr STREAM B1 859.492 368.064 82.4967 827.741 31.7515 
Ol1I'Ptrr STREAM V1 47.6922 367.502 82.4967 47.6922 O.OOE+OO 
UNIT 1£2 
Ol1I'Ptrr STREAM D2 40.6642 367.502 82.4967 40.6642 O.OOE+OO 
Ol1I'Ptrr STREAM B2 812.043 363.481 69.4110 780.292 31.7515 
Ol1I'Ptrr STREAM V2 47.4488 362.899 69.4110 47.4488 O.OOE+OO 
UNIT 1£3 
Ol1I'Ptrr STREAM D3 40.5755 362.899 69.4110 40.5755 O.OOE+OO 
Ol1I'Ptrr STREAM B4 764.893 358.731 57.7244 733.141 31.7515 
Ol1I'Ptrr STREAM V3 47.1505 358.128 57.7244 47.1505 O.OOE+OO 
UNIT HE4 
Ol1I'Ptrr STREAM D4 40.4120 358.128 57.7244 40.4120 O.OOE+OO 
Ol1I'Ptrr STREAM B5 718.124 353.806 47.3885 686.373 31. 7515 
Ol1I'Ptrr STREAM V4 46.7689 353.178 47.3885 46.7689 O.OOE+OO 
UNIT HE5 
Ol1I'Ptrr STREAM OS 40.1495 353.178 47.3885 40.1495 O.OOE+OO 
Ol1I'Ptrr STREAM B6 671. 848 348.695 38.3508 640.097 31.7515 
Ol1I'Ptrr STREAM V5 46.2755 348.041 38.3508 46.2755 O.OOE+OO 
UNIT HE6 
Ol1I'Ptrr STREAM D6 39.7606 348.041 38.3508 39.7606 O.OOE+OO 
otrrPtrr STREAM B7 626.206 343.391 30.5500 594.454 31. 7515 
OUTPtrr STREAM V6 45.6425 342.707 30.5500 45.6425 O.OOE+OO 
UNIT HE7 
OUTPtrr STREAM D7 39.2221 342.707 30.5500 39.2221 O.OOE+OO 
OUTPtrr STREAM V7 44.8456 337.168 23.9147 44.8456 O.OOE+OO 
UNIT HE8 
OUTPtrr STREAM DB 38.5095 337.168 23.9147 38.5095 O.OOE+OO 
OUTPtrr STREAM B9 537.501 332.172 18.3634 505.749 31.7515 
OUTPtrr STREAM VB 43.8594 331. 417 18.3634 43.8594 O.OOE+OO 
UNIT HE9 
OUTPUT STREAM D9 37.6000 331. 417 18.3634 37.6000 O.OOE+OO 
OUTPtrr STREAM BI0 494.837 326.247 13.8041 463.086 31. 7515 
OUTPtrr STREAM V9 42.6636 325.450 13.8041 42.6636 O.OOE+OO 
UNIT HEI0 
Ol1I'Ptrr STREAM D10 36.4741 325.450 13.8041 36.4741 O.OOE+OO 
OUTPtrr sotrr 453.597 320.106 10.1363 421.846 31.7515 
Ol1I'Ptrr STREAM V10 41. 2399 319.261 10.1363 41. 2399 O.OOE+OO 
UNIT SP1 
Ol1I'Ptrr STREAM 52 40.6642 367.502 82.4967 40.6642 O.OOE+OO 
Ol1I'Ptrr STREAM VD1 7. 02802 367.502 82.4967 7.02802 O.OOE+OO 
UNIT SP2 



- 269 -

OlTrPl1I' STREAM S3 40.5155 362.899 69.4110 40.5155 O.OOE+OO 
OlTrPl1I' STREAM Y02 6. 81334 362.899 69.4110 6.81334 O.OOE+OO 
UNIT SP3 
OlTrPl1I' STREAM S4 40.4120 358.128 51.1244 40.4120 O.OOE+OO 
OlTrPl1I' STREAM VD3 6.13845 358.128 51.7244 6.13845 O.OOE+OO 
UNIT SP4 
OlTrPl1I' STREAM 55 40.1495 353.178 41.3885 40.1495 O.OOE+OO 
OlTrPl1I' STREAM VD4 6.61941 353.118 41.3885 6.61947 O.OOE+OO 
UNIT SPS 
OlTrPUT STREAM 56 39.7606 348.041 38.3508 39.7606 O.OOE+OO 
OlTrPUT STREAM VD5 6.51490 348.041 38.3508 6.51490 O.OOE+OO 
UNIT SP6 
OUTPUT STREAM ~ 39.2221 342.101 30.5500 39.2221 O.OOE+OO 
OlTrPUT STREAM VD6 6.42041 342.101 30.5S00 6.42041 O.OOE+OO 
UNIT SP7 
OlTI'PUT STREAM 58 38.5095 331.168 23.9141 38.5095 O.OOE+OO 
OlTI'PUT STREAM Y01 6. 33610 337.168 23.9141 6.33610 O.OOE+OO 
UNIT SPS 
OlTI'PUT STREAM 59 31.6000 331. 411 18.3634 31.6000 O.OOE+OO 
OlTI'PUT STREAM VD8 6. 25939 331. 411 18.3634 6.25939 O.OOE+OO 
UNIT SPS 
OlTrPUT STREAM S10 36. 4141 325.450 13.8041 36.4741 O.OOE+OO 
OlTrPl1I' STREAM VD9 6.18945 325.450 13.8041 6.18945 O.OOE+OO 
UNIT SP10 
OUTPUT STREAM V11 21.2443 319.261 10.1363 21.2443 O.OOE+OO 
OUTPUT STREAM V12 19.9956 319.261 10.1363 19.9956 O.OOE+OO 
UNIT MIX1 
OlTI'PUT STREAM V3 88.2671 363.019 82.4967 88.2677 O.OOE+OO 
UNIT MIX2 
OlTI'PUT STREAM V 4 13S.553 358.366 69.4110 135.553 O.OOE+OO 
UNIT MIX3 
OlTI'PUT STREAM Y5 182.441 353.S35 57.1244 182.441 O.OOE+OO 
UNIT MIX4 
OlTI'PUT STREAM V6 228.821 348.516 47.3885 228.821 O.OOE+OO 
UNIT MIXS 
OlTI'PUT STREAM Y7 274.558 343.300 38.3508 274.558 O.OOE+OO 
UNIT MIX6 
OUTPUT STREAM V8 319.488 337.880 30.5500 319.488 O.OOE+OO 
UNIT MIX7 
OlTI'PUT STREAM Y9 363.424 332.249 23.9141 363.424 O.OOE+OO 
UNIT MIX8 
OlTI'PUT STREAM V10 406.158 326.402 18.3634 406. 158 O.OOE+OO 
UNIT MIXS 
OlTI'PUT STREAM D13 41.2399 319.261 10.1363 41.2399 O.OOE+OO 
UNIT MIX10 
OlTI'PUT D I SOU 453.587 320.333 13.8041 453.587 O.OOE+OO 
UNIT MIXll 
OlTI'PUT STREAM X2 47.6922 367.502 82.4961 47.6922 O.OOE+OO 
UNIT MIX12 
OlTI'PUT STREAM X3 95.1411 362.959 69.4110 95.1411 O.OOE+OO 
UNIT MIX13 
OlTI'PUT STREAM X4 142.292 358.247 51.7244 142.292 O.OOE+OO 
UNIT MIX14 
OlTI'PUT STREAM XS 189.060 353.357 41.3885 189.060 O.OOE+OO 
UNIT MIX15 
OUTPUT STREAM X6 23S.336 348.278 38.3508 235.336 O.OOE+OO 
UNIT MIX16 
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OlTrPlTr STREAM 'Y:7 280.979 343.003 30.5500 280.979 O.OOE+OO 
UNIT MIX17 
OlTrPllr STREAM XB 325.824 337.524 23.9147 325.824 O.OOE+OO 
UNIT MIX18 
OlTrPllr STREAM X9 369.684 331.833 18.3634 369.684 O.OOE+OO 
UNIT MIX19 
OlTrPUT STREAM X10 412.347 325.926 13.8041 412.347 O.OOE+OO 
UNIT VB1 
OlTrPUT STREAM BIN 907.185 364.724 100.000 875.433 31.7515 
OlTrPUT STREAM VD1 7. 02802 367.502 82.4967 7.02802 O.OOE+OO 
UNIT VB2 
OlTrPlTr STREAM BIN 907.185 360.121 100.000 875.433 31. 7515 
OlTrPUT STREAM VD2 6.87334 362.899 69.4110 6.87334 O.OOE+OO 
UNIT VB3 
OlTrPUT STREAM BIN 907.185 355.350 100.000 875.433 31. 7515 
OlTrPUT STREAM VD3 6.73845 358.128 57.7244 6.73845 O.OOE+OO 
UNIT VB4 
OUTPlTr STREAM BIN 907.185 350.400 100.000 875.433 31.7515 
OlTrPUT STREAM VD4 6.61947 353.178 47.3885 6.61947 O.OOE+OO 
UNIT VB5 
OlTrPUT STREAM BIN 907.185 345.263 100.000 875.433 31. 7515 
OlTrPUT STREAM VD5 6.51490 348.041 38.3508 6.51490 O.OOE+OO 
UNIT VB6 
OlTrPUT STREAM BIN 907.185 339.929 100.000 875.433 31.7515 
OlTrPUT STREAM VD6 6.42047 342.707 30.5500 6.42047 O.OOE+OO 
UNIT VB7 
OUTPllr STREAM BIN 907.185 334.390 100.000 875.433 31.7515 
OlTrPllr STREAM VD7 6.33610 337.168 23.9147 6.33610 O.OOE+OO 
UNIT VB8 
OUTPUT STREAM BIN 907.185 328.639 100.000 875.433 31. 7515 
OlTrPUT STREAM VD8 6.25939 331. 417 18.3634 6.25939 O.OOE+OO 
UNIT VB9 
OlTrPllr STREAM BIN 907.185 322.672 100.000 875.433 31.7515 
OlTrPllr STREAM VD9 6.18945 325.450 13.8041 6.18945 O.OOE+OO 
UNIT COND10 
OlTrPUT STREAM BIN 907.185 316.483 100.000 875.433 31. 7515 
OlTrPUT STREAM VII 21. 2443 319.261 10.1363 21. 2443 O.OOE+OO 
UNIT COND11 
OlTrPUT STREAM CF 853.862 316.483 100.000 823.977 29.8852 
OlTrPllr STREAM V12 19.9956 319.261 10.1363 19.9956 O.OOE+OO 
UNIT FEED1 
OlTrPUT STREAM BIN 907.185 302.500 100.000 875.433 31.7515 
UNIT FEED2 
OlTrPUT STREAM CF 853.862 302.500 100.000 823.977 29.8852 
UNIT HEXI 
OlTrPUT STREAM X2 47.6922 363.138 82.4967 47.6922 O.OOE+OO 
OlTrPUT STREAM BIN 907.185 360.360 100.000 875.433 31. 7515 
UNIT HEX2 
OlTrPUT STREAM X3 95.1411 358.604 69.4110 95.1411 O.OOE+OO 
OlTrPUT STREAM BIN 907.185 355.826 100.000 875.433 31. 7515 
UNIT HEX3 
OlTrPUT STREAM X4 142.292 353.891 57.7244 142.292 O.OOE+OO 
OUTPUT STREAM BIN 907.185 351.113 100.000 875.433 31. 7515 
UNIT HEX4 
OlTrPUT STREAM X5 189.060 348.990 47.3885 189.060 O.OOE+OO 
OlTrPUT STREAM BIN 907.185 346.212 100.000 875.433 31. 7515 
UNIT HEX5 
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ourpur STREAM X6 235.336 343.893 38.3508 235.336 O.OOE+OO 
ourpur STREAM BIN 907.185 341. 115 100.000 875.433 31.1515 
UNIT HEX6 
ourpur STREAM X1 280.919 338.593 30.5500 280.919 O.OOE+OO 
ourpur STREAM BIN 901.185 335.814 100.000 815.433 31.1515 
UNIT HEX1 
ourpur STREAM X8 325.824 333.081 23.9147 325.824 O.OOE+OO 
ourpur STREAM BIN 907.185 330.303 100.000 875.433 31.1515 
UNIT HEX8 
ourpur STREAM X9 369.684 321.354 18.3634 369.684 O.OOE+OO 
ourpur STREAM BIN 907.185 324.516 100.000 875.433 31.7515 
UNIT HEX9 
ourpur STREAM XI0 412.341 321. 405 13.8041 412.341 O.OOE+OO 
ourpur STREAM BIN 901.185 318.621 100.000 815.433 31. 1515 
UNIT TB 
ourpur STREAM VI0 41.2399 319.261 10.1363 41. 2399 O.OOE+OO 
UNIT TS 
OUTPur STREAM VI0 41.2399 319.261 10.1363 41. 2399 O.OOE+OO 
UNIT CSET 
OUl'PUI' STREAM BOU 453. 591 320.106 10.1363 421. 846 31.7515 
UNIT VALl 
OUTPur STREAM D3 40.5755 362.899 82.4967 40.5755 O.OOE+OO 
UNIT VAL2 
OUl'PUT STREAM D4 40.4120 358.128 69.4110 40.4120 O.OOE+OO 
UNITVAI:J 
OUl'PUI' STREAM OS 40.1495 353.118 57.7244 40.1495 O.OOE+OO 
UNIT VAL4 
ourpur STREAM D6 39.1606 348.041 41.3885 39.1606 O.OOE+OO 
UNIT VALS 
OUl'PUT STREAM D7 39.2221 342.107 38.3508 39.2221 O.OOE+OO 
UNITVALS 
OUl'pur STREAM DB 38.5095 331.168 30.5500 38.5095 O.OOE+OO 
UNIT VAL1 
ourpur STREAM D9 37.6000 331. 411 23.9147 31.6000 O.OOE+OO 
UNITVAL8 
OUl'PUT STREAM 010 36.4741 325.450 18.3634 36.4741 O.OOE+OO 
UNIT VAL9 
OUl'PUT STREAM Vl1 21.2443 319.261 10.1363 21. 2443 O.OOE+OO 
UNIT VALlO 
ourpur STREAM 013 41.2399 319.261 13.8041 41.2399 O.OOE+OO 
UNIT VAL11 
OUTPUT STREAM 02 40.6642 361.502 82.4967 40.6642 O.OOE+OO 
UNIT VAL12 
OUl'PUI' STREAM Y3 88.2671 363.019 69.4110 88.2611 O.OOE+OO 
UNIT VAL13 
OUl'PUI' STREAM Y4 135.553 358.366 51.1244 135.553 O.OOE+OO 
UNIT VAL14 
OUTPUT STREAM Y5 182.441 353.535 41.3885 182.441 O.OOE+OO 
UNIT VAL15 
OUl'PUT STREAM V6 228.821 348.516 38.3508 228.821 O.OOE+OO 
UNIT VAL16 
OUTPUT STREAM Y1 274.558 343.300 30.5500 214.558 O.OOE+OO 
UNIT VAL11 
OUTPUT STREAM Y8 319.488 331.880 23.9147 319.488 O.OOE+OO 
UNIT VAL18 
OUl'PUT STREAM Y9 363.424 332.249 18.3634 363.424 O.OOE+OO 
UNIT VAL19 
OUTPUT STREAM Y10 406.158 326.402 13.8041 406.158 O.OOE+OO 
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ITERATION 8 
CPU • 0.52 SEC. 
Tolerance. 0.4045E-04 
The Calculated Overall Heat Transfer Coefficient Of Effects 
MEl 
U. 0.131226E+05 kJIhr.m.m.K 
HE2 
U = 0.127282E+05 kJ/hr.m.m.K 
HE3 
U = 0.123194E+05 kJIhr.m.m.K 
ME4 
U = 0.118953E+05 kJIhr.m.m.K 
HE5 
U. 0.114550E+05 kJIhr.m.m.K 
HES 
U. 0.109979E+05 kJIhr.m.m.K 
HE7 
U. 0.105233E+05 kJIhr.m.m.K 
HE8 
U. 0.100305E+05 kJIhr.m.m.K 
HE9 
U • 0.951918E+04 kJIhr.m.m.K 
MEI0 
U • 0.898887E+04 kJIhr.m.m.K 
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APPENDIX H 

The output report of the design calculation for the combined 

VTE/VC/MSF process, Figure (9.11). 

UNIT/STREAM FLO~TE TEMP. PRESS. WATER -3 SALT 
x 10· kg/hr Ie kPa. [x 10 kg/hr1 

UNIT STEAM 
OUTPUT STREAM S 27.1625 398.150 232.100 27 .. 625 O.OOE+OO 
UNIT VTEl 
OUTPUT STREAM Dl 309.922 398.150 230.456 309.922 O.OOE+OO 
OUTPUT STREAM Bl 1980.41 394.905 211.092 1901. 03 79.3181 
OUTPUT STREAM Vl 281.549 394.185 205.086 281.549 O.OOE+OO 
UNIT VTE2 
OUTPUT STREAM D12 212.835 394.061 205.086 272.835 O.OOE+OO 
OUTPUT STREAM B2 1695.25 391. 126 181.146 1615.81 19.3787 
OUTPUT STREAM V6 285.162 390.288 181. 139 285.162 O.OOE+OO 
UNIT VTEJ 
OUTPUT STREAM 016 271. 614 390.225 181. 139 271. 614 O.OOE+OO 
OUTPUT STREAM B3 1413.04 381.219 164.594 1333.66 79.3187 
OUTPUT STREAM Vll 282.211 386.210 158.581 282.211 O.OOE+OO 
UNIT VTE4 
OUTPUT STREAM 021 270.110 386.204 158.581 270.110 O.OOE+OO 
OUTPUT STREAM B4 1133.99 383.121 143.081 1054.61 79.3181 
OUTPUT STREAM V15 279.044 381. 850 131.015 279.044 O.OOE+OO 
UNIT SP4 
OUTPUT STREAM V3 16.9031 394.185 205.086 16.9031 O.OOE+OO 
OUTPUT STREAM V2 270.645 394.185 205.086 210.645 O.OOE+OO 
UNIT SP5 
OUTPUT STREAM V8 17.7133 390.288 181. 139 17.7133 O.OOE+OO 
OUTPUT STREAM V7 261.448 390.288 181. 139 267.448 O.OOE+OO 
UNIT SPS 
OUTPUT STREAM V13 18.5625 386.210 158.581 18.5625 O.OOE+OO 
OUTPUT STREAM V12 263.648 386.210 158.587 263.648 O.OOE+OO 
UNIT SP1 
OUTPUT STREAM V16 18.1610 381.850 137.075 18.1610 O.OOE+OO 
OUTPUT STREAM Vl1 260.283 381. 850 137.015 260.283 O.OOE+OO 
UNIT MX2 
OUTPUT STREAM V22 309.922 398.150 230.456 309.922 O.OOE+OO 
UNIT COMP 
OUTPUT STREAM V20 269.349 444.535 230.456 269.349 O.OOE+OO 
UNIT HEXl 
OUTPUT STREAM C3 2261.96 389.965 93.1398 2188.58 79.3787 
OUTPUT STREAM V3 16.9031 394.185 205.086 16.9031 O.OOE+OO 
UNIT HEX2 
OUTPUT STREAM C3 2267.96 385.948 109.395 2188.58 79.3781 
OUTPUT STREAM va 17.1133 390.288 181. 139 17.1133 O.OOE+OO 
UNIT HEX3 
OUTPUT STREAM C3 2261.96 381.710 125.650 2188.58 19.3181 
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OUTPlJI' STREAM V13 18.5625 386.210 158.587 18.5625 O.OOE+OO 
UNIT HEX4 
OlJI'PlJI' STREAM C3 2267.96 377.240 141. 905 2188.58 79.3787 
OlJI'PlJI' STREAM V16 18.7610 381. 850 131.015 18.1610 O.OOE+OO 
UNIT HX3 
OUTPlJI' STREAM Dl1 284.062 394.061 205.086 284.062 O.OOE+OO 
UNIT MX4 
OlJI'PlJI' STREAM D13 556.897 394.061 205.086 556.897 O.OOE+OO 
UNIT F1'2 
OUTPlJI' STREAM D 14 552.132 390.162 181. 139 552.732 O.OOE+OO 
OlJI'PlJI' STREAM V9 4.16535 390. 162 181. 139 4.16535 O.OOE+OO 
UNIT MX5 
OlJI'PlTT STREAM D17 570.445 390.225 181. 139 510.445 O.OOE+OO 
UNIT MX6 
OlTTPUT STREAM D18 842.059 390.225 181. 139 842.059 O.OOE+OO 
UNIT F1'3 
OUTPUT STREAM D19 835.598 386.198 158.587 835.598 O.OOE+OO 
OlTTPlTT STREAM V18 6.46117 386.198 158.587 6.46117 O.OOE+OO 
UNIT MX7 
OUTPUT STREAM 022 854.160 386.204 158.581 854.160 O.OOE+OO 
UNIT MX8 
OUTPUT STREAM 023 1124.21 386.204 158.581 1124.27 O.OOE+OO 
UNIT F1'4 
OUTPlTT STREAM 024 1115.20 381.943 131.015 1115.20 O.OOE+OO 
OUTPlJI' STREAM V19 9.06563 381. 943 131.015 9.06563 O.OOE+OO 
UNIT MX9 
OUTPUT STREAM 026 1133.97 381. 891 131.015 1133.97 O.OOE+OO 
UNIT CSI 
OUTPUT STREAM B4 1133.99 383.121 143.081 1054.61 79.3781 
UNIT FEED 
OUTPUT STREAM Cl 2261.96 297.040 100.000 2188.58 79.3181 
UNIT SP2 
OUTPUT STREAM 05 40.5736 398.150 230.456 40.5136 O.OOE+OO 
OUTPUT STREAM D4 269.349 398.150 230.456 269.349 O.OOE+OO 
UNIT SPJ 
OUTPUT STREAM 07 13.4112 398.150 230.456 13.4112 O.OOE+OO 
OUTPUT STREAM S 27.1625 398.150 230.456 27.1625 O.OOE+OO 
UNIT DSUB 
OUTPUT STREAM V21 282.760 398.150 230.456 282.760 O.OOE+OO 
UNIT REC 
OUTPUT STREAM C3 2261.96 372.692 158.161 2188.58 79.3787 
OUTPUT STREAM 027 1234.06 323.850 12.7612 1234.06 O.OOE+OO 
OUTPUT STREAM B5 1033.90 326.118 14.2606 954.520 79.3787 
UNIT REJ 
OUTPUT STREAM C2 2267.96 315.106 98.7544 2188.58 79.3787 
OUTPUT STREAM 028 1263.26 304.839 4.66806 1263.26 O.OOE+OO 
OUTPUT STREAM B6 1004.70 307.480 5.41363 925.320 79.3181 
UNIT TS3 
OUTPUT STREAM B6 1004.70 307.480 5.41363 925.320 79.3787 
UNIT TS2 
OUTPUT STREAM C2 2267.96 315.106 98.1544 2188.58 79.3787 
UNIT VLl 
OUTPUT STREAM D9 261.159 393.938 205.086 261.159 O.OOE+OO 
UNIT FTl 
OUTPUT STREAM D9 261.159 393.938 205.086 267.159 O.OOE+OO 
OUTPUT STREAM V4 2.18986 393.938~205.086 2.18986 O.OOE+OO 
UNIT VL2 



- 275 -

OUTPUT STREAM 012 272.835 394.061 205.086 
UNIT VL3 
OUTPUT STREAM 016 271. 614 390.225 181.139 
UNIT VL4 
OUTPUT STREAM 021 270. 110 386.204 158.587 
UNIT VL5 
OUTPUT STREAM 014 552.732 390.162 181. 139 
UNIT VL6 
OUTPUT STREAM 019 835.598 386.198 158.587 
UNIT VL7 
OUTPUT STREAM 024 1115.20 381.943 137.075 
UNIT VL8 
OUTPUT STREAM S 27.1625 398.150230.456 
UNIT VL9 
OUTPUT STREAM D7 13.4112 398.150 230.456 
UNIT PUMPl 
OUTPUT STREAM C1 2267.96 297.040 773.700 
UNIT MXI0 
OUTPUT STREAM V5 272.835 394.061 205.086 
UNIT MX11 
OUTPUT STREAM VI0 271.614 390.225 181.139 
UNIT MX12 
OUTPUT STREAM V14 270.110 386.204 158.587 
UNIT MX13 
OUTPUT STREAM V20 269.349 381. 897 137.075 
UNIT PUMP4 
OUTPUT STREAM C2 2267.96 315.706 4563.75 

ITERATION 14 

CPU = 1.65 SEC. 
Tolerance. 0.3162836E-04 

272.835 O.OOE+OO 

271. 614 O.OOE+OO 

270.110 O.OOE+OO 

552.732 O.OOE+OO 

835.598 O.OOE+OO 

1115.20 O.OOE+OO 

27.1625 O.OOE+OO 

13.4112 O.OOE+OO 

2188.58 79.3787 

272.835 O.OOE+OO 

271. 614 O.OOE+OO 

270.110 O.OOE+OO 

269.349 O.OOE+OO 

2188.58 79.3787 

The Calculated Overall Heat Transfer Coefficient Of Effects 
VTEl 
U= 0.308182E+05 kJIhr.m.m.K 
VTE2 
U= 0.301533E+05 kJIhr.m.m.K 
VTE3 
U= 0.294535E+05 kJIhr.m.m.K 
VTE4 
U= 0.287043E+05 kJIhr.m.m.K 
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NOMENCLATURE 

Letter Symbols 

A Area of heat transfer 

A A coefficient matrix 

a 

B 

B 

b 

C 

Cp 

CR 

D 

E 

E 

F 

F , 
g 

H 

H 

H 

h 

Jon 
L 

H 

M 

m 

N 

NT 

Cl 

P 

R 

S 

T 

t 

A particular constant for different streams (equation 5.11.d) 

Brine mass flowrate. 

A vector of constants. 

A particular constant for different streams (equation 5.11.d) 

Brine recycle concentration ratio. 

Heat capacity. 

Particular Correction factor, equation (A.14,g) 

Condensate flowrate, plant production. 

Evaporat ion. 

Correction matrix for material balance error (equation 4.18) 

Liquid mass flowrate. 

A vector of linear and nonlinear functions. 

Friction factor. 

Acceleration of gravity. 

Vapour (or steam) enthalpy & total pumping head. 

Correction matrix for energy balance error(equation 4.24) 

Superheated steam (vapour) enthalpy. 

Liquid specific enthalpy. 

Matrix of partial derivatives (Jacobian matrix). 

Tube length. 

Makeup flowrate. 

Occurrence matrix. 

an element In the occurrence matrix. 

Flooding factor & total number of stages (or effects). 

Temperature variable number. 

Heat flowrate & volume Flowrate. 

Pressure. 

Resistance & brine recirculation flowrate. 

Salt flowrate & steam flowrate. 

Te mpe rat ure, K. 

Temperature, C. 



u 
V 

<8 

W 

Co) 

x 
x 
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Overall heat transfer coefficient. 

Vapour (or steam) flowrate. 

Velocity. 

Water flowrate 

Work 

Salt concentration. 

A vector of variables. 

Subscripts; 

aux. Auxiliary amount. 

b Brine into and out of a unit & blowdown. 

c Cooling brine & compressor & cost. 

d Condensate from a unit. 

e Energy. 

e11 Effect. 

1 Fouling & film of condensate & feed. 

h Heater. 

In 

J 

• 
MX 

N 

ou 

rej 

rec 

• 
t 

.. 

2 

Present stage number & row in a matrix. 

Input stream. 

Present effect number & column in a matrix. 

Hean & material & make-up . 

Maximum value. 

Unit number N of the plant. 

Output stream. 

ReJection section. 

Recovery section. 

Steam & stage . 

Temperature. 

Tube wall thickness . 

Suction of the compressor unit. 

Delivery of the compressor unit. 

Superscripts; 

k The previous iteration number. 

k+1 Current iteration number. 

Greek letters; 

« Splitting ratio. 



7 

11 

I1t 

v 

p 
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Polytropic index. 

Difference between two values. 

Temperature drop. stage temperature decrement. 

Predescribed tolerance. 
th Ratio of area of the J effect to the reference area. 

Thermal efficiency. 

Latent heat of vaporization. 

Absolute viscosity. 

Dynamic viscosity 

Density. 

Abbreviations; 

BHP 

BPR 

FBOUT 

FDOUT 

IT 

FVOUT 

ID 

NEA 

Nu 

OD 

ppm 

Pr 

TBOUT 

TCOUT 

TOOUT 

TVOUT 

Brake horse power. 

Boiling point rise. 

Brine flowrate out of a unit. 

Distillate flowrate out of a unit. 

Flooding factor. 

Vapour flowrate out of each effect. 

Tube inside diameter. 

Non equilibrium allowance. 

Nusse 1 t number. 

Tube outside diameter. 

Particle per million. 

Prandtl number. 

Temperature of the brine out of a stage. 

Cooling water temperature out of a unit. 

Distillate water temperature out of a unit. 

Vapour temperature out of each effect. 
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