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SUMMARY

A review of the available literature on automatic classification

methods in chemical structure applications has shown that there has

been surprisingly little interest in the use of unsupervised approaches

in this area, considering the potential value of these in large structure-
based chemical information systems. In the first section of the thesis the
suitability of such an approach,using a simple hierarchical clustering
technique and an approximate structure representation based on fragment
-sets derived from the structure diagram,was investigated. Using a
connection table representation: of structures, the feasibility of
combining the classification method with automatic substructure

handling techniques important in current computer-based systems was also
considered, _Finally, the value of results based exclusively on two-

dimensional substructural descriptors was assessed.

Preliminary studies using a simple binary representation of structures
and recording only the fragments shared between each structure pair demon-
strated the feasibility of the approach. Detailed studies were then
carried out to éompare alternative methods of structure representation
and comparison, the former involving investigations of both substructural
descriptors and their numerical representation. Generally accepted
evaluation procedures were not available to test the success of methods
and the classifications and association measures used in their derivation
were assessed partly on chemical significance and partly on predictive

performance.

More detailed numerical representations, based on the number of
occurrences of the fragment types in a structure, gave better separations
of structures and also better predictions than representations based only

on the presence or absence of a fragment. 1In the former case better



results were given by definitions which distinguished between equivalent
subsctructures occurring in chains and non-aromatic ring systems. 1In the
comparison of structures, simple matching coefficients and a simple
Euclidean distance measure performed as well as more complicated measures
using fragment weighting, and the simpler coefficients often gave a
better result, both in structure separation and predictive performance.
Also, the coefficlents based on quantitative fragment descriptions were
no better than those based on simple binary representations using additive
coding. The use of standardised characters with the distance function
gave poor results. Coefficients showing the best separation of structures
gave best predictions, but prediction levels were close and differences
were difficult to interpret. Similar trends, however, were observed in

a number of different samples suggesting that the results are of some
significance. In contrast, different substructural definitions did not
perform similarly in different samples, and in two small data sets, one
involving similar structural types and the other very dissimilar types,
opposite trends were observed. in predictive performance. Another larger
related group showed little variation. There was some within sample
consistency between classification aqd predictive performances although
the fluctuations shown in the two small samples were not paralleled by
equally wide variations in structural arrangements and the significance
of these prediction results would need to be tested further. Atom
descriptions gave poor predictions and classifications in most cases.
However, in the small structurally diverse sample they gave a good
prediction due to the particular distribution of functional groups in
this sample i.e. the occurrence of groups important for activity in
dissimilar structural types with similar molecular formulae. This

result therefore was not considered particularly significant and other



structurally diverse groups involving different structure-property
relationships are not expected to behave in this way. The wide dis-
parity between classification and predictive performances in this example,
however, illustrated the practical difficulties involved in choosing
sui;able methods and showed how this could depend on the particular

application.

The above investigation clearly demonstrated the potential of an
unsupervised classification approach for structuring’large data bases and
dealing with both closely related and diverse structural types. The good
agreement between observed and 'predicted' property data in this work also
suggested the method could be useful in structure-property correlation
~ studies. This was investigated in the second section of the thesis by
comparing the approach with an alternative empirical method based on re-
gression analysis. The analyses were carried out under similar conditions
to the classifications, and like the classification approach the regression
model developed is the first of its kind able to look at structure-property
relationships in diverse sets of structures, and to use automatic proce-

dures of substructural analysis.

Structure-property agreement in the regression case did not vary widely
with the size of substructures although larger fragments gave lower residual
errors, and in some cases a more significant correlation. Furthermore, the
use of higher order relationships did not lead to a significant improvement
over a linear function. An assessment of predictive performance using pre-
dictions simulated by the 'hold-one-out' technique showed that this was
not simply related to the significance of the correlation. However, the re—
gression coefficients required for prediction were not always available
and with more suitable 'learning sets' the more significent correlations

are expected to give a better result. Interpretation of the regression



solutions was limited both by the approximate nature of substructural
definitions and their interdependency. Nevertheless, many of the coceffic-
ients were statistically significant and although coefficients themselves
did not differ significantly each substructures contribution to the
property in question could be explained sensibly in physicochemical terms,
giving good agreement: with the results obtained in other similar
investigations. The regression solutions therefore had potential value

in rationalising structure - property relationships, and in

biological applications they could aid more detailed analyses.

The classification and regression methods gave similar levels of
prédiction, although under equivalent conditions ie. using the same
substructural definitions, the regression equations always gave the better
result. This suggested some difference between approaches, which would
not be unreasonable in view of the more accurate nature of the regression
method. Comparisons with other similar structure - propert¥ studies
based on pattern recognition and additive statistical modelling, showed
that both methods were potentially useful for quantitative prediction.
Correlations in the reqression case were also as successful as those
obtained in semiempirical studies, using quantum - chemical or linear
free energy related parameters to descibe structures. Additionally, the
two approaches dealt equally well with diverse structural groups and could

be used in early drug design studies to investigate possible new leads.
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TINTRODUCTICON

In recent years there has been considerable interest in numerical
classification techniques in research areas of information science concerned
with'the development of more efficient data handling techniques. Most of
the research has been directed towards improving retrieval strategies for
large document collections.’l-3 But increasingly the method is becoming
important for a variety of data analysis problems e.g. property estimation,
which in the past have been dealt with by techniques such as factor analysis,
principal component analysis and regression analysis.

Despite the widespread interest in numerical classification methods
for handling bibliographic data1_3 there has been very little application
of the approach to chemical structure information. The purpose of the
present study is to see whether suitable methods can be developed in this
area. With the growing interest in automatic procedures for the design of
new drugs4_9 the study considers the value of automatic classification for
property prediction as well as for structure retrieval. In the former case
its suitability is evaluated by comparing structure-property correlations
with those given by a new empirical method based on regression analysis.

There is now a wide range of automatic classification techniques
available and the different approaches are discussed in detail in Chapter I.
The particular approach considered in this investigation is based on cluster
analysis, where structures are grouped according to the relationship between
individual members of the group under consideration. These relationships
must first be expressed quantitatively and in turn the statistical measures
of association used to obtain them require that the structures first be
represented in -numerical form. There are therefore a number of different
stages involved in the classification process, each of which requires
approximations which will affect the final result.

One of the major problems in automatic classification is to define

-1 -



meaningful numerical representations of the original data. The accuracy
of the numerical descriptors depends on a number of factors, such as the
nature of the original data and the type of association measure considered.
In the case of a chemical structure a variety of representations are
possible, some of which provide a more accurate description of the real
structure than others. The structure diagram,which is the level of
structural description used throughout the present investigation,is only
an approximate two-dimensional projection of the real structure, but it is
an important starting point because of its widespread use in chemical
information systems and in chemical communications in general.

The literature shows that in the few applications where chemical data
have been subjected to automatic cluster-based classification procedures
a combination of structure aﬁd property data is usually considered.lo’11
In addition, structural descriptions are usually chosen on the basis of
their assumed diagnostic importance. !> The main objective of the
present investigation is to devise methods for handling the structural
attributes of chemical species using techniques which could be easily
incorporated in existing computer-based chemical information systems, and
which could be applied automatically.

The structure diagram may be represented in a variety of ways for the
purposes of computer manipulation, but for explicit and unambigquous
definitions connection tables or linear notations are usually employed.14_16
The methods developed here are based on a connection table representation.
This is broken down automatically into sets of substructures which are
suitable for setting up the appropriate numerical representations for
structure comparison. Because of the simplicity of the connection table
record and its very close relationship to the structure diagram,the frag-

mentation process is straightforward and the algorithm developed is fast

and simple. Algorithms of this type had been developed previously for use
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in computer-based substructure search systems,17 in which similar numerical
representations are considered. The substructures obtained do not uniquely
define the structure diagram, and incorporate some redundancy, the extent
of which depends on the size of the substructure being used. Finally,
additional approximations must be made in setting up numerical records
which can be used as a basis for structure comparison. The extent of the
approximations in this case depends on which association measure is used
and the type of numerical descriptors which are appropriate for its
application. The difficulties arising in obtaining meaningful comparisons
between individuals are discussed in detail in Chapter 1, and the specific
problems arising in the case of chemical structures are discussed in
Chapters?2 and 3. Often the choice of representation is restricted by the
type of association measured considered and vice versa. Both qualitative
and quantitative numerical representations have been considered here, and
a variety of association measures capable of handling these, ranging from
simple matching coefficients to distance measures and probabilistic
similarity functions. Probabilistic measures, unlike distance and simple
matching coefficients have not been extensively applied, although a wide
variety of such measures have been proposed. This is because of the large
amounts of computation usually involved in calculating them. The
probability measures considered in this investigation had previously not
been applied and thus particular attention is paid to their performance
compared with that of the non-probabilistic measures.

Finally the individual estimates of resemblance between structures
must be summarised in a way which will reveal meaningful chemical groups.
Again, a wide range of methods is available at this stage, but in this
case the difficulties arising in choosing appropriate methods is largely
independent of the nature of the original data. Because of this, the study
has concentrated on evaluating different structural representations and

estimates of resemblance between structures, and has used for this purpose



a simple hierarchic clustering technique throughout.18 This and other
similar clustering techniques are described in Chapter I. Variations in
the first two stages of the classification process have been considered
separately so that their effect could be clearly assessed, and full
details of the methods developed are given in Chapter 3.

In choosing suitable methods cluster evaluation constitutes a major
problem because of the absence of widely accepted evaluation procedures.
This is partly because of general disagreement over the objectives of
classifications and partly due to the mathematical properties of the method.
The problems iﬁvolved and the methods of evaluation currently in use are
discussed in Chapter I. In many applications classifications are expected
to have inductive properties and this has become an important criterion
for judging classification performance.

The method of evaluation considered here is based on the assumption
that the structural features of chemical compounds are related to their
physical, chemical and biological properties. However, because the structure
diagram is only an approximate representation of the real structure it
provides only a limited basis for the prediction of the properties of the
molecule it describes. The expected imperfect correlations between structure
and property data nevertheless provides a basis fo£ the comparison of the
methods developed. The classifications and association measures used to
derive them were compared by simulating the prediction of an observable
property in each case, and determining the extent of tﬂe agreement between
observed and predicted property values. Whether or not the classifications
and association measures are suitable tools for predictions however depends
on the approximations in the method. Thus, in order to estimate their
predictive value it was necessary to compare the predictions with some

carried out by alternative approaches.



Quantitative property estimations in chemical structure applications
are more usually based on structure-property correlations using regression
analysis.‘l_9 This approach was considered a suitable alternative here as
it is a more exact approach with widely accepted procedures of evaluation,
The regression analysis methods developed to date relate property data
either empirically to a set of structural features, or semi-empirically to
known physicochemical parameters, which in turn are related to structure,
Usually methods are concerned with variations in side chain structures, and
property data is related to these only. But in this study the whole
molecular structure was taken into account to explain the property in
question. This new approach increases the usefulness of the structure-
property correlation method, as it enables a wide range of structural types
to be examined simultaneously.’ The important consequence-of this is that
the method can be used to explore possible new lead structures,5 in contrast
with existing methods which are aimed at optimising activity within a given
chemical series. The new regression approach is discussed in detail in
Chapter 4. Basically the property of the set of structures under consid-
eration, taken as the dependent variable is assumed to be related linearly
or by some other simple function to the structural attributes of the
compounds which are expressed as a set of independent variables. Provided
the correlations obtaihed are significant they are then used as a basis for
prediction. The usual; tests of significance were applied and were used to
compare the suitability of a number of different structural representations.

>,19,20 Each

Predictions were simulated using the'hold one out' technique.
structure in turn is removed from the set of structures under investigation
and a property value is estimated for it from the results of the regression

analysis on the remaining structures in the set. Details of the methods

developed are given in Chapters 2 and 4.



Because of the potential application of this new empirical approach
to structure-property correlat;on the methods developed here were
considered as a possible tool for property prediction, in addition to
providing a basis for the evaluation of the classification work, and where
possible the results were compared with other regression approaches
described in the literature. Comparisons however were made difficult for
the reason that very few other investigations reported to date have tried
to use the correlations obtained by regression analysis for property
prediction. Comparisons with the classification work were also limited
because the large numbers of substructural fragments necessary to describe
whole structures often prevented a regression analysis.

The classification and regression methods were tested using a number
of small data samples extracted from the literature. From the results
obtained the suitability of methods for larger scale applications is
considered in view of the computational difficulties expected. It is
possible in such small investigations as this that the results may be
influenced by the failure of the sample to adequately represent the

2,21 and this is taken into account both during the comparison of

population
methods and in the consideration of larger scale applications.

The regression analysis and pattern recognition techniques described
could be of value in a wide range of applications. The classification
approach for example could be put to numerous uses in chemical information
systeﬁs. Thus, file structures based on this technique, which brings
together chemically similiar structures could lead to more effective
structure retrieval strategies and could also be used to obtain specialised
sub~-files from general data bases. The method could also be used for

classifying substructure search output. One of the stages involved in the

classification process is the calculation of similarity or dissimilarity
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coefficients between the structures to be classified, and if suitable
coefficients could be developed then these could be used to rank search
output in order of their relevance to the search question. Depending on
the type of coefficient used relevance could be measured on an ordinal

or even more precise scale. In addition to employing the classification
technique for file organisation and manipulation purposes it may also be
possible to use the relationships derived between structures to bring out
relationships between structure and property data. This would considerably
increase the usefulness of the approach in chemical information systems in
which properties and structure diagrams are already available in machine-
readable form.22_24 The new regression method described could also be of
considerable value in this reas. It is the first statistical correlation
technique developed which can handle diverse structural types. This may
lead to a better understanding of the contributions to activity of
different substructural features, which. could in turn increase the value
of the approach as a diagnostic tool in drug design. With suitable data
the method could therefore be used to explore possible new lead structures5
in addition to providing a useful empirical tool for property prediction.
Where applicable it is expected that the regression methods developed will
be a better method for prediction than the classification approach, and
will therefore be the preferred approach in applications were quantitative
structure-property correlation for property prediction is the main objective.
Depending on the type of application and the type of data available both
approaches could be valuable in computer-based chemical information systems
based on the structure diagram. The scope and limitations of the two

approaches are discussed more fully in Chapter 2.
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Numerical Classification



Background

Much of the early work on numerical classification was carried

out in the biological sciences, where it is usually referred to

as numerical or mathematical taxonomy. As early as 1898 Heincke25
used a phenetic distance measure to distingquish between races of
herring and in 1909 Czekanowski26 employed a distance coefficient
in physical anthropology. One of the first statistics extensively
applied was the "Coefficient of Racial Likeness" developed by
Pearson27 in 1926, although this has been considered mainly by
anthropologists and has not been taken up by taxonomists in
general. This measure is a type of.simﬂarlity coefficient and

it was ultimately developed by Mahalanobis into a "Ceneralised
Distance" statistic.28 Other similar statistics'were developed

by Anderson and Abbe29 and Anderson and Whitaker3o. The growth

of automatic methods was slow initially, and most of thé early
statistics were used mainly as discriminant functions to help
identify new individuals and place them in existing classification

schemes, They were therefore of limited use, and did not lead to

any major advances,.

Following this initial work in the natural sciences the use of
numerical classification methods spread gradually to other areas,
although until more recently the main application outside the
natural sciences was concentrated in the behavioural sciences,
Here some early applications are those by Zubin31 in 1938 and
Thorndike in 1953.32 One of the main difficulties impeding

progress in the early years was the lack of adequate processing

facilities, and it is only within the last decade or so, with the
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general availability of automatic computing facilities to take

on the burden of the 1arge_amounts of computation usually
involved, that the use of numerical classification methods has
become widegpread. One of the most important advances in the
natural sciences was the application of cluster analysis’ and
these methods opened the way to present-day numerical classifi-
cation techniques. Work in this area was initiated by Sneath33’34
Michener and Sokal35 and Sokal and Michener36 in the late fifties.
Clustering techniques have now been successfully applied in many
different areas, and there has been a great proliferation of
methods in the last few years. Attempts to categorise these and
produce comprehensive reviews however has been difficult because
of the diverse nature of applications. Reviews of methods and
applications are usually directed towards a particular subject
area. Possibly because of the longstanding application of numerical
classification techniquesAin the biological sciences a particularly
wide range of literature is available in this area, and some very
useful reviews have appeared, such as those by Johnson3?,

Blackwelder38, Sneath,39, Williams and Dale40, and Sokal et a141.

The Basic Approach

The various approaches to automatic classification in use today
are often collectively referred to as non-parametric methods of
pattern recognition. Within different fields these methods have
been given a variety of different titles, and some of the more
common ones, :such as numerical classification, automatic classifi-
cation, mathematical taxonomy and numerical taxonomy, are often
used interchangeably. The basic aim of these methods is to reveal

the essential and otherwise unidentifiable relationships within
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data sets by summarising the available information on individual
members. An important characteristic: which the different
approaches share is that no assumptions are made about the

underlying statistical distribution of the data in question,

Automatic classification procedures are of two basic typés. If
they are required to fit new data into existing classification
schemes the classification rules employed must first classify
correctly the existing information. This is often referred to
as supervised learning. If the classification process is
required'to identify meaningful clusters in previously unknown
distributions of individuals the clustering rules used are not
based on available information concerning class identity, and
this process is usually referred to as unsupervised learning,.
The present investigation is concerned mainly with applications

of this second type.

Unsupervised Learning Methods

The majority of unsupervised classification methods begin with

the calculation of the degree of resemblance between the individ-
ual members of the data sample. If the nature of the data is such
that classes are very distinct, or if the sample is small then
these measures may be sufficient to reveal the underlying structure
of the data without the application of involved mathematical
clustering procedures. Usually however such procedures are needed
to bring out the essential relationships present. Two approaches
have become important in recent years for this purpose. Firstly,
the methods which partition the data into groups according to

predefined rules on the definition of clusters and class membershipe.

Thgse methods are usually referred to collectively as methods of
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cluster analysis. Secondly, there are the ordination or mapping
techniques which summarise the available information on individ-
ual relationships ko that individuals can be conveniently
represented in two or three dimensions for visual display purposes.
Using this second approach the individuals are initially assumed
to be distributed through an n-dimensional hyperspace whose
coordinates represent the features used to describe them. Some
confusion has arisen over different terminologies and the terms
clustering and cluster analysis are often used to encompass all
the various approaches possible, including display methods.
Whichever approach is used the basic objective is to summarise
the relationships in the data in a way which will result in the
smallest possible loss of information. However the choice of
suitable method is often a difficult one,as the uncertain mathe-
matical properties of the methods make it impossible to estimate
the extent of the data loss'a priori'. This problem is discussed

in later sections of the present chapter.

Until recently ordination procedures have been less widely applied
than methods of cluster analysis but they are now increasingly

used, and are often applied in conjunction with clustering

20, 42-45

techniques. Using this approach there are several ways

7
of reducing the data for visual display purposes. 6,4

Procedures
such as factor analysis,principal component analysis and principal
coordinate analysis have been widely considered, particularly in

48,49 Multidimensional scaling techniques

the behavioural sciences.
are also of importance, and these techniques, usually referred to
as linear and non-linear mapping techniques, have recently been

used in chemical structure applications to aid other pattern
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recognition methods in the investigation of structure-property

relationships.20

General Advantages of a Numerical Approach to Classification

Numerous problems arise when applying classification methods.

Some of the more general conceptual difficulties involved are
discussed below in sections 1.5.2(a) and (b). Over and above
these difficulties many additional problems arise when applying
numerical techniques. What, therefore, can be gained from using

a numerical approach. Sneath and Sokal46 have recently enumerated
some of the possible advantages, and those of relevance here are

now discussed briefly.

Compared with conventional classification methods a numerical
approach increases objectivity by reducing the number of arbitrary
decisions to be made. Investigators in favour of the conventional
classification approach however view this particular advantage
with some doubt as they feel that arbitrary decisions based on
intuitive reasonings are essential for a meaningful result. A
less questionable advantage is that the approach allows much of
the classification process to be automated. This is important

in areas where large‘amounts of information are involved. Another
benefit arising from this is the ability of the method to handle
larger numbers of characteristics, which reduces the dangers of
arbitrary pre-selection of features in the description of
individuals. These were important properties influencing the
initial interest in the approach in biological applications,

where the expanding volume of data and the growing numbers of
characteristics used to represent it were becoming increasingly

difficult to handle by conventional means. Because data is
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held in numerical form another advantage is that the required
information for classification could be easily integrated in
existing computer-based systems. In some areas automatic
classification is leading to a vital revision of existing
ideas, for example in the biological sciences, and in many
applications the method is becoming important for its heuristic

40, 46, 50

value, As well as generating hypotheses the approach

is also of value in shedding new light on exlsting hypotheses,
and examples of this may be found in the behavioural sciences.51’52
Finally, numerical classification has considerable potential as

a tool for prediction and there have been numerous reports in

the literature illustrating its possible value in this area, for

example Sneathlo, Kowalski and Bender12, Payke153, Ting et a154,
and Chu55.
1.5 Numerical Classification Based on Cluster Analysis

In most cluster-based classification applications there are

three basic stages involved. Initially numerical representations
of the original data must be chosen which provide a sultable basis
for the comparison of individuals. Using these and a statistical
measure of association, quantitative estimates of similarity or
dissimilarity between individuals are then obtained. Finally,

a set of clustering rules are applied to these quantitative

measures held in matrix form,

1e5.1 Definition of Terms

The development of numerical classification techniques in a wide
range of disciplines has led to an equally wide range of termin-
ologies in defining methods. As seen earlier the classification

process itself comes under a variety of different headings

’
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depending on the field in which it is applied e.g. terms such

as numerical taxonomy, mathematical taxonomy, taximetrics and
systematics are usually considered in the biological sciences.
Other terms such as non-parametric pattern recognition,'cluster—
analysis, Q-analysis, grouping, clumping and classification are
used in mathematical applications, sociology, psychology and
informatien retrieval. The terms numerical classification,
automatic classification and pattern recognition are used in

the present study and occasionally the labels supervised and
unsupervised learning are used in cases where a distinction is

being made between these different apprcaches.

The different terminologies arising in defining methods has

added to the many conceptual problems involved in describing the
classification process. This is particularly true in some of

the earlier stages of the classification process, and there has
been much confusion over the definition of data and the relation-
ships arising between the original data and its representation

in numerical form.

In the following discussion the members of the data set undergoing
classification are referred to as entities, objects or individuals.
These are broken down into a number of descriptive features
referred to as characters or features. The nature of these
depends on the way individuals are fragmented. Thus, a character
may represent a particular aspect of the individual which is
either present or absent, or else it may take on a number of
separate values. These are referred to as character states,
character values or characteristics. In the case of characters

representing a single characteristic, characters and characteristics
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become equivalent. The numerical descriptors used to
represent characters are referred to as attributes, and the
different values which they may take are referred to as
attribute states. The nature of attributes depends both on
the type of numerical representation chosen and on the nature
of the characters they represent and, as with characters and
characteristics, there may or may not be a 1:1 relationship
between characters and attributes. Thus, characters repre-
senting single, qualitative characteristics may be represented
by a single attribute, whereas multi-state characters which
cannot be represented conveniently in this way must be repre-
sented by a set of attributes which cover the required range
of variation. The different types of qualitative and quanti-
tative character definitions which may arise and the possible
numerical representations of these will not be discussed any
further here as these are described in detail in sectilon

1.5.2(c).

Although the above definitions have been adhered to as far as
possible, it is difficult to be completely consistent in the

use of these terms, particularly with such terms as character,

and characteristic, which are considered to have equivalent
meanings in every day usage. In the discussions preceding the
description of character types the features of individuals are
discussed in more general terms and no distinctions are drawn
between characters and characteristics. At this stage descriptive
features have been referred to as characters and occasionally

the term characteristic has been used where it was felt that

this was more appropriate.
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Defining the Data

Data representation is a particularly critical stage of the
classification preocess and is one which involves a number of
separate issues, some of a fundamental nature. First of all
the important characters of the individuals in question must
be identified. Having chosen these, the relative importance
of characters must be decided upon. Finally, a suitable
numerical representation must be chosen which will convey the
required information. The first two issues, concerning the
choice and significance of characters involve more fundamental
questions which arise whether or not numerical procedures are
adopted, but this important point is often overlooked, and has
been the cause of much unfair criticism of automatic classifi-

cation methods.

Choice of Characters

Conceptual Problems - Nature of Classification - Nature of Classes

To deal satisfactorily with the questions of character choice
and character importance it is necessary to know the precise

nature of classifications and their objectives. However from
the time of the Greeks up to the present day there has been no
universal agreement over the purposes of classifications, and

as a result these properties are difficult to define.

Nature of Classifications

Some of the earliest ideas on systematic classification were

. . . . 56-58 .
based on Aristotelian logice. However although this approach
was initially widely considered it is strictly only suitable for

simple, logical systems, where the individuals undergoing

classification can be defined in such a way that the remainder
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of their properties can be automatically inferred. Eventually
these ideas gave way to a set of general principless9 which
were considered to be of universal applicability. These
principles were based on the premise that there cannot be

one ideal and absolute scheme of classification for any
particular set of objects but tbat there must always be a
number of classifications which differ according to the purpose
for which they have been constructed. Many of the currently
used techniques in numerical classification however have been
influenced by the classification views held in the biological
sclences where, until recently, these general principles have
been largely igncred. The early development of taxonomic theory
in this area was based on the belief that living things belong
to ideal or 'natural' systems and are governed by special laws
layed down by a Creator. The general principles of classi-
fication which had been widely used in the case of inanimate
objects were therefore considered inappropriate and bioclogical

classification took a very different course.

The early development of taxconomic theory before Darwin was

based on Lindley's concept of 'natural affinity'.eo This was a
very vague concept explained in terms of a 'Plan of Creation’.
Following the theory of evolution, evolutionary considerations

were in general thought\to be essential for an understanding of
natural systems, and the concept of 'natural affinity' was re-
interpreted in terms of these relationships. However, evolutionary
characteristics are not easy to define and in many ways this
redefinition helped to widen the gap between biological and other
types of classifications, as the concept of 'natural affinity'

could now be even more broadly interpreted. From this time there
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was very little agreement over the importance of evolutionary
characteristics and their relative value in explaining natural
affinity compared with observable characteristics. This
controversy eventually led to general disagreement over the
interpretation of natural systems and by the beginning of this
century this in turn had led many investigators in the field to

question the concepts upon which such systems were basr—:-d.e‘l“67

The main influence in this area came from Gilmour® > ¢’ who
believed that the isolation of biological classification from
classification in general had been damaging and was largely
responsible for much of the confusion which existed. More
recently, and especially since the consideration of numerical
techniques, when biologists and others were forced to re-examine
their objectives, Gilmour's views have been more widely supported.
However, many of the old ideas persist, and the objectives of
classifications continues to be a controversiél issue. In the
biological sciences in particular, opinion is still very much
divided. Some of the old concepts are still firmly upheld and
there continues to be disagreement over the relative importance
of observable and evolutionary features. Many investigators now
feel that difficulties such as these will never be resolved until

the principles of classification have themselves been thoroughly

re-evaluated,

Nature'of Classes

Despite differing views over classification objectives, it is
generally agreed that the usefulness of classifications will
depend on the number of characteristics used to define the
individuals or objects in question, and that a classification

which utilizes all known characteristics is more generally useful
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than one based on a more limited range. However, whereas the

traditionalists regard such classifications as approximations to

a single, ideal classification scheme others feel that these

should be considered as flexible arrangements which change as

new knowledge is acquired, but which never aim towards a single
66

end. This latter view is in keeping with the general principles

of classification and with Gilmour's basic philosophy.

One of the characteristics of the early classification schemes
based on Aristotelian logic is that for class membership each
individual is expected to possess all the properties which were
ﬁsed to define the class in question. Such arrangements are

now usually referred to as monothetic groups. Most applications
today however are based on polythetic arrangements where the
criterion for class membership is based on the numbers of shared
attributes between individuals. Polythetic classifications were
first considered in the natural sciences. At the time when the
concept of 'natural affinity' was first introduced and larger
numbers of characteristics were involved, it was soon realised
that the members of classes did not necessarily possess any one
diagnostic character i.e.any one feature which is common to all
class members.68 This is now regarded as one of the essential
characteristics of polythetic classes, although such arrangements
were not formally defined as such until much later.69 Recent
definitions of polythetic groups distinguish two basic types. Thus,
polythetic groups are defined as those whose members have a large
number of characteristics in common but where no character is
either essential for class membership or is sufficient to allow

membership. Fully polythetic groups must satisfy the above
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conditions and in addition require that no feature be common to
all its members. The large numbers of descriptors usually
involved in present day applications often prevent this last
condition being met., Consequently most polythetic arrangements

are of the former type.

From the previous discussion on classification objectives, poly-
thetic arrangements are obviously more suitable for: general
purpose classifications or for classifications where the
objectives are not well defined. If the objectives are more
specific then monothetic arrangements may be more appropriate,
although in this case there is a high risk of misclassification
when the number of descriptors considered is large. Some
arrangements of this type have recently been criticised by Sneath

7
and Sokal,46 €ede Maccacaro70 and Williams and Lambert. 1

Statistical Problems

The availability 6f improved computing facilities in recent years
has made it possible to consider larger numbers of characteristics
during the classification process. The arguments in favour of
large numbers of descriptors to obtain more general or 'natural'
classifications are discussed in the previous section. Leaving
these aside there are additional problems concerning the desire-
ability of this approach from a statistical point of view. Past
investigations of supervised learning methods have shown that a
small sample to feature ratio can have an adverse effect on the
classification result, and in the case of two-way classification
schemes, for example, it has been shown that a sample to feature

72,73

ratio below about 3 is undesir able. However, most of the

research in this area has been carried out on this type of
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application and although a similar dependence on the sample to
feature ratio is not expected with unsupervised learning methods
it is not certain what effect, if any, the ratio has on the
classification result in this case. Some lnvestigators have
stressed the need for large numbers of features in the unsuper-
vised case to reduce the risk of distortion in estimating
degrees of similarity.46 However the choice of features here
usually depends on the particular requirements of the user,

and whether he wishes to derive a specialised classification

or a more general one with wider predictive powers.

Importance of Characters

Related to the problem. of.character choice is the question of
character significance. When numerical methods were first intro-
duced in the biological sciences character weighting was consid-
ered an essential part of the classification process. The
relative importance of different characters however was based
largely on intuitive judgements and the differing interpretations
of character importance led to widespread confusion. The intro-
duction of automaéic procedures was therefore seen as an ideal
opportunity to revise existing ideas concerning character values,
?nd consequently most of the numerical techniques considered at
that time employed equally weighted characters. Because of this,
equal weighting is often wrongly associated with numerical methods

and is assumed to be an essential feature of the numerical approach.

0
'A priori' and 'A posteriri' weighting
/

Many arguments have been put forward in favour of character
weighting and an equally large number against it. Increasingly,
forms of 'a priori' weighting, where the value of characters is

estimated prior to classification, are considered unacceptable
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although some who are in favour of equal weighting are in

agreement with some forms of 'a posteriori? weighting.46’47
However, some still criticise the arguments which have been
put forward for equal weighting and claim that this process

7
2,76 Jardine and

is itself a form of 'a priori' welghting.
Sibson74 have recently suggested that much of the disagreement
over character weighting has arisen due to a failure to distin-
guish between forms of 'a priori' and 'a posteriori' weighting.
They claim that much of the controversy concerns only 'a
posteriori' weighting as most of the so called 'a priori’
arguments are usually based on some previous knowledge. An
example of this is the case of expedient weighting discussed

by Inglis,75 where a charactér preselection process is applied

to reduce large numbers of characters to within workable limits.
This is not an instance of true 'a priori' weighting as the
preselection process in such cases is usually based on previous
evidence of character importance.

It is generally accepted however that in most typesof application
some forms of character weighting, whether desirable or not,

are unavoidable. The above case of expedient weighting is an
example in question.

(ii) Character Probabilities

Much attention has been given to the problem of character
weighting in biological applications. The weighting process
here is usually based on intuitive judgements, but an issue of
more general relevance which has recently been given
attention in many different fields is the question of whether
or not the statistical distributions of characters should also

be taken into account in deciding on character importance. The
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arguments put forward in favour of character weighting in this
case have their basls in probability theory. Thus, should
characters which arise infrequently in the set of objects or
individuals in question be considered more important than
. frequently occurring characters? Secondly, should characters
which are highly correlated with other characters be considered
less important? This second question involves a number of
separate issues which will be considered later,

The usual argument used in favour of weighting is that infre-
quently occurring characters are more discriminating, and should
be weighted more heavily because of their diagnostic value.
Several different weighting procedures based on character
frequencies have been proposed, and where a quantitative
approach is considered it is more usual for the character
frequencies to be taken into account during the comparison of
individuals, rather than during the preceding stage of character
definition.74 Thus, during the comparison of characters the
likelihood of a particular pair of values arising in two
individuals is determined and the less probable this co-
occurrence the more similar the individuals are said to be

with respect to the given character. An example of this
approach is the similarity index derived by Goodall.77 In
defining similarity be considers character value frequencies

in conjunction with the usual. definition of this term, and
applies these criteria to both ordered and metric data. In

the case of data which is qualitative and unordered character
value probabilities are the only consideration. This approach
has been considered in the present investigation and the particular
methods developed are discussed in Chapter 3. Other similar
approaches have been proposed by Smirnov,78 and Rogers and

Tanimotoe. 79
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Many workers have criticised £he use of probabllistic procedures
in numerical classification,as in order to apply them it is
necessary to make certain assumptions about the underlying
statistical distribution of the data. For example, Goodall's
method i1s based on the null hypothesis that the values which
each character may take are randomly distributed amongst the
individuals in question with probabilities equal to their
observed relative frequencies. Several investigators feel
that this approach is unsuitable for classification purposes
in the case of finite data sets e.g. Williams and Lanceso and
Williams and Dale40, because it is impossible to obtain null
hypotheses which are independent of the given data set, and
that if such procedures are employed, different samples must
inevitably lead to different results. They therefore consider
these procedures to be invalid, Others have rejected probab-
ilistic methods for similar reasons.

(iii) Correlation and Redundancy

Closely related to the problem of character frequencies is the
question of character correlation. A number of different problems
are involved here, for which there are again no generally accepted
solutions. Many different types of correlation have been discussed

in the literature.46’ 74

All of these, regardless of their
particular nature, will result in some degree of redundancy,

but the main difficulty lies in determining exactly how they
affect the result and whether or not these effects are desirable.
In the extreme case, where one characteristic always arises in
conjunction with another, and thus always implies the presence
of the other, then this may be thought of as total character
redundancy. However whether this is redundancy in the true

)

sense of the word will depend on he nature of the association.
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Secondly, as in the above case of character frequencies, there
is the problem of handling finite data sets and determining
whether the correlations observed are simply a characteristic
of the particular data sample in question. Recently in
attempting to resolve these problems some investigators have
expressed concern over data sampling and the need for adequate

sample size.21’46’50

The differing terminologies which have arisen to explain the
various types of association possible have added to the problems
arising. For example, Sneath and Sokal46 and Jardine and Sibso;/l4
both discuss logical correlations but their definitions do not
coincide. Most agree that care must be taken in the chocice of
characters to avoid, where possible, true redundancy in defini-
tion; for example, where two different characters are considered
one of which is simply a re-expression of the other, or where

two characters are related logically and the one can be thought
of as a re-expression of the other. This second example coincides
with Sneath and Sokal's definition of logically redundant charac-
ters. They give the example of two characteristics one of which
definesthe presence of haemoglobin and the other defines the
redness of blood, where the latter is dependent on the presence
of haemoglobin. However, this example is straightforward but
difficulties arise when the dependency is only partial. Jardine
and Sibson define logically related characters as all those which
are conditionally relatede Thus they include in this category
characters which are known to be related empirically, but are

not necessarily related logically in the sense given above.
Associations of this type, defined by Sneath and Sokal as
empiricial correlations, are sample dependent i.e. the
correlation observed in one data set need not necessarily arise

in any other. Jardine and Sibson have pointed out the dangers
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involved in this case and suggest these may often be overcome by
careful choice of characters at the outset. However, whether or
not such correlations can be successfully eliminated still leaves
unanswered the question of their desirability. Some investigators
feel they should be accounted for in some way, and in cases where
they cannot be eliminated, some form of weighting procedure should
be appl:'Led.so_83 Others feel that correlations should not be
eliminated indiscriminately, and as all successful classifications
rely on their presence it is important to distinguish between
those which have an adverse effect on the result and those which
are essentlal for the formation of sensible clusters.74 Evaluating
their effect however is not an easy task because of the mathemat-
ical limitations of the method and the wide range of applications,
making direct comparisons of weighted and unweighted characters
difficult. To give an example of the sort of problems arising
Rohlf84 recently investigated 45 different species of North
American mosquito and concluded that character redundancy should
be avoided where possible as it causes elongation of generic
clusters, and makes individuals at the periphery of clusters
appear more isolated than they sﬁould be. Power85 on the other
hand points out that if the degree of correlation varies within
each of the species studied, then this information is important
for discriminating between groups, and should be retained at all
costs.These opposing views typify the arguments appearing in the
literature oﬁer the desirability of character correlations, and
unless numerical classification is placed on a more formal basis
there is little chance of resolving such diffeﬁences of opinion

fully.
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1e5.2.(c) Choice of Numerical Representation

(1)

The final step in the data preparation stage or preprocessing
phase is the conversion of the chosen identifiers or descriptors
into a form suitable for computation. Approximations are unavoid-
able at this stage and it is vital that the numerical descriptors
chosen are as representative as possible of the original informa-
tion, while at the same time providing a suitable basis for
comparison.

The types of character definitions possible and the measurements
of similarity and dissimilarity for which they are suitable have
been widely discussed in the literature.46 Basically two
different types of information may arise, namely measurement data,
usually referred to as quantitative data, and secondly qualitative
data which refers to some kind of descriptive quality such as
colour variation. Both types of information may be dealt with in
a variety of wayse.

Qualitative values

Depending on the way characters are chosen, qualitative descrip-
tions may either by represented by two-state or binary descriptors
(attributes), or by qualitative multi-state descriptors (attributes).
For example if a character is chosen which represents some
characteristic which is either present in an individual or absent
then a binary representation is used, If the character chosen
may take on a number of different values which are unordered and
which may or may not be linked logically,tlen there are various
ways of representing this character numerically so that the
various possibilities may be identified. One of the more usual
ways is to select a suitable set of two-state attributes to cover

the required range of variation. However, in the case of logically
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related characteristics such as colour differences this type

of coding presents a number of difficulties, as the descriptors
or attributes chosen in this case are mutually exclusive i.e.
the presence of one of the values, (giving a positive score on
one of the attributes) automatically infers the absence of the
remaining possibilities and a negative score on all remaining
attributes in the set. This gives rise to two basic problems.
Firstly, if two individuals do not agree with respect to this
character the coding method gives rise to two mismatches.
Secondly, if a similarity of dissimilarity measure is used which
takes into account the agreement of negative scores then the
degree of similarity is exaggerated and the extent of the
distortion will depend on the number of two-state attributes
employed. Thus, although this method has been used by some
investigators e.g. Rogers and Tanimoto,79 Sneath and Sokal46
have recently suggested that the approach be used for logically

independent characteristics only.

Ordered values

Where the character chosen may take on'a number of different
values which are not quantitative but which belong to an ordered
series, a set of two-state attributes may again be employed.
However, it is not the most satisfactory approach in this case,
as difficulties would arise in ensuring that values closer
together in the series are considered more similar than those
which are further apart. This could best be accomplished by
assigning arbitrary numerical values to the series and treating

these in much the same way as measurement data (see below).

Quantitative values

Quantitative characters, where the different possibilities arising
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are both ordered and metrical present fewer problems, and here
the choice of definition often depends on the type of associa-
tion measure considered. Thus the different values which a
character may take may be represented by numerical quantities
which coincide with the original measurement values, or, if a
binary representation is required, the measurements can be
broken down into a number of two-state attributes in much the
same way as ordered characters described above, where suitable
numerical values have been arbitrarily defined. If the values
are continuous they may be divided into a suitable set of inter-
vals, each of which is considered as a separate attribute.
However, whether the original measurement data is discrete or
continuous, a few problems are presented by this breaking down
process. The process.may be carried out in a number of ways
depending on whether the resulting two-state attributes for a
given character are to be regarded as additive or non—additive.46
Where the data is continuous, and each attribute chosen must
represent a range of values, the attributes are mutually exclusive
and it is important that the class intervals be as small as
possible to minimise the information loss. 1In the case of
characters which take on discrete values a number of different
representations are possible. The additive and non-additive
coding procedures which are commonly used for qualitative
characters are equally applicable here. These procedures have
been discussed in detail by Sneath and Sokal46 and are only

described briefly below.

Using the additive coding method, if a character represents a
series of numerical values ranging from O to n, these would be
represented by n two-state attributes, all of which would be

zeroised to represent value 0, the first of which would be
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set to represent value 1, the first two of which would be set to
represent value 2 and so on through towlue n, when all
attributes would be set. This approach enables differences in
magnitude to be accounted for, although as with qualitative
multi-state characters the degree of similarity or dissimilarity
may be exaggerated, depending on the number of two-state attri-
butes required to reprsent all possible values. In this
particular case however, the association between individuals is
exaggerated when negative matches are ignored. Thus, in the
above example, if two individuals have values 1 and 2 respectively
for the character in question these will be considered less
similar with respect to this character than two individuals

with values 2 and 3 respectively, as the latter case gives

rise to two matches and the former to one. The choice of

association measure 1is therefore critical in this case.

Using the non-additive approach each two-state attribute repre-
sents a different value and attributes are mutually exclusive,

as in the above example given for continuous measurements. In
the non-additive coding method described by Sneath and Sokal the
first of each set of two-state attributes employed to represent
characters is used to denote the presence or absence of the given
character. This means that if two individuals possess a value
for this character they will at least agree with respect to this

first attribute;, even if their respective values differ.

Although the additive and non-additive coding methods described

by the above authors usually refer to ordered, non-metrical quantities,
they are equally applicable to metric quantities and the additive
coding method in particular has been useful in cases where binary

representations are required.
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(iv) Missing values

One of the problems in obtaining suitable numerical codes for
character comparison is deciding on the treatment of negative
score agreements between two individuals in finite data sets
i.e. whether the absence of a particular characteristic in

two individuals should be considered as contributing to the
similarity between them. From the previous discussion it is
obvious that this question becomes even more of a problem
when characters are represented by sets of two-state attri-
butes. Here the breaking-down process not only introduces
redundant definitions which distort the degree of similarity
or dissimilarity, it also has a weighting effect on the
characters concerned, as the number of two-state attributes
required for each multi-state character varies with the range
of values the character may possess. As the exact effect this
has depends on whether or not the mutual absence of character-
istics in individuals is ignored, the choice of association
measure in these cases is of vital importance. The different
types of association measure which are capable of handling such

two-state attribute sets are discussed below.

Estimation of Resemblance

Traditionally the measures of association. used to estimate
guantitatively the degree of resemblance between individuals
coded in numerical form are referred to as coefficients of
similarity or coefficients of resemblance. Sneath and Sokal46
have suggested recently that the former term be restricted to
coefficients which are strictly similarity coefficients to avoid
confusion. As the interest in numerical procedures for classifi-

cation increases several investigators have attempted to categorise
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the different coefficients available and assess their suitability
in different applications, but this has been difficult because of
the wide range of measures available and the diverse nature of

applications. Four basic types of coefficient are now recognised.

Association coefficientg

Some of the earliest coefficients of resemblance used in numerical
classification are those which operate on a binary rep;esentation
of the data. In the older literature these are usually referred
to as coefficients of association. They are also often referred
to as matching coefficients as they are based on counting the
number of actual agreements between palrs of individuals compared
with the number of possible agreements. These long established
meésures were used in a variety of disciplines before they were
first adopted for use in numerical classification.

Mény different association coefficients have been proposed and
these large numbers have arisen mainly due to uncertainty over
the treatment of negative attribute scores in pairs of individuals,
and whether agreeing and disagreeing pairs of values should be
treated equally. Thus, some association coefficients ignore
negative attribute agreements altogether e.g. Jacchard's
coefficient and Dices coefficient, some give extra weight to
matched pairs of values e.g. Dice's coefficient and others give
extra weight to unmatched pairs of values e.g. the coefficient
of Rogers and Tanimoto. One of the simplest association coef-
cients is the so called simple matching coefficient which gives
equal weight to matched and unmatched attribute pairs and
includes negative matches.

The different types of association coefficient may give widely

different coefficient values for the same set of data. This in
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itself is not a particularly serious defect but another
characteristic of these coefficients is that they are not
necessarily jointly monotonic i.e. the pair-wise associations
between individuals ranked in increasing or decreasing order

of magnitude do not necessarily lead to the same order of pairs
in all cases. This could have a much more serious effect on‘
the classification result. These differences have prompted

a number of comparative studies of assoclatlon coefficients
attempting to define the relationships between them.86-88
Investigations so far have shown many of the association coef-
ficients to perform closely e.g. the simple matching coefficient
and the association coefficient of Rogers and Tanimoto have
been shown to be jointly monotonic., Other association coef-
ficients have also been found to behave similarly, although
most of the investigations to date have concentrated on a small
number of measures and difficulties of application have so far

prevented a rigorous comparison of methods.

Coefficients of this type, which distinguish only between
attribute values which match and those which do not are obviously
most suited to qualitative data which can be meaningfully repre-
sented in binary form. They are therefore most appropriate for
handling characters, which define a characteristic which is either
present in an individual or is absent. The measures can however
be applied to multi-state characters provided these are first
suitably broken down into binary representations as described
previously. This approach is not particularly suitable for
multi-state characters which are either ordered or metrical,

and especially if the data is continuous, because of the informa-
tion loss in the transformation to binary form. Data of this

type may be more realistically dealt with by similarity measures
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capable of dealing directly with quantitative values. The
approach is more suitable for multi-state characters which
are pur