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THE COMPUTER STORAGE, RETRIEVAL AND SEARCHING
OF GENERIC STRUCTURES IN CHEMICAL PATENTS:

THE MACHINE-READABLE REPRESENTATION OF GENERIC STRUCTURES

Thesis submitted for the Degree of Ph.D. by J.M. Barnard

ABSTRACT

The nature of the generic chemical structures found in patents is
described, with a discussion of the types of statement commonly
found in them. The available representations for such structures
are reviewed, with particular note being given to the suitability
of the representation for searching files of such structures.
Requirements for the wunambiguous representation of generic
structures in an "ideal'" storage and retrieval system are

discussed.

The basic principles of the theory of formal Llanguages are
reviewed, with particular consideration being given to parsing
methods for context-free languages. The Grammar and parsing of
computer programming Llanguages, as an example of artificial
formal Llanguages, is discussed. Applications of formal Llanguage

theory to chemistry and information work are briefly reviewed.

GENSAL, a formal Language for the unambiguous description of
generic structures from patents, is presented. It is designed to

be intelligible to a chemist or patent agent, yet sufficiently



ABSTRACT

formalised to be amenable to computer analysis. Detailed
description is given of the facilities it provides for generic
structure representation, and there is discussion of its

limitations and the principles behind its design.

A connection-table-based 1internal representation for generic¢
structures, called an ECTR (Extended Connection Table
Representation) is presented. It is designed to represent generic
structures unambiguously, and to be generated automatically from
structures encoded in GENSAL. It is compared to other proposed
representations, and 1its implementation using data types of the

programming language Pascal described.

An interpreter program which generates an ECTR from structures
encoded in a subset of the GENSAL language is presented. The

principles of its operation are described.

Possible applications of GENSAL outside the area of patent
documentation are discussed, and suggestions made for further
work on the development of a generic structure storage and

retrieval system based on GENSAL and ECTRs.



NOTE

The work described in this Thesis has been undertaken as part of
a more comprehensive project on the computer storage and
retrieval of generic chemical structures in patents. Whilst this
has involved close liason with the other research worker on the
project, S.M. Welford, the work described in this Thesis is

entirely that of the author.

A number of publications have appeared describing work on the

project; 176177 the substance of Chapter 3 appeared in the

second of these 176 and the substance of Chapter 4 in the third.

177

In addition, presentations have been given at the following

meetings:

1. Chemical Notation Association (UK) Seminar on "Structure

Searching in the Published Literature", Daresbury, March 1980.

2. Chemical Notation Association (UK) Seminar on "The Future of

Chemical Documentation', Exeter, September 1982.
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CHAPTER 1

GENERIC STRUCTURES IN PATENTS

"Bloody instructions, which, being taught
return to plague the inventor"”

Macbeth, Act I, Sc. vii

On the basis of those words, it might well be supposed that
Macbeth was an information scientist in the chemical or
pharmaceutical industries. Those industries are not only prolific
generators of patent documents, but are also major users of
patent information, and the efforts made to protect a company's
jnvention 1in drafting a patent return to cause many problems for

information searchers in the patent Lliterature.

The increase in the number of chemical patent documents published
in recent years has been prodigious, and the increase has

continued 1in spite of a slight fall-off in the number of journal
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CHAPTER 1: GENERIC STRUCTURES IN PATENTS

articles published. In 1981 more than 71 000 patents were
abstracted in Chemical Abstracts, as compared with fewer than
62 000 the previous year, 1 and this continues a trend which c¢an
be traced back many decades 2 though at Lleast part of the
increase can be explained by improvements 1in the range of
countries covered by Chemical Abstracts; its relatively poor
coverage compared to other indexing systems had previously

attracted criticism. 3

A further factor in the increase in published patent documents is
the change 1in patent Llegislation in a number of countries,

4, 5 This has resulted in a

including Britain, during the 1970's.
move from the publication of examined and accepted patents only
to the publication of unexamined applications. Initially this led
to the sudden publication of backlogs of applications, increasing
the figures for patent documents published, but it has also led
to a change in the actual substance of patent claims, especially

in the chemical area, which has itself caused problems for patent

documentation systems. 6

This is because patents for chemicals and pharmaceuticals
frequently do not lay claim to the single compound which the
company taking out the patent intends to market, but rather lays
claim to a whole class of compounds having broadly the same
properties. In the initial application for a patent, a company
may attempt to claim as wide a range of compounds as possible,
partly to cover anything which might conceivably have the desired

activity (patent application normally takes place well before
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CHAPTER 1: GENERIC STRUCTURES IN PATENTS

testing and development of '"lead compounds" has been completed),
partly to 1intimidate rival companies who may be working in the
same area, and partly to disguise the true nature of the
invention. It 1is very possible that the initial application may
have to be modified before it can be accepted and a patent
granted, but wunder the early publication system now adopted by
most countries, it is the initial application which is published
first. This retains its significance after examination = and many
patent applications are in fact abandoned, no examination taking
place and no patent being granted - as the information contained

in it may affect the validity of future patents.

The class of compounds claimed in a patent is described by means
of a generic structure which contains both fixed and variable
parts, the extent of the variation defining the size of the class

of structures.

1.1. THE NATURE OF GENERIC STRUCTURES

1.1.1. Patent Claims

In 1924 an American chemist, Eugene A. Markush, applied for a
patent for a class of novel pyrazolone dyes, 7 but his
application was rejected on the grounds that it claimed

alternatives. After making suitable changes to the wording of his
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CHAPTER 1: GENERIC STRUCTURES IN PATENTS

application in order to leave out the word "or", it was accepted,
and since then the term "Markush" has been applied to this type
of generic structure. Rosa 8 has discussed the legal wrangles
over this and other applications, and outlined the type of
generic structure which may be claimed under the precedent set by
Markush, though the rigid "Rule Against Or", 9 which never
applied in other countries, has now been abolished in the United

States too.

The expression "Markush Structure" is now used rather loosely to
refer to a wide variety of types of generic structure, though
U.S. patent attorneys use it to refer specifically to patents
granted under the precedent established by Markush's pyrazolone
dyes application. On account of this special legal meaning the
expression has generally been avoided in the present work
following advice from Silk 10 and despite its use by many other
authors in the field, and the expression "generic structure” is

used throughout this Thesis.

A single generic structure may cover an enormous, and in some
cases infinite, number of specific compounds, " only a tiny
fraction of which have actually been tested for the claimed
activity. Beton 12 cites the example of a patent application on
sulphathiazole which was rejected because, of the at least 93
million specific compounds covered, only two had been shown to
have the claimed activity. In the same paper however, he refers
to the original patent on the Ziegler process for ethylene

polymerisation in which aluminium trialkyl is claimed as
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CHAPTER 1: GENERIC STRUCTURES IN PATENTS

catalyst. Following grant of this patent, Ziegler found that
alkyl aluminium halides and organomagnesium compounds could also
be used, and was obliged to make further applications to cover
them also. However, this still left him with no patent protection
for the wuse of such catalysts in the polymerisation of other

alkenes.

These examples illustrate the need to formulate a patent
specification sufficiently widely to cover all the compounds with
the required activity, yet sufficiently narrowly not to claim

untested compounds which are actually inactive.

1.1.2. Types of Generic Structure

Valance 13 has discussed the variety of different types of
statement that may be found in generic structures, with a survey
of their relative frequencies. Sneed, Turnipseed and Turpin 14
have attempted a rudimentary classification of generic
structures, dividing them 1into determinate and indeterminate
structures, the former having variable substructure groups (all
defined) occurring with variable frequency at fully-defined
positions of attachment, and the Llatter comprising all other
generic structures, including those involving verbal expressions,
undefined substructures and undefined positions of attachment.

Concentrating on determinate structures, they give examples of

the different types of expression that may be found.
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CHAPTER 1: - GENERIC STRUCTURES IN PATENTS

A similar classification has been given by Krishnamurthy and

15, 16 dividing generic structures into delimited and

Lynch
undelimited structures, though these classes are not identical
with Sneed et al.'s determinate and indeterminate structures.
Delimited structures are essentially those which cover a finite

(even if very Llarge) number of specific compounds; undelimited

those which cover an infinite number of specific compounds.

In the present work these classifications have not been found
helpful, and analysis of generic structures has been based on an
approach given by Geivandov 17 which views such a structure as a
(possibly vestigial) constant part to which are attached variable
parts that can vary in their chemical nature, in their position
of attachment to the constant part, and in their multiplicity of
occurrence. This concept may be extended to encompass the idea of
a '"Markush within a Markush" so that each variable part can have

further variable parts attached to it, continuing to any level.

On this basis, two opposite "extremes'" of generic structures may
be identified: that where the "variable" parts are fully defined
in terms of nature, position and multiplicity, in which case the
structure is a specific structure identifying a unique chemical
substance, and that where the variable parts are totally
undefined, 1in which case the structure is a substructure which
may be found embedded in any of a potentially infinite variety of

specific structures.

Between these extremes lie generic structures with incompletely-
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CHAPTER 1: GENERIC STRUCTURES IN PATENTS

defined variable parts. Any variable part may still have an
infinite number of different possible values, but it is none the
less restricted in some way. For example, the term "alkyl"
strictly covers the infinite variety of radicals containing
carbon and hydrogen only, with no double or triple bonds and no
rings, but it nonetheless restricts the variety of values a group

defined as "alkyl" can take.

1.1.3. Generic Structures Outside Patents

Generic structures are also found outside patents. They appear in
the journal Lliterature, where a large number of related compounds
have been tested for a particular property or activity, and in
this case a generic structure is essentially a shorthand way of
Listing the compounds tested. Figure 1.1 shows an example of a

generic structure from the Journal of Medicinal Chemistry.

Generic structures may be wused as queries in some chemical
structure search systems, with databases of specific structures.
Generally, only very simple generic structures can be used, but
the recently-developed COUSIN system allows more complicated

queries. This is discussed more fully in Section 1.4.7.

The description of generalised chemical reactions can involve the
use of generic structures for the generalised reactants and
products, though no reaction 1indexing system has yet been

developed using such reactant and product descriptions.
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CHAPTER 1: GENERIC STRUCTURES IN PATENTS

i xi -
L
1." Huallucinogenic Amphetemines Journal of Medicinal Chemistry, 1977, Vol. 20, No. 12 1633
Table I. Substituted Amphetamines and Predicied Hallucinogenic Activity

Ring position and group Exptl®  Calcd®

No. 2 3 4 3 6 xp *xp *xpe’ fog u logn

1 OCH, . 3.348 1.034 0.469 .59 0.55

2 OCH, OCH, 4.124 1.508 0.642 0.67 0.87

3 OCH, ) OCH, . 4124 1683  0.G38  0.87 1.06

4 OCH, OCH, OCH, 4.808 1.830 0.739 0.37 0.55

5 CCH, OCH, OCH, 4.830 2.083 0.765 0.63 1.01

6 OCH, OCH, . OCH, 4.853 2.031 0.798 1.03 112 l
7 OCH, OCH, OCH, 4.933 2.045 0.810 1.14 1.06 l

' 8 OCH, OoCH, OCH, 4.892 2.058 0.785 1.26 1.00
9 OCH, OCH, OCH, ’ OCH, 5.629 2.363 0.917 0.86 0.92

10 -0CH,0- 4.203 1.705 0.576 0.41 0.21

11 OCH, -OCH,0- 4.925 2.252 0.707 0.43 0.62

12 -OCH,0- OCH, . 5.043 2.272 0.756 0.48 0.50

13 OCH, -OCH,0- 5.027 2.197 0.753 1.00 0.71

14 OCH, -0OCH,0- . 4.993 2.317 0.751 1.08 0.71

15 OCH, OCH, -OCH,0- 5.746 2.749 0.885 0.75 1.09

18 OCH, -OCH,0- OCH, 5.761 2.906 0.887 1.13 1.29

17 ° OCH, OC,H, OCH, 5.027 '2.285 0.768 1.22 0.93

18 OCH, Br OCH, 4.574 1.762 1.157 2.71 2.92

19 OCH, CH, OCH, 4.574 1.762 0.858 1.89 1.85

20 OCH, C,H, OCH, 4.892 2.058 0.910 2.01 1.70

21 OCH, n-C,H, OCH, 5.027 2.285 0.850 1.94 1.60

22 OCH, n-C H, OCH, 6.296 2.436 0.880 1.63 1.34

23 OCH, n-C,H,, OCH, 6.546 2.548 0.880 1,09 1.09

@ Molar basis, ref 1 and 5, converled by multiplying by the ratio of molecular weights of amphetamnine to mesvaline.

Figure 1.1: A generic structure from the journal Lliterature

1.2. GENERIC STRUCTURE DESCRIPTIONS IN PATENTS

The manner of description of generic structures in patents from
different countries is basically equivalent, and an example of

such a description from a recent British patent is shown in

Figure 1.2.

1.2.1. The Constant Part

In a typical patent specification, or abstract, there is a
structure diagram for the constant part, in which the attached
variable parts are indicated by symbols such as R, X, R", R2 etc.

There is Little or no standardisation of the symbols used, and
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CHAPTER 1: GENERIC STRUCTURES IN PATENTS

occasionally valid atomic symbols (such as B or C) appear as

structural variables, which can cause ambiguity and confusion.

The variables may be attached to the constant part at fixed or
variable positions, the Llatter normally being indicated by the
convention of a bond going 1into the centre of a ring, or
sometimes, where the attachment 1is to a chain, by means of a
brace over the possible atoms of attachment. The variables may
have one or two connections to the constant part, with any bond

orders, or infrequently three or more.

Multiplicity of occurrence of certain portions (normally
structural variables) of the structure diagram is often indicated
by a subscript to a symbol, or to parentheses around a multiplied
portion. The subscript may be a single integer, a range of
integers, or an alphabetical or other symbol that is defined

elsewhere. Examples are:

- N

(R')3 (-CONH-)p X

1.2.2. The Variable Parts

Following the constant part, the varjables introduced in it are

defined, usually by Llisting the alternative values for each

structural variable. However, several different types of
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CHAPTER 1: GENERIC STRUCTURES IN PATENTS

I 1 GB2000512A 1 |
I SPECIFICATION ~NHCOCONH-and any Rz on the same phenyl ring I
. : as this R is alkyl, any such alky! group Rz is prefer- I
l Jmprovementsin or relating to organic compounds ably in the meta-position to Ri. I
| ! X A . : Of all the significances of Rz, hydrogen, hydroxyl,
5 The present invention concerns industrial e?namels 70 alkyl or alkoxy are preferred, hydrogen, alkyl or I
| containing u.v. absqrbmg tj‘ontlpounds, Whlf:h alkoxy, especially R;, or R, as hereinafter cefined in l
enamels afford coatings with improved resistance to formula Ib, are more preferred, and hydrogen or
| weathermg.. : : . (Cr-4)alkyl are most preferred. I
' More particularly, the present invention provn.des If any R1 is phenyl or phenoxy, non the same I
10 anindustrial enamel having mcorporatf:d therein 75 pheny! ring as the phenyl or phenoxy substituent is
one or more w.v. absorbing oxamides, i.e. u.v. preferabiy 1.
absorbing compounds featuring the structural unit In general n is prejerably 1 or 2, more preferably 1.
~NHCOCOMNH-, . ] ) A preferred class of compounds of formulalis
The prefaerred u.v. absorbing ox‘amxdeﬁ inthe constituted by the compounds of formula la,
15 industrial enamels of the presentinvention arethose  gg
of formutal, o

(R, o © ar
@—xu e €¢—C = xu-g 1a
(ry)
(R,) 2'n
" oo pa gy 3 "
20 e - e nu—@ . 85 .

M : in which each R, independently, is hydrogen,
hydroxyl, (Ci-s)alkyl or
I inwhich each R, independently, is hydrogen, (Ci-12)alkoxy,
25 halogen, hydroxyl, C(i1-e)alkyl, 90 each R; independently, is hydrogen, |
(Ci-ws)atkoxy, phenyl or hydroxyl, (Ci-s)alkyl or
phenoxy, Ci-s)alkoxy,
each Rz, incependently, is hydrogen, and each n; independently, is 1 or 2.
halogsn, hydroxyl, (Ci-slalkyl A preferred class of compounds of formulalais I
30 or (Ci-s)alkoxy, 95 constituted by the compounds of formula Ib,

and each n, independently,is 1,2 0r3.
In the above definition of formula |, halogen

means fluorine, chlorine or bromine. Preierably 2 s
. ¢ . o o
halogen is chlorine or bromine, more preferably ,;@M 2 fe e i ¢ ' o

35 chlorine. 100
When any Ruis alkyl, this is preferably (Ci-s)alkyl, M -
more preferably (Ci-a)alkyl, and most preferably 2 N
ethyl. in which R} is {C:-s)alkoxy,
When any Ri is alkoxy, this is preferably (Ci- R is (Ci-)alkyl,
40 12)alkoxy, more preferably (Ci-s)alkoxy, even more 105 each R independéntly, is hydrogen
praferably (Ci-4)alkoxy, and most preferably (Cz or (Ci-)alkyl or {Cr4)alkoxy, :
Ca)alkoxy. ) : and either both R}’ ‘s are hydrogen, or oneo'f the
Each Ry, independently, when signifying a sub- two is hydrogen and the other I
I stituent other than hydrogen, is preferably in an is (Cr-4)alkyl.
45 ortho-position to the oxamide linking moiety 110 Thecompounds of formula | are either known or I
l —NHCOCONP:!—.' , can be produced in anaiogous manaar to the known I
Of all the SIgmﬁcan_ces of Ry, hvdrqgen, hydvval, compounds from availabla starting materials.
I alkyl or alkoxy, especiaily R;, as hereinafter defined, The industrial enamels of the present invantion are l
are preferred, and alkyl or alkoxy, especially (C1- preferably those for enamelling vehicles. Especially
50 elalkyl or (Ci-s)alkoxy, respectively, are more prefer- 115 suitable industrial enamels are those which c;n(ain
red. Most preferably, one of the two Ri's is aizyl and as a binder, combinations cf oil-moditied pnlyesler'
the other is alkoxy. resins (oil-modified alkyd resins) and melamine
When any Rz is alkyl, this is preferably (Ci<)alkyl, resins, combinations of addition cross-linking
more preferably (C1 or Ca)alkyl, and most preferably polyacrylate resisns and melamine resins, c;)mb}na-
55 tert.-butyl. X 120 tions of saturated polyesters and mslamine rasins
When any Rz is alkoxy, this is preferably (Ch- cross-linking polyacrylate resins, two-component |
4)slkoxy, and more preferably methoxy or cthoxy. polyacrylate resins consisting of hydroxy-containin I
VWhen any Rz is hydroxyl, this is preferably in the polyacrylate resin and aliphatic or aroma;lic iq(;c 2
para-position to the oxamide linking moiety ates, thermoplastic polyacrylaie resins, or l-\;o- Y3
60 ~NHCOCONH-. Furthermore, if R1is alkoxy in an 125 component polyurethane resins consis'xing 'or
ortho-positionto the oxamide linking moiety hydroxy-containing polyester andior polyether
~NHCOCONH-and any R20n the same phenyl ring resins hardened with cliphatic or aromatic isocyan
as this R is alkyl, any such alkyl group Rz is prefer- ates. Of these, thermoplastic polyacrylate resin‘; . l
abily in the para-position to R If R1 is alkylin an combinations of addition cross-linking polyac l'ate
i ortha position 1o tha oxamide linking moizty 130 resins and butanol-ctherified melamine r».r;/.‘;-,'swnn 4 |

Figure 1.2: Part of a British Patent Specification

expression may be used for these values.

There may be simple nomenclatural terms (e.g. "methyl",
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CHAPTER 1: GENERIC STRUCTURES IN PATENTS

"cyclohexyl", "pyridyl"”, '"amino", etc.) that represent single
chemical entities, or terms or expressions that represent a
limited group of such entities (e.g. "halogen”, "alkali metal",

etc.).

Alternatively, there may be further structure diagrams, perhaps
introducing new symbols for structural varijables, or further
citing structural variables that have already been 1introduced.
Such structure diagrams will normally have an indication of which

atom or atoms is/are attached back to the constant part.

There may be linear formulae, which can represent single entities
(e.g. '"OH", '"COOH", "COOCH3" etc.), or include symbols for
structural or multiplicative variables, or represent classes of

structural entities (e.g. C6H13 ).

There may be nomenclatural terms or expressions describing
classes of structural entities, such as homologous series (e.g.
"alkyl”, "alkylcycloalkyl”, "alkenyl" etc.). Frequently these are
qualified by indications of the number of atoms, the degree of
branching, or other factors (e.g. "straight-chain 1-6C alkyl™.
Alternatively, the class described may be less well-defined (e.g.

"heterocyclic ring system”, "aryl" etc.).

Finally, there may be expressions describing groups in terms of
their properties (e.q. "electron=-withdrawing group",
"photographically-useful  group", ‘"easily-hydrolysed group",

“group known in the art" etc.).
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In addition, all these types of expression may be further
qualified by indications of position or multiplicity, or the
statement that they are ‘“substituted by" or "optionally
substituted by" a further Llist of values. Occasionally the
epithet ‘"substituted” or "optionally substituted” may occur
without any indication of the nature of the further substitution.
Furthermore, certain of the alternatives listed may be indicated
as preferred, possibly ranging over a hierarchy of preferability;
expressions involving "preferably ... more preferably ... even

more preferably ... most preferably” are not uncommon.

In some examples, two structural variables may be combined to
form a ring which can be described by any of the methods given
above; such combination may be a value for the two variables
alternative to those given for each individually, if any. The
structural entity specified as a value for the combination of the
variables may consist only of the atoms added to those present in
the constant part, or (more commonly) may also include those
atoms of the constant part which are part of the ring formed.
Occasionally two structural variables are combined to form an

extra bond between the (adjacent) atoms to which they are each

attached.
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1.2.3. Conditijonal Expressions

Frequently, certain of the alternative values for structural and
multiplicative variables are dependent upon the values of others,
and this is indicated in patent specifications and abstracts in a

variety of ways.

If there are several occurrences of a structural variable in the
constant part, then the definition of it may specify that all its
occurrences should have the same value, or different values etc.
Alternatively, it may be specified that certain values for a
variable are only possible when another variable has a particular
value or values, or the possible values may be limited to a
subset of the alternatives given originally when another variable
has a particular value. There may be stipulations that a certain
proportion of the occurrences of a .variable should have a
particular value etc. Sometimes these conditions and restrictions

can become very complicated.

1.3. THE '"MARKUSH PROBLEM"

In recent years chemical information scientists have tended to
talk about the '"Markush problem”, and the possibilities for its
solution. By this they refer to the problem of developing a
computer system capable of storing and searching files of generic

structures, especially those found in patents.
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During the past two decades a great deal of work has been done on
the developement of storage and retrieval systems for specific
structures, and Warr 18 has recently reviewed the available
software. Many excellent systems have appeared, for use both with

a company's files of internally-developed compounds, and with

"public" databases such as the Chemical Abstracts Registry file.

Amongst the former group are the CROSSBOW system (Computerised
19

Retrieval of StructureS Based On Wiswesser) in which
structures are encoded in the Wiswesser Line Notation, 20 and
more - recently MACCS (Molecular ACCess System) 21 which has

sophisticated facilities for graphical dinput of structure
diagrams. The two main systems supporting the Chemical Abstracts
Registry file are CAS ONLINE 22 which was developed by the
Chemical Abstracts Service itself, and the French Systeme DARC
(Description, Acquisition, Retrieval, Correlation) 23-25 which is
also now available for din-house use. Although these systems
support Limited facilities for generic structure queries, none of
them, as yet, has ény facilities for generic file structures.
Jackson 26 has outlined the essential features of an "ideal"
system for generic structures 1in patents, and achievement of
these objectives could be regarded as a solution of the "Markush
problem':

1. Total recall with minimum noise.

2. Include both generic structure and specific compounds.

3. Easy to use for encoding and retrieval.
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CHAPTER 1: GENERIC STRUCTURES IN PATENTS

4. Automatic input with error checks.
5. Available online.

6. Abstract and structure as output.

In his paper Jackson also surveys the existing systems available,
and discusses the ways in which they fall short of the ideal.
Existing chemical patent documentation systems have also been
reviewed by a Japanese Study Team 27 and in a number of other
publications. 28-30 The storage and retrieval of Markush
structures was identified as a priority area for research by the
British Library's Chemical Information Review Panel, which

reported in 1978, 31, 32

1.4. GENERIC STRUCTURE REPRESENTATIONS

An essential prerequisite for a satisfactory storage and
retrieval system for generic structures is a satisfactory means
of representing them for computer manipulation. A number of
different forms of representation are used in existing systems
and have been proposed for new systems, and these are discussed
in this Section with some comments on the efficacy of the systems

which use them,

Like those for specific structures, the forms of representation
may broadly be divided into ambiguous and unambiguous; the former
allow the same representation to stand for different structures,

whereas in the Llatter each representation stands for only a
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CHAPTER 1: GENERIC STRUCTURES IN PATENTS

single structure. ALL operational computer storage and retrieval
systems for generic structures are based on ambiguous
representations of the structure, and this is one reason for the

unsatisfactory performance of existing systems.

1.4.1. Derwent Publications Ltd.

perwent Publications Ltd. 1is a British company, owned by the
Thompson Organisation, and it produces a variety of current
awareness and retrospective search services, both for patents and
in other areas, though patent documentation represents the major
part of its business. The chemical area is well covered, and

Derwent's services have been discussed recently by Kaback. 33-34,

6

In general, non-chemical patents are included in the World Patent
Index (WPI), and chemically-related ones in the Central Patent
Index (CPI), of which three sections (Section B on
pharmaceuticals ("FARMDOC"), Section C on agrochemicals ("AGDOC")
and Section E on general chemistry ("CHEMDOC")) use a complex
fragmentation code, the CPI code, to represent the chemical
structures, generic and specific, shown 1in the patent in

question.

Both WPI and CPI are available for searching online via the SDC

Search Service, using the ORBIT software.
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The CPI code has undergone a large number of revisions during its
history, which goes back to 1963 when the FARMDOC service began.
It is a manually-assigned fragment code, and was originally based
on the 960 punch positions available on an 80-column punched
card, the cards being sorted mechanically. 35 The code has been
substantially revised over the years, and the database made
available on magnetic tape as well as punched cards, and the
revisions introduced in 1982 removed the restriction to punched-

card format.

Each punch position, or fragment number, represents a functional
group, ring system, or other feature of chemical significance,
and coding dis carried out manually by highly-trained and
experienced encoders; there is no automatic error checking of
input. The generic structure as a whole is encoded, but this
involves assigning fragment numbers for all chemical features
present 1in the generic structure, irrespective of the logical
relationships between them. Thus, in effect, all the alternative
specific structures covered by a generic structure are over-coded

on the same representation.

Searching 1is carried out by combining fragment numbers with
Boolean operates, and the results are characterised by high
recall and low relevance, a figure of 5% for the latter being not

uncommon.

whilst the improvements 1in the code over the past two decades

have been substantial, it remains less than fully satisfactory.
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Up to 1977 the Pharma Dokumentation Ring (PDR), an association of

European pharmaceutical companies, found it necessary to recode
the generic structures from patents in Ringcode, another
fragmentation code also used for Derwent's RINGDOC and Chemical

Reactions Documentation Service (CRDS) services. A semi=automatic

36

coding system, CORA, was developed for this purpose, but in
1977 the recoding was discontinued as improvements in the CPI
code had meant that Ringcode no longer gave a better retrieval
performance.

| .

\m"fm T E14 AB2 GO2 sﬁpé%ggogésg A(8-A3, 12-BI) E(10-DI A} G(Z-A}). v at

: Industrial enamels contg. UV absorbing oxamide epds. - 1o improve
* | their weothering propetties; used esp. for vehicles

f UV absorbing oxamides are incorporated in industrial
‘) enamels.

R, is H, halogen, OH, 1-18C alkyl or alkoxy, Ph or phen;)xy:
: R; is H, halogen, OH, 1-8C alky!, or alkoxy, n is 1-3.

| usk

vehicles and are given improved weathering properties.

27.06.77-CH-007853 (10.01.79) C09d-07/12

Pref. oxamides are of formula (I)
Wy
| R
(Rz)n@—NH _ |C .c- NH‘Q( a),
R, (1) R,

The enamels are metallic or stoving enamels esp. for

CLAIMED CPDS,

Q“"?—Q

OC,;H, (1 CHs
tert.C.H9 o o
Y i !:
/ NH - C - - NH—Q
OC,;H; CiHy :‘r;:g
DETAILS

The enamels contain, as binders, a melamine resin
combined with (a) an oil-modified polyester resin, (b)
an addn. crose-linking polyacrylate or (c) a satd. polyester;
a polyacrylate resin with an aliphatic or aromatic isocyan~-
ate; a cross-linking polyacrylate resin, a thermoplastic
polyacrylate resin; or a two component polyurethane resin
consisting of an OH contg. polyester and/or polycther resin
hardened with an aliphatic or aromatic isocyanate. The
oxamides are added in an amt, of 0.02-5 wt.%.

EXAMPLE

GB2000512 +

Metal plates are coated with a pigmented base coat
stoving enamel layer 20 ym thick.. This is overcoated with
a clear top coat stoving enamel of compsn.: polyacrylate
resin (80 pts.), butanol-etherified melamine resin (13.75
pts.), butyl glycolate (4.5 pts.) and solvent (13.50) to which
19 of the oxamide (I} had been added. The coating was
hardened at 140°C for 30 mins. The plate displayed impr-
oved resistance to weathering over a plate coated with an
ename! without the oxamide.(5pp1355).

Figure 1.3: Derwent Basic Abstract for a patent.
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In addition to their fragment-code 4dindexing of chemical
. structures in patents, Derwent  produce a compact and highly
informative abstract of the patent, which was originally designed
to appear on the back of the punched card used for coding. Where
a generic structure appears in the patent, this is reproduced in
the abstract, - in which it is slightly reformatted to conform to
Derwent's house style. Figure 1.3 shows the Derwent Basic
Abstract for the British patent part of which was illustrated in
Figure 1.2; other examples of Derwent abstracts appear in Figures

3.2 to 3.11 in Chapter 3.

1.4.2. IF1/Plenum Data Co,

The patent documentation services provided by this American
company have their origins in systems developed by a number of
different organisations. The chemical coding system was developed

37-39

by E.I. Du Pont de Nemours & Co. and Llike Derwent's CPI

code it is a manually-assigned fragment code.

Its unique aspect is that a distinction is made between fragments
derived from the constant and variable parts of the structure.
Figure 1.4 illustrates the assignment of such fragments for a
simple generic structure, and it can be seen that those fragments
deriving from either the constant or variable parts are
designated possible, but only those deriving from the constant

part are designated must.
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In searching, the possible fragments are searched using positive
logic, and the must fragments using negative Llogic, the Llatter
excluding particular fragment combinations not wanted, thus

improving precision.

Whilst this approach is Likely to improve retrieval performance
over systems such as Derwent's, which effectively use only the
possible fragments, it does not solve the problem of 1indicating
possible fragments that are mutually exclusive (e.g. halo and

nitro in Figure 1.4).

O (R is an alkyl group,
. X is a halogen or nitro
C-O-R group).
X
Possible Terms Must Terms
ester ester |
| halogen |
nitro I
carbon ring compound carbon ring compound i

Figure 1.4: Fragments in the IFI/Plenum System

In addition to the fragment descriptors, "Llink" and "role"

indicators are used, the former linking fragments from the same

structure (where there is more than one in a patent) and the

Llatter designating the structure as reactant, product etc.
40

Searching can be carried out using a "weighted-term" query in

which each query term is given a "weight", retrieved documents
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being those whose total score of weights exceeds a specified

value.

The 1IFI/Plenum system, which is available online as the CLAIMS
database on the Lockheed system, is restricted to United States
patents, which severely Limits is usefulness to patent searchers

in other countries.

1.4.3. International Documentation in Chemistry

Internationale Dokumentationsgesellschaft flir Chemie mbH (IDC) is
a German company set up by a consortium of mainly German
pharmaceutical companies, the principal members being BASF, Bayer
and Hoechst. It 1is now part of the German National Information

Centre for Chemistry.

So far as chemical structures are concerned, the core of the 1IDC
system 1is the GREMAS (Genealogical REtrieval by MAgnetic tape
Storage) code, originally developed at Hoechst. 41-43 This is an
open—-ended fragment code containing two different types of
fragment, respectively called semantic and syntactic terms, and
certain aspects of its design make it especially well-suited to
the encoding of generic structures. 44 In fact Mullen 45 has gone

as far as to claim that "the problem with Markush formulae ...

Chas been] solved by the GREMAS system developed by Hoechst".

The semantic terms describe the functional groups present by
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means of three-letter codes, in which each successive Lletter
indicates more precisely the nature of the group. Figure 1.5
shows some examples of the letters used to represent some common

functional groups.

Genus Species Sub-species
(Kind of (Kind of (Chemical
functional hetero atom environment |
group) or group) of functional

group)
Examples
B Amines A  Primary A Aliphatic
B Secondary chain
| C Tertiary I
D Quaternary D Substituent to
aromatic ring
H Halogen A Fluorine
| compounds B Chlorine F Olefinic chain |
| C Bromine l
| D Iodine Q Alicyclic ring I
G Sulphur A Sulphonic R Aromatic ring |
compounds acids l
B Sulphones S Hetoercycle |
C Sulphoxides |
D Sulphinic |
acids |

Figure 1.5: Some GREMAS semantic terms (from 27)

For generic structures, the numeral 0 can be used to give a
generalised fragment, e.g. HOR represents a halogen substituent

on an aromatic ring, but does not specify the particular halogen.

Page 22



CHAPTER 1: GENERIC STRUCTURES IN PATENTS

The syntactic terms in the code 1indicate the relationships
between the semantic terms, and they normally begin with a VY.
Each one represents one of four regions of the structure, and
this is indicated by the second lLetter: YR... for carbon chains,
YS... for alicycles, YT... for aromatic rings and YU... for
heterocycles. These two Lletters are followed by the initial
letters from the semantic terms represented in the region in
question, with the result that these terms can be of any Llength.
Numeric Llocants can also be used to indicate substitution

patterns on rings.

In generic structures, where there is a list of alternatives for
a structural variable, the appropriate initial letters of the
semantic terms are shown all together in the syntactic term,
following a slash, which indicates that only one of them may be

present. An example of this appears in Figure 1.6.

Specific structures can be encoded automatically in GREMAS terms,

but generic structures are encoded manually.

The use of an open-ended code of syntactic descriptors in the
GREMAS system, able to handle alternatives in a generic
structure, makes GREMAS far more effective for storage and
retrieval of generic structures than other fragment-based
systems. It has, however, severe limitations in that a maximum of
nine alternatives can be catered for in each of a maximum of

three structural variables; dits ability to handle generic

expressions such as "alkyl" is also slight.
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R =NHjg, Oli, Cl, COoH EAR (= hydroxy group on
an aromatic ring)
Genus N
SAT (= benzene ring)
Genus H

Genus E

Genus B HO ____<

On an aromatic ring (T)

| an oxygen function is present (E)

Beginning of arcgion descriptor (Y);—>Y ’{‘ E4/BLEH E\'
' 4

and the para position (4)

is occupied alternatively (/)

by an amino group (B)

or another oxygen function (E)

or a halogen atom (H)

or a carboxy group (N)

Figure 1.6: GREMAS coding for a generic structure (from 27)

Silk 29 has pointed out that the GREMAS code possesses a far more
precise search capability than other fragment codes in use, even
for specific structures, since it is able to deal with specified
positions of substitution on rings or chains, and to distinguish
between substituents on different ring systems. The inclusion of
specific structures %rom the Chemical Abstracts Registry file in
the IDC database, along with generic structures from patents,
also gives it an edge of rival systems for many types of enquiry.
However, Silk also notes that the system is extremely expensive,
and suggests that there could be many problems in mounting it

online.
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y F H=Chy. -CH,-R,

I 'ﬂ
R, = -OK, -NH, . -C-O0H, -C-NH,

C-CKIH,M > )CYNHK2 < HM.CK3 >0.2.000.002 > >

1052 S ks ey
R-NH-CH,-C-X-C-CH,-Y

R o< M CHy -, -CH, -CH, -OK,

1 i 1 5
Koem 3 -CHy-, Oy OH-COH, -
) CH,

th

1 1 na
1 i
Y = H -CH,-OH, -C“z-“,. -C-0H, -NH,

J

KI < H.M.CCQ. 26LLS. CGRRS 2> NHCCK2 < -.-, = C.CC(C[ 1])CM > CCK3

<HC0cmoval >

Figure 1.7: Hayward Notations for generic structures14

1.4.4. Chemical Abstracts Service

Abstracts of chemical patents appear in Chemical Abstracts (CA),

which also idincludes concordances relating basic and equivalent
patents from different countries. Though in the past the coverage
of patents was not as comprehensive as in other services, such as
Derwent's, 3 it has improved recently, and CA now abstracts more
than 70 000 patents annually, of which 45% are from Japan alone 1

resulting in serious translation difficulties.
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No attempt is made to represent generic structures in patents for
indexing or searching purposes, but any specific compounds given
as examples are included in the CA Registry file, and may thus be
retrieved using the subject and formula indexes 46 or by

substructure search on the recently-introduced CAS ONLINE system.
22

Other search systems using the CA Registry file as database, such
as those of 1IDC <(Section 1.4.3), DARC (Section 1.4.5) and the
BASIC group in Basel 47 are thus able to retrieve specific
compounds exemplified in patents. In the cases of IDC and BASIC,
the generic structures in the patents are also indexed by wusing
manually-assigned fragment descriptors, and these representations

added to the files for searching, at least at the fragment-

matching Llevel.

Whilst the effectiveness of such systems clearly depends on the
relationship between the generic structure in a patent, and the
specific compounds exemplified in it, 48 a group of searchers
from ICI have suggested that even with this limitation, retrieval
performance is at Lleast comparable with that achieved by
searching in a database such as Derwent's or IDC's where the

generic structure is indexed by manually-assigned fragment codes.
49
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(C»«;)n_\\

N— R1
G:F+é>n1///

Rl IS H, 1-3C ALKYL (OPT. SUBST. BY CN OR PHENYL)

2-4C ALKOXY CARBONYL, 1-3C ACYL (OPT. SUBST. BY OCH3) OR PHENYL,
R2 IS OH, 1-3C ALKYL OR PHENYL (OPT. SUBST. BY HALOGEN OR CH3)
Ny Mo = 1, 2, or 3
N + M 4 - |
PROPOSED WLN

T C66-N1-BN-X1-NJ I-R1-X1-R2- *R1=Q

-ALKYL (1-3C)-, R, R X J, R X1; *R2=H, -ALKYL (1-3C)-,

~ALKYL (1-3C)-XCN, -ALKYL (1-3C) = XR, VO-ALKYL (2-LC)

-ACYL (1-3C), - ACYL (1-3C) - XOl; *N1 (X1) = 5 (L),

| 6L, M), 7 (L, M, N),

. . 26
Figure 1.8: WLN representation for a generic structure

1.4.5. Systéme DARC

Systéme DARC (Description, Acquisition, Retrieval, Correlation)
ijs a chemical substructure search system developed at the

23-25

University of Paris by Dubois and others, and it is

available online through the French host system, Telesystémes.
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At present it permits substructure searching in the CA Registry
file, and thus gives access to the specific compounds exemplified
in patents. Bois and Chaumier 50 have compared DARC's performance
to that of IDC (Section 1.4.3), and noted the latter's better

coverage of patents.

Facilities for generic query structures are shortly to be
implemented, though these will still only permit searching in
files of specific structures, However, some comments on storage
and retrieval of generic structures have appeared in publications
on the DARC system 51-52 even if Llimited to the statement that
"the treatment of Markush formulae has been studied in Paris by
Professor Dubois", and it was recently claimed that a full
generic structure search system would be ready in 1984, >3 No

information has been forthcoming as to its capabilities or method

of operation.

1.4.6. Line Notations

Up until a few years ago, line notations predominated as a means
of unambiguously representing specific chemical structures for
machine processing, and so it was to be expected that
investigations should be made into the possibility of extending
such notations to handle generic structures also.

The first attempt of this sort was by the late G.M. Dyson >4 who

showed how generic groups such as "alkyl" could be encoded in a
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modification of his own IUPAC notation, along with Lists of
specified alternatives for structural variables. A problem areahe
identified was that of the definition of expressions Like "cyclic
carbon compound', and he suggested that a data bank might be
maintained with standard notations for such expressions. This
problem has also been encountered in the present work, and is

discussed in Section 5.7.3.

In the mid to Llate 1960's work was carried out at the U.S. Patent

Office on the encoding of generic structures in a form of Hayward

55, 14

Notation, though it was only applicable to certain types

of generic structure (the so-called determinate structures

14 and referred to in Section 1.1.2).

identified by Sneed et al.
Figure 1.7 shows examples of the notations that resulted.
Associated with this was work on search algorithms for generic

. . . 56-58
structures, using a connection table representation. >

The dominant position of Wiswesser Line Notation (WLN) 20 in
specific structure systems Lled to a number of efforts by the
British software house Fraser Williams (Scientific Systems) Ltd
>9 and others to adapt it for generic structures; an example of

the rather unwieldy notations which resulted is shown in Figure

1.8.

A more promising approach was suggested by Krishnamurthy and

Lynch 15-16 and is based on Krishnamurthy's own "AlLgorithmic

Wiswesser Notation'" (ALWIN) 60-62 which is a modification of the

original WLN and 1is designed to be amenable to automatic
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generation.

A unique feature of this approach is the use of formal grammars
for the representation of members of radical classes such as
"alkyl". Figure 1.9 idillustrates an ALWIN-based notation for a

generic structure, with the associated grammar production rules.

None of these notation-based suggestions has been implemented,
despité the potential advantages (discussed in Section 1.5 below)
of an unambiguous representation of the generic structure. There
are a number of reasons for this. In the first place the
notations that vresult from even quite simple generic structures
are generally-speaking horrendous, and a system using them could

hardly be described as "user-friendly".

Secondly, many of the existing rules in Lline notations are
designed to produce a canonical notation for a given specific
structure. It is difficult to see what purpose would be served by
a canonical (as opposed to merely wunambiguous) notation for
generic structures, whereas to ignore the canonicalisation rules
altogether would result in widely=differing notations for quite

similar structures.

Furthermore, the fact that many notations (WLN and ALWIN in
particular) emphasise ring systems would lead to great difficulty
in structures with optional rings, or with rings of variable
size, on account of problems in assigning locants for

substitution positions etc. Finally, the use of a Line notation
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for generic structure representation might severely restrict the
options available for generation of fragments for a first-level
screening search; it is likely that such fragments would have to
be closely related to the symbols wused in the notation to

represent functional groups etc.

CH H CH —R
! P |3 | 12
RIOCH2 — C= CHCHZCHZ—C—CH CHZ—(IJ—(':—CH—CH2

R, R,

Ry = CHj or C4Hs and Ry and Ry are different and each is
hydrogen or together with R4 is an additional bond between
the carbon atoms carrying R, and R4 or R3 and Rg4 respec-
tively.

LetRl=a»R2=b, R3=candR4=d. I

CH —
3 (|2H3 H CH,—c

OCH_,Cam= CHCH_CH_—— C === e C— C = CHam=(
I a 2 2 H2 C CHCH2 (IZ (,I CH (.H2
b d

Notation: aO1TADIITAD1YbX1cdD1

Production rules

a—+AllA a—+Al|lA
bd—=>¢ b-H

or
c—>H C,D—»¢
YbXled - DTA YbXled = 1TI

Figure 1.9: ALWIN representation for a generic structure
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1.4.7. The COUSIN system

Howe and Hagadone have developed an online structure storage and

6364 Called

retrieval system at the Upjohn Company in Michigan.
COUSIN (CompOUnd Search INformation system), the system is
particularly dinteresting on account of the extensive facilities

it provides for generic query structures, though it wuses a

database of specific structures.

Generic queries may be input using a special notation, the Rk
notation, which allows R groups to be introduced in the structure
diagram for the constant part of the structure, and subsequently
defined. Figure 1.10 idllustrates a generic structure in Rk
notation, and it can be seen that the system requires every
possible attachment position for each R=group variable to be
indicated in the diagram. In the definition of the R-group, each

possible value is followed by the number of times it can occur in

the specified positions.

The query validation program is able to check that there are no
inconsistencies 1in the information given, and to calculate

multiplicities where the user has simply specified "rest".

From the Rk notation input, the system is able to form a
connection table based 1internal representation of the query,
which is used in searching, though details of this have yet to be

published.
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COUSIN 1is not intended for use outside Upjohn, and the hardware
configuration it runs on would make it extremely difficult to
transport, but it 1is probably the most sophisticated computer
representation for generic structures (albeit only query

structures) currently in operation.

Ry = C1(2-4), H(rest) |
0
R, =-/Lv (1), N(0,1), H{rest)!

Figure 1.10: Rk notation for a generic structure64

1.5. REQUIREMENTS FOR A SEARCH SYSTEM REPRESENTATION

The various forms of generic structure representation described
in the last section are all wunsatisfactory for one reason or
another, and the work described in this Thesis has had as its aim
the development of a more effective representation, allowing a
closer approach to Jackson's concept of an "ideal" generic
structure information system (Section 1.3). This has led to the
jdea of a number of different representations for use at

different stages of such a system.
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The conventional arrangement of storage and retrjeval systems for
specific structures has involved a number of stages in a search.
Lynch 65 has discussed the need for a first-level "screening”
search to remove from consideration those structures in the
database which, by virtue of their lack of some feature present
in the query, cannot possibly satisfy the query. When the file to
be searched has ben thus reduced, computationally more expensive
procedures can be used to search those structures which remain
candidates. A variety of different "screens'" have been used for
first=-level searching, including molecular formulae and various

fragment—-code representations, often implemented as bit-screens.

The present work has envisaged an analogous approach to generic
structure searching, and Figure 1.11 illustrates the overall
process intended. An input notation, called GENSAL (GENeric
Structure LAnguage), has been designed for the unambiguous
description of generic structures in a form which is intelligible
to a chemist or patent agent, yet sufficiently well formalised to
permit automatic analysis by computer. GENSAL is intended to be
the representation used for input both of file structures from
patents and of query structures, and it is described in Chapter
3. It is a formal language, analogous to a computer programming
language, and Chapter 2 reviews briefly the theory of such

Languages.

The GENSAL representation input to the computer will be used to

generate an internal representation of the structure, and this is

66

described in Chapter 4. It is based on connection tables and
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PATENT DOCUMENTS

ManuaL EncoDING
INPUT REPRESENTATION =~ |
GENSAL ‘ |

GENSAL INTERPRETER

l

EXTENDED CONNECTION TABLE
REPRESENTATION, INCORPORATING
CHEMICAL GRAMMARS

 AUTOMATIC FRAGMENT GENERATION

FRAGMENTS WITH LOGICAL
RELATIONS

SEARCH FILE CREATION

| FRAGMENT SEARCH FRAGMENTS YITH GENSAL AND EXTENDED
' FILE LOGICAL RELATIONS CONNECTION TABLE
REPRESCNTATIONS

| User search routines |

Figure 1.11: Overall process for generic structure system

Like GENSAL is an unambiguous representation of the generic
structure; it is 1intended to be transparent to the user. The

interpreter program which performs the conversion from GENSAL to
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the internal representation is described in Chapter 5.

The internal representation 1is envisaged as the basis for
searching. Ultimately, it should be possible to perform an atom-
by-atom match between query and file structures in the internal
representation, but such a match 1is Llikely to be extremely
expensive computationally = much more so than in specific
structure search systems, on account of the possibility of

alternatives at various points.

Thus it 1is expected that there will probably be at least two
fragment-based screening searches to reduce the file of candidate
database structures. A number of different types of fragment can
be generated from the internal representation, and algorithms for
such fragment generation, and the use of fragments in different

search representations are discussed by Welford. 67
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CHAPTER 2

FORMAL LANGUAGES

"I conceive you may use any language you choose
to indulge in without impropriety.,"”

W.S. Gilbert

The mathematical theory of Llanguages has been extensively
developed over the past quarter of a century, and has been the
subject of several textbooks. 68-73 This Chapter gives an outline
of those aspects of the theory of formal Llanguages, and the means
of parsing them, which have been built upon in the design of the
GENSAL language described in Chapter 3, and in the programming of
its interpreter, described in Chapter 5. It will do this with

particular reference to computer programming languages, which are

the most commonly encountered class of artificial formal
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languages, and 1in this context will discuss the choice of
programming Llanguage for the software development described in
Chapter 5. The Chapter also considers the use of artificial
formal languages 1in dinformation work, and 1in particular in

chemical information.

No attempt will be made to give a comprehensive review of the
subject of formal Llanguage theory, as many excellent such reviews
exist, and will be referred to, and as far as possible the more

mathematical aspects of the area will be avoided.

2.1. DEFINITION AND CLASSIFICATION OF FORMAL LANGUAGES

The earliest work on the mathematical theory of languages, which

was done in the lLate 1950's, is largely due to Noam Chomsky, 4=

8 who was attempting to find a means of modelling natural
languages such as English. His aim was to understand the
mechanism by which it is possible to comprehend sentences never

heard before, and to produce completely novel, but grammatically

correct, sentences.

For the purpose of his analysis Chomsky considered a language as
being a set (finite or infinite) of sentences, each finite in
length and constructed by concatenation out of a finite set of
elements. These elements are termed the "terminal symbols" of the
Llanguage, and might, in the case of English, be identified with

the set of valid English words.
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The grammar of a language he considered as a means for generating
sentences in such a Llanguage. The grammar will generate all
possible grammatically correct sentences in the language, but no
others. It specifies the symbols of language, and includes a set
of rules, sometimes called "productions”", or "rewriting rules”
which specify the replacement of one group of symbols by another
during the generation of a sentence: a grammatically correct, or
"well-formed" sentence in a language is one that can be generated

by the grammar.

Whilst a given grammar is only able to generate sentences in a
single Llanguage, several different grammars may all generate the

same language - such grammars are said to be equivalent.

Put more mathematically, a grammar G may be represented as a "4-

tuple”:

V_, P, $)

N’ T'

VN is the set of "non-terminal symbols" or '"variables"

(descriptive terms or "metasymbols" representing elements of the
sentence), and VT is the set of "terminal symbols". Both VN and

vT are called "alphabets'", and they are disjoint. Their union is

symbolised V.

_Strings, or 'sentences", can be constructed over an alphabet, and
consist of concatenated sequences of elements of the alphabet, of

arbitrary Llength. The set of sentences over an alphabet V is
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*
symbolised V , and may include the null string (which is of =zero
length). The set of sentences over V, excluding the null string,

is symbolised V+.

P is a set of "productions” or "replacement rules", which are of

the form
x ===>
. . . + . . *
where « 1is a string in V' and B a string inV .

If a production in P can be used to rewrite a string ®, as

another string LS then it is said that x directly derives x,

in grammar G. If the application of a series of productions in P
enable o4 to be rewritten as « then it s said that x4

derives a“1in grammar G.

The grammar G is said to generate a language L(G), which consists

) *
T (i.e. elements of VT ). However,

*
T

("well=formed"), and these are those of them that can be derijved

of the set of sentences over V

only certain of the sentences in V are grammatically correct

from S (which dis a distinguished member of Vy called the

"sentence symbol" or "start symbol") in grammar G,
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2.1.1. The Chomsky Hierarchy

grammars, and hence the languages which they generate, have been
classified by Chomsky 74 by 1imposing successively tighter
restrictions on the form of the production rules in P. The above
grammar, in which no restrictions are imposed is called a Type O,

or unrestricted grammar, and the languages it generates are

called the recursively enumerable languages.

A Type 1 grammar is obtained if it is required that the number of
symbols on the right hand side of each production should be
greater than or equal to the number of symbols on the Lleft hand
side. An alternative, and equivalent restriction is that the

rules in P should be of the form
a1Aa2 —-—> «1p«2

where o« and x, are in V*, B is in V+, and A is in VN. This

form of the restriction Leads to the name context sensitive for

this type of grammar, as it allows A to be replaced by B when it

occurs in the context of *, and x5 .

In Type 2 grammars, the left hand side of the production must be
a single non-terminal symbol. The productions are therefore of

the form
A -—->P

._-—-—“"""—."TS—»
ST
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where A is an element of Vys @nd B a string in v¥. Since A may be
replaced by [P independently of the context in which it occurs,

this type of grammar is called context free.

The most restricted type of grammar, Type 3, requires that all

productions are of the form

A-—>a8B

or

A -==> 8

where A and B are members of VN and a is a member of VT' Type 3

grammars are called regular grammars,

It is clear that these increasingly severe restrictions on the
form of the productions mean that the types of grammar are
arranged in a hierarchy: every Type 3 grammar 1is also Type 2,
every Type 2 grammar is Type 1, and every Type 1 grammar is Type

0. This is sometimes referred to as the Chomsky hierarchy.

Many important and interesting properties can be shown for all

68-70, 72, 74, 77, 79-81

these grammar types, but detailed

coverage of them is beyond the scope of this Thesis.
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2.2. PARSING OF CONTEXT—FREE LANGUAGES

The relative simplicity of context-free grammars has allowed
considerable progress to be made 1in the automatic syntactic
analysis (parsing) of sentences in the languages generated by
them, whereas such analysis has proved highly intractable for

context=sensitive and unrestricted grammars.

Unfortunately, despite initial hopes, context-free grammars have
not proved adequate for the description of natural languages, but
they have been extremely useful in the definition of artificial

Languages, in particular, programming languages.

o
2]
Q
[4]

Figure 2.1: Derivation tree for the sentence abcde 1in L(G,).

1

A sentence in a context-free language can be analysed in terms of

a grammar which generates it using a derivation tree or parse

diagram in which the root vertex of the tree is S, its leaves are

all elements of VT' and its interior vertices are all elements of
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VN' Consider the language L(G1) generated by grammar G1 = (VT,

VN’ P, S) where

< <
0 |
~ A
> o
- -
® o
A ) ~
(o] [g]
- -
o a
A “
m D
v W

v
]
~
v
i
!
v
>
<

A =—=> aC
B =-=> bed

C --> BE

The derivation tree for the sentence abcde is shown 1in

Figure 2.1.

It wWwill be seen that the symbols of the sentence can be followed
around the leaves of the tree from Left to right, and that each

branch of the tree corresponds to an appropriate production in P.

If a sentence has more than one derivation tree, then it is
ambiguous == grammars which generate only sentences with unique
derivation trees are unambiguous grammars, whereas other grammars
are ambiguous. Since it 1is Llikely to be essential for an
artificial language to have an unambiguous grammar, this point is

very important.

Even when there is a unique derivation tree, it is possible to
obtain it by applying the productions in different sequences. The

sequence may, however, be standardised by stipulating that at
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each derivation the rightmost non-terminal symbol should be
replaced in accordance with an appropriate production. The

derivation sequence corresponding to Figure 2.1 is therefore:

S ==> AD ==> A ==> al ==> aBE ==> aBe ==> agbcde

2.2.1. LR Parsing

In parsing a sentence, it is necessary to start from the string
of terminal symbols (i.e. the Lleaves of the tree), and to
reconstruct the derivation tree, leading eventually back to S,
its root. This is a process of successively reducing substrings
of terminal and non-terminal symbols in accordance with the

productions.

At each step in the parse, the derivation required is, according
to the above stipulation, one in which the rightmost non-terminal
symbol is replaced. This corresponds, in the parsing direction,
to reducing the Lleftmost set of adjacent leaves of the tree
(which will only all be in VT at the start of the parse) that
form a complete branch. Since the parsing thus operates from left
to right along the original string of terminal symbols, it is

called a left-right parse.

Knuth 82 has defined a subclass of context-free grammars, called
LR(k) grammars, for which this parsing method will work, Llooking

ahead a maximum of k symbols to identify with certainty each
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production in the derivation. It may also be shown that all LR(k)

grammars are unambiguous, and that there 1is an algorithm to
determine whether or not a context-free grammar is LR(k) for a

given k.

The derivation tree is reconstructed from the bottom upwards, and
LR(k) grammars are therefore sometimes called bottom-up grammars,

and the parsing method bottom-up parsing.

2.2.2. LL Parsing

Lewis and Stearns 83 have defined another subclass of context-
free grammars, the LL(k) grammars, which allow an even simpler
approach to the parsing of sentences. Each production in the
derivation can be identified with certainty by inspecting the

sentence from its beginning (lLeft) end to the k=th symbol beyond

the beginning of the production.

In this type of parse, the derivation tree is being reconstructed
from the top downwards, and hence LL(k) grammars are called top-
down grammars, and the parsing method top-down parsing, or

parsing by recursive descent.

At the start of a parse based on an LL(k) grammar, it is assumed
that a production having S as its left-hand side is required.
which of the various productions in P having S as left-hand side

is appropriate can, for an LL(k) grammar, be determined by
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Looking at a maximum of k symbols.

Rosenkrantz and Stearns 84 have shown that it 1is possible to
determine if a grammar 1is LL(k) for a given k, that all LL(k)
grammars are unambiguous, and that the LL(k) grammars are a
subset of the LR(k) grammars. In addition they have shown that
provided there are no productions with an empty string as right-
hand side, it is possible to construct for a Language generated
by an LL(k) grammar an equivalent LL(k) grammar 1in Greibach
Normal Form (i.e. where the right-hand side of each production
starts with a terminal symbol). 85 Furthermore, if every
production with a given non=-terminal as its left-hand side has a
different terminal as the first symbol on its right-hand side,
then the grammar is LL(1), and is a member of the class of simple

deterministic grammars described by Koranjak and Hopcroft. 86 No

look=ahead is required in the parsing of sentences in Llanguages
generated by such grammars, and the production involved can be
determined at each step simply by examining the next symbol in
the sentence. Some properties of deterministic context-free

languages have been discussed by Ginsburg and Greibach. 9

2.2.3. Top-Down vs. Bottom=-Up Parsing

The properties of LL(1) and LR(1) grammars have recently been

87
compared by Beatty and Knuth 88 has compared the particular
advantages of top—-down and bottom up parsers. Because all LL(k)

grammars are also LR(k), any language that can be parsed top-down
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can also be parsed bottom-up, but the reverse is not true, making
bottom=up parsing more generally applicable. The chief advantage
of top—-down analysis is that it 1is known which production is
being used after examining only k terminal symbols, and this
enables some degree of prediction on the part of the parser as to
which symbols will be encountered next. This 1is especially
helpful for the semantic analysis of the sentence, and the design
of modern programming languages has taken particular note of the

advantages of LL(k) grammars with a low value for k.

More detailed discussion of parsing methods for context-free
languages may be found in a number of textbooks and reviews. 1

80, 81, 89

2.3. PROGRAMMING LANGUAGES

The earliest developments of high-level computer programing
Languages took place 1in isolation from the work of Chomsky and
others on formal languages, and a comprehensive survey of their
history has been given by Sammet. 90 Fortran was the first high-
level language to gain wide acceptance, and it is still the the

most commonly-used language for scientific applications.

Attempts have been made to formalise the grammar of Fortran 4
but on account of the rigid field format for its statements, and

the numerous minor restrictions on varjous constructs, these have

been of Ulimited success. The language was designed for speed of
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execution, rather than simplicity of syntax analysis.

The ALGOrithmic Language Algol 60 was designed by an

international committee in the late 1950's and early 1960's 92,

93 and marked a turning point in programming language design. Its
importance Lies more in the manner of its definition, which has
had a major influence on the design and definition of more recent
languages including Algol 68, %4 Pascal 93 and Ada, 96 than in
jts actual use, which has been comparatively Limited, at least so

far as computer implementations are concerned, though it 1is the

standard publication language for algorithms.

2.3.1. Syntax Specification

The original definition of Algol 60 92 first introduced the so-
called Backus—Naur metalanguage for the formal specification of
its syntax. An example of a grammatical rule of Algol 40

expression in Backus=Naur Form (BNF) o7 is

<conditional statement> ::= 1if <boolean expression> then
<statement> else <statement> | if <boolean expression> then

<statement>

This defines the syntactic category '"conditional statement" as

being one of two alternatives: either the word "if" followed by a
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"boolean expression” followed by the word 'then" followed by a
"statement"” followed by the word '"else" followed by another
"statement"”, or alternatively the word "if" followed by a
"hoolean expression”, followed by the word "then" followed by a
"statement'. The syntactic categories "boolean expression" and

"statement" are defined by other rules in the grammar.

The grammatical rules 1in a BNF grammar are expressed in a
"metalanguage', which uses certain symbols that do not occur in

the language being defined. The symbol ::= means "is defined to
be", and | means '"or". Angle brackets are used to enclose the
names of syntactic categories, which thus themselves form symbols

of the metalanguage. The words not so enclosed (if, then, etc.)

are of course, the actual symbols of Algol 60.

In 1962 Ginsburg and Rice o8 proved that Algol-Llike languages
defined using a BNF metalanguage are equivalent to the context-
free languages (Type 2) defined by Chomsky which allowed the
rigorous mathematical properties of context~free languages to be
applied to Algol and other programming languages. In the BNF
metalanguage, the syntactic categories can be identified with the
non-terminal symbols of Chomsky Type 2 grammars and the actual
symbols ‘of the lLanguage being defined with the terminal symbols.
For a programming language such as Algol 60, the start symbol is
identified with the syntactic category "program". The various
alternatives separated by the | symbol, correspond to the

different productions having the same left-hand side.
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The only difference between grammar specification using BNF or a
4=tuple is in the form of its representation. Other methods for
syntax specification have also been suggested, including a

100 These

tabular format 99 and the use of 'syntax diagrams".
latter represent the BNF rules 1in diagrammatic form, with
separate branches for each alternative, and it 1is normally
possible to combine several BNF rules into a single diagram.

Wirth 101 has also proposed a extended BNF formalism.

2.3.2, Syntactic Analysis

The purpose of a high-level programming language is to allow a
programmer to give instructions to a computer in a form which
remains reasonably intelligible to himself, or to another
programmer. Before the computer can actually execute the
instructions, however, it must convert them into a form more
closely related to its own internal architecture, and this

80, &1 Three

process of conversion is called compilation.
principal operations are involved 1in compilation: Llexical
analysis (in which the string of characters forming the progranm
in the high Llevel source language is split up to identify the
separate tokens or terminal symbols of the Llanguage), syntax
analysis (in which the grammatical relationships between the

tokens are identified, 1in accordance with the rules of the

grammar) and code generation (in which the machine level object

language is generated),
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The process of syntax analysis is based on the same principles of
parsing as are described in general terms in Section 2.2 above,
and dis obviously much simpler for a programming language with an
appropriately simple grammar. In the design of Algol 60 and the
languages based on it particular attention has been paid to the
need for simplicity of syntax analysis. Not only does this
simplify the complexity of the program required to perform the
syntax analysis, but a simple grammar also makes it much easier

for the programmer to write elegant and error-free programs.

Irons 102 described a bottom~-up syntax analyser for Algol 60 in
1961, but the first top-down syntax analyzer for a programming
language was written for Cobol, and described by Conway 103 in
1963. Numerous textbooks and reviews consider the problems of
compiler writing and syntax analysis for a variety of programming

languages. 71, 80, 81, 104-110

2.3.3. The Pascal Language

Pascal is a high Llevel Llanguage based on Algol 60, and was
designed by Nicklaus Wirth, who published the first description
of it in 1970, m with a revised version in 1975. 9> A committee
of the International Standards Organisation convened by A.M.
Addyman has drafted a Standard definition for the language, which
has been published for comments. 112, 113 The lLanguage has become
extremely popular, particularly in academic circles, and has been

the subject of many textbooks. 114=117
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Pascal was designed especially for compilation using top~down (or

“recursive descent”) syntax analysis, and Wirth described the

118

first compiler in 1971. The first version of this was written

in Pascal itself, and manually translated into a lower Llevel
language. Each subsequent version of the compiler could then also
be written in Pascal, and compiled by the previous version, a

procedure known as "boot-strapping”.

Pascal has been enthusiastically promoted by many authors 119-122

and possibly partly as a result of this has also attracted

considerable criticism, 123-128 some of it quite vitriolic. 123-

126 Other authors, whilst generally welcoming the language, have

129, 130 4 wirth himself

has published his own retrospective assessment. 131

made suggestions for its enhancement,

In his paper, Wirth discusses the advantages Pascal has for the
writing of reliable software, as the design of Pascal permits a
great deal of checking on the self-consistency of the program to
be done by the compiler, and thus a high proportion of program
errors can be detected before execution begins. Its highly
structured design also makes its suitable as a teaching language,
and this has been its principal area of application to date.
Conradi 124 has however pointed out some of its disadvantages as
a systems programming language, particularly with its Llack of
flexibility in matters such as the absence of dynamic arrays
(Pascal, unlike for example Algol 68, requires that array bounds
be specified at compile time), though Wirth's paper points out

that it is precisely these Llimitations on flexibility that give
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Pascal its enhanced security.

Despite its acknowledged weaknesses, Welsh, Sneeringer and Hoare
have expressed

“the belief that Pascal 1is at the present

time the best language in the public domain

for the purposes of systems programming and

software implementation”. 126

2.3.4. The Ada Language

Pascal was used as the basis for all the tenders to the U.S.
Department of Defence for the design of a new programming
language to be wused for all their software development. 132
However, the selected language, Ada, 96 has led to even fiercer
controversy than Pascal. 133-136 Much of the criticism has
attacked the increased flexibility of Ada over Pascal, with many
additional features not present in the older language, which, it
critics claim, make it less secure, and programs written in it
unreliable. In view of the likely military applications of Ada,

echoes of this discussion have reached a public forum. 137
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2.3.5. Choice of Language for Software Development

In choosing a programming Llanguage for the practical work
described in Chapter 5 of this Thesis a number of factors were
considered. A modern, structured language was required, with good
program readability and portability, since the work is of
substantial dinterest to the chemical and patent documentation
industries. In addition, the programs required would operate
interactively, and would therefore need to be developed on the
Sheffield University Prime computer system, which restricted the
choice of Llanguage to those for which Prime compilers were

available.

whilst Fortran would have provided the greatest portability, it
was felt that it was insufficiently well=structured, the same
reservation applying to Basic. Implementations of both Algol 68
and Pascal were available, but only the latter was actively
supported by Computing Services staff, and was therefore the

Language chosen.

Initially a compiler developed at the University of Hull was
used, but it was later replaced by a much more powerful one
written by staff of Sheffield University Computing Services, 138
which generates segmented object code, and allows much bigger
programs and easier interface with routines in other languages,
and contains facilities for separate compilation of Procedures

and Functions. It was also found that the easy availability of

the compiler's writers was extremely useful on encountering
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problems 1in software development; none of these advantages would

have been available with Algol 68.

Nevertheless, a number of disadvantages were encountered with
Pascal, of which the most serious was in the use of external
files, particularly as Pascal does not permit programs to append
data to files that already exist, and neither does it implement

direct—-access files.

2.4. FORMAL LANGUAGE SEMANTICS

Chomsky 8 has pointed out that there may be sentences in a
language which, whilst being grammatically correct, make no

sense. An English example he gives is the sentence
"Colourless green ideas sleep furiously."

Similar problems may be encountered 1in programming and other
formal languages, and though methods for specifying the syntax of
a language (at Lleast for certain classes of language) are now
well-established, comparatively Little success has so far been

achieved in formally specifying the semantics of languages.

Several approaches have been used, and have been reviewed by a

139-141

number of authors. Hoare and Wirth have attempted 142 to

define the semantics of Pascal rigidly, using an axiom-based

method developed by Hoare. 143
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The division between the syntax and semantics of a programming
language is not a sharp one, and not all authors agree on where
it lies. Essentially, syntax is concerned only with those matters
that can generally be defined with reference to the sequence of
symbols in sentences of the language; semantics is concerned with

everything else.

Wirth 109 has pointed out that even where the syntax of formal

languages is context-free, its semantics may Dbe context-
dependent. In programming languages, semantics is concerned with
such matters as type compatability in expressions and

assignments. For example the Pascal expression

5+IB!

is wvalid syntactically but not semantically as the integer
constant 5 is not of the same type as the char constant 'B8'. had
this expression been the controlling expression in a while loop,
then additionally 1its resultant type would have had to be
boolean: this exemplifies the context-dependency of formal
Llanguage semantics = even when the syntax is context-free = which
js one of the difficulties in the way of the achievement of

formal semantics.

Ultimately, it is the implementation of a programming language in
a compiler that defines its semantics; in written descriptions of
the language the semantics is normally defined informally. In any

case, it is often wuseful to Lleave certain aspects of the
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semantics implementation~dependent as the most appropriate way of
implementing them may depend on the machine architecture in
question. The type char and the value of maxint are two aspects

of Pascal deliberately left undefined for this reason.

2.5. INTERACTIVE LANGUAGES

For most programming languages, the operation of compilation
requires no interaction with the programmer, and is often carried

out in batch mode. Once compiled, the object program produced by

the compiler can be executed repeatedly on different data,

without recompilation.

In such a system the compiler reports any error (syntactic or
semantic) that it encounters, and then attempts to continue to
process the source program and to report any further errors.
Obviously it is no longer practicable to continue to generate
object code. This has the advantage that the programmer has all
the errors in his program reported together, and can correct them
all before attempting to recompile it, but has the disadvantage
that the compiler may not successfully recover from an error it
encounters, and may then report large numbers of spurious errors.
puring the present work, the author had over two hundred errors
reported after a compilation, all of which were corrected by the

addition of a single semicolon near the top of the program.

For certain applications, compilation may  take place
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interactively. The programmer types his program into the computer
line by Lline, with the compiler reporting each error as soon as
it is encountered, and the programmer correcting it immediately.
Languages compiled in this way are usually specially designed for
the purpose, and have been discussed by Kupka and Wilsing. 144
The interactive compilers used for such Llanguages are normally
called "interpreters"” to distinguish them from batch-mode
compilers, and the special problems of writing them have been

discussed by Brown. 105

These authors point out that systems based on dnteractive
compilation actually require three different Llanguages - the
programming language itself, a Command language which controls
such matters as the saving of completed programs, execution etc.,
and an Edit language which allows interactive editing of the
program. This Llatter is especially useful for correcting errors

which are only detected by the compiler some time after they have

occurred.

Both the Edit and Command languages are normally very simple,
each "sentence'" consisting only of a single terminal symbol (e.g.
a Command) followed by one or two arguments such as a filename or

a Line number. Their syntactic analysis is trivial.

The Llanguage most commonly implemented in this fashion js Basic

145, 146 though the approach has also been applied, at least for

147 148 149, 150

teaching purposes, to Fortran, Algol and Pascal,

in the Llatter cases only a subset of the Llanguage being
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implemented. In the case of higher-level programming Llanguages,

certain problems may be encountered with the need to recompile

the entire program every time a change is made by the Editor, and

this could be time-consuming for large programs. It could however

be avoided by a process of incremental compilation, as discussed
151

by Atkinson et al., but for teaching purposes, when the

programs are normally short, repeated recompilation 1is probably

the better approach.

2.6, FORMAL LANGUAGES IN CHEMISTRY AND INFORMATION WORK

Formal Language theory has been applied in a number of areas in
chemistry and information work: at the simplest Level the
interactive search Llanguages used in online bibliographic

152, 153 1 ave grammars which can be described

retrieval systems
by the methods developed by Chomsky. For the most part, they are

Type 3 (Regular) languages, with trivial syntax analysis.

Some more sophisticated query languages have also been developed
for specific applications, such as MQL (Medical Query Language)
154 which is designed to allow input of queries to a database in

something approximating to natural language.

Specialised descriptive Llanguages have been developed for use
with chemical synthesis planning programs. In these programs the
computer, upon being presented with a '"target" chemical

structure, is able by use of a database of chemical reactions
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called transforms to suggest possible synthesis routes leading to

the target.

Formal Languages have been developed for the description of the

155 used by the LHASA (Logic

156, 157

transforms, two such being CHMTRN

and Heuristics Applied to Synthetic Analysis)
158

program,

and ALCHEM (A Language for CHEMistry) used by the SECS

(Simulation and Evaluation of Chemical Synthesis) 159, 160
program, which is historically an offshoot of LHASA. Figure 2.2
jllustrates the description of a transform using ALCHEM. Each
transform contains information which enables the computer to

decide whether or not it 1is applicable to the synthesis of a

particular target molecule.

Both languages have been designed to represent the transform in a
manner which remains reasonably intelligible to a chemist, yet is
amenable to computer analysis, and "compiler" programs have been
written for them. Both have a fairly strict line format, and
their structure is more akin to that of Fortran than those of
more modern Llanguages such as Algol and its descendents; their
grammars are not formalised by production rules or syntax

diagrams.

Line notations used for the representation of chemical structures
as strings of alphanumeric symbols can be regarded as formal
Languages, and some success has been achieved in writing a

context=sensitive grammar for the Wiswesser notation. 161 Lin
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1 TYPE PATTERN

2 ; PROXIMITY GUIDED EPOXIDATION

3 ; ALCOHOL GROUP CIS TO EPOXIDE ON RING

4 ; REF: E. COLVIN, J CHEM SOC PERKIN I 1989 (1973)

5 ; CHEM COMM 858 (1971), HOUSE P. 305

6 EPOX

| 7 0—C—C—@I<1,3, 25/

8 PRIORITY 0

9 CHARACTER ALTERS GROUP

| 10 ; CHECK IF STEREOCHEMISTRY IS IMPORTANT

| 11 IF STEREOCENTER IS CARBON OFFPATH THEN ; IT IS IMPORTANT
12 BEGIN IF ALCOHOL IS WITHIN GAMMA TO ATOM 2 (1) THEN

13 BEGIN IF BOND 1 AND (1) ARE CIS THEN ADD 50

14 ELSE KILL ;EPOXIDATION WOULD HAVE WRONG STEREOCHEM
15 IF (1) IS ONRING OF SIZE 5-6 THEN ADD 50

16 DONE

17 IF NITRILE IS EPSILON TO ATOM 2 (2) THEN

18 BEGIN IF BOND 1 AND (2) ARE TRANS THEN ADD 30

19 ELSE SUBT 30 ;EPOXIDE TRANS TO NITRILE IS FAVORED

20 DONE

21 DONE

22 CONDITIONS SLIGHTLY OXIDIZING
23 DELETE ATOM 1

24  MAKE BOND FROM ATOM 2 TO ATOM ‘ |
| 25 EnD :

26 COMPLETE

Figure 2.2: ALCHEM description of a chemical transform (from

Wipke et aL.160)

et al. have also written a compiler which performs automatic

syntax 162 analysis on their Separate Feature Linear Notation

(SEFLIN). 193

Formal Llanguage theory has also been applied in chemistry outside
164

the area of artificial language design. Fehder and Barnett
suggested in 1965 that the principles of syntactic analysis could
be applied to the analysis of molecular formulae, providing a
means for determining the validity (grammatical correctness) of a
given molecular formula, and other authors have followed up this

approach. 165-167 Similar applications have been made in the

analysis of nomenclature. 168-170
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17, 172 have applied formal language theory to

Rankin and Tauber
the full topological representation of chemical structures,
developing generative grammars based on production rules for

certain classes of molecule; such grammars are also discussed by

whitlock. 173

17 Tauber and Rankin suggested that sets

In their second paper
of grammar rules could be used for compact storage of groups of
related structures, such as leucine esters, different rules being

used for the generation of the constant and variable parts of the

structure. A similar approach to the storage of generic

structures was later taken by Krishnamurthy and Lynch. 15, 16

67, 174 has extended the range of

More recent work by Welford
structure types that can be generated and recognised by formal
grammars, and has formed a cornerstone of the research on generic

structure representation at Sheffield University 174=177 of which

this Thesis describes a part.

Page 63



CHAPTER 3

THE INPUT LANGUAGE

"My Llanguage is plain.”

Bret Harte (1836-1902)

Chapter 1 has surveyed the various types of expression found in
generic structure descriptions in patent specifications and
abstracts, and has outlined the reasons for the development of a
special input notation, or language, for the description of such
structures which will be intelligible to a chemist, information
scientist or patent agent, yet sufficiently formalised for
automatic analysis by computer, using the principles discussed in

Chapter 2.

The Language described in this Chapter, GENSAL, may be used to

represent a generic structure unambiguously (in order that an
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unambiguous internal representation may be generated from it),
and it has been designed to conform as far as possible to the
type of description commonly found in chemical patent
specifications. It is thus a formalised version of the generic
structure description of patent specifications and abstracts:
aspects of its formal grammar are described in Section 3.11., and
as with many modern programming languages the grammar of GENSAL
js expressed as a series of syntax diagrams, shown in Appendix 1.
Throughout the text of this thesis, the syntactic metasymbols of
GENSAL used as headings for the syntax diagrams are shown

underlined.

3.1. GENERIC STRUCTURE DESCRIPTION USING GENSAL

The basic Llayout of generic structure descriptions in patent
specifications and abstracts, as discussed in Section 1.2., s
retained in GENSAL, one sentence of which describes one generic
structure. Syntax Diagram 21 shows that the overall description
of a structure has an introductory heading part, containing a
reference number, and a structure diagram for the constant part
of the structure which 1is followed by a series of statements,
separated by semicolons; the sentence ends with a full stop.
Figure 3.1 shows a simple generic structure and its GENSAL
representation which, as can be seen, remains readily

intelligible to a chemist.

The plethora of symbols used for structural and multiplicative
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CH3
I
R — —_ X
WHERE R 1S METHYL; ETHYL OR
ISOPROPYL, AND X IS HALOGEN. ‘
GENSAlL notATION
INPUT ‘12345
SD
CH
| )2 |
Rl — R2
Ri = METHYL / ETHYL / 1ISOPROPYL ;
- RZ = HaLoGEN,

Figure 3.1

variables is reduced to two standard series: R1, R2, R3 etc. for
structural variables (called substituents in GENSAL), and M1, M2,
M3 etc. for multiplicative wvariables (called multipliers), as

shown in Syntax Diagrams 3 and 4.

Variables in a GENSAL sentence must be introduced ("declared"),
normally by appearing in a structure diagram, before being given

values ("defined") in terms of chemical nature and position for

substituents, and of selectors (giving integer ranges) for

multipliers.

The definition of substituents and multipliers takes place in
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assignment statements, which contain facilities for assigning the

same set of alternatives to groups of substituents or multipliers

simultaneously (with both independent and non-independent
selection of the alternative values) or for assigning to

substituent combinations (forming an extra ring). The substituent

value may be given in several different ways, and there is scope
for indicating the position at which the substituent is attached,

and any further substitution on it, down to any level.

Conditional definitions are dindicated by IF and RESTRICT
statements. The former allow the use of one of two alternative
subordinate statements according to whether a condition involving

substituents and multipliers already defined is TRUE or FALSE.
The Llatter 1impose such conditions on the alternatives given in

earlier assignment statements, allowing only those combinations

of alternatives that result in the condition being TRUE.

The next nine Sections of this Chapter give a detailed
description of the language, allowing a full understanding of the
GENSAL notations for the actual patent examples shown with the
Derwent Abstracts of the original specifications in Figures 3.2
to 3.11. A comprehensive instruction manual for GENSAL, with

further examples, has been prepared by Hill. 178
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Fimra 3 802C02 B(EC 02 07 7l BC(2-Cl, 6-E3, 12-C9, 12-Cl} . 4

BLECHAM GROUIP LTD az
01.02 79-G8-003610 (+004152) (15.08.79) Abk-. J|/42 CWd
208 C07d-263 C07d-498/04 PREPARATION
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useful 0s beta-loctomase inhibitors CH,*CR,COOR
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p-Lactam derive. of formuls (i) sre new: (;r with heating ¢ resser an)

H
o cooR L (I Ry eater gp) —!!'ﬂlﬂ-t—u (3 RyoH) l
Yo @ ¥
4 (i SHizCR.CHO mcm .
‘(Ry is H or 1-4C alkyl; " J

and R, is H, & cation or sa ester-forming gp.).

USES mild

i} are p-lactamase Inhibitors esp. useful for use in con- —oxiagn > O
un:llon with penicilline and cephalosporine to give a syner-
b e artibacarial sllact. ayner gn may be abtd. (rom clavulanic ulf‘:yh.;d'ln. 1t -m.‘-N.
SPFC!F!CAI LY CLAIMED DMF,
[y whare R, * H and R, = H, Li. Na, K, Ca/2, Mg/2 or
NH,.
602578 JGB201 3676+

INFUT 2013676

SD

| 0
|

67— N C00—R2
R1

RL=H/ akvL <1-4) ;

RZ = Il / ‘caTioN' / 'ESTER-FORMING GROUP, .

Figure 3.2

3.2. STRUCTURE DIAGRAM INPUT

As a whole, GENSAL 1is intended to be independent of any given
computer system, and its high degree of readability makes it
suitable as a means of describing generic structures manually,
just as the programming language Algol s often used for the

manual description of algorithms.

Nevertheless, certain aspects of GENSAL are intended to be
implementation-dependent, and the most important of these are the

structure diagrams which form an integral part of the Llanguage.
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Any suitably-modified chemical structure graphics system might be
used for their input, with a routine to convert its output into
the connection table format used in the internal representation

of the structure.

In the implementation described in Chapter 5 a modification of
the program developed by Feldmann and others 179 and used in the
Crystal Structure Search and Retrijeval (CSSR) 180 and National
Institutes of Health / Environmental Protection Agency (NIH/EPA)
181 substructure search systems, is being used. This is far from
jdeal, but has the advantages that it was provided free, and uses

standard Llineprinter characters in its display routines, and thus

does not require any special hardware.

It is possible that an operational system might use a micro-
computer as an intelligent terminal for the mainframe on which
the bulk of the structure processing and searching would be
carried out, and that the microcomputer would handle the chemical
structure graphics locally, transmitting and receiving connection

tables for each diagranm.

A structure graphics system used with GENSAL requires certain
features not found in all such systems. There must be a facility
for defining nodes of the diagram as substituents (with the
correct syntax) as well as as atoms of different types, and also
a facility for applying multipliers (with the correct syntax) to

nodes defined as substituents.

Page 69



CHAPTER 3: THE INPUT LANGUAGE

It must be possible to show that a particular node 1is connected
back to a previously-defined part of the structure: in the
modjfied Feldmann program used for the present work, this is
achieved by attaching such an "apical” node to a dummy node,

whose atomic type is given as "*",

It must be possible to show that a particular node is attached to
one of the other nodes in the diagram, without specifying which.
In patent specifications, and general chemists' usage, this is
usually achieved by the convention of a bond drawn into the
centre of a ring, but in the modified Feldmann program it is done
by attaching the variably-positioned node to a dummy node of
atomic type "#'", which indicates that it may be attached to any
other node in the diagram with sufficient spare valencies. If it
is desired to restrict the available positions to, for example,
those in a particular ring, this should be done by using a GENSAL

position set (Section 3.6 below) elsewhere in the structure

description.

Only nodes defined as substituents may have dummy ‘'variable-

position" nodes attached to them.
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815028/33 T INTE- 22.04.77 [D(S-BIM, 7-D9, 12-D4, 12-F1).4 o
INTERX RES CORP *US 4163058

22.04.77-US-790087 (31.07.79) AS\k-3174\ C07d-233/74 s
§.5-Di:phenyl-hydantoin derivs. - wuseful @1 onliconvulsonts, | WIDER DISCLOSURE

I ond antiarrhythm TiT are stated to be new when (a) R, is also CCl,, CBr,,

Cl,. Ph, Me,NCH,, CHO, PhOCH,, PhCH:CH, 2-furyl,
pyridyl or Ry-phenyl; R, is OH, Cl, Br, I, OMe, COOMe,
Hydantoin derive. of formula (1) and their acid-addn. and  |NO: or OCOMe; (b) X is aleo NR,; (c) R, is also PO(OH),;

L 14 1kyl halid t. salts and N-oxid and (d) Ry is also R,C H,, pyridyl, pyridyimethyl, pyridyl N-
base saie;ii 4G 8iky! bt S OXIAEBATE | oxides. the residue of any N-substd.-amino acid (the sub-

new: A
stituent being a protecting gp. removable by hydrogenolysis
R R is H or -CHR,-XR,;  |OF hydrolysis), the residue of an N,N-di-(1-5C)alkyl- or
g, o H or 1-1C alkyl; 4-7C cycloalkyl-amino acid, (CH,),COOH, CH,0CH,COOH,
Ph m X is O or S; X (CH,)nCOOMe, (CH,)aCOOEL, (CH,)nCONR,R,, imidatolyl,
p}.ﬁ o R, is COR,; and 1-8C alkoxy, PhCH;O, PhO or O(CH,)nNRyRy; where nis I~
o —R Ry is the n.eyl residue of |5 and Ry and Ryare 1-5C alkyl or NRyR, is a heterocyclic
a naturally occurring pro-| 8P
tein amino acid; SPECIFICALLY CLAIMED
provided that one R must be other than H). T 3-[N,N-Dimethylglycyloxymethyl)diphenylhydantoin (i1)
USE/ADVANTAGE and its methanesulphonate and salicylate.
l; are anticonvulsants, antiepileptice and antiarrhyth- PREPARATION
mics. Compared with phenytoin and related cpds., (I) have |~ 5 §.Diphenylhydantoin (I11) is either first treated with

greater solubility and enhanced stabllity without undesirable| R, CHX and then acylated with a reactive deriv, of RCCOOH,
side effects. Dose is 200-800 mg. daily in man, 30-200 mg. (or it is converted to a Na, K, Ca or Mg deriv. and this is
daily in dogs etc. 61502B LUS4163058+ |

INPUT 4163058

SD

RS=H/SD
= ?H-— R3—R2
R1

Q)

R1=H/ aLkyL ¢1-7» ;
R2 = SD
| el I

.~

R3 = SD -0- / SD -S-
R4 = 'ACYL RESIDUE OF NATURALLY OCCURRING
| PROTEIN AMINO ACID’ ;

| RESTRICT <1> RS <> H ,

[

Figure 3.3

3.3. SIMPLE ASSIGNMENT STATEMENTS

Assignment statements express the definition of a substituent or

multiplier. For both types of variable, the substituents or
multipliers being defined are shown on the Left-hand side of an

assignment operator (normally "="), and the possible values on
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the right-hand side.
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Figure 3.4

3.3.1. Substituent Assignments

The simplest form of assignment statement for substituents can be

represented as follows:

------ > substituent o1 = > substituent value ==========>
n

56 7k

(This is a simplified version of the relevant syntax diagrams.)

It allows a single substituent on the Lleft-hand side to be
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defined as having one of the values separated by the "/"
delimiters on the right-hand side. Each alternative value may be
given in one of five different forms, shown in Syntax Diagram 10,
which correspond to the different types of expression found in

specifications and abstracts and discussed in Section 1.2.2.

3.3.1.1. Unknown Value

A "?" represents a substituent whose nature is completely
unknown. This situation usually occurs with patent
expressions such as ‘'optionally substituted”, with no
indication of the nature of the substitution. In query
structures it might also be used as a value for variables

indicating the unspecified parts around a substructure.

3.3.1.2. Structure Diagram

The substituent is defined by a structure diagram, which is
input in exactly the same way as the main structure diagram
for the constant part of the structure, and may, of course,

have further substituents declared within it.

3.3.1.3. Nomenclatural Terms and Expressions

Specific nomenclatural terms represent a single chemical
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entity, and include terms such as ‘'chloro”, '"methyl"”,
"pyridyl" and 'cyclohexyl'". Simple linear formulae such as
"'CN'", ''COOM", and "NH2" are also regarded as specific

nomenclatural terms.

Essentially this dis a shorthand method of dinputting a
structure diagram: an operational system might have
sophisticated routines for nomenclature translation and
linear formula analysis, though development of these has not
formed part of the present work. At a simpler level, when a
GENSAL sentence is being interpreted by computer, a file may
be searched for a record of the structure of, e.g. phenyl,
and if no entry is found a suitable message be printed at
the terminal. Such a file may also be able to simplify
compou<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>