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Abstract

This large scale study of negation in English of the period 800-1500AD synthe-
sizes three areas of linguistics: Minimalist syntactic theory, quantitative method-
ology, and textual study of data from two new large syntactically parsed cor-
pora of Old English (Taylor 2002) and Middle English (Kroch & Taylor 2000).
I integrate recent formal models of Minimalist syntactic representation (Chom-
sky 1995, 2000) with recent quantitative methods and models of change (Kroch
1989) to provide an economical and empirically defensible Minimalist analysis
of changes in early English negation observed in progress across a large early
English corpus. Quantitative data from morphosyntactic change in progress cru-
cially establish the most appropriate syntactic analysis of early English negation
and underpin a new model of grammaticalisation.

I present empirical evidence to distinguish three patterns of early English
negation which are ordered in time to constitute Jespersen’s Cycle (Jespersen
1917). These three stages are distinguished within a Minimalist syntactic frame-
work (Chomsky 1995; 2000) using different morphosyntactic features. This ap-
proach accommodates the observed distribution of sentential negators in all early
English clause types, unlike the accounts proposed by Frisch (1997) or van Ke-
menade (2000). I claim that grammaticalisation involves change in formal mor-
phosyntactic features. My proposals distinguish two types of polarity head. One
has LF interpretable NEG-features. The other does not have any LF interpreta-
tion. The Neg-criterion (Haegeman 1995) is reduced to a morphosyntactic feature
checking dependency only applicable when the negative head does not bear LF
interpretable NEG-features.

Quantitative evidence establishes the relationships between change in the po-
sition of negation in clause structure, change to the form of sentential negation,
and change to the availability of multiple negation. A Minimalist approach to
parametric variation provides a new perspective on the relationships between
these early English changes, challenging previous accounts which link changes
in the position of negation to Jespersen’s Cycle (van Kemenade 2000) and which
link changes in the availability of multiple negation to Jespersen’s Cycle (Rowlett

1998).
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Chapter 1

Issues and Approaches

1.1 Introduction

This thesis discusses the syntactic representation of negation in the early English
period 800-1500AD. It encompasses both Old English (800-1150) and Middle En-
glish (1150-1500), aiming to establish the syntactic representation at various peri-
ods of English and aiming to provide insights into the changes which link these
diachronic stages. The Old and Middle English periods witness far-reaching
changes in the way negation is marked or expressed. My aims will be both em-
pirical and theoretical. The thesis provides a longer perspective on changes to
negation than previous studies. This will enable me to say with a greater degree
of certainty exactly what forms negation takes in Old and Middle English and
provide a more comprehensive picture of changes in the early English period.
The work is based on detailed textual analysis of data from two large syntac-
tically parsed electronic corpora of Old English and Middle English prose, and
one smaller syntactically parsed corpus of Old English poetry (the York-Helsinki
Parsed Corpus of Old English Poetry (Pintzuk and Plug 2001)). The Old English
prose corpus is the York-Toronto-Helsinki Parsed Corpus of Old English Prose
(YCOE) (Taylor et al. 2003). The Middle English prose corpus is the second edi-
tion of the Penn-Helsinki Parsed Corpus of Middle English (PPCME2) (Kroch
and Taylor 2000a). Both prose corpora consist of 1.5 million words of syntac-
tically tagged and parsed English from the written historical record. These are
much larger resources than those available to previous studies of negation, and
facilitate a more detailed syntactic account of negation in early English.

The most important empirical contribution this thesis will make is to examine

18



1.1. INTRODUCTION 19

changes to the early English syntax of negation as a whole within a fairly long
time period of seven centuries (800-1500AD). This is a sufficiently long timespan
to track several changes from inception to completion. Here, I establish the rangc
of grammatical options at various diachronic stages. The work proposes a repre-
sentation of negation in early English within a syntactic framework of Principles
and Parameters, using the limited range of formal devices and proposals put for-
ward in recent Minimalist work. So my aim is to provide an empirically adequate
syntactic account, which takes account of variation and change but is constrained
by Minimalist notions of parameter. My aims and methods will be familiar from
cross-linguistic or typological studies of parametric variation, the difference be-
ing that here the dialects under investigation do not bear a spatial relation to each
other, but rather a temporal one.

[ adopt recent proposals which treat change as grammar competition (Kroch
1989; 1994). These allow change to be modelled over time in ways which inform
the nature of the syntactic options in competition. Using a grammatical com-
petition model of change, I will show that the statistical patterning of changing
usage over time allows us to make much more informed analyses of the syntactic
options which constitute each parameter in a change scenario. Usage frequen-
cies provide statistical evidence of the changing distribution of grammatical op-
tions over time. The relationships which hold between grammatical options in
variation during the course of change provide a new perspective on parametric
change. Quantifying the use of various structural options is just as important
to the analysis as the more conventional qualitative approaches which identify
the range of options in parametric variation. Using quantitative data to model
change provides a basis to make distinctions between different ways of structur-
ing syntactic parameters and hence between different syntactic accounts, in a way
which synchronic studies do not. I seek to establish the range of surface changes
which are attributable to particular parameters, and thereby delimit the number
of parameters required to account for the observed variation. The structure of
each syntactic parameter is informed by the relationship between grammatical
options in actual use.

1.1.1 Minimalist approaches to syntactic variation and change

Throughout the thesis, I will strive for an analysis of early English negation which
1s Minimalist in the sense of Chomsky (1995; 1999; 2000). I will follow the version
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of Minimalism set out in Chomsky (1999; 2000) for the most part, to see how
this framework deals with diachronic data and parametric change. The frame-
work uses morphosyntactic features to drive syntactic operations. Syntactic con-
figurations are the result of feature-driven operations. The intuition which the
Minimalist framework formalises is that the syntactic derivation is an optimal re-
sponse to conditions outside the syntax, at the point where the syntactic structure
interfaces with other modules of the brain: the Articulatory-Perceptual interface,
which gives the syntactic structure morphological and phonological realisation,
and the Conceptual-Intensional interface which gives the structure its logical in-
terpretation. The output of the syntactic derivation must be legible at both in-
terfaces. This implies that the syntax is a perfect and invariant system, which is
empirically falsified by the range of parametric variation seen across languages.
(iiven that features drive all syntactic operations, syntactic variation must be seen
in terms of the distribution of morphosyntactic features.

Chomsky (1995; 2000) claims that movement is a consequence of features
which are defective at the LF interface. These are features which the LF interface
cannot interpret, hence the computation must work to eliminate such features
before the interface is reached. Any LF uninterpretable features which remain at
the interface cause the derivation to crash: the derivation cannot be interpreted
as meaningful as it contains features which are uninterpretable at LF. In later
work, Chomsky (1999) refines the notion of uninterpretable features, claiming
that features consist of [F:value] pairs. Features which are unvalued as they enter
the derivation must be valued during the derivation, by entering into a syntactic
relation by matching with [F:value] pair of the same feature type. By entering
into this relation, the unvalued feature is associated with an appropriate value.
Features without a value are not well-formed objects which the LF interface can
interpret. In order for the derivation to receive an interpretation at LF all unval-
ued ([F: }) teatures must be valued. The role of unvalued features is to establish
syntactic relations between elements. Unvalued features appear at first to be an
imperfection in the system, but they do useful work, establishing information
structure and scope relations through displacement of elements to higher posi-
tions.

The difterence between valued and unvalued features is the only distinction
between features which has syntactic effects. Chomsky allows the morphological
realisations of morphosyntactic features to vary freely, but this variation is post-
syntactic, located in the morphological component at the PF interface. There are
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three axes of variation in this model. First, variation in the heads with which par-
ticular morphosyntactic features are associated. Second, the morphological re-
alisation of morphosyntactic features. Third, the difference between valued and
unvalued features on a particular head. This constitutes a severe restriction on
the range of variation available in earlier Principles and Parameters approaches,
and leaves us with a highly constrained view of parametric variation, which lo-
cates variation outside the syntax, either in the feature composition of items se-
lected from the lexicon, or in the post-syntactic morphological realisation of these
clements.

There are three syntactic operations in the system all of which value unval-
ued features: Merge which builds syntactic structure out of lexical items; Agree,
which establishes syntactic relations between unvalued and valued features; and
Re-Merge, which re-Merges the element targeted by Agree at the root. This hap-
pens whenever an [EPP] feature is found, and results in a local spec-head relation
between the Agreeing elements. This exhausts the features and operations in
Chomsky’s system. Syntactic configurations are demoted in significance in com-
parison to previous Government-Binding approaches. In Minimalist bare-phrase
structure theory, which I will adopt, there is no requirement for each head to have
a single specitier, as in X'-theory.

1.1.2 Assumptions concerning diachronic change

In order to make sense of the variation in Old and Middle English negation strate-
ries, [ will make extensive use of quantitative methodology. This allows me to
distinguish stable variation from processes of change and examine the interac-:
tion of grammatical options over time. This is important to a full understanding

of the constitution of a syntactic parameter. We can establish the relationship of
options to each other over time. I will argue that grammatical options in direct
variation or competition with each other should be regarded as different settings
of a single parameter. In order to pursue this approach, I adopt a parameter reset-
ting model of language change, together with the grammar competition model,
and the techniques associated with it for modelling change over time.

[ assume, following Lightfoot (1979; 1999) that syntactic change occurs through
parameter resetting during language acquisition. Each generation of language
learners constructs a new grammar, setting parameters on the basis of the data
available to them in their linguistic environment (the Primary Linguistic data or
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PLD). The problem is that the PLD does not provide the language learner with
direct access to the parameter settings of others in the speech community. The
PLD is a set of utterances, which are affected by morphological and phonolog-
ical processes external to the syntax. Therefore, phonological and morphologi-
cal change affects the PLD available to the language learner and may cause the
language learner to fix his or her parameters in a different way to others in the
speech community. The frequency of particular types of construction in the PLD
may also atfect an individual’s parameter settings. Lightfoot argues that certain
constructions are more salient cues for parameter setting than others. The most
salient constructions are typically the most frequent. Therefore, changes in the
frequency of particular grammatical options will have an effect on parameter re-
setting. Some data are more salient than others because they are unambiguous
triggers of a particular parameter setting. Language learners set parameters on
the basis of unambiguous PLD. Loss of these data may cause variation or change
in the way parameters are set. Change in the way parameters are reset involves
reanalysis of linguistic data by the language learner. PLD which once instantiated
an old parameter comes to be reanalysed as the instantiation of a new parameter
setting.

Minimalist syntax does not allow for ambiguous representations of linguistic
data. Each string must map onto a single syntactic representation, so that each
string is uniquely syntactically determined. Parameter resetting is typically taken
to be abrupt, at least for the individual language learner. This account cannot
handle the range of variation we find within individual texts of single author-
ship. This kind of variation indicates that there is competition between old and
new parameter settings even at the level of the individual language learner. This
is more in line with sociolinguistic studies, which show that individuals deploy
a range of variation chosen from their linguistic repertoire according to the cir-
cumstances in which they are linguistic participants, for example the formality
of the situation or the desire to project a particular image of solidarity or affili-
ation. Within a Minimalist account, each example of a particular string must be
uniquely mapped onto a single syntactic representation, but that does not mean
that there is only one analysis available to the language learner. Two or more
structural representations may exist in competition, where they can be reduced
to conflicting parameter settings. Kroch (1989) proposes that language users ex-
hibit diglossia between multiple dialects with contradictory parameter settings.
Henry (2002) argues that this situation leads to unconstrained levels of multidi-
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alectalism given that each parameter setting may involve its own grammar. I will
show during the course of this thesis that a Minimalist approach to parameters
constrains the possible range of variation and does not require language learners
to be multi-dialectal in the sense of Kroch (1989). Pintzuk et al. (2000, 12) pro-

pose that Minimalism allows incompatible options within a grammar to be in
competition, rather than entire grammars.

More needs to be said about the definition of parameters in the Minimalist
framework. Quantitative methods show the way in which innovative parameter
settings are diffused throughout linguistic contexts. The diffusion of a new pa-
rameter setting is distinct from the reanalysis which leads to the new setting in
the first place. The former is a matter of language use, the latter a matter of syn-
tactic reanalysis. The factors which promote competition rather than variation
must lie outside the syntax or the process of parameter resetting itself. These may
be to do with parsing, communicative felicity or the extralinguistic evaluation of
particular options. I will not spend a lot of time being concerned with the prob-
lems of actuation or diffusion of syntactic variants, more in identifying what the
variants are and the range of variation allowed within a Minimalist framework.
Quantitative methodology will allow me to isolate parameters, to examine what
constitutes a parameter, examine the relationships holding between syntactic pa-
rameters, and also to examine whether the loci of parameteric variation made
available by the Minimalist program are sufficient to account for the observed
range of parametric variation in diachronic rather than synchronic data.

Quantitative methodology measures the frequency of new and old param-
eters in use. The two parameters are discrete and structurally incompatible. In
measuring the frequency of parametric options in use, I follow the grammar com-
petition model of Kroch (1989; 1994). Grammar competition follows an S-curve
when plotted over time and follows the Constant Rate Effect. The Constant Rate
Effect states that for each context in which two parameters are in competition,
the rate of change from the old to the new parameter setting will be the same.
The frequency of an innovative parameter setting may differ according to con-
text, but the effect of the context on the innovative parameter setting remains
constant throughout the change. The crucial point which will become important
in chapter 5 is that processes of grammatical competition can be differentiated by
the way in which contextual factors condition different grammatical competition
processes.
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1.2 A Typology of sentential negation

This section will present a cross-linguistic typology of negation, identifying the
various forms which negation can take in natural languages. It will also describe
some of the well known patterns of variation in negation which recur in natu-
ral languages. Principal among these is a pattern of change involving senten-
tial negators known as Jespersen’s Cycle (Jespersen 1917). However, before dis-
cussing the morphosyntactic forms which negation can take, some brief remarks
on the semantic interpretation of negation are necessary here.

1.2.1 The semantic representation of sentential negation

Two types of negation are distinguished in the literature: constituent versus sen-
tential negation (Klima 1964). The distinction is concerned with the scope of
negation. Sentential negation takes scope over the clause (1), whereas constituent
negation negates a constituent which is smaller than the clause, such as a noun
phrase (2).

(1) a. Ne ferde heo worigende geond land
NEG went she roaming throughout land

‘she did not go roaming far throughout the land’
(cocathom1,+ACHom_I,_9:255.194.1744)

b. Ishal notgofro the
[ shall not go from you

‘I shall not leave you’
(CMAELR4,12.310)

(2) a. ponnewat icswide lytel o03e nanwiht
then knew I very littleor nothing

‘then I knew very little or nothing’
(cosolilo,Solil_3:66.31.929)

b. Alexander cwad paet he ondrede God and naenne oderne on
Alexander said that he feared God and no other on

andwerdum life
actual life

‘Alexander said that he feared God and no other in this life’
(cocathom?2,+ACHom_II,_20:176.79.3898)

Klima (1964) gives some diagnostics for distinguishing constituent and sen-
tential negation readings in other contexts. Sentential negation licenses nega-
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tive polarity items such as any, ever, and clauses with sentential negation take
positive tag questions. Constituent negation does not license negative polarity
items, and clauses involving constituent negation take negative tag questions.
The problem of distinguishing constituent and sentential negation is particularly
acute for early English. Klima’s tests are difficult to use in the absence of native
speaker judgements, although I will attempt to apply them to Old English (OE)
and Middle English (ME) where possible. I take the view that negatives take
sentential scope unless there is unambiguous evidence for a constituent scope
reading. For my purposes here, unambiguous instances of constituent negation
appear in clauses where the negative phrase is contrasted or coordinated with a
non-negative phrase (2).

There is some debate in the semantic literature, discussed at length by Horn
(1989) concerning the semantic representation of sentential negation. At issue is
whether the negation operator operates on propositions, such that a proposition
p is negated to become —p, or whether the negative operator operates on predi-
cates, giving ‘subject - neg - predicate’. While the locus of propositional negation
is high, the locus of predicate negation is low. Horn argues that the close associ-
ation of negation and the finite verb in natural languages supports the view that
negation is a mode of predication, and that there are negative predicates. That
negation is a mode of predication has been generally assumed in Principles and
Parameters theory since Pollock (1989) represented negation using the functional
projection NegP within the INFL complex. 1 will adopt the same view here, as-
suming that negation is a mode of predication.’

1.2.2 A typology of sentential negative markers

In many languages negation can be marked on a range of quantifiers or adverbs,
for example Present Day English (PDE) nothing, no-one, never, nowhere. In addi-
tion, languages have negative markers., such as PDE not. Unlike negative quan-
tifiers or adverbs which combine negation with some restriction on the negation
(nothing = NO+thing, never = NO+time), negative markers are elements whose
only meaning is the logical operator negation (—). The Present Day English nega-
tive markers are not or the contracted clitic form n’t. The discussion in this section

'We will see that negation has a tendency to appear clause initially in certain languages, which
apparently supports the idea of negation as a propositional operator in these languages. We might
perhaps admit that negation can be either a propositional operator, a mode of predication, with
the choice of representation a matter of parametric variation (see section 1.2.5 for discussion).




1.2. A TYPOLOGY OF SENTENTIAL NEGATION 26

will concern itself with the typology of negative markers. Negative quantifiers
and negative adverbs are discussed in section 1.2.3.

From a cross-linguistic perspective, Dahl (1979) distinguishes two types of
negative markers. One is part of the morphology of the finite verb, the other is an
independent negative particle. Arguably, PDE exhibits both types: not is a neg-
ative particle which is separable from the finite verb (3a), whilst the contracted
n't is affixed to the finite verb, moving along with the finite verb in questions for
instance (3b).

(3) a. Did they not warn you?
b. Didn’t they warn you?

Dahl (1979, 81) distinguishes between synthetic negation which is a verbal in-
flection, and analytic negation which employs a separate negative particle.* Dahl
(1979) also notes languages which express negation using two negative markers:

In quite a few languages, Neg is expressed by adding TWO particles
rather than one. The most well known is French:

(4) Jene sais pas ‘I do not know’

Jespersen (1917) observes that variation between negative markers is struc-
tured across time. Negative markers are reinforced by a second negative adverb
or particle, which comes to replace the original negative marker. Jespersen (1917,
4tt) illustrates with examples from the history of Latin, French, Old Norse and
English. The changes undergone by English are summarized below (5-7). This
sequence of changes has become known in the literature as Jespersen’s Cycle.
Throughout the thesis, I will use the terms “unsupported ne’ to refer to ne at stage
one, and ‘bipartite negation’ to refer to ne...not at stage two.

(5) 1cne secge (stage 1: Old English)
I NEG say

(6) Ine seye not (stage 2: Early Middle English)
I NEG say not

(7) Isay not (stage 3: Late Middle English)
(Jespersen 1917, ex.1-3, 4)

’In using these terms, Dahl situates variability in negation with respect to other typological

differences between languages, pointing to the possibility that variation and change in negative
markers may be a subcase of a more general shift from a synthetic to an analytic language. Syn-
thetic languages typically have much more inflectional morphology than analytic languages.
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The history of negative expressions in various languages makes us
witness the following curious fluctuation: the original negative ad-
verb is first weakened, then found insufficient and therefore strength-
ened, generally through some additional word, and this in turn may

be telt as the negative proper and may then in course of time be sub-
ject to the same development of the additional word.

(Jespersen 1917, 4)

We see that there is a change in the sentential negation strategies used in early
English. In chapter 2, I will discuss the syntax of ne and not in more detail. In
Dahl’s typology ne corresponds to a verbal inflection and not to a negative par-
ticle. It is tempting to view Jespersen’s Cycle as a case of change from synthetic
to analytic forms of negation, in Dahl’s (1979) terms. Old English and Early Mid-
dle English are characterised by loss of morphological distinctions, for example
in case, mood and verbal agreement systems. Loss of case morphology has been
argued to have effects on word order (Weerman 1997, Kiparsky 1997), and loss
of mood morphology on the development of modal systems, including the infini-
tive marker to which is a non-finite modal (Roberts and Roussou 2003). However,
this thesis will examine only changes in negation, leaving aside the broader typo-
logical implications of change under Jespersen’s Cycle. My central theme will be
to provide a syntactic analysis of Jespersen’s Cycle which is supported by quan-
titative data from change in progress.

Chapters 4 and 5 of this thesis discuss the analysis of Jespersen’s Cycle and its
progress in early English in greater detail. What is interesting about Jespersen’s
Cycle as a pattern of change is that the new form of negation does not immedi-
ately replace the old form, but coexists with it for a time. There is apparent redun-
dancy in the marking of negation at stage two of the cycle. This pattern recurs
in many languages, and is not particular to English. I will show that this pattern
of change can be reconciled with Minimalist notions of parametric variation, and
also accounted for within the grammar competition model (Kroch 1989).

1.2.3 Co-occurrence of negative words

| anguages vary in the interpretation they assign to clauses in which two or more
negative words co-occur. There are two interpretations available in such clauses:
a logically ‘double negation’ reading in which two negatives cancel each other
out, resulting in a non-negative reading, or a ‘multiple negation’ reading in which
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two or more negatives do not cancel each other out, and the clause is assigned a
sentential negation reading. Jespersen (1917, 62) states:

When logicians insist that “two negatives make an affirmative” their

rule is not corroborated by actual usage in most languages.
(Jespersen 1917, 62)

The contrast between the interpretation of (8) and (9) illustrates the difference
between multiple negation and double negation languages. The Romance lan-
guages are typically multiple negation languages. (8a) illustrates Spanish multi-
ple negation, and (8b) Italian. The Present Day Germanic languages are typically
double negation languages. (9) gives the Present Day Standard English equiva-
lent of (8a), and illustrates the difference in interpretation.

(8) a. No conozco anadie (Spanish)
NEG know no-one

‘I don’t know anyone’
(Rowlett 1998, ex.14a, ch.3,98)

b. Gianni non dice niente a nessuno
Gianni NEG says nothing to no-one

‘Gianni doesn’t say anything to anyone’
(Rowlett 1998, ex.15¢, ch.3, 98)

(9) a. Idon’t know no-one (Double Negation =1 know someone)

There are two types of multiple negation which I will distinguish throughout
the thesis. I will adopt terminology from van der Wouden (1994) to identify the
two types. One type involves the regular negative marker in combination with a
negative quantifier or adverb. (10a) illustrates multiple negation with the Italian
negative marker non. Wouden labels this NEGATIVE DOUBLING. The second type
does not involve the negative marker. Instead negative adverbs or quantifiers co-
occur with each other. Wouden terms this NEGATIVE SPREAD. (10b) illustrates
negative spread in Italian.

(10) a. Marionon ha visto nessuno (Italian)
Mario NEG has seen no-one

‘Mario hasn’t seen anyone’
(Rowlett 1998, ex.15a,ch.3, 98)
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b. Nessuno ha fatto niente (Italian)
No-one has done nothing

‘No-one has done anything’
(Rowlett 1998, ex.15b,ch.3, 98)

Multiple negation involves redundancy in the morphological marking of nega-
tion. In a multiple negation clause, negation is morphologically marked on more
than one element, despite the fact that multiple negation clauses receive a nega-
tive interpretation just as if they contained only one negative (see (8)). Jespersen
(1917) characterises multiple negation as a kind of redundancy. He relates the

availability of multiple negation to the position of a language on Jespersen’s Cy-
cle.

... repeated negation seems to become a habitual phenomenon only
in those languages in which the ordinary negative element is com-
paratively small in regard to phonetic bulk, as ne and n- in OE and
Russian. .. The insignificance of these elements makes it desirable to
multiply them so as to prevent their being overlooked. Hence also the
comparative infrequency of this repetition in English and German, at-

ter the fuller negatives not and nicht have been thoroughly established.
(Jespersen 1917, 71-72)

Rowlett (1998) develops a syntactic account of Jespersen’s observation which
links the loss of multiple negation to the introduction of negative markers such
as French pas and English not under Jespersen’s Cycle. I will outline Rowlett’s
analysis in section 1.4.2, and examine his hypothesis in detail in chapter 6 using
historical English data.

The availability of multiple negation readings needs to be parametrised to
account for variation between multiple negation and double negation languages.
Two issues are relevant. First, what is the most appropriate way to represent
the difference between multiple negation and double negation languages in the
syntax? I will discuss recent syntactic accounts of multiple negation at length.
Second, what is the relationship between ways of marking sentential negation
and the availability of multiple negation? In chapter 6, I will bring evidence from
early English to bear on these questions.
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1.2.4 Redundant negation

Another phenomenon which Jespersen (1917) observes is the redundant use ot
negative markers. A negative marker may appear in the clausal complements of
certain verbs without contributing a negative meaning to its clause. This type of
negation has also been termed ‘paratactic negation’ (Jespersen 1917) or ‘expletive

negation’ (Baghdikian 1979, van der Wurff 1999b). Jespersen (1917, 75) defines
the phenomenon as tollows:

... paratactic negation: a negative is placed in a clause dependent on a
verb of negative import like ‘deny, forbid, hinder, doubt’. ...It is well
known how this develops in some languages to a fixed rule, especially
if the negative employed has no longer its full force ...

(Jespersen 1917, 75)

Van der Wouden (1994, 108f£f) identifies more contexts for the redundant use of
negators, including: verbs expressing fear (11), verbs expressing prohibition (12),
some comparative constructions (13), and after certain conjunctions (14) meaning
‘betore, unless, without’. He claims that all these contexts have negative import.

(11) J'ai peur qu’ il ne vienne (French)
I fear that he not come
‘I fear he will come’

(van der Wouden 1994, ch.2, ex.38a, 108)
(12) ] empéche qu ‘il ne vienne (French)

I prevent that he notcome

‘I prevent him from coming’

(van der Wouden 1994, ch.2 ex.40a, 108)

(13) Il est autre que je ne croyais (French)
Itis other thanI not believed

‘It 1s other than I thought’

(van der Wouden 1994, ch.2 ex.44a, 109)
(14) Avant que il ne fasse froid (French)

Before that it not gets cold

‘Betfore it gets cold’

(van der Wouden 1994, ch.2 ex.45a, 109)

We will see that early English had redundant negation at a particular stage
of its history. Van der Wouden (1994, 114) postulates a close link between mul-
tiple negation and redundant negation, indicating that variation and change in
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the availability of multiple negation may influence the availability of redundant

negation. I will consider the relationship of redundant negation to Jespersen’s
Cycle in chapter 4.

1.2.5 The position of negatives in clause structure

Jespersen (1917, 5) notes two tendencies in the placement of negation, first for
sentential negation to appear clause initially, and second for sentential negation
to immediately precede the finite verb.

...there is a natural tendency, also for the sake of clearness, to place
the negative first, or at any rate as soon as possible, very often before
the particular word to be negatived (generally the verb...). At the
very beginning of the sentence it is found comparatively often in the

early stages of some languages. ..
(Jespersen 1917, 9)

Eythorsson (2002) observes this tendency in a range of Germanic languages,
including Old Norse (15), Old English (16), and its ancestor Gothic (17).

(15) Kemr-a nu Gunnarr (Old Norse)
Comes-NEG now Gunnarr

‘Gunnarr does not come now’
(GOor 111 8, (Eythorsson 2002, ex.14a))

(16) Ne gefraegn ic freondlicor feower madmas (Old English)
NEG learned 1 friendlier four treasures
‘T did not learn of four friendlier treasures’

(Beowulf 1027, (Eythorsson 2002, ex.12b))

(17) ni  hugjaipei gemjau gatairan witop (Gothic)
NEG think that came-15G tear-down law

‘do not think that I came to tear down the law’
(Matt 5:17, (Eythorsson 2002, ex.12a))

However, the initial placement of negation in these languages entails fronting
of the finite verb. Here, we see both a tendency for negation to be adjacent to
the finite verb, and also to be placed first. Dahl (1979, 93) observes that ‘Neg
morphemes occur early in the sentence if the verb does, but not to any greater
extent if it does not.” This is evidence for negation as a predicate level operator
rather than propositional operator.
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Fronting of negation typically entails fronting of the finite verb. However,
van Kemenade (2000) observes that there are some negative-initial clauses in Old

English in which the initial negative element is separated from the finite verb
(18).

(18),. no icme  an herewaesum hnagran talige...
NEGI myself in prowess  poor  consider...

‘I do not consider myself poor in prowess’
(Beowulf, 677-8, van Kemenade (2000, ex.11b))

Old English appears typologically anomalous, for reasons I will consider in
chapter 3. Variation and change in the position of negatives in clausal structure
will inform the syntactic analysis of negative initial clauses. Previous accounts
of negative-initial clauses in the history of English (van Kemenade 2000, Ingham
2005) link the disappearance of negative-initial clauses to change in sentential
negation strategies under Jespersen’s Cycle. However, Jespersen himself, in his
(1917) work, does not associate change in the position of negatives to Jespersen’s
Cycle. Quantitative data showing diachronic change in progress will inform dis-
cussion of the relationship between the placement of negation and Jespersen’s
Cycle in early English.

1.2.6 Summary: the typology of negation and parametric change

The preceding section illustrates the range of typological variation in negative ex-
pressions which have been the subject of many syntactic studies in the Principles
and Parameters framework. This thesis will take a different perspective on para-
metric variation. Instead of examining cross-linguistic variation, I will confine
my investigations to early English of the period 800-1500CE. My main focus will
be what quantitative data from diachronic change reveal concerning parametric
change in a large corpus of early English texts.

The preceding discussion makes clear that typological differences in the ex-
pression of negation exist not just between languages, but are also manifest as
differences between diachronic stages of a single language such as English. Ob-
servations by Jespersen (1917) show certain recurrent patterns of variation and
pathways of change for which any analysis of parametric change must account.
Furthermore, the discussion of typological variation in negation opens up the in-
teresting possibility that the parametric changes to the system of negation may
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be quite abstract, if it can be shown that typological changes cluster together. Jes-
persen (1917) proposes to link changes in sentential negation and the availability
of multiple negation. Van Kemenade (2000) links changes in the position of nega-
tion in early English to changes in sentential negation strategies. In the light of
these proposals it is right to ask how many parameters are required to account
for the observed typological variation in negation, and consequently also right to
ask how abstract the notion of parameter needs to be to account for the observed
variation.

Analysis of diachronic change in real time will address the relationship be-
tween typological options over time. This will provide a quantitative demonstra-
tion of how abstract the notion of parameter needs to be. Kroch (1989) demon-
strates that morphosyntactic changes which are the reflex of a single underlying
parametric change will proceed at the same rate over time in all their contexts
(the Constant Rate Effect (Kroch 1989)) . This makes two very strong predictions.
First, if the loss of multiple negation and changes in the position of negation are
linked to Jespersen’s Cycle these properties will cluster together at certain di-
achronic stages of the language, such that implicational relationships of the type
‘if a language expresses negation using a negative marker which is enclitic on the
finite verb, it also exhibits multiple negation” will hold. Second, and more inter-
estingly from the point of view of parametric change, if two or more typological
shifts (say changes in sentential negation and the availability of multiple nega-
tion) are manifestations of a single parametric change, then there will be parallels
between the way these typological shifts will pattern across time when studied
quantitatively within the grammar competition model. Thus quantitative data
from diachronic change will provide an empirical means of testing theories of
parametric variation in a large corpus of early English textual data.

1.3 Syntactic analyses of negation: Principles and Pa-

rameters approaches

1.3.1 Representation of negation in clausal structure

Early work in transformational grammar represented negation as a clause pe-
ripheral operator (Klima 1964), which lowered into its surface position adjacent
to the finite verb. Lasnik (1972) argues that there are two positions for negation
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in clause structure: one, a clause initial peripheral operator similar to Klima’'s,
the second a position for NEG associated with English auxiliaries. Analyses of
negation in other Germanic languages such as the Scandinavian languages and
German have treated the negatives ekki (Norwegian) and nicht (German) as VP-
adjoined adverbials. Two arguments have been advanced for this view. First
the similarity between negation and VP adjuncts in respect of object scrambling
across them. Definite DPs and pronouns can move leftwards across negation,
just as they can move across VI’ adverbs such as manner adverbs (Diesing 1997).
Second, the negative marker has no effect on selectional relations which hold be-
tween VP and TP, indicating that negation is not a head.

However, the analysis of negation as an adjoined adverb is unsatisfactory for
PDE not. The range of positions available to PDE not is much more restricted
than the range of positions available to adjuncts. It cannot precede the finite
verb. In PDE negation is distinct from adverbs in another way. not only appears
with a subset of finite verbs: modal and aspectual auxiliaries and periphrastic
do.> This complicates the syntax of negation considerably as there is a syntac-
tic relationship between negation and the finite verb to be taken into account.
Modals, aspectuals and periphrastic do are the only finite verbs which appear i
the syntactic head Tense (T°) in PDE.*

This relationship between Tense and negation is characterised by Pollock (1989),
QOuhalla (1990) and Chomsky (1995, chapter 2) as selection of negation by tense
so that negation is the complement of tense. This allows the co-occurrence of not
with a lexicalised T (do, modal or auxiliary) to be stated in terms of Government.
The negative head blocks the Government relation between T and V which holds
in declarative clauses. As Government holds only between heads, the PDE inter-
action of negation and the verbal system is accepted evidence for associating a
head with negation (Neg”) in the literature.

Accounts of do-support (Chomsky 1995, Lasnik 1999) take do to be inserted
directly in T as a last resort lexicalisation of Tense features in the absence of other
means to lexicalise Tense features by verb-raising or affix-lowering. Lexical verbs

do not undergo movement out of V: finite verbs follow adverbials (19), unlike
in French (20).

*Han and Kroch (2000), Han (2000) analyse periphrastic do as a type of last-resort aspectual

marker.
*Unlike most other Germanic languages which have generalised V to T movement for all lexi-

cal verbs.
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(19) a.  John often kisses Mary

b. *John kisses often Mary
(Pollock 1989, 367, ex.4a,c)

(20) a. *Jean souvent embrasse Marie

b. Jean embrasse souvent Marie
(Pollock 1989, 367, ex.4b,d)

For Pollock (1989) and Chomsky (1995, chapter 2), negation blocks the relation
of Government which would otherwise hold between Tense and the lexical verb.
A first approximation of the blocking effect of negation might take not as a head
and appeal to the Head Movement Constraint, as Ouhalla (1990) does, but this
cannot be correct as it stands. There is evidence from the scope interactions be-
tween negation and modals that some modals are base generated or merged in a
position lower than negation, and move across negation to T during the deriva-
tion. This idea is based on the view, first, that inverse scope readings are achieved
by reconstruction (Roberts 1998); and second, that an element cannot reconstruct
to a position which it has not occupied during the course of the derivation. So,
there 1s evidence for verb movement across negation, at least for some modals.

(21) There can’t be a unicorn in the garden (NOT - POSSIBLE) (Roberts 1998,
115, ex.6a)

(22) You needn’t do that (NOT - OBLIGATION) (Roberts 1998, 116, ex.7b)

So it seems that while negation does not block overt raising of modals and
aspectuals across it, it does block other relations between T and V such as the
lowering of Tense affixes onto V (Lasnik 1999).

We are left with a paradox: negation must be a head in order to capture the se-
lectional relationship which holds between it and Tense; but not does not behave
like a head under the head movement constraint (HMC). Pollock (1989, 397) at-
tempts to make not exempt from the head movement constraint, by claiming that

"The reason lexical verbs fail to move overtly to Tense in PDE is arguably due to the features
of T rather than the presence of negation. For Pollock (1989) English V to T movement is blocked

by the inability of the lexical verb to raise to a head which is intermediate between T and V, but
lower than negation. Han (2000), Han and Kroch (2000) analyse the loss of V to T movement with

lexical verbs as the loss of V? to Asp! movement (where Asp” is an aspectual head). Asp® to T"
movement persists in PDE, as demonstrated by movement of aspectual auxiliaries be and have to

T°.
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it is ‘inert for government’. Alternatively, he proposes that not might be the spec-
ifier of a null negative head (Neg").

The internal structure of English NegP is more problematic. If, as ten-
tatively suggested so far, not is the head of NegP, then some version
of Rizzi’s “relativized” minimality must be adopted since not does not
block movement of be/have/do to TP. Although it lacks the overt (syn-
chronic) support it has in French, one could adopt the alternative idea
that NegP in English has a null head and that not stands in its specifier
position, like pas in French. This would allow us to preserve an “ab-
solute” version of minimality, at least for the problems at hand, since
the pertinent verbs would move through the empty head position of
NegP on their way to Tense.

(Pollock 1989, 412)

This transfers the problem of violation of the Head Movement Constraint to
the null Neg”. The HMC is circumvented by the claim that the null Neg” can
cliticise to V under V to T movement (Pollock 1989, 421), hence it is not a barrier
to verb movement. French ne offers overt support for the idea of Neg® as a clitic
on the finite verb which moves to T°. As a clitic head, Neg® will not block verb
movement through Neg’, instead cliticising to the finite verb. However, in the
absence of verb movement, Neg” will block Government between T and V.° The
idea that the negative head is a clitic is supported by the behaviour of the negative
affix ne in French for instance which cliticises to the finite verb as it moves to T°.
However, the idea does not receive the same sort of morphological support in
English, in which the clitic head Neg® must be null. The question to be asked is
whether the syntactic and morphological evidence for negation in a head position
is sufficient to justify positing a separate negative head (Neg"). In chapter 4, 1
show that a feature driven account provides a new perspective on this question.

Ernst (1992) notes problems associated with the NegP approach. He distin-
guishes two approaches: one in which not is the head of NegP, the other in which
not is the specifier of a null Neg”. The problems which the first analysis poses

°Roberts (1998) proposes an alternative analysis to derive the blocking effect of negation using
morphosyntactic features. He proposes to associate [neg] features with do, modals and auxiliaries.
The result is that these verbs can move through Neg’, obeying the Head Movement Constraint
by virtue of the fact that these verbs have [neg] features. Lexical verbs do not have [neg] features,
hence movement through Neg” is blocked.
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for the Head Movement Constraint are the apparent HMC violations discussed
above. Ernst (1992, 122) says:

First, allowing Neg to never have any semantic content or grammatical
function (except to license not in Spec)...should be troubling: if Uni-
versal Grammar permits this sort of structure, the Head Movement
Constraint is rendered vacuous. That is, given a configuration like that
in (23) [Ernst’s ex. 29], where Y' appears to have raised over X, it will
always be possible to claim that X" is really an XP, in spec of (or ad-

joined to) some empty headed, inert functional projection ...between
Y" and its trace:

23) Y, ... X"...t,

... Treating not as a Spec has the merit of respecting the Head Move-
ment Constraint; it runs into trouble by retaining the maximal projec-
tion NegP, with its obligatorily filled Spec, obligatorily empty head,
and the problems raised by unconstrained use of the configuration
containing them...

(Ernst 1992, 122-3)

Ernst (1992) takes a different approach to the derivation of PDE negative clauses
which does not involve selection between Tense and negation. He makes no ap-
peal to notions of Government, and does not posit a separate negative head Neg".
For Ernst (1992), the phrase structure of English negation does not involve NegP.
Instead, negation is part of the lexical entry for auxiliary verbs such as don't, can't,
won’t. Negation and the auxiliary form a unit in the lexicon rather than by clitici-
sation in the syntax. The finding of Zwicky and Pullum (1983) that PDE negative
auxiliaries are distinct lexical items supports Ernst’s view. Ernst (1992) gener-
ates modals, auxiliaries and periphrastic do in a verbal V4, x) projection which
is lower than Tense. The PDE negative clitic n't is part of the lexical entries of
auxiliary and modal verbs. The full negative form not is not part of the lexical
entry of modals or auxiliaries. Instead, not is selected by V 4y x) as its specifier.
Only auxiliaries select for the negative not. Lexical verbs do not. Hence the re-
stricted distribution of negation in PDE can be accommodated without reference
to a separate functional projection NegP.

The problem is how to accommodate periphrastic do in this analysis, if do is
a last resort lexicalisation of TY, as Ouhalla (1990) has it. However, both Roberts
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(1998) and Han (2000) place periphrastic do lower in the structure than TP. For
Han (2000) PDE periphrastic do originates in Asp®, raising to T° rather than being
inserted in T° directly. This view of do-support is consistent with Ernst’s (1992)

account of do as a Vs x). The selectional relationship between not and certain
verbal forms restricts its distribution, in contrast to adverbs which are unselected.

This account eliminates NegP and the problems associated with it, removing the
abstract structure associated with negation. While selection of not is crucial to
understanding its distribution, it is not necessarily part of a NegP. However, the
standard Principles and Parameters approach to negation since Pollock (1989) has
employed NegP. In chapter 4, I discuss the implications which a morphosyntactic
feature based account of negation has for the structural representation of negation

using NegP’.

1.3.2 The internal structure of NegD

This section elaborates on the representation of negation using NegP, discussing
proposals made in recent literature concerning the internal structure ot NegP. An
X'-theoretic approach makes head and specifier positions of NegP available to
host negatives. In section 1.2.2, we saw that negation is predominantly expressed
by a single element, but can be represented by two elements. Here [ examine how
the morphological exponents of negation map onto underlying syntactic struc-
ture.

A distinction is made between negatives which are verbal affixes (ne) and neg-
ative particles (not, pas, nicht). Negative affixes are realisations of the syntactic
head Neg’. Negative particles are not heads, but adverbial elements. In studies
which assume NeglP negative affixes and negative particles instantiate the two
positions made available within NegP: the head position Neg' is for affixal neg-
atives and its specifier position is an adverbial position associated with negative
particles. The use of NegP in the analysis follows from a particular approach to
the syntax-morphology interface and from the desire to provide a phrase struc-
ture template for negation which constrains the range of possible parametric vari-
ation.” The empirical evidence for a negative head position is weak. In most lan-

guages the negative head is never separated from the finite verb. However, the

’My aim in this thesis is to move away from phrase structure based constraints and provide
a restatement of the parametric variation in negation in terms of morphosyntactic features and

the relations which hold between features rather than positions. This approach is more consistent
with recent Minimalist theories of syntax.
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most widely adopted Principles and Parameters approach to syntax-morphology
mapping requires NegP, as it maintains that each morpheme projects a functional
head in the syntax. Postulating a negative head within an X’-theoretic approach
to phrase structure entails that there will also be a negative specifier position.®
Part of the justification for associating each morpheme with a syntactic head has
been to create specifier positions where required to host lexical material or pro-
vide landing sites for movement. A study of the verbal agreement system by
Bobaljik and Thrainsson (1998) shows that overt agreement morphology is as-
sociated with a more articulated set of positions for subjects and objects and an
enhanced range of movement possibilities for arguments. They account for these
correlations between syntax and morphology by arguing that agreement mark-
ers project syntactic heads and make additional specifier positions available for
arguments.

Syntactic arguments have been made for a specifier position of NegP, based
first on agreement, and second on the range of movement possibilities in negative
clauses. First, there are languages like French which mark negation using two

negative markers. These are analysed as having spec-head agreement between
the two negative markers (Pollock 1989, Ouhalla 1990) as (24) below.

(24) NegP

7

pas Neg

N

ne+V XP

Second, arguments have been made that all languages with a negative head
also have a negative particle in spec,NegP underlyingly (Ouhalla 1990, Haege-
man 1995), even when there is no overt morphological evidence for a negative
particle. The structure of NegP proposed for these languages is (25).

(25) NegP

PR
nullOp Neg’

/" \
ne XP

Evidence comes from the weak island effects induced by negation which were
observed by Rizzi (1990). Negation seems to block movement of adverbials across

Analyses of negation as a VP-adjunct in the Germanic languages such as Haegeman and
Zanuttini (1996) show that the converse implicational relationship need not hold. The existence

of a negative particle or adverbial does not necessarily imply the existence of a negative head or
the functional projection NegP.
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it (26b) in the same way as embedded wh-phrases (26c) do. In (26a), the interpre-
tation in which the adverbial for this reason is construed with the embedded clause
is licit, indicating that the adverbial has moved out of the embedded clause. In
(26b) and (26c) the adverbial for this reason can only be construed with the main
clause, indicating that the adverbial cannot move out of the embedded clause
across the negation. In the brackets following each example, I schematize the
main clause and embedded clause interpretations for the adverbial and give the
appropriate grammaticality judgements for each interpretation.

(26) a. Itis for this reason that I believe that John was fired
(REASON-BELIEVE or BELIEVE-REASON) (Ouhalla 1990, 217, ex. 46a)

b. Itis for this reason that I don’t believe John was fired
(REASON-BELIEVE or *BELIEVE-REASON) (Ouhalla 1990, 217, ex. 46b)

c. Itis for this reason that I know why John was fired
(REASON-BELIEVE OR *BELIEVE-REASON)

These observations underpin Rizzi’s theory of Relativised Minimality. Nega-
tion, wh-questions are both barriers to A’-movement. To derive these island ef-
fects, Rizzi argues that negation must involve an A’-specifier even when negation
is morphologically marked on a head only, as in Italian (27).

(27) a. Perche hai detto che Gianni e partito?
Why have-2SG said that Gianni is left?

‘Why did you say that Gianni left?”’
(REASON-LEAVING or LEAVING-REASON)

b. Perchenon hai detto che Gianni e partito?
Why NEG have-2SG said that Gianni is left?

Why didn’t you say that Gianni left?
(REASON-LEAVING oOr *LEAVING-REASON)

Adopting this phrase structure for NegP will block the movement of other A'-
elements such as the adverbial ‘for this reason’ in (26b) across negation in the
same way that movement of adverbials across wh-phrases is blocked. This ties in
well with an X’-theoretic approach to NegP which makes both positions available
universally in all clauses which have Neg'.
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The third argument which has been advanced for NegP is the extra position
which its specifier makes available to host moved negative arguments or ad-
juncts. This movement possibility, and hence position, is not available to positive
arguments or adjuncts. Haegeman (1995) makes much of this argument for NegP.
She develops a hypothesis in which the specifier-head relation is a necessary con-
dition on the interpretation of sentential negation, in much the same way as a
spec-head relation is required between a wh-phrase and a finite verb in interrog-
atives. She claims that West Flemish negative arguments and adjuncts only attain
sentential scope by overt movement into spec,NegP. For Haegeman, movement

of negative arguments and adjuncts into spec,NegP’ is motivated by a licensing
condition on sentential negation: the NEG-CRITERION.

1.3.3 The Neg-criterion (Haegeman 1995)

Arguments in the previous section demonstrated that sentential negation in some
languages requires two elements in a syntactic relation. The X’-theory approach
to NegP makes a syntactic relation available, between a specifier and a head ele-
ment. Haegeman (1995) develops this idea further, arguing first, that negation in
all languages comprises two parts and second that a particular syntactic relation
must hold between the two elements involved in sentential negation. She claims
that all negatives which are interpreted with sentential scope do so because they
appear in a spec-head relation with the functional head Neg". She proposes a
condition on sentential negation which is parallel to the condition holding of wh-
interrogatives (the wh-criterion).

(28) The Neg-criterion:
a. Each Neg X" must be in a spec-head relationship with a Neg operator.
b. Each Neg operator must be in a spec-head relationship with a Neg X°.
c. NEG-operator: a NEG phrase in a scope position
d. Scope position: a left-peripheral A’-position (i.e. XP-adjoined or Spec).
(Haegeman 1995, 106)

The existence of a spec-head dependency implies that the negative head is
somehow defective, in a way which is problematic. In French and West Flemish
for example, the negative head is insufficient to express sentential negation on
its own. A combination of two negative markers is required to derive a senten-
tial negation interpretation in these languages, yet as Dahl (1979) notes negation
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is an atomic concept which is not easily decomposable. Evidence for this po-
sition comes from the existence of redundant ne in French and expletive en i
West Flemish (Haegeman 1995, 162), in which what looks like a negative head
appears without a negative interpretation. The evidence of redundant negation
indicates that it is the specifier of NegP rather than its head which is semantically
interpreted as sentential negation. So the status or role of the negative head is
not clear, except that it provides means for negation to achieve a sentential scope
position.
Haegeman cites two main sources of evidence for the Neg-criterion:

1. Bipartite negation of the French ne+V...pas type, or the West Flemish nie...en+V
type, in which both NegP positions are realised simultaneously.

2. Movement of negative objects, complements of adjectives, and adjuncts out
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