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"Why, look you now how unworthily think you make of me. You would play
upon me, you would seem to know my stops. You would pluck out the heart
of my mystery, you would sound me from my lowest note to the top of my
compass, and there is much music excellent voice in this little organ,
yet you cannot make it speak.

‘Sblood, do you think I am easier to be played on than a pipe? Call

what instrument you will though, you cannot fret me, yet you cannot

play upon me"

Hamlet Act 3 Scene 2 Shakespeare



SUMMARY

In this work we investigate theoretically and experimentally the
explanations for the Ellsberg Paradox. We review the normative and
descriptive models of the explanations of the paradox and the
experimental evidences. In chapter III, we present the result of an
experiment which explores possible explanations of the Ellsberg paradox
and test some of the existing explanations of it. Subjects were asked
to evaluate 21 different lotteries. The lotteries were designed in such
a way that they would be evaluated the same by an expected utility
subject. Different theories however predict different representations
of the ambiguous lotteries by non-EU subjects. The experiment showed a
consistent replication of the Ellsberg paradox. However, no theory
seems able to explain entirely their behaviour. Moreover, subjects seem
to have evaluated lotteries according to different explanations in
different contexts, which suggests that ambiguity can be perceived in
different ways in different environments.In chapter IV, we present the
results of an experiment in which we test the theories which explain
the Ellsberg paradox but in an insurance context. We build two
experimental markets to examine individual evaluations of risk
reductions with two different risk-management tools: self-insurance and
self-protection. First, we do not find any evidence that the
risk-reduction mechanism matters. Second, we find that the presence of
ambiguity matters to the valuation of  self-insurance and
self-protection, although changes in the representation of ambiguity do
not alter valuation. Finally, our findings do not provide strong
support for the Einhorn-Hogarth ambiguity model.

In the last two chapters, we investigate alternative explanations to
our experimental results. In particular, in chapter V we investigate
the possible criteria to be used to define different degree of
ambiguity when ambiguity is expressed by a second order probability
distribution. While in chapter VI we analyze how choices can be context

dependent and consequently how the preferences elicited in the

experiments may reflect the mental process used in the particular

elicitation context.
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PREFACE AND PREVIEW

Since the middle of the 1950’s decision theory has become a very
active research topic in the areas of economics, psychology,
mathematics, statistics and philosophy. Of course different discipline
deal with different problems and use different instruments, hence we
have a quite heterogeneous field of research. Within decision theory,
since the beginning of the 80’s decision theory under uncertainty has
become a major topic of research. The distinction between risk and
uncertainty goes back to Knight (1921) who referred to risk when a
situation can be represented through numerical probabilities and to
uncertainty when the situation cannot be represented by numerical
probabilities. This distinction makes no sense in the standard theories
of decision making under risk and uncertainty: Expected Utility Theory
and Subjective Utility Theory. Individuals are assumed either to know
the probabilities over the occurrence of events or to be able to assess
them subjectively. However, the Ellsberg paradox shows that beliefs
about uncertainty cannot be reduces to the single dimension of
probability and that what people know about a state’s probability does
influence their willingness to bet on that state.

Since the seminal work of  Ellsberg (1961) economists,
psychologists, philosophers, mathematicians, that is to say decision
theorists, have investigated the individual decision processes under
of uncertainty. In addition they have developed theories which try to
accommodate the paradox within the general framework of the theory of
rational choice. As in the general field of decision making the
contribution of the different disciplines are quite heterogeneous and

not always the achievements reached in one discipline spread over to
the others.

What we want to do in this work is to contribute to this stream of
research. On one hand, we want to verify which is the state of art on
the subject, and in doing so we want to analyze contribution from all

the disciplines mentioned above. On the other hand, we want to



investigate ourselves how people behave and reason when facing
uncertainty. We choose to carry our Investigation mainly through
experimental methods, in the conviction that this methodology can help
us not only to test theories of decision making, but to give insights
into people’s mental processes and strategies. In addition, we try to
develop our contribution and we interpret our results in the light of
the economic as well as the psychology literature. Uncertainty is a
pervasive phenomenon in life and consequently, we believe that the
increased knowledge in decision making under uncertainty can give us a

better understanding of how people act and how they solve economic

problems.

Our research consequently takes three main directions; first, we
investigate and test some theories of individual decision making under
uncertainty; second, we carry over this investigation in a insurance
context, dealing with the same decision problems in a economic context;
third, we interpret the results obtained in the light of the new
developments of behavioural decision making. As any research, our
research too, in the attempt to give answers, ends up raising new
questions. This fact should not be taken as the sign of the
Impossibility of giving an answer but simply as a sign of how long is

the journey of which our work is just a stop.

The thesis is organized as follows; in the first chapter we review
the theoretical models on the Ellsberg paradox. In particular in our
review we try to focus on the intuition of the theories which are often

very technical, trying to convey the message and the novelty of each
theory. Moreover, we underlie all the possible links between the
various models, that as we have already said, belong to different
disciplines. Being aware that, very often, how decision making under
uncertainty is tackled depends on what we intend for uncertainty, we
try to show, in each theory, the connection between the explanation
adopted and the particular source of uncertainty identified. We try to
show consequently how the different solutions, and the various
decision criteria adopted in the different theories depend heavely upon
their assumptions about the characteristics of uncertainty. It is
however important to note that while some of the models analyzed simply
try to describe individual behaviour in face of uncertainty others try

to insert this behaviour in the general framework of the rational
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theory of choice.

In the second chapter, we review some of the experimental work on
the Ellsberg paradox. Our aim is that of underlying some aspects of
this work that constitute the background for our experimental
investigation. Many of the works discussed are by psychologists and are
related more to the investigations of the possible sources of
uncertainty than to tests of new or existing theories of the Ellsberg

paradox. This shows how contribution developed in other discipline can

enrich our own research.

In the third chapter, we presents the result of an experiment
which explores possible explanations of the Ellsberg paradox and tests
some of the existing explanations of it, in a lottery context. Subjects
were asked to evaluate 21 different lotteries. The lotteries were
designed in such a way that they would be evaluated the same (except
two or four depending on the personal beliefs of the subjects) by an
Expected Utility subject. Different theories, however, predict
different evaluations by non-EU subjects. There are lotteries designed
to verify the models of Raiffa (1961), Segal (1987), Kadane (1991),
Schmeidler (1989), and Gardenfors and Sahlin (1982,83).

The experiment showed a consistent replication of the Ellsberg
paradox. Most subjects value the different representations of the
ambiguous lotteries less than the unambiguous one. However, no theory
seem able to explain entirely their behaviour. Some theories, however,
Schmeidler (1989) and Gardenfors and Sahlin (1983) for example, receive
more support then others. Moreover, subjects seem to have evaluated
lotteries according to diffeerent explanations in different contexts,
which suggests that ambiguity can be perceived in different ways in
different environments. The evaluation of the lotteries seems to

proceed in stages, and the focus of attention was on different elements

at different stages of the process.

In the fourth chapter, we test some theories of decision making
under uncertainty in an insurance context. The outcome of the decision
problem are consequently losses and not gains as in the previous
chapter. We examine individual evaluations of risk reductions with two

different risk-management tools: self-insurance and self-protection and
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under two different conditions: risk and uncertainty. To do so we
construct two experimental markets one for self insurance and one for
self protection. First, we do not find any evidence that the
risk-reduction mechanism matters. Second, we find that the presence of
ambiguity matters to the  valuation of self -insurance and
self -protection, although changes in the representation of ambiguity do
not alter valuation. Our findings do not provide strong support either
for the Expected utility theory nor for Gardenfors and Sahlin nor for
the Einhorn-Hogarth ambiguity models. In the case of losses the
individual behaviour seems to respond to less clear rules both in case
of risk as well as in case of uncertainty. As far as the single models
are concerned only from the analysis based on individual data we can
say that a sizable portion of our sample switched from ambiguity
aversion to ambiguity preference as the probability of loss changed
from low to high values yielding some support to the Einhorn and
Hogarth model. However, the mean ratio as well as the mean of the
differences between ambiguous and risky prices do not show the
monotonically decreasing pattern predicted by the model.

In the fifth chapter we suggest two possible criteria
according to which a second order distribution can be considered more
ambiguous than another second order distributions and we design an
experimental test between the two decision rules. We do this in the
attempt to explain some of our experimental results, which cannot be
explained within the existing framework. In doing this we also suggest
some possible paths for further theoretical research when ambiguity is

expressed as a second order probability distribution.

In our sixth and concluding chapter, we link the interpretation of
our experimental work with the psychological models of constructive
preferences. These psychological models may not only explain some
experimental results that cannot be explained otherwise, but they
constitute a real challenge not only to the standard theories of
decision making but also to most of the alternative and more recent
ones.

The fact that preferences can be constructed in the elicitation process

or depend on the choice set may be disturbing not only to decision

theorists but also to economists.
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"And why do you pity us, Patominos"” the Sovereign asked.

"For many reasons " the eunuch answered,"but above all because men
are subject to the law of change. It s a deceltful law, because no
change does exist.”

"Do you mean that for the sake of seeking this particular change, 1
should go to some place?"

"Yes, my Lord," answered Patominos, "So as to be persuaded that
there is not any change"

"And would be this enough to cure me?"

"Not the persuasion, my Lord, but the experiences that are

necessary to reach this persuasion”. Die Geschichte 1002. Nacht,
Joseph Roth
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CHAPTER 1

CRITICAL REVIEW OF THE THEORETICAL MODELS ON THE ELLSBERG
PARADOX.

I.1 Introduction

The concept of ambiguity was articulated for the first time in the
seminal article of KEllsberg. In order to define the concept of
ambiguity, Ellsberg started by analysing the definition of uncertainty
given by Knight (1921): measurable uncertainty or risk is that which
can be represented by numerical probability, whereas "unmeasurable
uncertainty” that which cannot be represented by numerical
probabilities. This latter situation can occur, according to Knight,
when the decision maker is ignorant about statistical frequencies of
the event relevant to his decision, when relevant calculations are
impossible, when the event is unique, or when an important
once-and-for-all decision is concerned.

These kind of distinctions make no sense within the framework of the
two leading theories of choices in economics and psychology, namely the
Expected Utility Theory (EU) of von Neumann and Morgenstern (1944) and
the Subjective Utility Theory (SEU) of Savage (1954).

EU assumes that the probabilities of the outcomes are known. If the
Individual preferences specified over prospects follow a set of axioms,
they can be represented by a real-valued function (in which the
preferred choices have higher utility numbers) and the utility of a
choice is the expected utility of its possible outcomes. Recently the
debate on EU had focused, on the one hand, on alternative underlying
axioms and their implications for the utility function, and, on the
other hand, on the empirical investigation on the violation of the
various axioms. However, it is not an object of this review to
describe and analyse any of these theories (see for example Machina
(1987), Fishburn (1988) or Weber and Camerer (1987) for the empirical
evidence).

The standard implication of SEU is instead that people behave "as
though" they assign numerical probabilities, or degrees of belief, to
each event and state of the world (probabilities are not known but

people are assumed to have subjective probabilities over the states).
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Moreover, the basic idea 1s that it is possible to infer these
probabilities or degrees or belief on the likelihood of an event
through the willingness of the subject to bet. That is, it is people’'s
willingness to bet on an event which reveals their degree of belief in
that event. From the subject's preferences over bets, it is possible to
infer the subject’'s subjective probabilities over the events (our
actual choices reveal our beliefs) and, if this ordering satisfies
certain axioms, all uncertainty can be reduced to risk. On the other
hand, since also utilities are derived from preferences, if these
preferences satisfy some axioms then preferences can be represented by
expected utility. Consequently the Savage approach combines the idea of
subjective probability of De Finetti with the theory of EU of von
Neumann and Morgenstern.

The distinction between uncertainty (or ambiguity) and risk
challenges this kind of reasoning. In fact, the Ellsberg paradox
suggests that there are situations in which people do not behave as if
they are able to assign numerical probabilities to events. When this
happens and why, how pervasive is this phenomenon, and what people do
instead of ‘"assigning numerical probabilities", has been one of the
main topics of research and investigation in decision theory in the
last ten years.

In this review we try to critically analyse and investigate the
possible explanations of the Ellsberg paradox. Our main object is to
investigate that part of the literature which has been developing
alternative formulations of axioms, decision rules and descriptive
behavior to SEU. We will try, however, to analyse also the possible
links with other streams of thoughts which tackle the problem of
decision making under uncertainty. Since our main goal is review the
recent theoretical explanations of the Ellsberg paradox we will not
review in this chapter any empirical or experimental evidence of the
Ellsberg paradox; nor are we going to review generalizations of EU.
Moreover, we will limit our analysis to individual decision making, and
consequently we will not consider organizational choice under ambiguity
(March and Olsen (1976)). Furthermore, we are not going to review some

literature which can be considered related to the problem shown by the
Ellsberg paradox: ambiguity tolerance as a personality trait,
linguistic ambiguity, and the literature on probability elicitation.

Neither are we going to review theories of those authors who tackle the

16



problem of uncertainty considering alternative uncertainty variables
like possibility (fuzzy set theory, Zadeh (1978)) and potential
surprise (Shackle (1954) or the belief functions of Shafer (1976). This
choice has been determined by our main objective (try to confine our
analysis to theoretical explanations of the Ellsberg paradox) and not
by judgment of value. We think, for example, that Shackle’s theory of
potential surprise, as well as the fuzzy set theory, can be considered
alternative ways of approaching decision making under uncertainty. We

also choose not to give any any specific account of the thought of

Keynes (1921). However since the literature on ambiguity makes
explicit and continuous references to this author, we will refer to his
ideas when necessary.

The chapter proceeds as follows. In the first section, we will
briefly review SEU and the Anscombe-Aumann’ (1963) version of it
(A-A). In the second section we will describe the Ellsberg paradox and
explain why it violates Savage axioms. In the third section, there will
be a guide to the literature. The review will follow and theories will

be grouped according

conclusions will be drawn.

to the guidelines. In the final section

I.2 Decision making under uncertainty: Subjective Expected Utility.
Subjective Expected Utility was developed first by Savage (1954) and

then derived in a different way by Anscombe and Aumann (1963). Both

developments are relevant in describing generalizations of SEU.

1.2.1 Savage’s approach.

A decision problem under uncertainty is usually formalized through

the notions of states, acts and consequences. When a decision is to be
taken this means that one or more acts have to be chosen. In deciding
on an act, account must be taken of the possible states of the world,
and also of the consequences implicit in each act for each possible
state of the world, since the consequence, ¢, of an act depends on
which state of the world, s, will occur (with the term consequence
Savage intended anything that can happen to a person). According to

Savage, if two different acts have the same consequences in every state

of the world, there is no point considering them two different acts at
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all. An act may therefore be identified with its possible consequences.
More formally:

S is the set of all possible states of the world. It is the universal
event which is the event having every state of the world as its
element.

s is the generic symbol for a state of the world.

A, B, C, are generic symbols for events. An event is a set of states.
A,B,C are subsets of S.

F is the set of all acts and f and g are single acts.
C is the set of all consequences and ¢ is a single consequence.

X is the set of all prizes or outcomes and x is a single prize or

outcome.

Formally an act f is a function attaching a consequence to each state
of the world, that is to say cl=f(sl). In Savage, however, the set of
consequences coincides with the set of outcomes, C=X and consequently
we can consider xl=f‘ (s! ). Let us consider for example a football match:
X is the set of monetary losses or gains. Each team corresponds to a
state of the world and an act f:S» X is a bet resulting in the amount
f(s) if the team corresponding to the state s wins the championship.
Furthermore, if we indicate with pl(s ) the subjective probability of
the occurence of an event then an act, f, can be also described as a
vector (x(sl). p(si); ..... ;x(ls; ), p(sn)) (this notation will be used
later).

In Savage's framework individuals are assumed to have preferences
over acts. So if we indicate with f and g two acts, with f~g we will
indicate that the act f is indifferent to the act g (for a particular
individual), while with g > f we will indicate that f is at least as
preferred as g. The object of SEU is to make possible the description
of these preferences by a numerical representation, and a way to obtain
such representation is to impose on the preferences plausible
conditions or axioms and to show that these axioms imply a real valued
functional V:F» R such that V(f) = (is at least as big as) V(g), if and
only if f > g (f is at least as preferred as g). In particular, SEU
represents preferences over acts by a numerical utility index u and a
probability measure on states p, such that an act f is preferred to an
act g if and only if the Subjective Expected Utility of f is bigger
than the Subjective Expected Utility of g.

The Subjective Expected Utility of f is defined as

18



SEU(f)= } u(x(s)) p(s) (1.1)
SES

(1.1} is subjective expected utility representation of the weak order >
on F (»F), p is a unique, finitely additive probability measure on the
set of the subsets of S and u:X»R is a bounded utility function unique
up to a positive and affine transformation. This uniqueness gives a

cardinal utility on the outcome space derived from ordinal preferences

among acts.

To obtain this representation the preferences over acts should satisfy

the following axioms:

Pl The relation > on F is a simple ordering (or a weak order).

Hence a relation among a set of acts f, g, and h is defined as a simple
ordering if and only if for every f, g and h €F

a) Either f > g or g > f (preferences are complete: completeness)

b) If f > g and g » h = f > h (preferences are transitive:

transitivity).
Consider now the event A € S: with ~A we will indicate the event having

every state of the world as its element except the states belonging to
A (~ A can also be denoted by with S/A or Aor A).

P2 If f and g are such that

a) In ~A f agree Withl g and ' with g’,
b) In A f agree with f’ and g with g’
c) f > g then f’> g’.

Consider the following acts where the event A is defined as a red ball

is drawn from a bag.

Saying that f "agree with"” means that when ~A occurs, under the acts
f and g the same consequence c¢ is obtained.
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Figure 1.1 Illustration of the sure thing principle.

f‘l

A 3 A 2
R
~ A 1 A :
A 3 A 2
D
A 0 ~ A 0
The same can be also express using a matrix form as follows:

A ~A
f
g
o
o

P2 is also called the sure thing principle and it states that if f > g
also f' > g’. Since f and g and f’ and g’ differ only when the event A
takes place, the decision maker should not take into any account what

happen when A does not occur in defining his or her preferences over

acts.

In order to define P3 we need some other concepts and definitions.

A null event:

A S S is null if f is indifferent to g, given Az, for every f and g S
F. According to Savage this is like to say that a person consider A

virtually impossible, or in Kreps’ words, the event A has probability O.

"If A is null in this sense then the values acts take on elements of A
are irrelevant to all decisions". Savage (1954), p 24.

Given A means once A has occurred.
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A constant act: Savage defines as constant acts the acts whose
consequence are independent of the state of the world. They are

important since they lead to

"a natural definition of preference among consequences in terms of
preference among acts". Savage (1954), p 25.

Let us define following Savage fﬁcl, f is identically C.s that is to
say for every state of the world s, f(s) = c. . Now a preference among
consequence can be defined in the following way: For any consequences
c,and c, ¢ > c; if and only if when f=c and f'=c_, f > f’

P3 If f=c1, f’'=cz and A is not null; then f > f’ given A if and only if

cC
1 —

Consider the following case :

Figure 1.2 Illustration of P3

| 2 3
f 1 1 1
f’ 0 0 0

Where A is equal to (s1,s2,s3). Hence, the axiom states that given A, I
should prefer f to f’ if and only if 1 prefer 1 to O. In particular,

the axiom states that

"the knowledge of an event cannot establish a new preference among
consequences or reverse the old one", but also assert that, "if the
event is not null, no preference among consequences can be reduced to
indifference by knowledge of an event” Savage (1954), p 26.

Let us indicate, following Savage, that to offer a prize in case A
obtains means to make available to a person an act f A’ such that:

fA(s) = X for s €A

f‘A(s) =X, for s e~A

Where x > X .
1 2
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P4 If X »X,» A A, B; fA’ fB’ 8,8 are such that :

1: x1>-x,yl>-y2

2
2a fA[s)= X

fA(s)= X,
2b fB(s)= X,

f‘B(s)= X,
3 f, - fg
then 8y, > &p

g (s)=y1
gA(s)= ,
gB(s)= y

for s €A

for s e~A

for s € B

for s € ~B

In Savage words this postulate assumes that on which of two evenis a

person will choose to stake a given prize does not depend on the prize

itself.

In the light of this P4 Savage says that A can be defined as being as

least as probable as B, A =2 B if and only if when X > X, and f A’ fB

are such that

f‘A(s)= X
fB(s)= X,
Then fA>_- fB

for s €A

for s € B

for s e~A

for s e~B

Let us consider the axiom in the matrix form:



Figure 1.3 Illustation of P4

("(51)- P(Sl): ----- ;X(E ), p(sn)), in our case fA can described as
(x.(A), p (A); x,(A), p(~A)) and f_ by (x(B), p(~B); x(B), p(~B)).
The preferences between f N and f can depend only on the fact that the
event A is considered more probable that the event B (given that x Re
xz)' But if A is considered more probable than B than the axiom states
that we also have to prefer g, to g, even if we got different prizes,
provided that y > yz(in both case we got the best prize under the same

event).

PS There is at least one pair of consequences xland xzsuch that X > X,

(which means that there must at least a worth-while prize; this axiom

is also called not-triviality)

The axioms Pl1-P5 have the following important implication which is the

derivation of probability from preferences.
Savage defines a relation 2. as qualitative probability if and only if

for all events B, C, D,

1. . is a simple ordering

2 B 2. C if and only if BuD 2. CuD. provided that BAD and CnD=0
3 B2 Oand S > O

Theorem 1 The relation 2. as applied to events is a qualitative



probability.

Postulate P6’ and P6 are used by Savage to assign a numerical
probability to each event and consequently not having to use the
concept of qualitative probability.

Now we define the concept of probability measure:

a probability measure on a set S is a function p(B) attaching to

each BCS a real number such that :

1 p(B) 2 O for every B

2 If BnC = 0, p(BuC) = p(B) + p(C)

3 p(S) =1

P6’ if C > B there is a partition of S the union of each element of
which with C is more probable than B.

This last axiom implies that the agreement between qualitative and
numerical probability is strict and it is necessary to define as we
already said probability measures over events. A stronger version of
the axiom is given by P6 and this axiom extend the same kind of
requirement, not only to those special acts by which probability Is

defined, but to acts in general.

P6 If h > g and x is any consequence; then there exist a partition of S
such that if g and h are so modified on any one element of the
partition so as to take the value x at every s there, other values
being unchanged: then the modified g remains less then h or g remain
less then the modified h, as the case may require. (These modifications
cannot change our pattern of preferences, the axioms is stated
following Savage).

This axiom has mainly a technical meaning and can be compared with the
Archimedean axiom or the continuity axiom. It is to some extent a
restriction on how good or how bad an outcome can be. The axiom, for
example, fails if there exist an outcome so good that any positive
probability of getting it will make the act that contains it better
than some other act. This axiom moreover implies that the partition in
which S is divided is finite or that S can be divided into finitely
many pieces, and implies in connection with the other axioms that the
state space must be infinite. The approach of Anscombe and Aumann does,

as we shall see later, not require this property of the state space.
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P7 For all ASS

f > g(s) given A for all seA implies f > g given A

g(s) > f given A for all seA implies g > f given A.

P7 is a dominance condition (or sure thing or independence condition)
and it 1s not required to derive probability from preferences. Fishburn

gives a weaker version of the Savage axiom substituting > for >
Fishburn (1970) p 192.

[.2.2 Anscombe-Aumann’s (1963) approach.

The other main approach that has been widely used in the models
which allow for the behaviour revealed by the Ellsberg paradox is that
of Anscombe-Aumann (1963) (A-A). In the Savage set up there is no
distinction between objective and subjective probabilities: all the
probabilities are subjective. To obtain the representation (see (I.1)
of section 1.2.1), however, is quite complicated. What A-A do is to
infer subjective probabilities through the use of objective random

devices. In their own words

"The purpose of this note is to define the person's probabilities in

terms of chances by an extension of the von Neumann and Morgenstern
theory." Anscombe~Aumann (1963) p 200.

What they do in practice is to enrich the choice set with imaginary
objects which are compound lotteries and to construct preferences over
them. They moreover introduce the distinction between two kind of
lotteries: roulette lotteries in which an uncertain event is associated
with a known chance; and horse lotteries in which either chance cannot
be associated with the uncertain events in questions or they are
unknown (as if we were observing a horse race). Compound lotteries are
just lotteries the outcome of which are simple Ilotteries; they are
constructed by iteration from simple lotteries.

In Anscombe-Aumann’s model, we consequently have:
S a finite set of states of the worlds (while in Savage S must be
infinite)

X a set of prizes



P(X) is the set of all probability measures with the finite support on
the outcome space X(s) as the set of consequences. These consequences
are pure risky lotteries. Hence an act assigns to each state s a
lottery f(s)eP(X). (While in Savage an act is a function that assigns
to each state a consequence or a prize , f(s) = x, in A-A, f(s) is a
risky lottery, so what Savage call acts are in fact consequences in the
A-A framework). A-A assume that the decision maker has preferences over
these acts which are called lottery acts.

H is the choice space and it is the set of all functions from outcome

(lottery acts) of the horse lottery to probability distributions over
prizes (acts in Savage).

In practice a h € H is

"a betting ticket which specifies, for each possible outcome of the
horse race, a roulette wheel lottery that is won by the holder of the

betting ticket" Kreps (1988) p 4.
The representation theorem (using Kreps’s notation) is given by:
there exist functions p:S+[0,1] with Z €S p(s)=1 and u:X»R such that

f > £’ iff

Voos POIT  Fe)uel > T o pts) 1T, _ Fl)xutx)] (1.2)

where f(s) is a probability distribution on X so f(s)(x) is the
probability that f(s) give the prize x. Where each f(s) give some
prizes with certainty then we get exactly the Savage representation
with f(s) = x.

To reach the above representation theorem the following axioms must
hold:

Al > over H is a preference relation (this axiom is comparable with
Savage's Pl)

Individuals have preferences over the horse lotteries. These
preferences are complete and transitive (as the preferences over acts

of Savage).



A2 h » h’ and « € (0,1] imply that oh + (1-a)g > ah’ + (1-a)g

(which is comparable with P2 or the sure thing principle) mixture
independence.

Given the preference relation between the two horse lotteries h and h’
and a probability measure «, the mixed lottery which gives h with
probability « and g with probability (1-a) will be preferred to the
mixed lottery which gives h’ with probability @ and g with probability
(1-a). In practice, our preferences between these mixed lotteries

should not be conditioned by what is the constant factor g.

A3 h > h’> h’’ imply there exist a, 8 € (0,1) such that
ah+(l-a)h’’> h* > Bh+(1-B)h’’.(This is comparable with P6 or

archimedean axiom)

The axiom states that there will be no horse lottery h so good that for
h'> h’", a small probability B8 of h and a large probability of (1-8) of
h"’ is always better that h’. And that there is no horse lottery h’’ so
bad that for h > h’’, a large probability ¢« of h and a small
probability (1-a) of h’’ is always worse than h’.

Stated in this way, with horse lotteries the axiom lacks intuitive
appeal. Let us consider the case in which h, h’ and h’’ instead of
being horse lotteries are goods (or bads). Consider the case for
example that h is going to Paris for the weekend, h’ is staying at home
and h’’ dying. The axiom states that if h is preferred to h’ ( I prefer
to go to Paris than staying at home) a mixture of h and h’’(dying by a
flight accident) will not change the preference relation between h and
h’( provided that the probability is small enough). In practice I
prefer to go Paris even if in order to go to Paris I will take the

plane.

Until now we have confined our discussion to the presentation of
Savage's and Anscombe-Aumann’s models and axioms. There are, however,
other two axioms or requirements that preferences should satisfied
which are implicit in both frameworks, but that are not separately
stated, but which are important because they can be specifically
relaxed by some generalizations of or alternative theories to SEU: the

invariance principle and the reduction principle.
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The Invariance Principle:

The evaluation of prospects does not depend on how the decision problem
is presented or described to the decision maker.
This means that different representations of the same problem should

yield the same preferences.

“Invariance encompasses two requirements: description invariance and
procedure invariance. Description invariance demand that preferences
among options should not depend on the manner in which they are
represented or displayed. Two representations that the decision makers,
on reflection, would view as equivalent descriptions of the problem
should lead to the same choice-even without the benefit of reflection.
Procedure invariance demands that strategically equivalents methods of
elicitation will give rise to the same preference order. For example,
the standard theory assumes that an individual’s preference order can
be established either by offering that individual a direct choice
between the two options under study, or by comparing their reservation
prices. Furthermore, the theory assumes that the two procedures yield
the same order." Amos Tversky (1993) p 3.

Reduction of the compound lotteries axiom:

We will indicate with Lla compound lottery, with f 3 simple lottery
with plthe probabilities of the outcomes X, of the simple lotteries,
and with F‘l the probabilities of the simple lotteries flwhich are the
outcome of the compound lotteries L1 :

Let wus consider lottery L1= (f 1P1
! pl ) with i= 1,..,m The reduction of compound Ilottery

ni" nl
axiom states that a two stage lottery is reduced to a single stage

lottery using the usual rule:

... P) and let fi =
- m m
(xlpl;...;x

. -~ 1 l . . 1 l » . m . . m
(f1P1'“'mem) ( x1p1P1 eees X panl A pTPm beeedX

p P

The axiom states that the decision maker is indifferent between a
two-stage lottery and its equivalent one-stage lottery, where all
uncertainty is resolved in the first stage. That is to say that the
decision maker 1is indifferent about the way in which uncertainty is
resolved and he or she cares only about the probabilities of the final

outcome.

As we will see in the next section the Ellsberg paradox suggests



the presence of individual behaviour that systematically violates two
of the main axioms or requirements stated above: the sure thing
principle and the additivity of probabilitiesa. Hence most of the
models which accommodate the paradox weaken one or more of the axioms
described above. We will consequently wuse the Savage and the
Anscombe-Aumann models as benchmarks for our description of the models

on ambiguity.
[.3 The Ellsberg paradox.

Ellsberg started from the observation that there are circumstances
under which "people do not always assign, or act as though” they
assigned, probabilities to uncertain events. The factor which explains
the non capability of assigning probabilities to events is the presence
of uncertainty. Hence, according to Ellsberg, if we observe that, with

respect to certain events, people

"did not obey, nor did wish to obey - even on reflection - Savage’s
postulates or equivalent rules " Ellsberg (1961) p 646,

we can conclude that we are in presence of uncertainty. The presence of

uncertainty is, thus, revealed to us by people’s inability to assign
probabilities to events.

If this is true, Ellsberg concludes, there is simply no way to infer
meaningful probabilities for events from people’s choices. Hence,
theories that describe uncertainty in terms of probabilities cannot be
applied, unless it is possible to devise different operations to
measure probability. Moreover, in this case, people cannot be described
as expected utility maximizers on the basis of numerical probabilities
that they assign to events. In addition, it would be impossible to
derive a von Neumann and Morgenstern utility function from their
choices among gambles involving those events.

Let us now describe the kind of choices which according to Ellsberg

violate the Savage axioms and why. We will follow Ellsberg (1961) in

Ellsberg interprets his paradox also as a possible violation of the
ordering axiom Pl or Al. However the following literature on ambiguity
mostly explains the paradox as a violation of P2. Probably this is due
to the fact that the normative consequences of a violation of Pl are
more serious than the one due to a weakening of P2.
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the account below.
1.3.1 The two-colour example.

We have two urns, urn I and urn II, both of them containing black
and red balls; from one of the two urns a ball is drawn at random and
we can bet on red or on black.

Betting on red, we will receive a prize of $100 if we draw a red ball

(if red occurs), while we will receive no prize if we draw a black ball

(non red occurs).

Consider the two choice problem:

Table 1.1 Two-colour El lsberg Paradox

100
R B
Urn I RI $100 $0
Bl $0 $100
R(50) B(50)
Urn II RI1I $100 $0
Bll $0 $100

We have the following information:

Urn I contains 100 red and black balls but we do not know their ratio;
Urn Il contains 50 red balls and 50 black balls.

Suppose that we are asked our preferences over the above pairs of
gambles with the aim of inferring from our preferences our subjective

probabilities over the various events.

We can be asked
1. whether we prefer RI or BI 4

2. whether we prefer RII or BII
3. whether we prefer RI or RII
4. whether we prefer Bl or BII

Ellsberg considers the case when we are indifferent between RI and BI

4 From here ahead the bet "betting on red in the first urn" will be
called RI while betting on red in the second urn will be indicated by
RII, BI and BII are defined analogously.
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and between RII and BII (we do not have preference over colour).

As far as questions 3 and 4 are concerned

a. we can be indifferent within each pair of options, that is to say we
are indifferent between urn 1 and urn 2 or

b. we prefer to bet on Urn 2 then RII is preferred to RI and BII is
preferred to BI or

c. we prefer to bet on Urn 1 then RI is preferred to RII and BI is
preferred to BIl

If our preferences are like the ones in group b or ¢ we are violating

the Savage axioms.

Violation of the complete ordering axiom and of the sure thing
principle. The complete ordering axiom, Pl, states that preference
should be complete and transitive. If the complete ordering axiom
holds, it is possible to perform certain transformations on the

considered choices without affecting the preference ordering. In

particular it is possible to substitute for one choice another one

which is indifferent to the first one: that is to say if f~g and g~c
then f ~c.5

“

S ,
In this way we are applying transitivity to an indifference relation.
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The sure thing principle, P2, states that

"the choice between two actions must be unaffected by the value of the
payoffs corresponding to events for which both actions have the same
payoff. (i.e. by the value of the payoffs in a constant column)

Ellsberg (1961) page 649.

If the axiom holds, we can replace the constant column with another
constant column and this operation would not change our preference
ordering.

To show this Ellsberg considers the case of an individual who prefers

RII to RI.

To show why the paradox implies the violation of the sure thing
principle and of the complete ordering axiom, Ellsberg slightly
modifies the two choice problems described in Table I.1.

Let us assume that the balls in urn 1 are marked with number 1 and that

the balls in urn 2 are marked with the number 2. Let us now consider
the case in which the content of the two urns is dropped in a single
urn. Now this urn contains 100 black and red balls marked with the
number 1 but in an unknown proportion and 50 red balls marked with the

number 2 and SO black balls marked with the number 2.

Table I11.2 The modified Ellsberg example

100 S0 S0
RI BI RII BII
Act 1 $100 $0 $0 $0
Act 2 $0 $100 $0 $0
Act 3 $0 $0 $100 $0
Act 4 $0 $0 $0 $100

Let us define other two choices: S5, which corresponds to choose RI or
Bl (RI or BI, I choose the balls marked with one) and 6, which

corresponds to choose RII or BII.

5 $100 $100 S0 $0
6 $0 $0 $100 $100
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Ellsberg considers the case of an individual who is indifferent between
1 and 2, between 3 and 4and between S5 and 6.

The same individual however is supposed to prefer 1 to 36.

1 $100 $0 $0 $0
3 $0 $0 $100 $0

We apply the sure thing principle between 1 and 3 and substitute the

last constant column and we obtain (the superscript will always

indicate the new choice obtained from applying either Pl or P2.)

1’ $100 $0 $0 $100
3’ $0 $0 $100 $100
and 1’ should be preferred to 3’.

Applying the complete ordering axiom, since 3 is 6, and 6 is

indifferent to S, we can substitute S for 6.

1" $100 $0 $0 $100

3" $100 $100 $0 $0

Applying the sure thing principle to the first column we obtain

1"" $0 $0 $0 $100

3"’ $0 $100 $0 $0

Applying the complete ordering axiom, since 1’’’ is equal to 4, and 3
is indifferent to 4 [ substitute 1’’’ with 3. Since 3’’’ is equal to 2

6 Our individual is indifferent between betting on RI or BI, on RIl or
BIl, is indifferent in betting on Rl and Bl and RII and BII. However he
prefers to bet on RI than on RII.



and 2 is indifferent to 1, I substitute 3’’’ with 1.
3 $0 $0 $£100 $0

1 $100 $0 $0 $0

Hence, if our preference order should be the same in spite of the
applied transformation our individual should prefer 3 to 1 which is in

contradiction with the starting assumption that he prefers 1 to 3.

Violation of Additivity in Probabilities. Let us now consider the
previous case of the two urns and consider an individual who prefers
RII to RI. From this choice an external observer can infer that the
individual regards the probability of red in urn 2 greater than the
probability of red in urn 1, that to say p(RID>p(RI). Let us,
moreover, consider the case in which the external observer also sees
that our individual prefers BII to BI. From the choices of the
individual, it is possible to conclude that our individual not only
regards red in the second urn as more probable that red in the first
urn; he also regards not-red in the second urn as more probable than
not-red in the first urn that is to say p(BII)>p(BI). We know that BI
and RI being disjoint events the p(RIUBI) = p(RI)+ p(BI) = 1, the same
holds for RII and BII, hence p(RIIUBII) = p(RID+ p(BII) = 1 according
to the probability laws. However the Ellsberg paradox shows that people
behave as if p(RII)+p(BII) > p(RI)+ p(BI) which is incompatible with
additivity in probabilities.

Ellsberg’s conclusion is that, in this case, the choices are not

revealing judgments of probability at all and so as far as the events
above described are concerned, it 1is not possible to infer

probabilities from the choices since some of the Savage axioms are

violated.

1.3.2 Three colour example

This first example of the Ellsberg paradox can be criticized on the
grounds that people rarely face situations in which they are completely
ignorant. As far as Urn I is concerned, we do not know anything about

the proportion of red and black and hence any proportion can be
considered equally likely. To avoid the above criticism Ellsberg
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considered another example. Consider an urn, urn 3, containing 90
balls: 30 are red and 60 are black and yellow, but in an unknown
proportion. One ball is to be drawn from the urn. In this case we are
not completely ignorant about the composition of the balls in the urn.
We know that there are 30 red balls; what we do not know is the
proportion of yellow and black balls.

Consider now the following choices:

Table 1.3 Three colour example

First choice ,—io—-—l
R(30) B Y
R $100 $0 $0
B $0 $100 $0
Second choice
60
1
R(30) B Y
RY $100 $0 $100
BY $0 $100 $100

RY is bet on red or yellow and BY is bet on black or yellow.

We can ask the usual question about which choices we prefer. If
we prefer R to B (betting on red is preferred to betting on black) in
the and BY to RY (betting on black or yellow is preferred to betting on
red or yellow) we are committing the Ellsberg paradox. This kind of
pattern violates P1 (if you prefer R to B you should prefer RY to BY);
the two pairs of choices in fact differ just for the constant column.
Preferring R to B and BY to RY implies again violation of the

additivity property of probabilities. The above pattern of preferences
shows an individual who prefers to bet on red than to bet on black but,

at the same time, he or she prefers to bet against red than against
black. This means that the individual thinks red more likely than black
and, at the same time, he or she thinks also that not red is more
likely than not-black.



1.4 Ellsberg’s definition of ambiguity.

As we have previously said, Ellsberg identified the presence of
ambiguity with the fact that people are not acting as though they
assign numerical or even qualitative probabilities to the events in
question.

If we define ambiguity in this way, we must also define the following
two concepts:

a. what is the quality that makes this kind of uncertainty different

from others 7?7

b. which decision rule are people following when displaying Ellsberg
paradox behaviour ?.

Ellsberg answered question (a) by saying that

"what is at issue might be called the ambiguity of [the relevant]
information, a quality depending on the amount, type, reliability and
‘unanimity’ of information, and giving rise to one's degree of

‘confidence’ in estimate of relative likelihoods". Ellsberg (1961) p
657.

Consequently, in the presence of ambiguity, according to Ellsberg, how

people actually behave or act can

"depend on another sort of judgment, about the reliability,
credibility, or adequacy of his information (including his relevant
experiences, advice and intuition) as a whole: not about the relative
support he may give to any hypothesis as opposed to another, but about
his ability to lend support to any hypothesis at all" Ellsberg (1961) p

659

The lack of reliability in the information makes choices depend on
other factors, according to Ellsberg. This can happen, even if we
assume, as Elisberg does, that people can always assign a relative
likelihood to a state of nature, reflecting the support that
experience, intuition and information can give to different hypotheses.

As we will see later, it is in the relation between the ability to
assign relative likelihoods to an event and people’s action that we can
make a distinction between different positions in the literature. Even
in the eventuality that people might be able to assign relative
likelihoods to events, in the presence of ambiguity, their actions may

depend on some other part of their judgment. In this case, it is
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important to define what is this other part of their judgment. This
other part of their judgment can be weights to attach to
probabilities, or be represented in other ways (for example the weight
of evidence in Keynes or the competence effect in Heath and Tversky
(1991)).

The consequence is that people can assign the same likelihood to an
event, or have a given degree of belief, but can act differently,
accordingly to other criteria, because what is different is the
perception that he or she has of this degree of belief.

In Ellsberg’s paper, either the concept of weight or the concept of
confidence in one's own judgment characterizes quite explicitly the
presence of ambiguity. This, it seems to us, is a consequence of the
fact that Ellsberg considers ambiguous a situation where available
information is scanty or unreliable, or highly conflicting, or when
expectations of different individuals differ widely, or where expressed
confidence tends to be low. Moreover if we are in presence of
conflicting opinions or evidences, even if the amount of information is
high, ambiguity can be high (and the confidence in any particular
estimated probability low).

We will illustrate the characterization of ambiguity through the
lack of reliability in one’s information with the following example
taken from G#rdenfors and Sahlin (1982).

Miss Julie is invited to bet on the outcome of three different tennis
matches. As far as match A is concerned, she is very well informed
about the two players, their physical condition, previous matches and
so on. Given all this information, Julie thinks that the match will be
even, and consequently that it will be decided by mere chance. As far

as the second match B is concerned, she does not know anything of the
relative strength of the two competitors, and so, having no information

at all, she cannot predict the winner of the match. For match C, the
situation is quite similar to that of match B, except for the fact that

Julie knows that one of the player is excellent and that the other one
is an amateur, so that everybody considers the outcome of the match a
forgone conclusion, but she does not know which is which.

It is clear that the willingness of Miss Julie to bet on each of
the three matches is probably not the same. The first match is not
ambiguous, in the second one Miss Julie does not have any information

at all, whereas as far as the third match is concerned, the situation
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is ambiguous (Miss Julie has some information but this information is
unreliable). In this case, what is different is not just the quantity
of information but also the quality. This last aspect, the quality of
information, is not really present in the urns examples considered by
Ellsberg, however it seems to me to show more precisely what
constitutes Ellsberg’s definition of ambiguity.

To sum up it would appear to be the case that ambiguity can be
defined either as:
a) missing information
b) unreliable information (not sure or conf licting)7.
Both the concepts are present in the literature, and as we will see,
each author adopts a particular concept as well as a particular source
of ambiguity. For this reason, we will adopt a more operational and
general definition of ambiguity.
We will define a risky choice a choice based on known probability and
we will define an ambiguous choice a choice based on unknown
probability.
With known probability we will indicate probabilities which are
specified or which are the outcome of a well known random process.
With "unknown probability" we will refer to probabilities which are not
exactly specified, or are more than one, or are referred to the
occurence of an event (which are called judgmental probabilities). We
decided to use this broad definition in order to be consistent with
most of the models analysed in the next section. However is is
importance to notice that for the competence model of Heath and Tversky
(1991) people may prefer to bet on a judgmental probability than on an
equivalent chance, even if the judgmental probability is more
ambiguous. According to this theory the source of uncertainty is not

the judgment over the occurrence of an event but the relative knowledge

of the subject of the elements necessary to form such a judgment.

7 In this case what is important is not just the quantity of
information but the quality.



Figure 1.5 Risky and ambiguous choices
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I.5 Theoretical models of explanations for the Ellsberg paradox:

guidelines.

In the theoretical literature which tries to devise alternative
models which allow for Ellsberg kind of behaviour or which try to

respond to the experimental evidence of violation of SEU, we may
distinguish four main groups.

a) Models which simply deny the importance of the violation. People do
commit mistakes and consequently the violation of the axioms of SEU is
simply a mistake.

b) Models which recognize the existence of behaviour not consistent
with SEU (I). These models try to explain the Ellsberg Paradox through

a change in the utility of an outcome. For example, the utility of an

outcome is modified to reflect a sort of regret, or is discounted when

probabilities are unknown.

c) Models which recognize the existence of behaviour non consistent
with SEU (II). In these models the presence of ambiguity is identified
with the existence of more than one probability measure, an unknown
probability, an interval of probability, the existence of a decision
weight associated with a probability, or a different form of
probability with different characteristics.

d) Behavioural models which are based on the fact that "individual do
not posses preferences but mental processes” (Tversky (1993) talk at
the meeting of the International Economic Association held in Turin
Italy in October (1993)). The mental processes explain behaviours
consistent with the Ellsberg Paradox. It is not possible to have
normative theory of decision theory. We can just have a descriptive

theory of such a kind of behaviour.

In the following review we will organize the discussion according
to the four groups mentioned above. We will give a short account of
groups a) and d) mainly to introduce concepts developed in chapters III
and V. Most of the formal models of ambiguity can be grouped in b) and
c). We will consequently give a more detailed account of these models.

Table 1.4 is a summary of the analysed models according to the

guidelines.



Table 1.4 Summary of the review of the leterature according to
the guidelines

Models that deny the importance of the violation

Ralffa (1961)
Models that explain the Ellsberg paradox through
the modification of the utility

Smith (1969) Winkler (1991) Sarin and Winkler (1992)
Fishburn (1994 )

Models which modify the probability

-Models with set of probabilily measures

Ellsberg (1961) Gardenfors and Sahlin (1982,83)
Levi (1974,86) Gilboa and Schmelidler (1989)

-Models with a second order distribution

Segal (1987)

-Models with ad justed probabilities
Fellner (1961) Einhorn and Hogarth (1985,86,90)

-Models with non-additive probabllities

Schmeldler (1982,89) Gilboa (1987) Nakamura (1990)
Sarin and Wakker (1992,94) Oginuma (1994)

-Models with decision weights

Hazen (1987), Kahn and Sarin (1988) Becker and Sarin (1990)

Hazen and Lee (1991) Tversky and Kahaneman (1992)
Wakker and Tversky (1993)

Psychological Models
Heath and Tversky (1991)

1.5.1 The mistake interpretation of the Ellsberg Paradox.

"Some researchers are uncomfortable because the normative theory is not

a good descriptive theory of decision making. They would like to
consider what is currently observed in some decision-making situations
as '0.K’' rather as mistake in term of the normative theory. I believe

that just as for me in the case of hydrostatics, the answer lies in

education rather than in changing the rules of the game." Howard
(1992) p 40.

I.5.1.1 Raiffa’s model (1961)
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In his note in response to Ellsberg’s article Raiffa (1961)
suggested the following interpretation of the paradox. People, when
analyzing the unknown urn (urn I), do not like it; they are suspicious
about it. Hence they evaluate it less than urn II, the one with a known
proportion of black and red. This happens because they do not
understand the process which generates the data. The subjects do not
know in which way the probabilities of the two colours will be defined.
The kind of reasoning that can be adopted by an ambiguity averse
subject facing urn I can be simplified as follow: "let me consider the
unknown urn, I do not understand how the probabilities can be decided,

I do not have any insight into the process, so I simply dislike it".

In fact Raiffa writes:

"Immediately I observed what I shall call the two-shift effect. I found
that, when relative frequencies or so called objective probabilities
were given in numerical form as a data of a decision problem, then
these were often used in computing various indices (e.g. expected and
actuarial values) which served as a guide to action. But, if certain
uncertainties in the problem were in cloudy or fuzzy form, then very
often there was a shifting of gears and no effort at all was made to

think deliberately and reflectively about the problem ". Raiffa (1961)
p 691.

Raiffa’s idea is that if we make people reflect on the problem and
we explain how the probabilities can be generated, then the violation

will disappear. For example, in urn I, the probabilities can be
generated by a uniform distribution with a mean value of 1/2 which is
exactly the value of the probability of the two colours in urn IL
Another way can be to teach people that if they randomize the choice of
the two colours than the probabilities of the two colours are again
reduced to 1/2. Let us consider the case of drawing a ball from urn I
but we do not look at the colour. Now we throw a coin, if tails we will
bet on black, if heads we will bet on red. In this way, we randomize
our choice using an "objective probability". The probability of red and
the probability of black is again 1/2. According to Raiffa, once told,
people would realize that calling the colour before or afterwards the
drawing is not going to change the problem.

This reasoning is quite simple, however it implicitly assumes that

a person can know (or learn) what is a random process and that "all

uncertainties” can be reduce to a random process. Is that always
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possible? In our opinion, if it is possible to teach an individual that
given the law of large numbers the probability of head or tails is
always 1/2, this is not possible for more complicated random processs.
Moreover we doubt that all uncertainties can be reduced to random
processes. Moreover, experimental evidences show that even if there
would be the "need for education to guide choices” (Howard (1990) page
49), people do not always conform to what they are taught. For example,
in an experiment done with the three-colour example of the Ellsberg
Paradox, Slovic and Tversky (1974) show that people can be immune to
persuasion. Immunity to persuasion has been found also by Curley, Yates
and Abrams (1986). Immunity to persuasion can maybe be disregarded as

evidence of the non-adequacy of the SEU as a descriptive an normative

theory of rational choice by people supporting the mistake model. But
the fact the people persistently violate the axioms show at least that

our arguments in favour are not so compelling.

1.5.2 Models which explain the Ellsberg paradox through a
modification of the utilities.

" Although ambiguity about probabilities is the ambiguity of concern in
this article, I would argue that the influence of this ambiguity on
decision-making behaviour generally operate through preferences. Thus
attention should be focused on the preference side of modeling rather

than on probabilities. The preferences side involve the consequences in

the decision model and the value function or the utility function over
those consequences" Winkler (1991) page 189.

Let us consider a bet A which gives a payoff of x if an event E

happens and a payoff y if the event E does not happen and assume that x
> Y.
The value of A can be represented by

V(A) = u(x) . p(E) + uly) . p(~E) (1.3)

In the approaches described below the ambiguity of the bet is

® In the experiment described in chapter III, for example, when the

random process was expressed with a toss of a coin it was understood by
more subjects than when it was expressed by a draw of a number from a
bag containing numbers from 1 to 13.
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expressed through a change in u(x) and u(y) which imply a change in
V(A). If we allow the utility of winning a bet be different in the case
of ambiguous and unambiguous events, then ambiguity aversion can be in
some way consistent with utility maximization. Smith (1969), Franke
(1978), Sarin and Winkler (1992), Fishburn (1994) use an utility based
approach to the Ellsberg paradox. According to Camerer and Weber (1992)
modeling ambiguity aversion through a modification in utilities, or
through a modification in the decision weight, or in the probabilities
can be seen as a matter of taste. In general a modification on the
preference side will suit more the authors who are reluctant to modify
the properties of a probability measureg.

An analysis of the Smith (1969) Sarin and Winkler (1992), Fishburn
(1994) papers follows.

1.5.2.1 Smith’s (1969) model

Smith’s interpretation of the Ellsberg paradox. According to
Smith (1969) when people have to express their probability judgment
about ’'nonstandard’ process, the stock price for example, they suffer a
sort of utility loss relative to what they experience when they have to
€xpress their judgment about more standard processes such as dice
games. What makes a probability judgment more demanding in the first
case is that there may be real or imagined elements of skill which
increase or reduce the subjective value of the outcomes "lose or win".

In practice, according to Smith, if the individual loses in a game of

9 "
In all such cases, we are simply saying that the utility of money or

other rewards is not independent of the circumstances under which is
obtained. The utilities in the payoff matrix may have arguments rather
than what appear to be in the ’'objective’ reward. "Smith (1969) p 325.

In a recent work, Heath and Tversky (1991) also suggest an
interpretation of the phenomenon of ambiguity in this direction. The
experiment run by them shows that people prefer betting on their own
judgment over an equiprobable chance event when they consider
themselves  knowledgeable but not otherwise. Since judgmental
probabilities are more ambiguous than chance events the behaviour
described may not be explained by ambiguity aversion. The authors
suggest an explanation in terms of the attribution of credit and blame
which is very similar to the one of Smith. However, while the Smith
explanation is related to the influence of ambiguity on the utility
function of the subjects, the one of Heath and Tversky is related to

the perception of probability of the subjects and its link with their
system of beliefs.
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chance he can consider himself a victim of bad luck, but if he makes an

incorrect prediction of the rise of a stock price, he can think that he

can be blamed by his colleagues for that.

"he may perceive that his colleagues feel that he should have known

better, that he is not so smart after all, that they are glad to see
his "ignorance"” revealed, and so on. Or if he knows nothing about the

stock market, then the mysteries and ambiguities in the Dow-Jones may
generate special discomfort anxieties when he gamble on such

contingencies." (Smith,1961) p 32S.

Of course, this is as to say that the utility of money does not depend
just on the money itself but on something else; it can depend on the
blame or credit of other people, or it can depend on the existence of

particular feelings associated with the presence of ambiguity (anxiety

or discomfort).

Smith’s analyses of the Ellsberg paradox. Let us now recall the two

colour Ellsberg example (Table 1.1):

In the Urn I we have:

RI :$100 if red, O otherwise and P probability of red, is unknown
BI: O if red, $100 otherwise and q,, probability of black is unknown
In urn II we have:

RII: 100 if red, O otherwise, p2=1/2

BII: O if red, 100 otherwise, qz=1/2

Moreover in Urn I urn P, is unknown but we can assume it to be
equal to n /100. In the say way q, can be assumed to be equal to
(100-n)/100. Moreover, we know that p,+ q = n/100 + (100-n)/100 = 1
Let us now assume that the utility of a choice depends on the monetary
outcome X, and on the circumstances under which this monetary outcome X

is won. Let us call u and u, the utility of the outcome x ($100) in

urn I and urn 1l respectively.

The fact that we are indifferent between RI and BI implies that
E(U(RL))= p, ul(100)+qlu1(0)-
E[U(BD]= p, uI(O) +q ul(100),
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The indifference between RI and BI implies that p, and 9, areloequa.lly
probable but since p1+ q1= 1 then :::11 and p1 are equal to 1/2.

RII and BII are also indifferent hence implying
E[U(RII)] = pzuz(IOO) + qzuz(O) =
E[U(BII)] = pzuz(O) + q2u2(100).

and moreover p2=q2=1/ 2.

However the Ellsberg kind of preferences RII>RI imply

E[U(RII)]= p2u2(100) + qzuz(O) > E[U(R])]= plul(IOO) + qlul(O)

However, from the above reasoning we know that p=q=q =P, = 1/72.

In this is true then the Ellsberg kind of preferences implies the
following inequality u2(100)+ u2(0)> ul(100)+ ul(O).

These preferences are consistent only if uz(x) > ul(x).

In practice, the utility of a outcome depends on the circumstances
under which the outcome is obtained. Smith expresses this monetary loss
in the following additive way: uz(x)=ul(x)+ A(x) where A(x) is the
utility loss due to ambiguity. Given a N-M utility function u 2(:n:) for

the standard process, it is possible to derive u (x) and A(x) finding

the ambiguity premium n(x)>0 for each x>0 in a way to make the subjects
indifferent between RII and RIu.

At this point is important to know that for Smith this utility
loss is not confined to the unknown probabilities or judgmental
probabilities. Smith suggests that even in presence of a standard
process (with known probabilities) there will be a sort of utility
loss. To show this, Smith suggests that we should represent the
lottery in urn I as a 50-50 compound gamble by guaranteeing to the
subjects that the number of the red balls in urn I will be determined
by a random draw from the integers 0-100. Smith’s hypothesis is that
probably the preference for urn II gambles over urn I gambles would be
changed just a little for many subjects. According to Smith, knowing
the data generating process will transform the ambiguity into risk but

10 As long as u1(100) # ul(O).

i This has been done in various experimental settings. See the review
in chapter II.
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will probably not change the preferences of the subjects over the two

pairs of gambles. What Smith suggests is that even if we confine
ambiguity to a second order distribution and in particular to a uniform
second order distribution we will observe ambiguity averse behaviour.
In fact this phenomenon has been observed experimentally many times
(see Schoemaker (1991)) since this is one of the most common way of
expressing ambiguity in a lottery set up experiment. (See also the

discussion in chapters III, IV, and V).
1.5.2.2 Sarin and Winkler’s model (1992)

Sarin and Winkler develop a more general model of the Smith one in
which separation between probabilities and utilities is preserved. In
their model the utility loss due to the presence of ambiguity is
clearer than in the Smith model since the utilities are made directly

dependent on the consequences and on the regret (or rejoicing) due to

the consequence that could have been received.

Let us consider a bet A which gives a a payoff of x if an event E
happens and a payoff y if the event E (denoted by XEy) does not happen
and assume that x>y and in this way we define E as the event associated

with x.
The value of A can be represented using a form of SEU by

V(A) = u(x) . p(E) + u(y) . p(~E) (1.4)

The subject is assumed to express his subjective probability p(E)=p but
his or her reaction to the presence of ambiguity is incorporated into
the functional form through a modification of the utilities. The

modification of the utility will depend on the level of ambiguity and
on the difference in the levels of the two payoffs.

If we indicate with v(x/y) the modified u(x) and with v(y/x) the
modified u(y) we will have the following functional form:

V(A) = vix/y) . p + v(y/x) . (1-p) (I.5)

As we see the utility of a payoff will depend not only on the payoff
that will be received but also on the payoff that will not be received
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(disappointment). When x-y approaches O then v(x/y) » u(x) and the same
is true for v(y/x). That is to say that when the payoffs are very close

the feeling of regret will be very weak. The modification in the

utilities depend also on the level of ambiguity; for the same reason we
will have that a individual will experience less regret if put in front

: : . 12
to a less ambiguous situation .

Sarin and Winkler specified different sets of assumptions about
preferences which lead to different modifications of utilities. We will
here illustrate the additive representation (they also give a bilinear
and a ratio form).

To compare ambiguous and unambiguous lotteries they assume the
existence of external devices such as roulette lotteries.

Denoting as before XEy an event lottery which yields x if E and y if ~E
and with (x, p, y) a risky lottery which yields x with probability p
and y with probability 1-p

The first assumption of the model is the following one.

Assumption 1

If (xEy)~(x,p,y) for some x>y, then (X’Ey’)~(x’,p,y’) for any such X’
and y’ such that u(x)-u(y) = u (x')-ul(y’)

This assumption state that the probability premium that is associated
with an ambiguous choice stays the same if the amount of the outcome is
changed in a way to preserve the difference in utility.

Let us assume that u(x) = x
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