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Abstract

Information visualisation (infovis) tools are integral for the analysis of
large abstract data, where interactive processes are adopted to explore
data, investigate hypotheses and detect patterns. New technologies
exist beyond post-windows, icons, menus and pointing (WIMP), such
as tangible user interfaces (TUIs). TUIs expand on the affordance of
physical objects and surfaces to better exploit motor and perceptual

abilities and allow for the direct manipulation of data.

TUIs have rarely been studied in the field of infovis. The overall aim
of this thesis is to design, develop and evaluate a TUI for infovis, using
expression quantitative trait loci (eQTL) as a case study. The research
began with eliciting eQTL analysis requirements that identified high-
level tasks and themes for quantitative genetic and eQTL that were

explored in a graphical prototype.

The main contributions of this thesis are as follows. First, a rich set
of interface design options for touch and an interactive surface with
exclusively tangible objects were explored for the infovis case study.
This work includes characterising touch and tangible interactions to
understand how best to use them at various levels of metaphoric
representation and embodiment. These design were then compared
to identify a set of options for a TUI that exploits the advantages of

touch and tangible interaction.

Existing research shows computer vision commonly utilised as the
TUI technology of choice. This thesis contributes a rigorous technical
evaluation of another promising technology, micro-controllers and

sensors, as well as computer vision. However the findings showed that



some sensors used with micro-controllers are lacking in capability, so

computer vision was adopted for the development of the TUI.

The majority of TUIs for infovis are presented as technical develop-
ments or design case studies, but lack formal evaluation. The last
contribution of this thesis is a quantitative and qualitative comparison
of the TUI and touch UI for the infovis case study. Participants
adopted more effective strategies to explore patterns and performed
fewer unnecessary analyses with the TUI, which led to significantly
faster performance. Contrary to common belief bimanual interactions
were infrequently used for both interfaces, while epistemic actions
were strongly promoted for the TUI and contributed to participants’

efficient exploration strategies.
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Chapter 1

Introduction

1.1 Introduction

Tangible user interfaces (TUIs) and interactions are part of the recent innovation
wave in human computer interaction (HCI) research that transcends graphical user
interfaces (GUI) and windows, icons, menus and pointing (WIMP) interaction
styles. While GUIs represent digital information as icons on a computer screen,
TUIs map GUI representations to physical icons that act as containers or handles
for the underlying digital information [105]. A TUI draws from the users’ rich
environment and augments it to respond to and address their needs. It utilises the
users’ existing skills and knowledge of interaction and thus reduces their mental
workload and affect their reasoning ability and performance.

The novelty of TUIs as an interface style has sparked interest in various
application fields, such as learning, entertainment, problem solving and social
communication, where the data is limited in scale. This is not always the case in
visualisation, where data grows in scale and interdependencies become intricate.
Visualisation has roots in history that go back to the ancient Greek’s alchemical
cosmology [65], the Egyptian’s turin papyrus visualising a geological map []9]
and the Chinese’s astronomy visualisations [45]. Visualisations are valuable
tools for exploring information as they leverage a person’s cognition and visual
thinking. TUIs have the potential to further expand the benefits of visualisations

by leveraging users’ motor and perceptual abilities.



Data visualisation is commonly used as an umbrella term that covers scientific
and information visualisation. Scientific visualisation (scivis) refers to the realistic
representation of three dimensional phenomena and the graphic display of spatial
data. Concepts in Information visualisation (infovis) are often abstract and are
examined for visual metaphors. The two fields of research visualise large scale data
sets from scientific processes that are inherently spatial (scivis) or non-spatial and
highly dimensional data (infovis). TUI research has been carried out to physically
visualise and control scientific processes such as the structure of molecules and
bonding behaviour [75, 205] Compared to scivis, there has been little research
into the use of TUlIs for infovis which can clearly benefit from more direct and
flexible interfaces.

In the present thesis, expression quantitative trait loci (eQTL) studies were
used to guide the development and evaluation of a TUI for infovis. eQTL studies
have become a popular research area in the field of genomics with ties to genome
wide association studies (GWAS) of human diseases and pharmacogenomics.
Growth in biological information, including data used in eQTL studies, owing to
technological advances in the genomics field necessitates a change in interactive
visualisation tools to better handle the size of the data, interdependencies and
interactions. Despite the importance of eQTL studies, the tools provided for

visualisation are limited in capability.

1.2 Research Questions

To evaluate how people might benefit from tangible interaction when interactively
analysing abstract visualisations, i.e. infovis, the research described in this thesis

focuses on answering the following questions:

What is the analysis workflow for an interactive infovis case study?
After identifying generalisable high-level tasks for interactive infovis, the research
explored novel tasks and functionalities on a graphical implementation. The
effectiveness of touch and mouse inputs for combining eQTL results was also

investigated.



How should a TUI for interactive infovis be designed? The research
proposed a series of design options for an interactive surface TUI for infovis that
balances between touch and tangible interactions. This was achieved with the aid
of the token and constraints (TAC) framework [212] after exploring the design
options for an exclusively tangible TUI at various levels of the tangible objects’
specificity. These designs were balanced against a baseline touch user interface

(UI) to overcome the limitations of touch and tangible interactions.

What technologies are suitable for infovis TUIs? The research investi-
gated the technical feasibility of two prominent development technologies, micro-
controllers’ sensors and computer vision, for the infovis case study’s sensing
modalities: position, orientation and stack. The results of the investigations found
that accelerometers, gyroscopes and force sensors were suitable for detecting short
displacements, two-object stacks and wide-angle orientations. Whereby computer
vision accurately detected position and orientation, but stacking required addi-
tional technologies. Based on these results, the research iteratively developed a
TUI for interactive infovis which combines tangible and touch interactions. The
system consisted of an interactive surface, case study visualisation application

and tangible objects.

How effective is an infovis TUI compared with a touch UI baseline?
The thesis provided evidence of the strengths of the infovis TUI compared to a
touch UI baseline. The results showed that the adoption of tangible interactions
helped users adopt a more effective strategy for detecting patterns across files
and perform fewer unnecessary analyses. The results also showed that this is
likely owing to the adoption of epistemic actions which were promoted by the

tangible objects.

1.3 Thesis Outline

The thesis is organised as follows. Chapter [2| reviews previous research, and
Chapter |3| provides an overview of quantitative genetics, which examines the

relationship between genomes and traits. The thesis introduces the human genome
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Figure 1.1: Steps taken by this research to design, develop and evaluate an
infovis TUIL.

and addresses some terms that help clarify quantitative genetics concepts. Then,
quantitative trait loci (QTL), an analytical process for identifying regions in
the deoxyribonucleic acid (DNA) that affect traits, is described. The thesis
pays particular attention to eQTL, as the case study of choice, and introduces
tools utilised for its mapping and visualisation. The chapter concludes with
examples of graphical tools used for the identification of eQTL using non-traditional
visualisations.

The main contributions of the research are described in Chapters (see
Figure , followed by conclusions and future work (Chapter .

Chapter [4] This chapter investigates how quantitative genetics analysts in-
teractively explore QTL and eQTL results. It then discusses the implications



from semi-structured interviews and identifies high-level tasks and themes for
quantitative genetics in general and for eQTL. A GUI is developed to explore novel
functionalities and interactions for eQTL analysis. The chapter also investigates
the effectiveness of a combination technique with touch and mouse inputs.

Chapter [5| In this chapter, the design options for developing a touch UI for
interactive infovis is explored. The design considers gestures’ flow and nature
dimensions, as well as handedness. The chapter then poses arguments for the
various techniques explored and their probable implementation in the baseline
touch UI. Next, the design options for an exclusively tangible TUI are examined.
The thesis then propounds arguments for the various levels of objects’ specificity
and their interactions. The chapter concludes by describing the design of a hybrid
TUI that balances between touch and tangible interactions.

Chapter [6] This chapter identifies modalities for the interactions envisioned
for the TUI in the previous chapter. It then investigates the technical feasibility of
micro-controllers and sensors or computer vision for the detection of the identified
modalities. The results show that computer vision is more effective for sensing
the modalities expected for the envisioned TUI. The thesis later presents the
developed TUI for interactive infovis. Results from an informal evaluation are used
to improve and develop the final TUI. Finally, the thesis presents the improved
TUI (see Figure and the baseline touch UI.

Chapter [7] This chapter investigates the performance of the TUI for interactive
infovis in comparison with the touch UI. It hypothesises the promotion of bimanual
interaction and epistemic actions in the TUI and therefore an improvement in
performance. The experimental method is presented. The quantitative and
qualitative evaluation results are described. The results show that the infovis
tasks are completed faster when using the TUI. The results also show that
more effective strategies to explore patterns are adopted for the TUI, and fewer
unnecessary analyses are performed. The experiment’s results nullify the bimanual
interaction hypothesis and confirm the application of epistemic actions with the
TUI Qualitative results also suggest that the TUI is more useful, easier to learn

and more satisfactory than the touch UI.
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Chapter 2

Background

2.1 Introduction

This chapter provides the background for the research described in this thesis and
the context for the work. The chapter starts with a brief history of the utilisation
of interactive surfaces and displays within the context of TUIs. TUIs and tangible
interaction research is informed by theoretical foundations, which are discussed
next in this chapter, that include affordance, bimanual interaction and epistemic
actions [210]. A summary of various frameworks and taxonomies is also covered
for the purpose of informing the design and development of the infovis TUI of this
research. An overview of common technologies follows, which includes: computer
vision, micro-controllers and radio frequency identification (RFID), along with
prospective hardware and software toolkits.

TUIs are commonly claimed to enhance effectiveness and efficiency. Often,
they are comparatively assessed against other interfaces, e.g. graphical and touch
interfaces. Touch interfaces share similar characteristics with TUIs and have grown
popular with recent users. They also provide a better baseline for comparison
compared to GUIs. To that purpose, the chapter gives an overview of the various
taxonomies and frameworks that characterise touch interaction to inform the
design of this research’s comparative baseline. Commonly, touch interfaces and
TUI systems are combined to form hybrids, as described next.

Visualisation tools are integral to complex data analysis. Domain experts use

highly interactive visualisation processes to explore data, investigate hypotheses



and find patterns. Users perform literally hundreds of motor actions in the
course of an analysis to access data, perform calculations, adjust parameters
and manipulate windows [197]. The next section of this chapter introduces
visualisation as an umbrella term and makes distinctions based on data type.
The section frames infovis tasks to be implemented in a TUI or touch UI by
summarising common frameworks and taxonomies and introducing the concept of
direct manipulation. It finally surveys infovis TUIs to highlight diversity as well
as common and recurring properties.

The final TUI and touch UI are assessed for performance differences and user
preferences. A survey of common HCI evaluation methodologies is provided in
this chapter. The thesis also describes common approaches for evaluation in the
contextual domain of infovis. In particular, within the context of seven scenarios
that span all stages of a visualisation tool’s lifecycle [139]. The infovis TUIs
surveyed in the previous section are further addressed here for the purpose of

identifying limitations and common approaches for evaluation.

2.2 Tangible User Interfaces

Graphical interfaces have been the dominant interface type since the 1970s. With a
GUI, a user typically sits at a desktop and interacts with the WIMP style interface
using a mouse and a keyboard. It was not until the 1990s that Mark Weiser and
colleagues from Xerox’s PARC embarked on research that integrated computers
seamlessly into the environment, now known as ubiquitous computing [257]. The
work at PARC experimented with different sizes of tabs, pads and boards to suit
particular tasks, resulting in ParcTabs, ParcPads and LiveBoards. It was with this
vision that researchers were encouraged to explore novel post-WIMP interfaces
that integrate the physical and digital worlds.

A TUI is defined as, ‘[...] an emerging post-WIMP interface type that is
concerned with providing tangible representations to digital information and
controls, allowing users to quite literally grasp data with their hands.” [210]. Ishii
and Ullmer described the key idea of TUIs ‘[...] is to bridge the gap between
cyberspace and the physical environment by making digital information (bits)

tangible.” [105]. In this case bits are made more accessible using interactive



surface, coupling of bits and atoms, and ambient media. Tangible interaction
is used by Hornecker and Burr [I00] as an umbrella terms for a wide range of
interfaces that utilities embodied interaction, tangible manipulation and physical
representation. TUlIs, thus, fall under this umbrella. These varying definition are
concerned with enhancing interactions using tangible objects at varying degrees
of physicality and attention.

The following section provides an overview of the origins of the TUI concept,
and a brief review of the most common TUI type (interactive surfaces [246]). This
is followed by a description of theoretical foundations that inform TUI research.
The next section summarises a selection of classifying frameworks that can inform
the design and development of TUIs. TUIs are commonly developed using various
technologies; the following section provides a summary of these technologies and

prospective hardware and software toolkits.

2.2.1 Origin

In 1995, the idea of using physical objects (termed bricks) to manipulate virtual
objects on a horizontal display surface was proposed by Fitzmaurice et al. [64].
The research introduced a new paradigm (known as graspable UI), where electronic
content is physically grasped and directly manipulated. A graspable object was
thus composed of one or more physical objects and a virtual object. Acting as
specialised input devices, the bricks were tracked by the host computer while
being physically handled by the system users. The physicality of the handle
offered a variety of intuitive interaction techniques, such as bimanual and parallel
interactions. An example of bimanual interaction would be using a brick to anchor
the action of stretching a virtual square with another brick.

A distinction between space-multiplexed and time-multiplexed input was also
introduced with graspable Ul [64]. With a traditional computer set up, a mouse
is typically time-multiplexed as it singularly controls all functions over time,
one after the other. On the other hand, space-multiplexed input devices are
dedicated to controlling one function each. Bricks display properties of both time-
and space-multiplexed input. It is time-multiplexed as the mapping between a

physical object and a virtual one was reconfigurable, and space-multiplexed as



each virtual object was controlled by one or more physical objects, thus allowing
parallel manipulation.
A number of studies [64] were carried out to explore the graspable Ul concept

and several benefits of the paradigm were discovered:

e Graspable Uls foster natural bimanual interactions.

e Graspable Uls advocate the use of a multiple input device, thus encouraging
parallel interaction and expressive communication.

e Graspable Uls shift towards specialised context-sensitive devices that are

efficiently tailored to a specific task.
A couple of years after the proposal of the graspable Ul paradigm, the Tangible

Bits [105] vision was introduced. This vision established a new HCI paradigm
called TUI. TUIs augment the real world by coupling digital information to
everyday physical objects and environments, rather than situating terminals into
the physical environment (e.g. [257]). The work carried out for Tangible Bits
[105] offered a broad collection of applications and interaction techniques that
illustrated the various modes of coupling digital and physical spaces. This includes
Tangible Geospace [242], which physically embodied landmarks from the MIT
campus to allow users to navigate through 2D and 3D graphical maps of the
campus, and ambientROOM [106], which utilised light, shadow, sound and airflow

to communicate information to its users.

2.2.2 Interactive Surfaces

Interactive surfaces are commonly adopted in TUIs as a base for tangible interac-
tion. Interactive surface TUIs are planar surfaces on which tangible objects are
placed and manipulated [246]. At the same time, the interactive surface displays
digital information to provide visual feedback. Interactive surfaces commonly mix
technologies, touch and tangible, balancing the benefits and limitations of both.
An interactive surface is typically horizontal (i.e. tabletop) or vertical (i.e. wall
display). The potential advantages of using this form of interaction paradigm
include the use of physical metaphors [I], space distributed input [63], external
feedback and affordance [90], wider interaction space with continuous and direct

interaction [8§], support for learning [204] and collaboration [97].
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One of the earliest examples of an interactive surface is the ActiveDesk, a
projected digitised board that allowed for interaction other than touch [64]. This
research pioneered the concept of graspable Ul, now commonly known as TUI
(see Section [2.2.1)), where physical objects (bricks) are used to control electronic
objects. metaDESK is an early platform used to explore the concept of TUI
[242]. The interface enriched GUI controls with physical handles (phicons), as well
as physical instruments such as active lens. Using projection, computer vision,
magnetic-field position sensors and electrical contact sensors, the metaDESK was
able to sense the phicons and physical instruments.

The I/O bulb is an evolutionary concept of the original light bulb, which
projected information as a bulb would project light and collected video data of
physical interactions [248]. The I/O bulb system was demonstrated as [lluminating
light, a laser-based system that used holography and optics to physically model
lasers, mirrors and lenses [249]. Urp was another demonstration of the I/O bulb for
urban planning [250]. Utilising topological structures marked with coloured dots,
an advanced vision technique was used to track tangible objects on a workbench.

Interactive horizontal surfaces have been used for musical performance with
interfaces such as the Audiopad [I85] and reacTable [I14]. Audiopad is an
electrical music composition system that combined dial-like controls with a multi-
dimensional tracking interface [I85]. The controls” movements were tabbed with
RFID tags and detected via antennas. reacTable is a collaborative vision system
by which physical musical controls were shared to synthesis music [114]. Fiducial
markers were attached to the controls, which are tracked via the vision system,
ReacTIVision [I1§]. Virtual information was displayed on the surface to monitor
the state of the controls. Touch gestures were also utilised on the reacTable.

PlayAnywhere is a compact portable system that consisted of a projector,
camera and infrared illuminants [262]. When placed on a flat surface, it projected
digital information on a planar surface that could be manipulated via touch
interaction and tangible objects. The infrared illuminates generated shadows
detected by the camera to infer interactions on and above the surface. Luminos
are physical building blocks, where each block contains fibre glass bundles that
are stacked and clustered to form 3D structures [16]. Luminos extended the

concept of fiducial makers to 3D in order to detect 3D constructions on a vertical
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diffuse illumination table. TZee is a passive 3D widget that utilises a diffused
illuminations tabletops’ capabilities to detect contact on three dimensions [261].
The widget allows for gestures on a tabletop to extend beyond the x- and y-axes
and support z-axis transformations. This broadens the gesture space for touch
and tangible objects and enhances interaction.

Sensetable is a system that used intelligent objects that were detected electro-
magnetically [I84]. Information was projected on the objects’ surfaces to allow for
the clear identification of their functionalities. The system also utilised vertical
displays that provided additional information relevant to the physical interaction.
The sensetable application was demonstrated for teaching chemistry and system
dynamics simulation [I84]. A vertical simile of the sensetable is the senseboard
[T08]. A senseboard was used with data and command pucks to manipulate
discrete pieces of abstract information. The system combined projection with
RFID to identify and sense pucks’ movements. Another vertical wall-sized display,
HoloWall [I60], used an infrared camera to detect touch and objects. Consid-
ering its early development, it was still able to detect multi-touch, hand and
objects simultaneously.

Commercial interactive surfaces that support the detection of tagged objects
have recently become available. Microsoft released MS Surface (later renamed
Microsoft PixelSense), a tabletop technology with a multi-touch surface that senses
interactions made by bare hands and/or objects. A second generation of Microsoft
PixelSense was later released in 2011 with the Samsung SUR40. MultiTaction
Cell Display is a multi-touch tabletop technology that is able to detect full hand
interaction as well as distinct contact points. The display is also able to detect

objects tagged with 2D bar codes on and above the surface.

2.2.3 Theoretical Foundations

TUlIs are inspired by conceptual foundations that include affordance, bimanual
interaction and epistemic actions [210]. The following sections analyse conceptual
foundations that underpin the theorised advantages of tangible interaction and
informs the design of TUIs. Experiments that evaluated performance to validate

the conceptual foundations are also included when available.
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2.2.3.1 Affordance

The term affordance was first coined by Gibson in his article, Theory of Affordance,
in which he described the affordance of an environment as, ‘what it offers the
animal, what it provides or furnishes, either good or ill’ [73]. The concept of
affordance in the context of HCI was later introduced by Norman with an adjusted
meaning to include perceived properties along with actual properties, ‘the perceived
and actual properties of the thing, primarily those fundamental properties that
determine just how the thing could possibly be used’ [178].

In the case of TUIs, an object’s physical affordance is enabled by the physical
nature of the object. Thus encouraging investigations into the object’s real
and perceived affordance and how it can inform its choice, since the weight,
shape and texture of an object affect how users may handle it. For example,
Norman described a study in which three different puzzles were compared with one
another by simply changing the objects used while the rules of the game remained
unchanged [I77]. The results of the study showed how the affordance (and in
tandem the constraints enforced by the physical design of an object) affected
completion time of the puzzle.

Similarly, a study was carried out to investigate the difference between children
and adults in the interpretation of abstract and realistic objects used in a tabletop
game [93]. The groups of game objects were categorised based on the amount
of visual elements (relating to the game character) that the objects contained.
The categories ranged from realistic, where a clear visual link existed between
the object and the character, and abstract. The study results showed that all
users, children and adults, better u