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Abstract

This thesis presents a novel approach to the problem of ilmgwigueness in ontolo-
gies of geographical information. Ontologies are formaresentations of a set of con-
cepts and the relationships that hold between those canc&épey have been proposed
as a method of representing geographical information &lyicbut existing limitations
in ontology languages and approaches fail to handle aspetite geographical domain
adequately, such as vagueness.

The technique introduced in this thesis does not seek tovemioignore the inherent
vagueness when reasoning about geographic features,tbeat seeks to incorporate it
into decisions made about features during this processmByaving the manner in which
vagueness is handled in geographical information systemanprove the usability and
the functionality of such systems, and move towards a mdreaanethod of interaction.

A comparison of the principal vague reasoning approachgesented, to show how
there is not at present a universal approach that handlésrial$ of vagueness. Rather,
there exist different forms of vagueness as well as differequired outcomes of vague
reasoning, which means we should instead consider thegmoat hand and determine
the most appropriate approach accordingly.

The technique for handling vagueness proposed here istalera system for ground-
ing an ontology upon a geographic dataset. This data is as$tortake the form of a set
of 2-dimensional polygons, each of which may be associatddome or more labels de-
scribing the type of region that polygon represents and tiigates associated with it.
By grounding the ontology onto the data, an explicit link iade between the ontology
and the data. Thus, vagueness within the definitions at ttedagy level can be handled
within the context of the dataset used; “large” can be defineéerms of what it means to
be “large” in this dataset.

Further, | developed a system that allows querying of tha dad returns features
through spatial reasoning. This allows the extraction of features of interest, including
constructing new regions in addition to the existing seegions within the dataset.
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Chapter 1

Introduction

1.1 Introduction

Maps have been used for thousands of years, offering a methiedresenting geograph-
ical data in a useful and understandable format, to aid a#ieig, amongst other things.
At its most basic, a topographic map merely represents theesbf the land, tracing the
outlines of countries for example. However, additionaklayof information can enhance
and expand the usefulness of such maps; for example markihdabelling of towns,
road networks and useful buildings, such as hospitals. \&/éhars accustomed to the no-
tion of maps containing geographical information, wherelgyare applying information
as a layer on top of the map. This is the basic principle begearaphical information
systems (GIS).

In a primitive sense, any such labelled map is a simple for@l&f since it combines
additional layers of information to the topographical dafawever, labelling of features
is not the only information which can be layered upon dataaidus early example of
this was John Snow’s well known study of the spread of chdl@rew, 1855); in his pa-
per on the subject he included a map showing the location tdnpaumps in a particular
district as well as the houses where people struck by chéilexd. This compellingly
showed a concentration of cholera cases around a partjpuiap, backing up other ev-
idence in the paper that infected water supplies were resiplen By representing the
information in this manner, Snow was able to put forward gli@ean accessible manner,



Chapter 1 Introduction 2

more so than simply listing the addresses or by graphingiitarcce to a pump.

In recent years, the study and usage of GIS on computers basmbenore prevalent.
In addition to adding layers of data to maps, GIS now offer #hme of reasoning about
the data logically. By adding a logical reasoning layersogang about the data and the
relations contained within is enabled; for example, theiapeelations between different
features. To do this effectively, therefore, a method ofeepnting logically the informa-
tion and relations contained within the data is needed, &blenqueries to be evaluated
over the data. Ontologies have been cited as a method ofihgritls problem (Varzi,
2001b; Fonseca et al., 2002; Guarino and Welty, 2002), ®rioff a method of defining
the concepts within a domain and the relations that hold éetvthem. Thus a geographi-
cal ontology may store information on concepts such asrsiygmountains’ and ‘roads’,
as well as relationships such as spatial relations that rolalyldetween such concepts.

However, existing methodologies for construction of ocogieés do not adequately
handle vagueness, which is inherent to the geographicahuhorimdeed, many of the ge-
ographical features around us do not have an exact defiritidrare dependent upon the
context in which they are used, with local knowledge and siaffecting the definitions.
For example, a general definition of the distinction betwadake’ and a ‘pond’ is that
lakes are larger. However, as noted by the New Hampshirerbeeat of Environmental
Services:

In general, lakes tend to be larger and/or deeper than pbatdsumerous
examples exist of “ponds” that are larger and deeper thdesta For ex-
ample, Echo Lake in Conway is 14 acres in surface area with>anmoan

depth of 11 feet, while Island Pond in Derry is nearly 500 a@ed 80 feet
deep. Names for lakes and ponds generally originated frenedinly settlers
living near them, and the use of the terms “lake” and “pondswampletely
arbitrary.

Related to this is the problem ofdividuation where, when given a single large fea-
ture, a method of specifying smaller parts that are alsoispézatures is required. When
presented with an initial dataset, there may be no bourglarieegions contained within.
Instead, the dataset in question may, for instance, be &edarge polygon. From this, it
may be desirable timdividuatesmaller regions within this polygon that represent feature
that are of interest. Thus, individuation can be seen as¢kd to pick out features of
interest from a larger unified set. Geographical feature&en part of a larger feature

INew Hampshire Department of Environmental Services, LakéoBy Environmental Fact Sheet BB-
49 http://www.des.state.nh.us/factsheets/bb/bb-Ad(Misited April, 2008)
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(Smith and Mark, 1998; Fonseca et al., 2002); for exampleytiqular water feature such
as a ‘river’ or a ‘lake’ is in fact part of a larger water netwpor a ‘mountain’ may be part
of a larger range of mountains. A method is therefore neefledtracting such features
from the larger overall set.

At present, most approaches ignore or attempt to removertherent vagueness,
which is not ideal. Vagueness is not a defect of our languagediher a useful and
integral part. It is a key research area of the Ordnance $trwhere it has been noted
that GIS does not handle multiple possible interpretatamfexjuately. By improving the
handling of vagueness, the functionality of GIS is also iowed, allowing vague features
to be reasoned about in an effective manner.

This thesis will investigate incorporating vague reasgrapproaches into the reason-
ing stage, enabling vagueness to be handled more effgctiVils will be conducted in
the form of a case study, investigating the domain of inladiewnetworks, looking at
producing a system that takes topographical data as an amguallows logical queries
to be run upon this data to generate geographical featurbe. approach proposed in
this thesis is that of grounding the ontology upon the da&ulin and Mladenic, 2005;
Mallenby, 2007), thus generating an explicit link betweles dntology and data levels.

1.2 Motivating Scenario

GeoCrossWalkis a recent project with the intention of storing a databdsggographical
features with name and location, as opposed to simply sigraints. Rather than a city
having a point as its stored location, the spatial footpsfrihe extent of the city is stored
instead. This increases the power of searches upon geacghpata, as it allows the use
of spatial reasoning. An example query might be:

“Find all hotels within 5 miles of the River Tyne.”

Hotels and rivers are features within the GeoCrossWallkbdatand the system can easily
perform a search based upon distance, thus results to thig gan be found.

However, the footprints assigned to such features are fmedmed by the designers
of the system, with no option to modify based upon persorplirements or preferences.
Thus the River Tyne will be represented by a fixed polygoncilthe user has to accept.
The basis of this definition is also not stored, thus the senable to ascertain how this

20Ordnance Survey Research: Data modelling: http://wwwandesurvey.co.uk/oswebsite/
partnerships/research/research/daray.html (Visited, April 2006)
3GeoCrossWalk home: http://http://www.geoxwalk.ac.nééx.html (Visited, February 2008)
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feature was defined in the first place; whether it was based specific measurements
or just a generally agreed consensus of what constitutdsoiinedaries.

Suppose the user had their own definition for ‘river’, onesfthdiffered dramatically
from the definition used in GeoCrossWalk. They use the systesearch for rivers in
their area, but find that results differ from what they werpexting. Because they do
not know what the definition was that they were using, theyusiable to work out why
they have been given different results. In addition, beedhsy are unable to enter in
definitions themselves, they are unable to return resuiteclho their needs.

A similar example is if they wanted to find a feature that had previously been
marked up but was part of an existing feature. This may beusecthe designers were
unaware of such a feature, or it was not part of their intengsatje, and hence was not
included. Suppose the user was interested in determinagsttent of an estuary, and
attempted to search GeoCrossWalk for this. Because estuaoy a pre-defined feature,
a feature would not be returned, and the user is once agdinineble to rectify the
situation.

By grounding the ontology upon the data, situations suchassetlisted above could
be rectified, as there is now a direct link between the datal Evd the ontology level.
The definition of river is now based upon the context of theadatith the definition
being made available to (or even written by) the user. If thinition incorporates vague
predicates, the user would be able to determine the preas$isuch predicates in relation
to the data, for example stating at what value somethingnsidered ‘large’. Thus the
user would be able to wonkith the inherent vagueness, instead of ignoring it.

Further, if another user has a slightly different interatiein of these predicates, they
would be able to compare the two to see for example where tteeynaagreement or
where they differ. In fact, a person may not have a singlepnétation of vague concepts
themselves, but instead may have multiple interpretativeisdepend upon the context of
usage. They could thus compare these different interpoatato note the similarities and
differences, and determine which interpretation they Besdt suits their present needs.
By allowing the entering of their own definitions, the systeam expand and include new
features previously not included, allowing the user to segfithe data into the parts they
require. Such features may, in fact, not correspond to r@sed geographical features
such as rivers, but may be an atrtificial region that matchesestefined requirements of
the user.

The focus of this thesis, therefore, is to develop a systeinddin take topographical
data as an input and allow a user to query this data to retusgrgphical features as
an output. This requires consideration of how to enter aptesent datasets effectively,
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how to model vagueness within such a system and how to answeeq upon the data in
an efficient and accurate manner. The thesis does not focpgodaocing a geographical
ontology, but rather on the mechanism that would allow a gggaigjcal ontology to reason
about datasets using vague predicates.

1.3 Research Questions

The main goal of this research is to develop a method of iraratphg vague reasoning
into geographical information systems, by developing desyshat would allow an on-
tology to be grounded upon a topographic dataset. The datasquestion form a set
of 2-dimensional polygons, each of which may be associatddame or more labels de-
scribing the type of region that polygon represents and ttinkates associated with it. |
believe that grounding an ontology upon such datasets siltbes explicit linking of the
two levels, and thus offers a useful method of accountingdgueness within the dataset.
For example, vague predicates can be defined in relatioretantlerlying dataset, mak-
ing more precise their meaning without fixing the definitia@rmpanently to a particular
value.

To achieve this goal, | will first consider the principal apaches to vague reasoning
to determine the most appropriate for this situation. | wikn develop a system that
represents information about the data efficiently, and Ie &b answer spatial queries
about the data to return segmented features. The systertheséfore handle all these
aspects in a single, cohesive program. The following ppaicresearch questions are
addressed in this thesis:

e What is the most suitable approach to vague reasoning wigrgehical data? Is
there a single solution that fits all of the domain, or are @hdifferent suitable
solutions depending upon the problem at hand? How shoulelsody go about
making such a decision, and what requirements should bedswed in order to
choose the most suitable approach?

e How can topographical data be represented effectivel\plarathe grounding of
an ontology upon this data? What methods of representatioe used, and what
information will this allow us to extract? How can the sphtelations between
parts of the data be modelled, and can this be done efficiently

e How can the ontology be grounded upon the data? What worlqgisned at both
levels to ensure the levels can be connected through gnogiddiVhat is the most
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appropriate logical language to use to represent our agpypland how can this
be implemented to work with the data? How can vague reasappgoaches be
incorporated into the representation and segmentationeoflata? What features
can be extracted from the data using this approach?

1.4 Achievements

The work resulted in the development of a system | have nanlEB0L®G, as it allows
geographical data to be reasoned with using Prolog. GEOlaBEsttopographical data
as an input and allows first order logic queries to be askedtdbe data, returning regions
that match the queries. GEOLOG therefore represents anriarg@onnection between
the data and ontology levels. The principal achievementiisfvork therefore are:

e Development of a method of applying vague reasoning to gebgral data:
By considering the problems posed by vagueness in the gatigghdomain, | was
able to expand previous work to produce a method of workirth wie vagueness
in the domain, as opposed to ignoring or attempting to renitoviéhis allowed for
potentially more natural and detailed predicates to be tsddfine our features.

e Development of a framework for grounding an ontology upaada

The process of grounding an ontology upon data requires atonkultiple levels,

both in consideration of what predicates need to be grouadddow the data can
be represented. The main concentration of this work has be#ns grounding

level, as this has largely been ignored previously. | hawsvshthe importance of
this level, including considering how to represent the ddtectively and how to

then reason with this data to return regions of interest. @figular importance
to this level is geometric computation, including repreésegnthe initial dataset
effectively and calculating spatial relations or new regio The development of
efficient and simple methods of geometric computationsH $tage is therefore
also an achievement of the work.

e Development of a model checking approach for a changing dama
The domain of regions that are considered may change deyeogon the inter-
pretation of vague predicates, thus any method of handbigigél queries upon the
data needs to be able to handle this. Model checking appesdgpically deal with
small, constant domains. In this work, | have expanded thalow GEOLOG to
work with evolving domains, whereby regions are createdegsiired to build a
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model, which is then used to answer the required query. Tliesius to stream-
line the domain initially, with the model expanding with selgjuent queries. The
model generated is thus a result of the queries that pretede i

1.5 Thesis Overview

This thesis is organised as follows:

Background In Chapter 2 | will discuss the background to the thesisjngivan
overview of the research that was required to form this ghe$his includes a general
consideration of vagueness in the geographical domaimrtftdem of grounding an on-
tology upon data, and qualitative spatial reasoning (bduthdifferent forms of reasoning
and how to apply this to actual data). This chapter will algew some of the existing
geographic ontologies to determine what areas they araatdfia. These sections will
be expanded upon in later chapters to form my approach tdihgrile vagueness in the
domain being considered.

Approaches to Vague Reasonirig Chapter 3 | will discuss vagueness in geography
in more detail, by considering the two principal approadiodsandling vague reasoning;
Fuzzy Logic and Supervaluation Theory. | will examine how tivo approaches can
be applied to the geographical domain, and how their diffees will affect their usage.
Finally, | shall consider how the two approaches would fakem different forms of
data, to determine which would be the most effective apgréacmy particular problem
domain.

Data and Attribute Representatio@hapter 4, together with chapters 5 and 6, forms
the core of this thesis. In these chapters, | will look at tteps needed in order to take
topological data, collect attributes and apply vague ne@sgpto return geographical fea-
tures. In Chapter 4, | will consider the first part of this, alnis the representation and
storage of the input data in a format that will allow segmgataand reasoning to take
place at a later stage. | will consider the problem of exingca ‘skeleton’ of the data
to aid representation, and how | can then store this infdomagfficiently for future pur-
poses.

Attribute Collection and Data Segmentatidn Chapter 5, | will examine how | can
collect the required attributes from the data to allow usegnsent the data into appro-
priate regions. In particular, | will consider how | can appualitative spatial reasoning
to quantitative data, taking into consideration the penfance and efficiency of the algo-
rithms used. Whilst the speed of the algorithms used is itaptrit is not the primary
concern of this project. Rather, | will discuss approaclhneg are easy to understand,
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whilst performing the required calculations as efficierttypossible. | will then consider
what attributes | may wish to collect, and how these woulddikected from my data.

Grounding an Ontology upon the Data Levii Chapter 6, | will examine how | can
link the ontology level to the data level by grounding theadogy upon the data. In order
to do this, | need to consider the choice of logic languagehictivto develop the reason-
ing system in, and the impact these choices will have upomesoning process. The
choices here are affected by the need to handle spatiakgu#rus a language is required
that is expressive enough to handle such queries. | will@stuate possible outputs for
the data that would allow integration with other systems approaches. Finally, | will
develop definitions for features that could be extracteohfioput datasets.

Results of using the Systein Chapter 7, | will examine the system built using the
approaches discussed in the previous chapters, to see Femtivef my approach is at
handling vagueness in the geographical domain, by analysmresults of applying the
definitions from Chapter 6 to datasets representing inlaatemnetworks. The main
dataset considered is of the Humber Estuary, where | willuewa queries to segment
the data into features of interest. | will then look at howsteesults compare with two
other datasets, the River Tyne and the Stour-Orwell Estliaryl evaluate the successes
and problems raised with the different data sets, and deterwhether my approach is a
viable solution.

Conclusion and Future WorKn the final chapter | will summarise the main aspects
of this research, highlighting the main contributions presd. | will review the strengths
and limitations of my approach, as well as consider how &itusork could be performed
in this area, for example considering how | may be able toyathy@d approaches detailed
here to other parts of the geographical domain.
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Background

2.1 Introduction

In this chapter an overview of the background to the vari@peats of this work is pre-
sented, which later chapters will expand upon. Section B@udses vagueness in the
geographical domain. Section 2.3 discusses geograpmtalbgies and considers some
of the existing ontologies available. Section 2.4 discess#ology grounding. Section
2.5 discusses qualitative spatial reasoning and the pahapproaches that are used.

2.2 Vagueness in the Geographical Domain

As has been discussed previously (Fisher, 2000; Benndif,l2 ®uckham et al., 2001;
Varzi, 2001b), vagueness is ubiquitous in geographicatepts. Both the boundaries of
geographical objects and the definitions of geographiaatepts are often vague, as well
as resistant to attempts to give more precise definitionsefxample, the definition of a
river as given by the Oxford English Dictionary (2004) is:

“A large natural flow of water travelling along a channel te 8ea, a lake, or
another river.”

This is clearly vague, with the most obvious example beiregige of ‘large’, although
there are other parts of the definition which are also vagwsveyer, this is not the only
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definition for a river; some may differ dramatically fromshbthers may be more or less
restrictive. In comparison, OpenCyis the open source version of Cyc (Lenat, 1995),
which is intended to be the largest and most complete gekambledge base in the
world. OpenCyc defines river and stream in as:

“A Riveris a specialisation oftream Each instance of River is a natural
stream of water, normally of a large volume.”

“A Streamis a specialisation dBodyOfWaterinanimateObject-Naturabnd
FlowPath Each instance ddtreams a natural body of water that flows when
it is not frozen.”

Again, these are vague, and also do not include the restrctf the water flowing
into a particular feature. Yet at the same time, both defingiare perfectly valid within
a given context to describe rivers.

2.2.1 Context

Geographical definitions are dependent on the context iciwthiey are made. A non-
sensical example of this can be foundiilice through the Looking Glag€arroll, 1872),
when Alice meets the Red Queen:

“— And | thought I'd try and find my way to the top of that hill
“When you say ‘hill’;” the Queen interrupted] ‘tould show you hills, in
comparison with which you'd call that a valley.”

Although this is nonsensical, examples of the importanceootext are prevalent in ge-
ography and can often seem strange; the Atlantic Ocean befeged to as ‘the pond’
springs to mind. A statement such as “the River Tyne is largay be reasonable in
England due to the size in comparison to other rivers in thmty, but when compared
with the likes of the Mississippi and the Nile, the statenthogs not seem as reasonable.
Another comparison would be claiming that the tallest mlki country was a mountain,
when in comparison to other mountains it is extremely small.

This difference may not be purely based upon the interpogtaif one part of the
definition such as size, but may actually be through diffedstinitions. For example,
in the UK, rivers are usually defined as permanent flows, bétustralia they may not
contain water all year round (Taylor and Stokes, 2005). $¥i@mporal aspects of rivers

10penCyc is the open source version of Cyc, a general knowlbdge and commonsense reasoning
engine: http://www.opencyc.org/ (Visited, April 2007)
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are not as important to UK definitions, they are very impdrtarAustralia. Also, apply-
ing a UK definition to Australian rivers may result in many being classified as a river,
and similarly an Australian definition applied in the UK mayrk too many features as
rivers. Our definitions of geographical concepts therefappear to be dependent on the
context in which they are made.

As discussed by Third et al. (2007), geographical data cam lz¢ ambiguous. This
occurs where there exists a term used by different peoplesemnmdifferent things. For
example, the term “estuary” is ambiguous. A widely used fardefinition for an estuary
is as follows (Cameron and Pritchard, 1963; Pritchard, 4967

“An estuary is a semi-enclosed coastal body of water whichahfiee con-
nection with the open sea and within which sea water is mebsudiluted
with fresh water derived from land drainage.”

If this definition were to be used, salinity data could be usedassify such features as
proposed by Pritchard (1967b). However, there are othemitlefis that do not necessar-
ily rely upon the salinity of the water, such as the Oxford EstgDictionary definition of
an estuary (2004):

“The tidal mouth of a large river.”

This definition would instead be based upon tidal data. Alsmsing from this, would
be a general definition of an estuary as ‘a region of the motith wver near to the
sea’. As the region that is considered the “mouth” of a rigevague, the use of such a
definition can create ambiguities, where people agree upoddfinition of an estuary but
not upon its boundaries because the definition itself costaiher vague features. Indeed,
applying opposing definitions to classify estuaries carsealisagreement. For example
Herdendorf (1990) proposes that the Great Lakes (or regifjmaay be considered to be
estuaries, if the definition is primarily based upon the rhotpgy of the region. However,
Schubel and Pritchard (1990) rebuke this proposal, stétiaiy

“In all estuaries, salt, sea salt, is present.”

Although the definitions used are similar and will in someesagenerate the same results,
the lack of salinity in one definition has a dramatic impaamup/hat is agreed upon to be
an estuary. Ambiguity and context are thus related, as ledtaiy the context in which a
definition is made can reduce the ambiguity in the classifinat
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Table 2.1: A comparison of the tallest mountains in the wodepending on how the
height of the mountain is considered. For the second andl ¢éxiamples, only the highest
in that category and mount Everest are shown for comparison.

measurement type Everest Chimborazo Mauna Kea
Height above sea level / (m) | 8,848 6,268 4,205
Distance from Earth centre / (km) 6,382 6,384 -
Height base to summit/ (m) | 8,848 - 10,200

2.2.2 Measurement of Terms

Continuing the notion of contextual vagueness, there isdt@e of vagueness in terms
related to measurement. This was noted with a term such @&ge’Jaas this may be
dependent on a combination of dimensions or merely a singi@mhnt dimension. An
interesting example of this is when considering the wotialest mountain, as shown in
Table 2.1.

When we are asked the question “what is the tallest mountathe world?”, we
typically would answer Mount Everest. This is true if our ree@ of mountains is the
highest summit above sea level. However, there are othenpak measurements that
could be used which are equally valid.

Instead of using sea level as our base for measurement, Wkinstead use the centre
of the Earth. This would mean our tallest mountain was nowahe whose summit
was the furthest from the centre of the Earth. Because thih isanot exactly spherical
but instead bulges at the equator, Mount Chimborazo’s sansnin fact 2km further
away from the centre than Everest, despite being 2km lesgeadea level. Another
measurement would be to imagine the Earth without any waiterthus the measurement
would go from basgto summit. If this measurement was used, Mauna Kea wouldée th
tallest mountain, since part of the mountain is underwater.

As illustrated vagueness can arise with the terms usedmatlm definitions. It is thus
important that the meaning of such terms is clear, to ensis@hambiguous how such a
measurement is made and thus what it means to be ‘tall’ fanpia

2The base of a mountain may itself be vague, as there is nospreefinition for a mountain base. This
may coincide with the boundary of a mountain being vaguegesihe base of the mountain would form the
boundary between the mountain and the surrounding area.
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2.2.3 Threshold Sorites) Vagueness

The previous example shows how problems can arise whemdewiih vagueness in re-
lation to the measurement used and obtaining agreementsoméasurement. However,
as noted by Bennett (2005), vagueness and ambiguity arigéfenent forms, with the
above example perhaps being classified more as ambigutyeat is meant by ‘tall’ in
this case). However, we may in fact be in agreement on whicsorement we want to
use to determine categories, but not the threshold at whechphit categories. This form
of vagueness is referred to as ‘thresholdoritesvagueness’, in respect to its relation to
the soritesparadox (discussed in Section 3.2).

Returning to the previous example of mountains; supposgeherally agreed upon
measurement of height above sea level was used as the hesglstrament (and thus
Mount Everest is the tallest mountain in the world). The peabnow becomes deter-
mining whether something is a hill or a mountain, based upoheight above sea level
(there are other factors which may be considered such agabpress of the sides, but
for the purposes of this example only height is consider€dis is also vague, since there
does not exact a distinct height which would serve as a tbtdsfherefore, even when
limited to an agreed measurement, vagueness may still otdetermining the threshold
between vague categories.

2.2.4 Classification Vagueness

Classification vaguness relates to where a region has besardated, but it is vague as to
what the region corresponds to. In the mountain examplequsly given, for instance,
a region may have already been identified as correspondiagrégion which extends
above the surrounding terrain (which may form the basis oillaohmountain feature
definition). Classifying this region as either a hill or a mtain remains vague though,
given there is no clear distinction between the two. This l@ygue tasoritesvagueness
(the classification is based upon a threshold which may lieaelague), or other attributes.

For example, suppose a region had previously been markad¢cdhnresponded to a
built up area, which may be marked as a town or a city. The ifieet$on of this region
is therefore vague, as it may be related to one or more aspietts region. The classifi-
cation may be related to vague thresholds such as how ‘démseégion is (which may
be measured in different ways and also has no clear threbletlceen something being
dense and sparse), or may be related to other aspects sush @es$ence of particular
landmarks such as hospitals or cathedrals.
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2.2.5 Boundary and Location Vagueness

As discussed by Hazarika and Cohn (2001), spatial vagueaesalso broadly be seper-
ated into two categories; boundary vagueness and locatigmeness. With classification
vagueness, a region was already demarcated, whereas bpandalocation vagueness
deal with determining the region in question. With boundaagueness, the region has a
known location but has vague or indeterminate boundaribereas with location vague-
ness, there is uncertainty within the spatial location efrégion. The two can be seen to
be closely related, since parts of a feature may have lotatigueness (they are known
to be part of the feature in question but they do not have a knoeation), whilst the
feature itself may have boundary vagueness (the boundameber the feature and the
surrounding area may be vague).

For example, with mountains, the exact location may be @digeagreed upon as
some region surrounding the ‘peak’ of the mountain (the psassumed here to have
been decided upon), but the boundary that demarcates tistfre surrounding region
may be vague. On the other hand, there may exist parts of thtaia that are known
to exist (such as ridges), but the location of which is notvkmoThus, mountains could
contain both boundary and location vagueness.

2.3 Geographical Ontologies

Ontologies are formal representations of a set of conceyptshee relationships that hold
between those concepts, or as defined by Guarino (1998):

“A set of logical axioms designed to account for the intendexhning of a
vocabulary.”

Ontologies are intended as a method of adding meaning teptsiand their relationships
by means of logic. This logical layer is intended to make etpihe information con-
tained within a document, allowing a computer, for examfuesearch more effectively.
For instance, suppose we had an ontology of ‘cars’, withrmfttion such as engine size,
interior and other such attributes. We may then want to sefarovhat we consider to be
a ‘fun car’, which may for instance be a car with a powerfulieegand leather interior.
By posing this as a logical query to the ontology, we couldnetars that matched our
requirements, even if no car had been explicitly marked @s i the ontology. Thus,
an ontology would allow logical queries to search for infatron beyond the original
intention of the data.
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The most popular language at present for writing ontolomeé3WL3, and in partic-
ular the description logic aligned OWL-DL, as this can bepotito reasoners to test for
consistency. As it is based upon description logic, OWL-Btamputationally complete
and decidable due to the restrictions placed upon it. How#évs is not the only language
in use, and any formal logic-based language should be capébloducing an ontology,
providing it is possible to define concepts and the relahigssbetween concepts.

Several other attempts have been made at defining geogaaphiologies, thus, ex-
amples of these are considered here. In particular, thelingnaf the definition of the
features “river” and “lake” are compared, as these are Jaattres we may wish to rep-
resent in an inland water ontology. These features aredréweugh their hierarchy, to
determine how they are derived and to understand the umadgrtiefinition, including
considering the usage of spatial relations within the didins and ontologies.

2.3.1 Ordnance Survey Ontology

The goal of the Ordnance Survey ontologies as indicated@inwrebsité is:

“To provide both an explicit representation of our orgatiwas knowledge
and a set of increasingly automated operations that allfierdnt datasets
to be combined together, by representing them in a seménticaaningful

way via ontologies.”

The ontologies are written in two parts. First, a conceptudblogy that is readable
by humans, which is written in ‘Rabbit’ (Dolbear et al., 200the Ordnance Survey'’s
controlled English language. The intention of Rabbit isltovadomain experts to write
up their knowledge in a controlled manner such that it canrdsestated into OWL-DL
whilst still being readable by a person without particutinical understanding. On the
basis of this, an OWL-DL based ontology is constructed tfzetsiates the conceptual on-
tology into a logical format readable by computers. The lmgp examined here was the
OWL-DL hydrology ontology, which considers features relating to inland water feature
found in the UK (and thus part of the Ordnance Survey dataset)

The ontology contains spatial relations as propertiedudiog an encoding of the
Region Connection Calculus (RCC) (Randell et al., 1992)euride propertyspatially
related Other spatial relations included elsewhere as propeiriidade location, with

3Web Ontology Language (OWL) Reference: http://www.w3/@Ryowl-ref/ (Visited, July 2006)

40Ordnance Survey Ontologies: http://www.ordnancesucgeyk/oswebsite/ontology/ (Visited, July
2006)

5Ordnance Survey Hydrology ontology:
http://www.ordnancesurvey.co.uk/oswebsite/ontolbtygirology0.1.owl (Visited, July 2006)
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relations for being located near, inside, behind etc. Tipesperties are not grounded in
actual definitions of these spatial relations, but repregenpossible relations that can
hold between features.

For example, as discussed in 2.5.1, spatial relations digeddogically in terms of
the primitive relation of connection. From this, relatisgch as ‘part of’, ‘overlap’ and
‘proper part’ are defined. However, in the Ordnance Surveglogy of properties, this
is not made explicit; because ‘spatially inside’ is a subperty of ‘spatially connected’;
both properties must hold if ‘spatially inside’ holds, bbete is no indication logically
of why this should be. This does still allow some reasoninghef relations that hold
between features within the ontology. Thus, if a geogragdti@ature has been identified
within the ontology, then some of these properties will hioldelation to other features
depending on the definitions within the ontology.

Within the OWL-DL ontology, many of the properties are naiedly implemented in
the logic, and are instead attached as comments to showltllefinition for a particular
concept. Thus whilst a concept may refer to such propersiésreables’ or ‘part of’ in its
RDF comment, it may not necessarily have this property étddogically. This may be
due to the limitations of description logic.

The first concept of interest within the ontologyHgdrology Concepfs from which
other hydrographic concepts are derived. The conBeply of Wateiis a sub-concept of
this, which is defined as being made of water and having a fimbfgghus linking such
objects to their geometry. Thus, spatial relations woutdipon the footprint of a feature,
allowing further inferences to be made.

Further to this, lake is a direct sub-concept, defined asgbeimtained (typically)
within some basin, as well as connected to other hydrogcafelaitures such as rivers,
streams or other lakes. Rivers are also considered as dirbetoncepts, though there
is nothing explicit in the logic that separates them fromekak The comments define a
river as flowing within a channel, containing at least onetstr, and having sources and
mouths/confluences, which flows into another hydrogragatuire such as the sea, a lake
or another river.

By focussing on a smaller domain, the Ordnance Survey ogyalontains great detail
regarding hydrographic features such as rivers and lakiais.ificludes additional infor-
mation such as potential usage e.g. a lake allows fishingdorpand also the notions of
connections between features. The ontology also mentmatgsrelations, though these
are not directly used within the definitions, for examplengsspecific forms of spatial
relation to connect parts together.

5This seems to be a category mistake, as this is a type of coas@pposed to a geographic feature.
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The Ordnance Survey continues to develop and refine themamies, and an up-
dated version of the hydrology ontology has been developEae Hydrology Concepts
category has been replaced withapographic Objecatategory, which seems more appro-
priate given the nature of the domaiBody of Watehas also been removed, with ‘river’
and ‘lake’ now direct sub-categories of topographic olgethstead, both are given the
property of containing water.

Properties such as spatial relations have been re-orgkintsemore refined categories
as opposed to the more general RCC-based relations. Sedai@bns are now defined in
terms of location, such that an object can be located behimisa@e another object for
example. A new property of ‘mereological relation’ has dtsen added, which repre-
sents whether an object is part of another object. These ngpegies are incorporated
logically into the definitions of objects, as opposed to yebeing referenced in the
description.

Thus although some issues are addressed as the Ordnaneg &iine their ontology
(such as incorporating logic into the definitions), issuashsas the handling of spatial
relations remain.

2.3.2 SWEET

The Semantic Web for Earth and Environmental TechnologyE&W) is an upper-level
ontology intended to represent information for Earth Soée(Raskin and Pan, 2005). It
takes a hierarchical approach, which OWL is able to reptesféectively. However, it is
also noted that OWL fails to represent numbers effectivelyrasent, which is problem-
atic for scientific purposes whereby numerical scales datians of ‘greater than’ such
as ‘brighter’ cannot be represented correctly.

SWEET consists of several different ontologies, coverinthlorthogonal concepts
such as space and time, and scientific knowledge about presreoamd events. Thearth
Realmontology is the ontology interested in describing amongsticthings geographical
features, including inland water networks. The ontologgtams some notion of spatial
relations, including relations like ‘overlap’, ‘insidehd ‘surrounded by’. These are not
explicitly linked to a spatial ontology however. There islass of substances, allowing
the differentiation between different forms such as land/ater.

Within the Earth Realmthere is the clasBody of Waterwhich is defined as being ‘a
body whose primary substance is water and is part of the kpthere’. This is divided
into ‘Ocean’ and ‘Land Water’ classes, such that no featarelwe both. A subclass of

’Ordnance Survey Hydrology ontology Version 2:
http://www.ordnancesurvey.co.uk/oswebsite/ontolbtygirology/v2.0/Hydrology.owl (Visited, May 2008)
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Land Water is ‘Surface Water’, which is defined as ‘a land weggion that is surrounded
by land’, thus inheriting the property of being a 2D regioattbhan be mapped to a 3D
layer of the Earth. Surface water is split into ‘Lake’, ‘Poadd ‘Water Channel’, where
a Lake can be freshwater or saline, depending on the type tafr zat constitutes the
primary substance. A ‘River’ is a sub-class of ‘Stream’, @¥his in turn a sub-class of
Water Channel.

Because SWEET is an upper-level ontology, there are fewioakused to ‘flesh out’
these definitions of rivers and lakes. Primarily, they afinée as being regions that exist
on the Earth and contain water, but at the surface water feget is nothing that defines
what makes something to be labelled a lake rather than a alaé@nel for instance. The
intention would instead seem to be that a lower level ontpleguld for instance make
such distinctions, and then feed into the upper level foeotbasoning purposes. Thus
SWEET is able to cover a large range of features in genetakrgan concentrating on
a particular sub-domain in detail. This includes the spatiations, which are included
as relations but not explicitly defined to indicate their meg.

2.3.3 GeoCrossWalk

GeoCrossWalfkis an attempt to provide a link between geographical featarel the
underlying data. As noted on its website, a simple overvitth® aim of GeoCrossWalk
is:

“GeoCrossWalk is a database of geographical feature’y([gie towns, rivers,
woodlands and counties), their name and location. In otloedsy a gazetteer.
GeoCrossWalk does not just store a feature’s location ag, ftestores the

feature’s ‘footprint’.

A gazetteer is similar to an ontology in its usage; althouugrd is less emphasis on
logical relations, the structure typically allows featsite be broader or narrower versions
of other features. Of particular interest with the projestthe link to a ‘footprint’ of
geometric data; a lake may be represented by a polygon oerlyva line. This allows
spatial reason to be implemented upon the data, thus askiagfeatures are near each
other or overlapping.

The project uses a feature type thesaurus to categorisetiggaphic places and fea-
tures encountered. This is adapted from the Alexandriat®idibrary Feature Type
Thesaurus (ADLFTT) The ADLFTT is intended to allow mapping of features to any

8GeoCrossWalk: http://www.geoxwalk.ac.uk/ (Visited, Navber 2007)
9The Alexandria Digital Library Feature Thesaurus (ADLFTT)
http://www.alexandria.ucsb.edu/gazetteer/Feature3er070302/index.html (Visited, December 2007)
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part of the world, and thus required some modification in ptdebe applicable to the
more specific domain of the United Kingdom. This includedrém@oval of features that
would not occur within the UK, such as volcanoes, but moreartgntly, the re-ordering
of some terms to more closely map the gazetteer to the UK. ¥@mmple, in the ADLFTT,
a stream is defined ¥s

“Linear bodies of water flowing on the Earth’s surface. [USIBture Class
Definitions ]”

From this, rivers are defined as:

“Natural freshwater surface streams of considerable veland a permanent
or seasonal flow, moving in a definite channel toward a sea, lakanother
river; any large streams, or ones larger than brooks or syasekh as the trunk
stream and larger branches of a drainage system. [Glost@&galogy, 4th
ed.]”

Rivers are classified as being more specific forms of strearttsei ADLFTT. How-
ever, within the GeoCrossWalk feature type thesaurus,oeare reversed, such that
a stream is a more specific form of river. To complete the setedhitions, lakes are
defined in the ADLFTT as:

“Natural inland bodies of standing water, generally of &gjable size, occu-
pying a depression in the Earth’s surface. [Adapted frons&doy of Geol-
ogy, 4th ed.]”

The feature type thesaurus does not place as great an esippasilogical relations
as an ontology may, and the features are instead orderedinmpéesstructure, whereby
one feature may be a narrower or broader version of anoth#rinihe thesaurus, there is
a category calletlydrographic Featuresvhich contains two levels: the top level contains
the features bays, channels, lakes and rivers; the secegldttntains streams, which are
considered a derivative of rivers.

In comparison with other ontologies examined here, theufeatype thesaurus of
GeoCrossWalk contains very little detail in terms of logidefinitions. Instead, the ex-
pressivity comes from the ontology being grounded upon ggonadata, in the sense that
a lake is not simply stored as a point but rather as a polygaresenting the footprint of
the feature. Similarly, cities are stored as a polygon empamsing the extent of the city,

1°The definitions were taken directly from the ADLFTT websi@d the tag in square brackets repre-
senting the original source of this definition listed on tivebsite
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instead of simply marking the city centre for instance. TRepCrossWalk can handle
spatial queries upon the data, for example determining dréiqular river flows through
a city or not.

A limitation of this approach is the definition of these paiyig, as they are depen-
dent upon a particular design or viewpoint. Since the défimst of features are not fully
‘fleshed out’, it may not be clear what choices were used inateating a particular fea-
ture, as well as being unable to modify this if the demarcatioes not match the user’s
requirements.

Finally, the decision to swap the ordering of river and strésan interesting one, and
shows the problems faced when attempting to construct agited of such domains. In
the ADLFTT, rivers are a refinement of streams, such that anyirfly channels of water
are streams, and a refinement of this is the labelling of langgams as rivers. However,
for GeoCrossWalk the two are swapped, changing the defirtitioivers being the major
feature, with streams becoming smaller channels of waters the ordering of the two in
this manner has a subtle impact upon the overall definitichna@aning of these features.
Depending upon the context, both could be considered dpmedhe term ‘stream’ is
used differently by different groups or countries for imate.

2.3.4 OpenCyc

Although it is not a specifically geographic ontology, Opgo€ does contain definitions
for the geographical domain by virtue of its aim of being a eyah knowledge base.
This also gives a different perspective on the problem,esidpenCyc seeks to model
knowledge from a variety of sources as opposed to a singlgpamt.

OpenCyc is not written in OWL-DL or similar, but instead isitten in Cycl!? to
fully handle the input of knowledge into the system. CycL a&séd upon first order
predicate calculus, but extends this to allow even moreliktyi and expressivity within
the language, for example allowing higher order quantificat This contains mappings
to OWL, thus interaction between the languages should bsilges allowing OpenCyc
to be used as an upper level ontology.

An important aspect of OpenCyc is the usero€rotheorieswhereby eacimicrothe-
ory represents a particular context, by modelling a set of ieserabout a particular
aspect. Because they are context dependeittiotheoriesallow assertions to conflict
with each other, thus definitions of objects can vary betweamotheoriesand even be

OpenCyc is the open source version of Cyc, a general knowlbdge and commonsense reasoning
engine: http://www.opencyc.org/ (Visited, April 2007)
2The syntax of CycL: http://www.cyc.com/cycdoc/ref/cysstintax.html (Visited, April 2007)
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inconsistent with each other. For the analysis of the reprtagion of “river” and “lake”,
the Universal Vocabulary Microtheoris considered, as this provides descriptions of the
intended interpretation of the assertions in the theory.

Although not explicitly contained in the definition of feats, OpenCyc includesi-
crotheoriesfor spatial relations. Thus spatial relations can hold &sligates between
terms, though these are defined at an upper level and hencet diescribe how these
relations are calculated. It should therefore be possbleréate anicrotheoryfor ge-
ographical features that uses spatial relations to defiedehtures, as opposed to the
existing definitions that are largely devoid of them.

OpenCyec is largely structured into sets, with assertioesigfising further upon ex-
isting assertions. The most general level of intere&esgraphical Regionfrom which
the specialisatiofopographical Featurés obtained. A topographical feature is defined
as:

“A three-dimensional feature of a planet’s surface, tylyoaith boundaries
defined by formations of rock, dirt, water, etc., or by sigr@fit changes in
elevation.”

Thus OpenCyc is working with the physical notion of topodyiapl features, as opposed
to the projection to a map (therefore the three-dimensiaspéct is crucial to the defini-
tion as opposed to assumed). This specialised further wroBbody of Waterwhich is
defined as:

“A natural or artificial topographical feature consistingeorelatively large
volume of water primarily in liquid form, contained by an tasce of Basin-
Topographical. Both the basin and the water are considensl @f theBody-

OfWatef

OpenCyc acknowledges that it is not only the water that foanvgater feature but
also the land (or basin). It is from this feature that laked avers are derived. A lake
is a direct specialisation of Body of Water that is disjomatrh Stream, Canal, Ocean and
Harbour:

“Each instance of Lake is a land-locked body of water, tyipydaut not nec-

essarily of fresh water. Two important specializations FreshWaterLake
(instances of which are fresh-water lakes) &medndSeginstances of which
are salt-water lakes).”

A stream is specialised also from Body of Water, but addéilynwith Watercourse
which is a channel of flowing water (either artificial or nati)r Thus River is a speciali-
sation of Stream distinguished by size:
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“A specialization of Stream. Each instance of River is a ratstream of
water, normally of a large volume”

The distinctions between river and lake are more ‘fleshediou®penCyc than in
some other upper-level ontologies, making clear the distn between the two via the
need for a flowing channel. OpenCyc also takes into condiderthe fact that the land
formation which forms a particular feature is also of impoxte, not just the water con-
tained within. The allowance famicrotheoriesmeans that further refinement of these
ideas could be possible with OpenCyc, depending on the giostext.

2.3.5 Conclusion

As previously noted by Agarwal (2005), a comprehensive ggagcal ontology does not
exist at present. With each of the ontologies considerefi;ieiscies have been found,
particularly in relating to actual data. Firstly, whilstrse of the ontologies contained
some spatial relations, they did not use these within thaitiefis of features. As spatial
relations are crucial to the geographical domain, it wodgkeferable for an ontology of
the domain to allow these to be incorporated.

One reason for the lack of spatial relations may be in parttdtlee choice of OWL-
DL as the language used for the ontology, as restrictiondimBke implementing spatial
reasoning difficult within this language. The restrictiangplace upon DL also cause
problems elsewhere, for example, inhibiting the defingiohfeatures. However, a more
descriptive language, such as that used for OpenCyc, car wsKication difficult, as
well as create consistency problems when attempting re@agon

The ordering of river and stream highlights the subtle défeees in viewpoints dif-
ferent people may have, and that terms may be used diffgriendifferent countries and
communities, and thus highlighting the importance of cenie definitions. Whilst a
stream is considered a sub-concept of river within a UK cdnt&her contexts reverse
this ordering.

As some of the ontologies considered here are upper levelagi¢s, they are ex-
tremely detached from the data level, hence definitions areergeneral than may be
desired. For example, in SWEET there is no logic that classthe difference between
lakes and rivers; this distinction would therefore needdoun at a lower level. Similarly,
whilst GeoCrossWalk contains segmented data (and thugalhas a ‘footprint’ within
the data), no logical definitions are given that explains sdyething is marked as a par-
ticular feature. ldeally, the definitions within the ontgloshould be logic based, such that
it is clear what the distinctions between features are.heuyit would also be desirable if
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primitives defined within the ontology could also be relati@@ctly to geographic data.
Finally, none of the ontologies consider vagueness in aagtgtetail. For example,
whilst all seem to acknowledge that a river is a large versioa stream (irrespective of
the ordering within the ontology itself), none offer a wayctdrifying what it meant to be
a large stream, and thus the boundary between the two feature
In conclusion, the key points that need to be addressed lyrgglical ontologies or
systems implementing them (such as GeoCrossWalk) are:

e Spatial Reasoning: A geographical ontology should be dep#lallowing reason-
ing about spatial relations that exist between features.

e Logic based definitions: The definitions of features shogl@déshed out logically,
so that it is clear what a particular definition means.

e Vagueness: Some method of handling vagueness should hel@dcldue to the
importance of this to the domain.

e Relation to Data: The primitives defined in an ontology skdaé linked directly to
geographic data.

2.4 Ontology Grounding

The ontology level is usually seen as separate to the dagi lmasoning on queries is
performed within the ontology, and data is returned thatined these queries. Thus the
ontology is devoid of the data context. This has a clear immppon handling vagueness,
where context is important. A proposed improvement to thigiground the ontology
upon the data (Jakulin and Mladeni¢, 2005).

By grounding the ontology, an explicit link between the dogry and the data is made,
thus allowing reasoning to be made within the context of #heiqular data. GeoCross-
Walk, discussed in Section 2.3.3, is an example of this withé geographic domain; the
project aims to connect the data and the definitions by regJdhe meanings of features
to a specific ‘footprint’ in the data, as opposed to simply apo

The symbol grounding problem as proposed by Harnad (19%f9)esis that comput-
ers do not actually understand knowledge they are providdd Where have been no
adequate solutions to this problem as yet and it remains an ppblem (Taddeo and
Floridi, 2005), although some people question that symbmligding is really a genuine
problem. Ontology grounding does not solve the problenmoaigh it could be argued
that associating spatial extensions with named entitiegddoe described as grounding.
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Table 2.2: An example of the possible structure of layematig the same general layer
to be connected to different forms of data layers. This ipgthfrom (Third et al., 2007)

General:

spatial and temporal logic

global structure

high-level predicatesver|s, [|(x), stream[s, {](x)

Grounding 1: Grounding 2:
river[s,l](z) <« linear[l](z) Awater(z) | river[s,{|(z) < 2D-linear[l|(z) A
A—small[s](z) Jy[3D-bed(zx, y)
stream(s,(|(z) <« linear[l](z) A water(z) A3D-channel(y)]
Asmall[s](z)
Data 1: Data 2: Data 3:

2-D topographic data| 2-D topographic data| 3-D topographic/ bathymetric data
Human-scale Boat-scale

small[s](x) small[s](x) 2D-linear|l](x)
3D-bed(x, y)
linear(l](z) 3D-channel(y)

In grounding definitions upon data, the symbols attachedade Imeaning with respect
to the spatial extension they are related to.

Grounding the ontology upon the data allows reasoning vghdata in particular
contexts. Since context can be important to vaguenessndirogithe ontology upon the
data gives us a method of reasoning with that vaguenessppsgad by (Bennett, 2006),
where it was noted that uses of words such as ‘large’ are diegp¢on the context they
are used in. Thus if referring to whales rather than humamsingling the definition on
the data allows ‘large humans’ and ‘large whales’ to be reteto seperately.

To ground the ontology upon the data, work is required at bogrdata level and the
ontology level. Previously, linearity was described as xangple of an attribute which
could be used to ground an ontology upon data, and it was stimtmvork was required
at both levels to use such an attribute (Mallenby, 2007). #shitecture for such a layer-
ing effect was discussed by Third et al. (2007), whereby #edrfor a grounding layer
between the data and general ontology levels was discusseeixample of this layered
structure is shown in Table 2.2.
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2.4.1 Solving Queries through Model Construction

In order to ground the ontology upon the data, a method of Imepbbgical queries that
may be asked is required. One suitable approach given thetaléie handled ismnodel
building, which has been applied in other areas using logic such apwtational seman-
tics (Bos, 2003; Blackburn and Bos, 2005). With model buidgia model of the domain
is constructed using theories that are input, to deternfitiey are consistent (or satisfi-
able). Amodel checkecan then be used, whereby given a model and a first order query,
the model checker determines whether the query is satisfiedtdy the model. If there
are no free variables then it is a simple test of consistemogreas if there are free vari-
ables, the model checker can assign values from the modediddirat will satisfy the
query. An example of this was presented by Blackburn and B085).

The approach is suited to small, finite domains, but the amraloes not scale well,
as discussed by Kohlhase and Koller (2003). Whenever anythiadded to the domain
or new theories are added, the model will increase in sizanmg queries take longer to
process. This becomes especially clear when dealing wigkestial or universal quantifi-
cation, as these may require testing over the entire dormakerefore the completeness of
model building is also a problem computationally. Attemijptémprove the efficiency of
the approach have for example added salience values to théodansure that resources
are handled efficiently (Kohlhase and Koller, 2003).

As noted by Claessen and Sorensson (2003), model buikeledgad fall into two cate-
gories: MACEstylemethods such as MACE (McCune, 2003) and PARADOX (Claessen
and Sorensson, 2003), and SEWiemethods such as SEM (Zhang and Zhang, 1996) and
FINDER'3. These two styles approach the problem of model buildirfgdifitly, and thus
are better suited to different types of problems: SEM-styéthods perform well on equa-
tional problems whilst MACE-style methods allow a greatexithility in the clauses and
hence are more general purpose. MACE-style methods useatvis-Butnam-Loveland-
Logemann (DPLL) (Davis et al., 1962) algorithm to generhterhodels. A series of first
order logical clauses are first taken and translated intopgsitional logic clause set, by
flattening and instantiating the clauses. These can thendvempusing the DPLL-based
algorithm. SEM-style methods on the other hand, attempbtmdilate the problem as
a constraint satisfaction problem, rather than convettiegogic. Backtracking through
interpretations is then used to determine a solution. Timgd the sort of problems that
can be handled to some extent, but also means that the piscggsnised for particular
problems.

3FINDER 3.0 website: http://users.rsise.anu.edu.aufijikir.html (Visited, November 2007)
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2.5 Qualitative Spatial Reasoning

A comprehensive overview of qualitative spatial reasomsngrovided by Cohn and Haz-
arika (2001), where it is proposed that the aim of qualitasipatial reasoning is to:

“provide calculi which allow a machine to represent and oeasith spatial

entities without resort to the traditional quantitativeiiriques prevalent in,
for e.g. the computer graphics or computer vision commesiti(Cohn and
Hazarika, 2001, p.4).

Qualitative spatial reasoning aims to allow reasoning atiwirelations that hold be-
tween spatial regions, without requiring that quantiefatures are explicitly measured
such as length, distance and area, as well as being ablestdumther relations that may
hold. For example, if you were on a train and had a bag that lbaé<in, you could
infer that the books were also on the train due to the spatlations between the bag,
the books and the train. Geographically, such relationgs@amemon when describing the
world around us, since we often talk of features being insjp@det of or next to other
features.

Of particular interest for this work is the reasoning of tbpdlogy of features, de-
termining when regions are for example overlapping, disected or inside each other.
The principal approaches considered here are the RegioneCton Calculus (RCC)
(Randell et al., 1992), and Egenhofer and Franzosa'’s 9sketéon Calculus (Egenhofer,
1991, Egenhofer and Franzosa, 1991).

2.5.1 The Region Connection Calculus

The Region Connection Calculus (RCC) was introduced by Blaetial. (1992). RCC
assumes an initial primitive relatia@(x, ), which holds when the topological closures
of regionsz andy share a common point (Randell et al., 1992) and are thus cxenes
to be “connected”. From this initial connected relatiorhestrelations that hold between
two regions can be derived. A list of the basic key relationdisted by Randell et al.
(1992) follows:
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DC(z,y) =4 —C(z,y) (2.1)
P(z,y) =4 Vz[C(z,2) — C(z,9)] (2.2)
PP(z,y) =q [P(z,y) A =P(y, )] (2.3)
EQ(x,y) =4 [P(x,y) AP(y, )] (2.4)
O(x,y) =4 32[P(z,2) ANP(2,y)] (2.5)
DR(z,y) =4 —O(z,y) (2.6)
PO(x,y) =¢ [O(x,y) A =P(z,y) A =Py, z)] (2.7)
EC(x,y) =4 [C(x,y) A =O(z,y)] (2.8)
TPP(z,y) =4 PP(x,y) A 32z[EC(z, 2) A EC(y, 2)] (2.9)
NTPP(z,y) =4 PP(z,y) A ~32[EC(x, 2) A EC(y, 2)] (2.10)

RCC-8 consists of eight of these relatioi3C, EQ, PO, EC, TPP, TPPi, NTPP,
NTPPi, whereTPPi andNTPPi are the inverses afPP andNTPP respectively. Figure
2.1 shows graphically the RCC-8 set. This set is both joiedigaustive and a pairwise
disjoint set of base relations, such that only one can everlhetween two given regions
(Randell et al., 1992). Depending upon the requiremenits sét can be restricted or ex-
panded. For example, RCC-5 uses ddR, PO, PP, PPi, EQ, wherePPi is the inverse
of PP (Bennett, 1994). Thus, RCC allows different levels of refieat; as discussed in
(Li and Nebel, 2007) where a generalised version of RCC (GRE€@roposed. When
dealing with rough sets it may not be possible to distingwhbkther two regions afeC
or EC; hence, only the RCC-5 relations could be used. In the sastarioe though, this

would be sufficient for the given usage.
PO(a,b) TPPi(a,b) NTPPi(a,b) EQ(a,b)

DC(a,b)
TPP(a,b) NTPP(a,b)

b

100
(0
SNCD
6O

Figure 2.1: The RCC-8 relations, demonstrating the set € lvalations that can hold
between two regions
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Figure 2.2: The eight topological relations between twdigpeegions together with the
corresponding 9-Intersection matrix (Egenhofer, 199d). dach, the label given to that
relation is shown, together with the corresponding RCCtiaeian brackets.

‘o () O o

001 111 100 100
001 001 100 010
111 001 111 001

disjoint (DC) | contains (NTPPi) inside (NTPP) | equal (EQ)

o ©® O o

001 111 100 111
011 011 110 111
111 001 111 111

meet (EC) covers (TPPi) | coveredBy (TPP) overlap (PO)

2.5.2 Egenhofer and Franzosa’s 9-Intersection Calculus

The 9-Intersection Calculus (Egenhofer and Franzosa,)1884 many similarities to
RCC-8, and though developed independently also contaiasaspelations significant
to GIS, as noted by Bennett et al. (1998). However, whereds R&3 a logical basis, the
9-Intersection Calculus is derived from a more mathemkiasis.

As detailed in Clementini et al. (1994), the binary topotajirelation between two
objectsA and B is based upon the intersection of the two objects’ interfdrsand B°),
boundariesdA andoB) and exteriors 4~ and B~). These are typically modelled in a
3 x 3 matrix as shown in Equation 2.11, whereby each is eithergomton-empty (0 or
1 respectively).

A°NB° A°NoB A°NB-
J9(A,B) = 0ANB°® 0ANOB 0ANB~ (2.11)
A-NB° A-NoB A NB~
Thus, in theory, there a@¥ = 512 binary relations, but for connected homogeneously
2-D areas with connected boundaries there are 8 mutuallygxe relations providing
complete coverage of the possible relations (EgenhofeA&itdha, 1992; Egenhofer and
Franzosa, 1991). These are shown in Figure 2.2, and areddetotthe RCC-8 relations
noted previously.
The composition and transition between the relations haes lronsidered, with a
graph-like structure developed to represent this, as shoviAigure 2.3. In particular,



Chapter 2 Background 29

Egenhofer and Al-Taha (1992) looked at the gradual tramsitiom one relation to an-
other, and proposed the graph be modified to include theditities in Figure 2.3.

To determine possible relations between relations, a ceitipo table could be de-
rived. For example, if there are three regions and the dpatation that holds between
two pairs of the regions is already known, the possible iggatthat hold between the
final pair can be derived via the composition table. Theseatjpms can be performed
using set and matrix operations upon the intersectionsdsetihe objects.

equal

Figure 2.3: The 9-intersection calculus, demonstratimgsipatial relations that hold be-
tween regions, arranged by conceptual neighbourhoodsiefEmand Al-Taha (1992).

2.5.3 Allen’s Interval Algebra

Allen’s Interval Algebra (Allen, 1983) represents the tlas that hold between two di-
rected one-dimensional time intervals, and thus was Ilyismoposed for temporal rela-
tions and reasoning. The Algebra consists of 13 relationshawn in figure 2.4. The
Algebra has however formed the basis of two-dimensionaaeiag with the Rectangle
Algebra (Gusgen, 1989; Balbiani et al., 1998, 1999). Thet&wele Algebra consists of
applying Allen’s Interval Algebra to both axes separateilg aomparing the results, thus
there arel3 x 13 = 169 relations within the Rectangle Algebra. The Algebra isriest
tive in the sense it is based upon rectangles, though as bgtBdlbiani et al. (1999) it
can express directional relations such as whether a regitartine left or right of another
region in addition to the topological relations. Also, itdsmputationally simpler than
other spatial reasoning approaches due to the restrictiosilng rectangular regions.
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|
. Before/After

Overlaps/
* Overlapped-by
Starts/Started-by

E— EdS/Ended-by
\—_—‘ Contains/During

Equal

Figure 2.4: A graphical representation of the 13 differelierelations. With the excep-
tion of the final relation Equals, the other 12 are in fact Gpaf duals. Thus, the first
relation represents both white before black and black aftete.

2.5.4 Applying Qualitative Spatial Reasoning to Data

The problem of combining qualitative and quantitative da#s discussed by Abdelmoty
et al. (1993). Here, the combination of different levelsrdbrmation are discussed, such
that the intention is to bridge the gap between the primlavel of points, lines and poly-
gons, and the object level describing the spatial relatimaisdefinitions of features. Tran-
sitivity tables are formed representing the possible ieatbetween different primitives.
Thus, spatial relations can be calculated by deductivegss®s as opposed to computa-
tional geometric algorithms (or at least a reduced usagedi algorithms). Similarly,
Rodriguez et al. (2003) combined the 9-Intersection Gafcwith composition-based
and neighbourhood-based approaches to reduce the numbepadbgical constraints
that needed to be satisfied, thus reducing the overall catpnt

Pratt and Schoop (1998) discuss the problem of Euclideacespantaining many
regions which are of no interest or use, such as shapes witlokedied boundaries. They
therefore propose a different calculus intended to dedl plitysical regions, represented
as polygons, that would be of interest. However, this resnlea more complex theorem
due to the restrictions in place.

A hierarchical approach to determining RCC relations isussed by Bennett et al.
(1998). Moreover, the calculations were converted to kaoterms, such that the prob-
lem becomes one of the closure of half-planes.

Another approach to deducing the spatial relationships isse constraint logic pro-
gramming (Jaffar and Maher, 1994), as discussed partlgubgr Aimendros-Jimenez
(2005). Such an approach offers an interesting alterndiivieis reliant on the efficiency
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of the constraint logic solver used, and as discussed by Adinos-Jimenez (2005), fur-
ther work is required to improve such an approach for effedthplementation.

2.6 Summary

This chapter has summarised the background required forthisis. The problem of
vagueness within the geographical domain was considergdriaral, identifying issues
that can arise due to this problem. A selection of existirgggaphical ontologies were re-
viewed, and deficiencies were determined within these. Téwning of ontology ground-
ing was discussed, which was shown to require consideratiomultiple levels within the
system in order to be implemented. Finally, qualitativetighaeasoning was considered,
both the principal theories used and their application toaaata.
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Approaches to Vague Reasoning

3.1 Introduction

This chapter will compare the two principal approaches @ueareasoning, in order to
determine the most effective approach for my case studytid®e8.2 will discuss the

issue of vagueness, particularly in relation to the gedgcabdomain. The two principal
approaches to handling vagueness will then be consideestip8 3.3 will look at Fuzzy

Logic and Section 3.4 will look at Supervaluation Theoryct®mn 3.5 will then compare
the two approaches’ suitability to handling vague aspefdiseinland water domain, and
discuss the approach | decided to use for my problem in Se8t® Finally the chapter
is summarised in Section 3.7.

3.2 Vagueness

Vagueness is prevalent within our language and the mannehich we describe the
world around us. Vagueness has been considered and diddysgkilosophers for many
years, with examples stretching back to ancient GreeceSthgesparadox, which is
often used to outline a problem of vagueness for reasoninginating in a series of
puzzles attributed to the Megarian logician Eubulides ofeldis. TheSoritesparadox

can be easily adapted to illustrate vagueness in geogragtshown by Varzi (2001b).
The example given by Varzi (amongst others) is that of mansi&verest in particular.

32
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Recalling the previously given dictionary definition of &et, this can be rewritten
in the form of aSoritesparadox. The ‘large’ part of the definition will be used, and f
convenience large will be equated to mean the length of tles. rin actuality, the term
‘large’ is itself vague, since there may be more than oneofagétermining if a river is
large. The paradox starts with something that is clearlyerrithe Nile, which has a
length of approximately 6,690 kilometres:

A 6,690,000 metre long channel of water is a river.
For allk: if a (k+1) metre long channel is ariver, so ikanetre long channel.
Ergo, a 1 metre long channel is a river.

Clearly, the same argument would hold if the initial claussesva 1 metre long channel
not being a river and the length was increased by 1 metre @aeh The paradox would
remain; whilst there are some things that are definitelyrsiaad some that are definitely
not, there exist borderline cases that may or may not be deresi rivers depending on
people’s perspectives.

Further to this, the borderline cases make it difficult toividlate features. Geo-
graphical features are often part of a larger feature (SamthMark, 1998; Fonseca et al.,
2002). Whilst people have an understanding of what a rivasispposed to a lake, they
may not be able to agree upon a specific border at which theyowave left the river
and entered the lake, if they were travelling along the water boat, for example. An
example of this is shown in Figure 3.1, whereby a single feaittishown that may rep-
resent a river, but alternatively could be a series of lakemected together. If it was the
latter, some form of individuating would be needed to demi@takes from the original
feature, but it is not clear where such boundaries would &ecul.

P NN BN
LN, JLINNIN,
PAANANANAANN GINNIN,
N A A AAAAAAAAAAAAANAN AN

SN Y AN
B AN NI
B AN A
IS TN
Vo

Figure 3.1: An example of the problem of individuation. Wimnecessarily clear whether
this is a single large river, or a series of connected lakes.

The Soritesparadox is not the only form of vagueness, and Dubois et @01(Rillus-
trate other forms of vagueness that may arise, whilst B&r{g@05) has also identified
different varieties of vagueness and ambiguity. Howewer Sorites paradox perhaps best
highlights the problem of vagueness; if no precise bounfatween two classifications
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exist, how can such classifications be applied? Clearlyddses problems for reasoning
about vague objects, as classical logic is insufficient.

This may lead some to view vagueness as a defect or deficidneywguage that
should be removed or avoided, but as argued by Bennett (2@dtkDubois et al. (2001),
vagueness is, in fact, an important part of our languages $bhmeone can be described as
‘tall’ without knowing their exact height, or the River Tyas a river despite not having a
concrete definition of a river (or specific boundaries encasspg the Tyne). A far more
suitable approach then, is to find a method for handling aasia®ng about vagueness.

One of the principal considerations for ontologies of gapgical information is the
handling of vagueness, as noted by Tomai and Kavouras (2004drder to be able
to ground an ontology upon the data, it is important to evalube main approaches
to handling vagueness, to allow their applicability to béedmined with regard to the
geographical domain and to the problem of ontology groumdirgeneral.

A discussion of the different categories of vagueness isigea by Dubois et al.
(2001), illustrating that vagueness can be subtly diffedepending on the circumstances
in which it appears. Therefore, there may exist some cirtanecgs where one particular
form of reasoning is more suitable, whilst in other situas@another approach is more ap-
plicable. Considering the geographical domain indepetiglehothers allows evaluation
of the main approaches to handling vagueness and deterommditwhich is most suited
to the case study considered in this thesis.

As noted by Williamson (1999), vagueness can also be of aehigtder than just
first-order vagueness, in the sense that any statement rhadeavague statement may
itself also be vague. Kulik (2003) addresses the probleneodisd order vagueness with
regards to spatial reasoning, and notes that vague geagtaplures such as ‘forests’
may have different ways of being characterised, thus seooter vagueness could be
seen as an overlay of these different characterisations.

The principal approaches for handling vagueness at praserifuzzy Logic and Su-
pervaluation Theory. Both approaches offer a method obr@ag over vague features. It
is usually the case that the two are presented as opposiogabeHowever, this in part
assumes that vagueness can only take one form, which asskgstby Bennett (2005)
and Dubois et al. (2001) is not true. Rather, vagueness karditiering forms and hence
may require different methods depending upon the contegtabslem. Recently, it has
even been proposed that the two theories are not as incdstgasi previously thought
(Fermuller and Kosik, 2006), although it may still be prefae to use one approach for a
given system and not mix their usage.

Instead of dismissing a particular approach, it seems mgpeo@riate to consider
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which approach is most suited to the given situation. Tha t&t is to be input needs
to be considered as well as the intended output, and from ithisay be determined
which approach is most suitable; in some instances thideiFuzzy Logic and in others,
Supervaluation Theory.

3.2.1 Type of Vagueness Addressed

Before evaluating the different approaches to vague réagpit is important to clarify
the type of vagueness that is to be addressed by the systene &dhe different types
of vagueness that may relate to spatial reasoning weres$iedun Section 2.2, such as
boundary, classification, location asdrites The intention of the system is to demarcate
regions within the dataset which correspond to geogragaittifes. Whilst this may seem
to include all of the previously mentioned types of vagusnése final classification of
the regions as particular features(such as rivers or lakes)d be performed using an
ontology, thus classification vagueness is not addresstsyttem at this stage. However,
the other types of vagueness previously discussed woulddressed by the system.

With features such as a river, the location of the featureregally agreed upon, but
the boundary of the feature is not, hence boundary vaguaragd need to be addressed.
The way such features are identified from the dataset is ttifgesmaller regions cor-
responding to some attribute within the dataset, then comdpithese logically to form
the feature of interest. With these parts of the featureatlon vagueness needs to be
addressed, as the location of these features is not knowallyisoritesvagueness may
need to be addressed, as the thresholds used to classifgrteepthe feature may them-
selves be vague.

Thus, the type of vagueness to be addressed in this thesiddsritify the regions
that correspond to a particular feature, as opposed toifyi@gsa region as a particular
feature. The identification of this region may itself be degent upon other types of
vagueness, such as determining parts of the feature @ocatigueness) and combining
these to determine the boundary of the feature (boundanyeresss).

3.3 Fuzzy Logic in Geography

Fuzzy Logic is the most popular approach to handling vagserend has been used in a
variety of applications since its conception by Zadeh (1968%8, 1976). The underlying
concept is to allow data to be processed using partial setaeship rather than strict set
membership or non-membership. For example, a person isomsidered to be strictly
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‘tall’ or ‘short’, but rather they are considered to beloraytially to somedegrego the set
of things that are tall/short. A common misconception madénat the degrees of truth
represent a form of probability, and thus that Fuzzy Logia gobabilistic approach to
vagueness. This is inaccurate, as although both pertaiartdling uncertainty, they do
not correspond to the same thing.

Issues related to Fuzzy Logic were discussed by William4884, p. 120 - 130), in
particular as to whether Fuzzy Logic addresses the Law ofuled Middle, as claimed.
Rather, it is based upon classical logic and thus is stitaptible to the Sorites paradox.
The meaning of the degrees of truth may also be unclearcphatly if the predicate
depends on more than one variable. For example, to determhiether a person was ‘tall’
to some degree of truth a suitable choice of measurementvismito use the person’s
height. However, to determine whether a person was ‘lamgebime degree of truth may
require consider multiple variables other than height lfsas weight or waist size), for
which it is less clear how to combine them into a single degfaguth.

Fuzzy Logic is best suited to situations where it is not fettta sharp boundary
exists between vague interpretations, but instead thésesexgradual transition between
interpretations. An example of this is given by Kulik (200&%) may be desirable to
state that there is a sharp boundary between ‘forest’ aralW'sregions, but this would
lose some of the notion of the transition between the two dube density of the trees
increasing or decreasing. A Fuzzy Logic approach wouldceadtuse the density as a
degree of truth, allowing the transition between the twoearndelled effectively.

With geographic features, there may be different concaptiaf how to represent
them. For example, the notion of ‘objects’ and ‘fields’ in gemmphy was discussed by
Galton (2001). Obijects are typically static with a definiiedtion, and can be regarded
as belonging to &pe for example, rivers are natural objects where each indalidiver
belongs to the generic typever. Fields represent a function over the set of values char-
acteristic of a feature. Examples could include elevatmopulation or the distinction
between land and water. Further to the previously notedreagen of gradual transi-
tionary boundaries, Fuzzy Logic would seem to be most sudgedodelling objects in
terms of fields, e.g., specifying the boundary of a mounta, (@n object) using eleva-
tion values (i.e., a field). Thus the display of such resuléy take the form of a colour
gradually transitioning to another colour, or more disesparation of such boundaries
e.g. grouping transitions into larger categories such &8,00-20 etc.

It is not entirely clear how spatial regions can be compargdguFuzzy Logic, al-
though the Region Connection Calculus (RCC) as first prapbgeRandell et al. (1992)
is adapted to fuzzy spatial relationships by Palshikar 42@hd Liu and Chen (2006).
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This expansion would allow the use of Fuzzy Logic when reampsapatially about geo-
graphical objects, which increases the applicability afZulogic to GIS.

The use of Fuzzy Logic appears to be strongly suited to aré@sernumerical data
will allow the construction of membership functions (Erghal., 2004; Porter et al.,
2006). In these examples, numerical data allowed memipsisinétions to be constructed
that allowed fuzzy reasoning to be successfully used inyaimj and classifying partic-
ular features. Fuzzy Logic was proposed as a possible metfhwahdling sorites vague-
ness within geography by Fisher (2000).

3.4 Supervaluation Theory in Geography

Initially proposed by Fine (1975), Supervaluation Theorggmses that there exist many
interpretations of the language. If a statement is truelim@drpretations it is considered
‘supertrué and, similarly, is consideredsuperfalséif it is false in all interpretations.
For all other interpretations though, the truth value wipénd upon the interpretation; in
some interpretations they may be true and others false. $hpervaluation theory has
similarities with modal logics in its approach to handlingtements (Dever et al., 2008).

Returning to the example of determining whether someoralisit short, it is clear
that some heights of people, such as anything over 7 feetidwadways be considered
tall. Thus “persorx is tall” is supertrue ifx was taller than 7 foot in height. Similarly,
the statement would be superfalsexitvas shorter than, for example, 3 foot in height.
However, for statements such as like “A person of height 69éeches is tall” may be true
in some interpretations but false in others. In Supervadnatemantics,grecisifications
are used to determine the boundary points at which statsnaeatconsidered true or
false in a given interpretation. Supervaluation semarycigself does not logically add
anything to handle vagueness. Instead, it acts as a frarkdaraieveloping an approach
to handling vaginess (Bennett, 2001a,b).

Williamson (1994), questioned the validity of SupervailoatTheory as an approach
to handling vagueness. In particular, the notioswpertruthis questioned; if statement
‘S’ is true if and only if S (i.e. truth is disquotational),ah either ‘'S’ is supertrue only
or ‘not-S’ is supertrue only. This is similarly argued by Bodnd Lepore (1996), who
claim that if something is indeterminate in one interpiietatit must be indeterminate in
all. Thus Supervaluation theory ignores the essence of gaghe sentences, and does
not, in fact, handle the vagueness effectively. Thesecitis are addressed to some
extent by Dever et al. (2008), where Supervaluation Thesmgrgued to take a modal
perspective upon vagueness. A modal Supervaluation Thealgo discussed by Liu
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and Chen (2006), where it is used to enhance description togillow vague reasoning.

Higher-order vagueness can be problematic for Supervaiudteory. As noted
above, with first-order Supervaluation Theory, a staterseeither supertrue, superfalse
or true or false depending upon tpeecisificationused. However, at what point does
something go from being true in some instances and falsengergtto being supertrue?
For example, at what height does “persois tall” go from being true in some instances
to supertrue? This is higher-order vagueness, and retartietcriticisms noted above.
However, Varzi (2001a,b) has questioned the importancheptoblem of higher-order
vagueness to Supervaluation Theory, as he sees it as amprobfeemantics.

Supervaluation Theory is suited to situations where, alfjfmothe location of the
boundary is vague, it is agreed to exist. This is differemtrfruncertainty, where it would
not be possible to mark a boundary despite having all availabormation. For example,
most people would be able to agree upon the general positiamgiven river on a map,
but if they were asked to mark the boundary of the river theyldionost likely not reach
a consensus. Thexistencef the boundary would be agreed upon, butld@tionwould
most likely not.

If the object-based and field-based conceptions of geographdiscussed by Gal-
ton (2001) are considered, Supervaluation Theory is mdtedsto the representation of
object-based conceptions. Thus the display of such featuoeild consist of variable
sharp boundaries, such that the boundary would represeantiaytar precisificationas
opposed to representing a permanent or fixed boundary.

Supervaluation Semantics have previously been applietiggtoblems of forests
(Bennett, 2001b) and inland water networks (Bennett e2@D5). Here, th@recisifica-
tionsare generated from user preferences, to allow control awerdtassification occurs.
Varzi (2001b) suggested that the vagueness is concephaa& are many precise things
that can be conceived to be a mountain, but Varzi argues tngeveess merely arises be-
cause it is not clear which thing is being referred to spedificwhen Mount Everest is
referred to, for example. This clearly fits with a Supervétuast approach. Kulik (2000)
uses Supervaluation Semantics to classify spatial regindgo answer statements such
as whether an animal settles within a given boundary, as agetlomparing the results
with those that would have been obtained had Fuzzy Logic bsed instead.

3.5 Handling Vagueness in Inland Water Networks

The use of vague reasoning approaches has thus far beeder@asin a general sense.
Both Fuzzy Logic and Supervaluation Theory have been apgliecessfully to differ-
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ent situations that required some form of vague reasonirtgnging upon the notion of
vagueness having many different forms, it is often des&rablhandle vagueness differ-
ently, depending on the intended outcome.

As a general observation, Fuzzy Logic, when applied to tlegygghical domain, is
suited to when gradual boundaries are required; insteadtrig where a feature starts or
ends, a range where it may start or finish would instead bengsapervaluation Theory,
on the other hand, takes a more definitive approach in a givetext; it is instead stated
that within a specific interpretation a feature has a defimtendary. It is thus important
to consider which vague reasoning approach is most appdi¢ata given problem, op-
posed to simply dismissing a particular approach outrighe intended domain must be
analysed, to determine what kind of vagueness is most rlévdahat domain, and what
the intended usage of the domain is.

The domain of inland water networks is intended to coverifiggnt inland water
features, such as rivers and lakes. In addition to the pusvexample given of size,
other aspects of the domain are also vague. Geographiadtsbjpay not be a clearly
demarcated entity but part of another object (Smith and MEGRS8; Fonseca et al., 2002).
The individuation of entities is therefore important to gegphical domains. With inland
water networks, this could apply to individuating featusesh as rivers and lakes from
a larger, connected water network. This could mean, for @kandeciding if something
is a large river with a series of bulges or a series of lakeseaied by smaller rivers, as
shown previously in Figure 3.1.

In order to make a decision on what vague reasoning approaacset the following
points need to be considered:

e Input Data The format of the data may help determine the most effedtve
of reasoning. For example, if the data consists of contisu@lued observables,
Fuzzy Logic may be more appropriate as it is possible to ge@aeanembership
functions. On the other hand, geometrical data may be matedsio Supervalua-
tion Theory, since making sharper judgements regardintcpéar boundaries may
be required.

¢ Intended FrameworkThe framework in which the reasoning will be used is an im-
portant consideration. The meanings of some logical defirstwill vary depend-
ing upon the approach used, which will in turn impact uponrésults obtained.
Careful consideration of this is therefore required.

¢ Intended OutputFinally, the intended output for the data and segmentatiast
be considered. This includes both the graphical output hedisage of such data.
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Much like the input, the two approaches are best suited ferdifit types of out-
put; with Fuzzy Logic a gradient approach to boundaries isensnited whereas
Supervaluation Theory can be represented with sharp bu¢afbe boundaries.

Each of these points will now be considered in more detailshitow the different
situations that each approach is suited for. This will imtiuelp determine which approach
is most suited to the case study considered in this thesis.

3.5.1 Input Data

Geographical data can be represented in a variety of formatis two of the principal
forms being topographic data and observations of some gittebute over a particular
area. Although both can be modelled using either of the vagagoning approaches, it
would seem that in each case one approach is more suitabléthather.

Referring back to the previously mentioned geographiga¢syof objects and fields,
topographic data is more suited to object-based conceptidhis is because geometric
features tend to be thought of as having a particular looatimd boundary, even if the
perceived boundary is not fixed. Thus Supervaluation Theayld appear to be more
suited to topographic data, as this is more suited to sgoatwhere the presence of a
boundary is perceived but which do not have a specific loodixed for it.

With continuous observables, a field-based conception i® mwitable. This is be-
cause the change of a particular variable over an area is o mterest for such data,
as opposed to individual, crisp values. For example, aragsia something that could
be defined geometrically from topographical data, but atsdccbe defined based upon
the relative salinity of the water (Cameron and PritchaB3t Pritchard, 1967a), as dis-
cussed in Section 2.2. The definition there related theidiubdf sea water and fresh
water, thus the use of salinity data for water would help siibh a definition.

3.5.2 Intended Framework

One of the potential benefits of Supervaluation Theory owezf Logic is its relation to
classical logic. Within a giveprecisification predicates will evaluate to true or false, and
hence classical logic can be applied directly to this. Fuzmyic however, is not intended
to use the same equivalences as classical logic. For exathplédasic definitions of
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Fuzzy Logic are:

t(A A B) = min{t(A), {(B)} (3.1)
tH(AV B) = max{t(A),+(B)} (3.2)
tH-A) = 1 — t(A) (3.3)

WhereA andB are assertions angdA) represents the degree of truthAfsuch that
0 < t(A) < 1. As noted by Dubois et al. (1994), this means some booleanaqnces
of classic logical do not hold, and instead represent ‘phttuth’. Whilst this does not
mean Fuzzy Logic cannot be used to reason with, it does raidxgms.

For example, returning to salinity data, suppose a measieim percentage terms
of the ratio of sea water and fresh water at observed poirgge@rded. Thus any given
point would haver% sea water and00 — =% fresh water. Suppose, for example, a
classical definition of water was:

water(x) = fresh_water(x) v sea_water(z) (3.4)
With Fuzzy Logic, this would become:
t(water(z)) = max{t(fresh_water(z)), t(sea_ water(z))} (3.5)

Thus, the only time it is ever certain that something is wasawhen it is completely sea
water or freshwater. Further, any observation in betweenaistate with certainty that
x is water, merely give the maximum degree of truth. This iseegly true when the
observable in question is half of both; the resultant assedf the degree of truth is also
only 50%. Whilst this could be overcome with a rule statings water ift(water(z)) >
50%, this potentially loses some of the information presemilirly, logical conjunction
in Fuzzy Logic also potentially loses some of the informatidue to the loss of the largest
degree of truth.

Fuzzy Logic has been proposed as a framework for geogrdplata by Stefanakis
et al. (1996), where different attributes are combined gisirathematical functions to
determine results. Another example is discussed by Hatgtos and Giaoutzi (2005),
where membership functions were generated for key atg#intlandfill siting, then com-
bined to determine overall suitable areas.

The intended framework therefore, will impact upon the ckpBupervaluation The-
ory will allow for more classical logic approaches, wher€agzy Logic will be more
suited to mathematical approaches.
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3.5.3 Intended Output

The intended output is, to some extent, influenced by thetifggmat used, since the
results will graphically overlaid onto that input data. Tkey difference in the two ap-
proaches, therefore, is the representation of boundaegelen features. With Fuzzy
Logic some form of graded boundary would be preferable, gestihe blending of two
colours from one to the other, whereas with Supervaluatiogofy crisp boundaries are
more suited.

As with the input, geometrical output is more suited to Suglkeration Theory than
Fuzzy Logic. For example, in Figure 3.2 there are two riviersand R,, with R, flowing
into R,. Although there is not a specific boundary between the twe,etkistence of
one could still be perceived, as opposed to there being aigracinsition from one to
the other. The dotted lines, therefore, represent someeopdissible boundaries that
could be perceived, although many more would exist. Withzlyuzogic, these potential
boundaries would form part of a graded transition betweentwo, which seems less
appropriate to the intended usage of individuating theufest

Figure 3.2: An example of determining possible boundarations. Here, there are two
rivers labelledR; and R, respectively, with the intention being to determine therimtary
between the two. Some possible boundary locations are shypwre dotted lines. Fuzzy
Logic on the other hand would have a graded region of posbil@daries.

With Fuzzy Logic, it is instead preferable to project theiadons in observables, as
opposed to generating sharp boundaries. This was shown tzichiastos and Giaoutzi
(2005), where the different attributes under considenatice combined to generate an
overall ‘suitability’ measurement, which is a number betwé and 100. This scale is
represented graphically by varying shades of grey, with ibddgehite and 100 being
black. Thus, rather than demarcating individual regionsas that are most suitable are
highlighted, as well as how abrupt or smoothly these traorstb unsuitable areas.
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The intended usage will impact upon the output and thus tpeoagh used. As was
noted previously in Section 2.2, an estuary can be defined lippits topology and by
its salinity; thus, depending upon which output is requiegter Supervaluation Theory
or Fuzzy Logic could be used. If an estuary is to be defined asrelyptopographic
feature, then Supervaluation Theory would be suitable. él@w if instead the extent of
the salinity of the water was to be considered, Fuzzy Logidadbe to model the relative
salinity as well as mark out candidates for the extent of Htaagy.

3.6 Implementing Vague Reasoning

The key considerations when determining which of the twoa@g@ghes mentioned is most
appropriate for a given problem have been looked at. Frosetbbservations, a decision
about which approach is to be used to work with the vague éspémy case-study can
be made.

The intended system takes topographical data as an inpditaleows regions to be
demarcated within this data representing inland wateufeatsuch as rivers and lakes, as
has been noted previously (Mallenby, 2007). Some of the kepates for inland water
features were identified by Ganter and Wille (1999), whiatluded size and linearity,
and hence these are the types of attributes that are inteéodsal extracted in order to
determine features.

As noted above, Supervaluation Semantics lends itseléb&itthese requirements
than Fuzzy Logic. The use of Supervaluation semantics Walecrisp boundaries to be
generated, as opposed to the fuzzy regions of Fuzzy Logich &usp regions are easier
to work with spatially, as although spatial reasoning witlzEy Logic is possible, it is
not without complications.

In order to use Supervaluation Semantics, a method thathisesmantics as a frame-
work needs to be implemented, such thatecisificationcan be determined from defined
predicates. By itself, Supervaluation Semantics modejsi@aess in terms of possible
interpretations, as opposed to giving any method of anajysemantic variability that
can occur within natural language. Thus, this frameworldede be expanded to allow
the parameterisation of such interpretations, to enswatttiey can be modelled within
the system.

The intention is that the observations that determine thagsdication of a feature are
dependent upon thetandpointof a particular user, hence the approach will be referred
to asStandpoint Semanti¢Bennett et al., 2005; Third et al., 2007; Bennett et al.. 800
Standpoint Semantics is intended as a refinement of Supati@ semantics, whereby
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the range of possiblprecisificationsof a vague language is described using a (finite)
number of relevant parameters relating to observable ptiepe The applicability of a
particular predicate is thus defined by a set of thresholsigiasd to these parameters.

For example, a predicate such as rivers may be based on Iseagmeters, which
may include size or flow for instance. With standpoint semcaneach of these param-
eters could be modelled by assigning them a threshold, wiejstesents the distinction
between the different instantiations for that parametéusT flow could be a measure of
the flow rate along the watercourse, and the threshold detesthe distinction between
‘flowing’ and ‘stagnant’. The value of this threshold is dagant upon the user’s stand-
point, thus if the user feels that rivers should be fast flgutimey can set the threshold
accordingly, and similarly if they view rivers as anythinglna flow they can reduce the
threshold.

This is represented throughout this thesis using the fafigwotation (Mallenby and
Bennett, 2007; Third et al., 2007): awrary predicatg has an interpretation that is de-
pendent oomthresholdg, ..., t,,, represented as:

Pltr, - tm] (@1« s ) (3.6)

Thus the set of thresholds . . . , t,,, represents a particulatandpointand are used to
determine whether a particular predicatés true or not for a given instance. To imple-
ment a predicate ‘tall’, where it is intended to show that\aha certain height someone
is considered tall, a predicate could be constructed teseptt this as:

tall[R] (z) (3.7)

whereh is the height which a person is required to be greater thaggaal to, in order to
be considered tall. This idea was expanded further by Be(2@@6), where there would
also be included in the notation the ability to determinedbetext in which tall is being
used, since clearly “tall” as applied to giraffes represemdifferent range of absolute
heights from “tall” as applied to humans. For the purposethisfthesis, a standpoint is
assumed to be used for a particular instance, hence thedsllf a giraffe would be a
different standpoint to that of the tallness of a person,@soeed to a single standpoint
for tallness.

For each threshold, it is important to define the values whiithmake the predicate
true. Withtall, this would be a single value, hence the predicate couldwetten as:

talllh > z](z) (3.8)
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to signify that in order forr to be evaluated as being tall, the heighinust be greater
than or equal toz. On the other hand, a threshold may be dependant upon naultipl
values, defining ranges of values which will make a preditat For example, suppose
a predicatenormal was introduced in relation to height, to signify a person wgeither

tall nor short (where short has previously been defined agleeperson whose height is
less than, or equal to, some threshold). This could be defised

normally < h < z|(z) (3.9)

where h is the height of persom. Thus, normal depends orh being between both
thresholdsy and-.

When a standpoint has multiple thresholds, the interadiietwveen the thresholds
may be complex. For example, suppose the following preeliaats defined to represent
ariver:

river[f > fi,1 > l1](z) (3.10)

wheref is the rate of flow of the featuréjs the length of the feature, arfgddandi, are the
respective thresholds which these need to be greater thandde labelled a river. In this
example, ariver is therefore required to be both ‘flowingldong’, and neither threshold
has precedence over the other. However, there may be iestavitere one parameter
being satisfied is sufficient; for example, if the length & tbject was significantly larger
than the specified threshold. Therefore, the computaticdhethresholds may require
multiple dimensions; for example, two thresholds could le¢ted on a two-dimensional
graph to determine what pairs of thresholds would mean tedigaite evaluates to true.
This would require further work, and is beyond the scope wftthesis.

Finally, if the definition of a feature contains predicatesttuse standpoint semantics,
then that feature is, by inheritance, dependant upon the séandpoints. For example,
suppose a predicate was introduced to represent large,mdlese large means someone
who is tall and wide:

large_manih, w](z) < male(z) A tall[h](z) A wide[w](z) (3.11)

whereh andw are the thresholds which a person’s height and width neee gréater
than, or equal to, for these predicates to be evaluated @asBecauséarge_man is de-
pendent on both of these parameters, the standpoint of ¢ldécpte contains both param-
eters. The predicate could have been written using the sammesfsriver was previously,
where the thresholds are built directly into the predicht@wever, defining the predicate
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in terms of other predicates allows more control logicallgiothe impact of the parame-
ters. Thus, itis more suitable to define river in terms of &esavf vague predicates rather
than a single predicate with a standpoint containing a spameters.

3.7 Summary

This chapter has analysed the principal approaches toihgneigue reasoning, look-
ing at their strengths and weaknesses when applied to thgraggg@ucal domain. Fuzzy
Logic was shown to be best suited to situations where tiansitboundaries are required,
whereas Supervaluation Theory was shown to be suited to onisgedefinitions. There-
fore, it is better to consider what the desired outcome adamimg about the data is, to
ensure that the most suitable approach can be chosen.

It was also shown that Supervaluation Theory at least coalarplemented within
a system to handle vague features. By building upon the frnameof Supervaluation
Semantics, user preferences or standpoints can be usetetaeeprecisifications al-
lowing reasoning to be undertaken in a given context, and éiflowing vagueness to be
handled to some extent. How this may have been handled hay Eazic been used
instead was also discussed.

Much of the decision on which approach to use still comes dmapersonal prefer-
ence. There is much literature on the deficiencies (botlopbghical and logical) of the
respective approaches, and many people have strong viethe amability of these ap-
proaches, taking the viewpoint that only one is ever apblearhis need not be the case;
rather it is better to consider the problem and intendeduiwgrefully. Since vagueness
can arise in many different forms, it follows that handlinggueness can also be per-
formed using different approaches, some more applicabledkhers for given instances.
Thus, choosing a vague reasoning approach need not inalirggtone stance and one
stance only, but rather choosing the approach that suitsabés of the problem and thus
using the most effective approach in a given situation.



Chapter 4

Data and Attribute Representation

4.1 Introduction

This chapter will show how to represent the data and ate#urt such a way that reason-
ing about vague features within the domain is possible.i@edt2 will give an overview
of the problem domain, discussing the input data to be usée. répresentation of the
data using a ‘skeleton’ will be considered in Section 4.3e $torage of data will then be
considered in Section 4.4. Finally the results of this ceapte summarised in Section
4.5.

4.2 Overview of Problem

The problem domain considered in this thesis is that of thiaater networks and the
classification of inland water network features. Theseuidelfeatures such as rivers,
streams and lakes, which have previously been shown to hevaghe intended sys-
tem, therefore, needs a method of representing this vagaehat will allow the user to
segment, individuate and label such features, as propasgtbpsly (Mallenby (2007)).
This system expands upon earlier initial work by Bennetl.g2805).

The system’s initial input data was topographical datagegnting the Humber Estu-
ary on the East coast of England. The initial input was oletifnom the Global Land-

a7
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cover Facility (GLCF), which were vectorised for input into the system. Furthermex
ples were obtained from the Ordnance Survey Digimap Catlest which were again
vectorised for the system.

Providing the original network is a fully connected one (r@otps disconnected from
the rest), the initial input for the system would be a singlygon representing the inland
water network. In Section 3.6, it was determined that footgraphic data, Supervaluation
Theory was the most suitable approach if the intended ougpudividuated features.
Using Standpoint Semantics (that is based upon Supen@iugbeory), the user would
enter values for thresholds to determstandpointsthus when the system is queried to
return these features it will return regions that have chispndaries that correspond to
instances of the feature, as demarcated according to tiseclstandpoints and associated
thresholds.

The intended language to develop this part of the systenolsdrwhich offers logical
reasoning via Horn clauses. By developing this sectioniwnolog, interaction with the
reasoning stage should be simpler, irrespective of thedbtanguage used to develop the
ontology and reasoning processes. Further, some impegaibgramming elements can
be implemented, allowing the handling of some of the mathieaaormulae that may
be required to solve problems within this stage. A discussibthe different forms of
Prolog will be given in Chapter 6.

4.3 Finding the Skeleton of a Polygon

In order to be able to reason effectively with the input polyg, an approach is required
that represents information related to the polygons mdreieitly. This includes being
able to represent variation within the shape, as well as Isimgasurements such as
width, area or other such size and distance measurementsen Wé think of features
such as rivers, we often imagine an approximation of a lineeraby the variation in
the width and the edges remains low. Thus some method ofrdigtieg a skeleton of
the input polygons is desirable, from which important chteastics can be derived with
which to define features.

!Landsat ETM+ imagery: http://glcfapp.umiacs.umd.ed888di/index.jsp (Visited, July 2006)
20Ordnance Survey Digimap Collections: http://edina.atdighmap/ (Visited, August 2006)
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4.3.1 The Medial Axis

The Medial Axis of a polygon as first proposed by Blum (1978yéfined as the locus of
the centre of all the maximal inscribed circles of the polygbere, a maximal inscribed
circle is an inscribed circle that cannot be completely amrd within any other inscribed
circle in the polygon (Ge and Fitzpatrick, 1996). A simpleeple of this is shown in
Figure 4.1, including examples of maximal inscribed ciscleithin this context. The
Medial Axis was proposed as a method for determining lingatches of a river by
Bennett et al. (2005), whilst McAllister and Snoeyink (2D@s0 discuss the benefits of
using the Medial Axis in relation to inland water networkgmore detail.

Figure 4.1: The Medial Axis of a simple polygon. The inputymmn is represented by
the thick black lines, with the Medial Axis by the thinnerdm The circles represented
with dotted lines are examples of maximal inscribed circtbss, the centre points of
these circles are also points on the Medial Axis.

First, the centreline of rivers can easily be derived fromMedial Axis, as this will
be a line that is equidistant from both banks. Further, tbigreline generation can also
be used to determine “opposite” banks of a river, since th@imates to finding the
left and right sides of a line. Finally, depending on the ¢autdion used to generate
the Medial Axis, it is possible to approximate the area of \zegiriver network. For
McAllister and Snoeyink (2000) this was possible as theyaiseronoi diagram based
approach, and thus can use the Delaunay triangulation,ualkead a Voronoi diagram.
A comparison of approaches to Medial Axis calculation wil discussed later in this
section.

In a similar problem, the Medial Axis was used to approxintasal junctions by Iton-
aga et al. (2003). This was used as a method of converting agerof a road network
into a graph representation, which allowed a more effectypgesentation of the over-
all hierarchy of the network, especially when combined wiiles to solve ambiguities
arising from the Medial Axis process. This has clear palslgth river networks, as it
would be clearly beneficial to generate a simplified repriegem of a river as a graph or
similar.

Whilst the Medial Axis is relatively simple to describe,staomputationally complex
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to calculate. Ideally, an approach would be developed tdywre the Medial Axis of a
given polygon, as well as to work in reverse and generateyapalfrom a Medial Axis.
Theoretically, the Medial Axis can be computed in lineardima histograms (Chin et al.,
1999). However, as noted by Bose et al. (2006), the algoristoite complex due to the
triangulation algorithm used, meaning the algorithm maly de of theoretical interest.
An alternative approach, therefore, may be preferrable.

The three main approaches to calculating the Medial Axisbeagrouped loosely as
follows: The first is by finding the Voronoi diagram of the pgbn, of which the Medial
Axis is a subset. The second is to use distance transfornd lmasasures, which derives
from the fact that a point on the Medial Axis is equidistantvio or more edges. Finally,
fast marching or gradient/flux based approaches may be wkéch derive from Blum’s
‘grass fire’ description of the Medial Axis. Specificallyyibu were to set fire to the edge
of a polygon which then burned inwards and you recorded tbation of the corners
of the polygon at small time intervals, the end result woutdtihe Medial Axis of the
polygon, as the fires would converge to these lines. Thud) approaches could be
considered to be “thinning” the input polygon to find the MadAxis. The second and
third approaches are similar to each other, since both meia calculating some form
of distance transform across the polygon.

Computing the Medial Axis from an input polygon is requirédthough this should
be as efficient as possible, speed is not imperative as theMeds for an input file can
be pre-computed as opposed to “on-the-fly”. A further regient is to be able to store
information related to the Medial Axis, such as the radiughefmaximal inscribed circle
at a given point on the axis, which represents the distantteetolosest edge at that point.
Finally, any approach used should allow some method of sawgithe process such that
a polygon can be generated from a section of the Medial Axish@ original polygon
to be generated from the full Medial Axis), either via thealthm or by providing the
required information to allow an approach to be developed.

4.3.1.1 Medial Axis Calculation - Voronoi Diagram Approach

The Voronoi diagram of geometric objects is a partition o into cells, such that
each cell represents the region closer to a particular pthjan any other object (Voronof,
1907). In the simplest case, the Voronoi diagram of a set oftpd' is the partition of
the plane which associates a regid(p) with each poinp from S in such a way that all
points inV (p) are closer tg than to any other point fror. An example of this is shown
in Figure 4.2a. Given the distance based aspects of thetitwiirthe connection between
the Medial Axis and Voronoi diagram is evident; since thee=dgf the Voronoi cells
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Figure 4.2: The Voronoi diagrams for mixtures of lines anth For Figure 4.2a, the
dots are the input and the lines are the Voronoi edges. Ir&sgi2b and 4.2c, thick lines
represent the input and thinner lines represent the resultaonoi edges. Figure 4.2b
has a mixture of lines and points, whereas Figure 4.2c hatnes.

represent points equidistant from two or more objects, tleelil Axis must be a subset
of these edges. This was discussed in more detail by Lee [1@82re it was shown

that for a convex polygon, the Medial Axis and Voronoi diagref the set of edges of
the polygon would be the same, whereas a concave polygordwegiliire the removal of

edges occurring at concave corners of the shape.

By deriving the Medial Axis from the Voronoi diagram, the ek&edial Axis can
be obtained, as opposed to some approaches which need tuxiapgte the distance
calculations and thus the Medial Axis. Information suchlesdistance to the edge can
also easily be extracted.

For a set of points, the Voronoi diagram is reasonably dttéogward to implement.
For example, an inefficient brute force method would be td firgl the bisectors of
all pairs of points, split these into lines wherever theyeiséect and finally remove all
lines that do not satisfy the criteria for Voronoi diagrarvkore efficient algorithms have
been developed using a sweepline approach (Fortune, 19Bic)) have a complexity of
O(nlogn), though these can be difficult to implement effectively.

The Voronoi diagram of the set of edges of a polygon, howes@nore complicated.
The Voronoi diagram can be computed inefficiently from thteo§eisectors of all pairs of
points, thus the resulting diagram will also only consisswhight lines. However, when
there is a mixture of lines and points or just lines, the dakbons become more complex.
The resultant edges are also more complex, with parabajageel to define the Voronoi
edges generated between points and lines. Examples ofdhes@own in Figures 4.2b
and 4.2c, where the introduction of lines increases the ¢@xiip of the resultant Voronoi
diagram.
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The relation between the Medial Axis and Voronoi diagram slasvn by Lee (1982),
as well as how this can be implemented to calculate the Médial quickly for a poly-
gon. This was further expanded by Chin et al. (1999) showhatjthe process could be
performed in linear time, although in practise this is diffido implement. Held (2001)
has developed an approach called VRONI, which can handleetyaf inputs to gener-
ate the Voronoi diagram and derivatives such as the Medi@.Ahe algorithm has also
been implemented in C, and thus can be used without the negherate code.

In conclusion, a Voronoi diagram based approach allows usliculate the Medial
Axis exactly and with useful information. However, the apgeh is dependent upon the
algorithm used to generate the Voronoi diagram, which haa Baown to be complicated
for polygons.

4.3.1.2 Medial Axis Calculation - Distance Transform Appraach

The Medial Axis of a polygon is the locus of all maximal ing&d circles of a polygon.

A point on the Medial Axis therefore is equidistant from twormore points, as each
maximal inscribed circle must touch at least two differethges. This follows from the

definition of a maximal circle, requiring that a the circlenoat be completely contained
by any other inscribed circle. The radius of a maximal irseadi circles represents the
distance to the edge from a point on the Medial Axis.

The distance transform for a polygon can therefore be coedpwthereby for each
pointin the polygon the distance to the nearest edge isledbrl) and from this the Medial
Axis can be derived. The advantage of this approach is thplsity of the algorithm;
if the points are represented as a grid the distance transfan be computed easily, and
points can be compared to determine which satisfy the mdityncaiteria.

Because the inside of the input polygon is represented ailatlye accuracy of the
resultant Medial Axis is dependent upon the granularityhefdrid used. This is discussed
further by Meijster et al. (2000). A further problem of theyatithm is generating a
polygon from the resultant Medial Axis. A simple approachuabbe to find the union
of all the maximal inscribed circles being considered, hig tnay not be straightforward
to implement. Also, it is not clear what edges a Medial Axigpeelate to, although this
may be possible to track with modification.

A distance transform approach was used by Ge and FitzpgttR®6), where it is
noted that merely comparing the neighbourhood of a point nwybe sufficient. Hes-
selink et al. (2005) present an approach which uses a sigpfirm of the Medial Axis
called the Integer Medial Axis, which bases the calculaioma grid as mentioned above.
Remy and Thiel (2002, 2003, 2005) have shown how the proeesbe simplified by the
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use of look-up tables, as well as alternatives to the Euatidistance such as Chamfer
distances, whereby the Chamfer distance between two psitiits path between with the
lowest cost (thus the path along a grid of points).

In conclusion, a distance transform approach represemtgdesmethod of determin-
ing the Medial Axis, but may not be the most accurate due tagthaularity of the grid
used.

4.3.1.3 Medial Axis Calculation - Thinning Approach

The final set of approaches derive from the “grass-fire” deson of the Medial Axis,
where if we imagine burning the edges of our input polygorhghat they move inwards
at a constant rate, the Medial Axis will be the result of theakton of the corners over
time. Thus if the polygon is thinned progressively, the Medixis could be derived. The
thinning progressively could therefore be computed ovaetior alternatively gradient
based approaches could be used to represent how the thimaird occur and derive the
Medial Axis from the results.

Similar to distance transform approaches, thinning apgres can be simple to im-
plement. For example, if marching methods were used we doad#t the distance over
time easily and thus find the Medial Axis and the distance ¢oettige at each point. It is
also possible to reverse the process to generate the injygtomo by expanding out until
the distance is now zero (and thus have reached the edge pblygon). However, like
the distance transform approaches, the problem of acceeatyccur, as a grid is used
instead of exact points.

Telea (2002) discusses an approach that uses the fast ngarobihod to determine
the Medial Axis. The aim is not only to track the distance te ¢uge, but also the edge
which generated that point. A comparison of similar metheds also conducted by Re-
niers and Telea (2006), where the speed and accuracy of ppobeehes were compared.
A flux based approach was proposed by Dimitrov et al. (2000ereby the inside of
the polygon is treated as a vector field and thus the gradiezdach point represents the
direction in which that point would thin using the “grassfimpproach. The gradient
field essentially represents how thinning would occur. Fthis, the flux is calculated,
by finding the points where the gradients converge, whichreqdresent the Medial Axis
of the shape.

In conclusion, thinning methods may suffer from the samélgrs as other distance
transform approaches, since they may not be the exact Méxiis
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4.3.1.4 Medial Axis Calculation - Conclusion

Depending on the method chosen, considerations includsothelexity of the algorithm
as well as the accuracy of the final Medial Axis. In terms of®inity, distance trans-
form approaches are the most straightforward algorithessiffer from potential loss in
accuracy depending on the granularity of the grid used. NMardiagram approaches are
exact, but computation of the Voronoi diagram for a polygan be complex.

The approach decided upon for this project was the Vororagrdim based approach
VRONI proposed by Held (2001). This was due to a number obfactFirstly, attempts
with other approaches did not produce accurate enoughtsesulthe resulting Medial
Axis had gaps due to the complexity of the input polygonshéiligh it may be desirable
to simplify the Medial Axis to a simpler skeleton, the inltéis would ideally be as accu-
rate as possible to reduce accumulative errors. Therdfme/oronoi diagram approach
of VRONI is preferable.

Secondly, the code has already been implemented efficientB; This saved time
that would have otherwise been spent refining Medial Axisecddhe code is designed to
interface with other programs, although for this study iswafficient for the calculation
of the Medial Axis to be pre-computed and an input file gereetat

VRONI stores the information related to the Voronoi diagramad Medial Axis in an
efficient manner, which allows data such as the distancedetiye (as well as which
edges are nearest) to be easily extracted, for example nidass it is possible to imple-
ment code to segment the image into smaller sections ageegas well as generate the
original polygon from the Medial Axis.

In addition to Voronoi diagrams and the Medial Axis, VRONhaaso compute other
derivatives, such as the Delaunay triangulation (Delaub@34), which is the dual of the
Voronoi diagram. The Delaunay triangulation representsféective method of triangu-
lating a series of points, and may be of use in other sectibtieeayeographical domain.
For example, in forests each tree could be treated as a pwinth& Voronoi diagram
and Delaunay triangulations calculated. From this, festisuch as density and shortest
distance between trees could be calculated, which may likinsiee segmentation of the
data.

4.3.2 Refining the Medial Axis to a Skeleton

A method of calculating the Medial Axis for a given input pgbn that is both efficient
and accurate has now been determined. However, the Medigli®\gxtremely sensitive
to noise and variation along the edge of the input polygoshasvn in Figure 4.3. This is
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due to the additional corners of the polygon, whereby carrepresent the point at which
two edges join. For every corner whose inside angle is cqritiexe will be an additional
arc in the Medial Axis that is connected to that corner. ThikWs from the “grass fire”

definition.

Figure 4.3: The Medial Axis of a rectangle with noisy edge$ie Medial Axis is ex-
tremely sensitive to variation in the edge, resulting in mpbcated skeleton. This may
be acceptable if the exact axis was required, but if the gétegpology of the rectangle is
of interest only, a method of pruning the axis is requiredje¢nerate the correct skeleton.

\

An approach is therefore required that allows the MedialsAxi be pruned, such
that the resultant simplified skeleton retains the ovemgbtogy of the input polygon,
whilst not removing any arcs that are required or the remo¥alhich would result in
disconnected parts of the skeleton. An overview of appresdh provided by Bai et al.
(2007), which include previously discussed methods for islegixis extraction such as
thinning and gradient based methods. However, it is alseshbat these approaches do
not guarantee a connected skeleton representing the tppsiome arcs may be shortened
too much or removed entirely, whilst more spurious ones reayain.

The approach used in this work was that of Contour PartitigriBai et al., 2006,
2007). Recalling the previously noted Medial Axis requissththat arcs are made up
of the locus of the centres of maximal inscribed circlesoliofvs that such circles must
touch at least two different edges. Contour Partitioninigdiswon this approach by instead
using a series of connected edges referred to as a ‘contlwoitour’ here defined as a
successive sequence of connected edges), where skelatabes in the final simplified
skeleton consist of points whose associated maximal ivedrcircles touch at least two
‘contours’.

An example of the results is shown in Figure 4.4, which shdvesdffect of using
contour partitioning on the rectangle in Figure 4.3. Thegdified skeleton is intended to
represent the overall rectangle represented by the conmariseda, b, ¢, d. These form
the basis of the contours used:— b represents the set of edges betweendb, b — ¢
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all edges betweeh andc, ¢ — d all edges between andd and finallyd — a all edges
betweenl anda. Thus any Medial Axis point whose associated maximal ih&cticircle
only touches one of the contours is now removed, leavingdbeltant skeleton.

a b

d MMWAL YN TN WAACANAARMNSINYAANAL MAA—AA AN

Figure 4.4: The simplified skeleton of the rectangle in Fegar3. Here, four contours
were used, constructed as- b,b — ¢, c — d, d — a.

A drawback to contour partitioning is determining the camioto use, particularly in
determining an automatic approach. With Figure 4.4 for gdamt is apparent visually
that the four corners labelled b, ¢, d, that would resemble a rectangle, are most likely
of interest, but implementing an approach of automatiaddigrving this could prove dif-
ficult. An initial attempt may be to use the convex hull of thege, but this would not
have generated the same results as Figure 4.4, as showrune Bi, where extra edges
remain.
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Figure 4.5: The simplified skeleton of Figure 4.3 when thevearhull is used to de-
termine the contours. Here, the contours were generated fhe@ pointsP, — Pi3,
which form the convex hull as represented by the continudaskbline (the original
input polygon is represented by the dotted line). Thesetpaijenerate the contours
P—P,... P3—P.

The problem of automating the decision is discussed by Bal. ¢2007). Here, the
aim is to determine which points have the highest importanoe use this ranking to
determine what order to remove points. After each iteratibremoving a point, the
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outline of the contour is compared with the input polygomgsa similarity measure,
where points are continually removed until the contour shapuld no longer be sim-
ilar enough to the input polygon (and thus not produce a skelthat retains the input
polygon’s topology).

Although this approach sounds promising, it was found torimiitable for the inland
water network data input here. For example, often there neagnball offshoots (such
as small harbours) that would be added as separate contbersitwvould, in fact, be
more desirable to simply include them on contours eithex sfcthem (creating a single
, larger contour). The approach could be adapted to providaigomatic solution, but it
is beyond the scope of this work. For the input data, it is guficient to determine the
contours to be used manually.

4.4 Skeleton and Data Storage

4.4.1 Medial Axis Generation using VRONI

Having decided upon what approaches to use to collect anierdie skeleton, these
need to be implemented within the code. As discussed in@edtR, the intended input
data is vectorised from a black and white image. Thus the isuadseries of polygons.
This is converted into a format that VRONI can accept, tovaltbe Medial Axis to be
calculated. The first refinement required is to select theecbside of the polygons on
which to calculate the Medial Axis; depending on the dir@ttof the input polygons
(clockwise or anticlockwise), the left side of a polygon edgay represent the inside or
the outside of that edge. This is easy to determine, and cigklgube rectified if the
polygons are ordered in a different direction than expected

The next decision required is that of how to handle the rediat represents the
sea, and the connection of this region to the inland wateverét The problem domain
examined in this thesis is that of inland water networks;sthnilst the region at the
mouth of the river that connects to the sea may be of intdresiyiedial Axis beyond that
pointis not of interest. However, VRONI will calculate a MaldAxis that extends around
the input polygons, and thus will have many lines which areafianterest. This can be
rectified easily by defining a bounding box surrounding thiggan that is slightly larger
than the given input polygon in all directions, and not stgrany Medial Axis points that
are outside of the box.

A final change that is required of the code is to ensure stashtiee boundary points
that generate each Medial Axis node, allowing polygonahssgs of the water to be
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Table 4.1: The functions stored for the initial data. Thesestored as asserted facts in
Prolog. ‘Function name’ here represents a particular fanctwhereas internal storage
would be shortened and concatenated.

Function Name Arity | Attributes stored
2 Identifier,
Boundary Node co-ordinates of point
Boundary Line 3 Identifier, . .
the two nodes making up the ends of the line
3 Identifier,
Boundary Polygon list of co-ordinates,
list of points/lines
4 Identifier,

point co-ordinates and radius of maximal inscribed circle,
degree of point,
lines that node is end of

Medial Axis Node

. . 3 Identifier,
Medial Axis Edge the two nodes that form the ends of the line
2 Identifier to link to Node,

Medial Axis Tangent

list of boundary points/lines the point is generated from

derived using the Medial Axis. These can be collected froenctbde, with calculation of

the related edges occurring at the next stage. An initialtifipe can now be generated
from VRONI that stores the polygons and Medial Axis with resagy information in a

Prolog file, enabling the next stage of initialisation.

4.4.2 Initial Data Storage

The initial input from VRONI simply stores a series of poitabelled as either being part
of a polygon or the Medial Axis. This needs to be stored in aerlogical fashion, al-
lowing us to derive further information. For the boundaryygons, the ability to identify
individual polygons is required, as well as to determinehbehat lines and nodes make
up a polygon as well as what particular polygon a line or nedeait of. A summary of
how this information is stored is shown in Table 4.1.

First, each boundary node is stored in the fdroundarynode/2, where that partic-
ular node is numbered with a unique identifier and the coratéis of the point stored.
From this, all boundary lines can be found and stordabasdaryline/3, where each line
has a unique identifier and the number of the two boundarystidd make up the ends.
Finally, this can be used to determine the points that aregbar particular polygon; as
the polygons that are stored are simple polygons, the poaribe easily searched and
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the identifiers of these points returned.

The storage of the Medial Axis must now be considered. As algied skeleton
through contour partitioning is required, the informatmast be stored in a manner that
will allow this process to be implemented. This stage coalEbeen implemented within
VRONI as suggested by Bai et al. (2007), but it can also easiiynplemented in Prolog.
The Medial Axis can be translated into a graph structurecivig a logical candidate for
representation of the Medial Axis, given the sort of quetlest may be performed on
the data, such as determining loops or paths between notessimiplified skeleton will
therefore form a subgraph of the Medial Axis graph.

The nodes of the Medial Axis are storedasdialaxisnode/4, which, as stated previ-
ously, begins with an identifier. Next, the co-ordinatesredadius of maximal inscribed
circle at that point are stored as a trippmint/3. As the Medial Axis is to be stored as
a graph, the degree of the node is also stored, as well asnéeethhat node is part of.
As with the boundary, the edges can be storedhadialaxisedge/3, where the nodes
that make up the ends of the line are stored. This structiner@mtly stores a graph, and
thus queries can be written to perform graph functions, sscfinding paths, using this
stored structure. However, Prolog has built in graph fumgiwith optimised functions
already incorporated, thus the information is also stosed Rrolog-style graph, to take
advantage of these optimised functions. The boundary poly@s graphs can also be
stored as graphs, which will aid in other calculations.

To perform contour partitioning, the contours which a Médiais node is related
to need to be known. The points on the boundary that a Media Aade is generated
from are already calculated in VRONI, thus these co-or@ismatust be converted into the
associating points on the boundary. These may already brexboundary points, but in
the case that they are not, the line which that point is pameefls to be calculated. These
are stored atangent/2, where for each node a list of the co-ordinates of the pointfe
boundary that are tangential to that node are stored, asawé¢he associated boundary
nodes or lines for each tangential point.

All the required information to perform contour partitiogiis now available. Here,
contours are defined as paths in the boundary graph, sucimadas are part of only
one path (with the exception of the end nodes which are pdvt@f. Further, all nodes
are part of at least one path, thus the contours form a pathvisigs all nodes of the
boundary graph once in a loop. It is beyond the scope of thogepr to develop an
automatic approach to determine the contours, though af@itset of end nodes can
be determined, from which the final set will be chosen. As th@aurs that form banks
of features are of interest, suitable end nodes of contoutde points that split two
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banks, and hence will usually be points where the insidesaisglery small in the middle
of a series of points with inside angles closel&d°. An example of this is shown in
Figure 4.6. This approach is similar to the one suggesteddogtal. (2007), but requires
some manual ‘fine tuning’ since some points may need to bewvedio obtain the final
set of end points to be used.

Py

Figure 4.6: An example of suitable end points for contoutse $haded region represents
the land, thus the inside angle measured is the angle gedemattorners with respect
to the water. P, is a suitable candidate for a counter end point, as the iresidge is
extremely small, whilst the inside angles of the points pdaétg and following it are very
close to180° . P,, on the other hand, has a very small inside angle, but thegdirectly
preceding and following are much greater ti&0°, and thus it may not be suitable

The contours for the main land polygon are now known. Fonddsathe island poly-
gon can be treated as a single contour (unless a particlgéaoimthe island is of interest,
and thus the process above would need to be repeated). Wisagy to determine which
contours a point lies upon, as the boundary lines or pointsedi®dl Axis point is gen-
erated from have previously been stored. Thus for each Jpihiatcontours that point
Is associated with are determined, with any points pruné¢hafl the edges connecting
them) where the associated maximal inscribed circle fdrgbant only touches one con-
tour. The simplified skeleton has now been generated, wtaohbe stored in a similar
method as used for the Medial Axis, using a graph structure.

4.4.3 Polygon Storage

An effective approach to storing information about the golys is now required; both
the initial polygons and any future ones that may be gengradme option is to simply
store them the same as the initial boundary polygons; afliftedoconsecutive corners
of the polygon. However, whilst this may be the simplest apph initially, there are
more efficient ways to store the data to improve efficiencypsrations that may be per-
formed upon the data at a later stage. The Winged Edge steu®@aumgart, 1972) and
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variations such as the Half-Edge Winged structure (Many3&8) offer a more effective
representation of polygons, as opposed to simply storiagtiner points. An example
of the Half-Edge structure is shown in Figure 4.7.

Vv edge
v hal f1 A Ul
hal foV /V

Aedge

/633152 m p\;ev\

Figure 4.7: An example of the Half-Edge Winged Boundary espntation, adapted from
the example given by Mantyla (1988). Each edge in fact ctsefdwo half-edgeshal f;

is ordered as, —v; andhal f is orderedy; —v,. The half-edges are associated wittre;

and face, respectivelyprev; andprev, are the edges preceding each half respectively,
andnext; andnext, are the edges that follow.

In the Half-Edge structure, an edge consists of two haliesdgrdered in opposing
directions. In Figure 4.7, the edges around each face aereddanticlockwise, thus
for each half-edge the inside is considered to be on the fafteoedge. For each half
edge, the edges that precede and follow them along that facaso stored, which can
be determined by the ordering of the half edges. The streiciain easily be modified to
allow for multiple preceding and following edges.

With the half-edge structure, simple queries can alreadpdyéormed, such as de-
termining if two polygons share an edge. If they do, therd exist an edge whose
half-edges are the duals of each other. The union of suclypo$/can also be calculated
by following the path around a polygon and switching to theeofpolygon when a half
edge shared by both is reached. However, this relies upomgs®ns such as that there
are no overlapping edges (though it can easily be adaptecttoranodate this). Initial
polygon data can be easily translated into such a strudting;, all polygons and vertices
are labelled individually, then all edges are found andest@s two half edges in opposing
directions. For each edge, the edges that follow and pre@ediee same direction) are
then determined, as well as the inside face for that half eddeenever a new polygon is
added, only the edges of that new polygon need updatingftirerthe structure can be
easily maintained and updated.
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4.5 Summary

This chapter has discussed how topographical data can parptefor input into the
proposed vague reasoning system. It has been shown howdhlemrdomain needs to
be considered to determine the most effective representatithe data. The Medial Axis
has been shown to be a powerful method of representing ttial ihata, as well as how
contour partitioning can help overcome the sensitivityhwd Medial Axis to produce a
simplified skeleton that retains the topology of the dataaHy, it was shown how this
data can be effectively stored in the system to allow quedddse performed upon the

data.



Chapter 5

Attribute Collection and Data
Segmentation

5.1 Introduction

This chapter builds upon the initialised data generatedhapter 4 to implement ap-

proaches to extract attributes from the data and use it toesegthe input data into poly-

gons corresponding to possible interpretations of vagatife terms. Section 5.2 will

show how this data can be segmented into polygons. SecBatigcusses how attributes
can be collected from the data to segment the data into pos/gdhese attributes can
then be used in the grounding section that will be discusséide next chapter. Section
5.4 will show how the spatial relations between the polygmrsbe calculated, including
how to calculate line intersections and point locationsaHy, the chapter is summarised
in Section 5.5.

5.2 Data Segmentation

From chapter 4, an initial data set consisting of the orilgiawad polygons has been de-
rived, and a skeleton formed from pruning the Medial Axistué inland water region.

This skeleton is stored as a graph, where the nodes storetdkest distance to the edge
(the radius of the maximal inscribed circle at that poing)weell as the points that the max-

63
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imal inscribed circle touches the edges at. The originaindlwater polygon from which
the Medial Axis was generated can also be stored. Howeveavaagpreviously noted,
the intention is to individuate features that are contaiwwéhlin a given inland water net-
work; thus, a method of segmenting this original polygon segments corresponding to
geometric measurements is required, which themselves oregspond to vague terms.

This was the motivation behind deriving the Medial Axis, Bgrovided a method of
extracting information from the original polygon that mag &f use for segmenting into
smaller regions. An example attribute that may be measusréuht of linearity (as will
be discussed in Section 5.3.1), whereby the intention isakinear regions depending
upon the variation in the widths along the skeleton. To ds, thiiretches of the skeleton
that correspond to a given measurement of linearity arermé@ted, then the polygon
associated with that stretch is generated, in effect revgithe Medial Axis process.
Thus, segmenting the data into smaller polygons is an impbmpart of the intended
system.

Generating polygons from segments of the Medial Axis has latmpted previ-
ously (Mallenby, 2007). As already noted, the Medial Axisgated by VRONI can be
represented as a graph with a series of vertices connectedd®ss. For each vertex on
the skeleton, the radius of the maximal inscribed circlénat point is also stored, which
is also the shortest distance to the boundary. The bound@gsethat touch this circle
will be tangential, and hence the line from the centre of thgecto the tangent point will
be perpendicular to the boundary line (or will be a boundamer).

Thus, when using VRONI, these facts can be used to deterritineach vertex on
the Medial Axis, points on the boundary that the maximaliisx circle touches. From
this set, for each skeleton edge the vertex is part of, twmbary points are determined
to associate with that edge, such that for each edge ther®evibur boundary points
associated with that edbe

This is straightforward when there are only two possiblenfsassociated with each
vertex, as a boundary point each side of the skeleton edgeomdebe determined. How-
ever, if there are multiple potential boundary points, songhod of determining which
boundary points to choose is required. An example of ingmmtere there may be more
than two boundary points associated with a vertex is givémgare 5.1. If a skeleton edge
consisted of two points likés, there are only four boundary points that can be associated
with that edge, a$» only has two associated boundary poirits &nd7s). However, if
one or both of the points was similar f§ or P;, there would be more than four boundary

'Exceptions to this are when the vertex is also a boundary,mrdeo separate vertices share the same
boundary point. In these cases, there may be less than fmisassociated.
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Figure 5.1: An example of the number of points on the boundduigh maximal inscribed
circles touch varies along the Medial Axis. &%, there are only two different points on
the boundary, which is the minimum number of points a maximsdribed circle must
touch. At P, the convergence of the boundary edges to a single pointsrteare are
now four different points on the boundary touching the matimscribed circle (7 —
T,. Finally at P3, there are three different points on the boundary touchiegnaximal
inscribed circle {7 — Ty) due to the two boundary corners near to that point.

points in total associated with that edge. Hence, some rdethchoosing a subset of
these points would be required if only four were required.

To do this, the properties of tangents of circles are agaad;us this case, the prop-
erties of tangents to two circles. For the two vertices foivagskeleton edge, the asso-
ciated circles will have two tangent lines that each touehdincles at one point only (as
shown in Figure 5.2). The boundary points that are closeabige tangent points are then
chosen, and the polygon for that particular edge is constduaccordingly. For poinP;
in the figure, a boundary point is chosen from the set of ptsgibints that is closest to
T}, then repeated fdf,. Similarly, for P, a point that is closest té; on the boundary is
chosen, and a point closestg.

For each skeleton edge generated by VRONI an associategiqmotan be generated,
with examples of the possible combinations shown in Figuge | addition, there are
variations of the polygon in Figure 5.3a, whereby one (ohpof the boundary edges is
in fact a single point. Finding a polygon associated with rgeseof connected skeleton
edges therefore, can be achieved by performing a spatieahwperation on the set of
polygons associated with the set of edges in question.

This approach had deficiencies however. Firstly, findinguhien of polygons was
not a simple task, as they were not stored in an efficient masuneh as the half-edge
approach implemented in Section 4.4. Another problem wasdh‘inlets’ along the
boundary (Mallenby, 2007), as shown in Figure 5.4.

Figure 5.4a shows how this can occur from a single skeletge.eldor each skeleton
vertex there are two associated boundary points, whichadelled as being to the left
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Figure 5.2: An example of the two tangent lines that two escdhare. The thick dotted
line represents the skeleton, with poiftsand P, representing points along this skeleton
and the circles for each representing the maximal inscrdaete at each point respec-
tively. The thin dotted lines represent the two tangentsctvtouch each circle at one
point only, at pointg}; — 7;. These points are used to determine which boundary point to
associate with each of the skeleton vertices for the skeledgeP;, — P.

or right of the skeleton edge, using an orientation deteeohfnom ordering the skeleton
vertices numericalk; From this, the ‘left’ boundary edge is made from nodés and
N2, by directly joining the two nodes using the shortest distabetween the two. But
the path between the two along the boundary actually des/feden this straight edge, as
shown in Figure 5.4a. Because only the shortest distaneeebatthe boundary nodes is
used, the polygon edge may deviate from the boundary edggearetate inlets.

Figure 5.4b can occur when the union of connected polygoperi®ermed. For each
skeleton vertex there is a set of associated possible boppdants, with the points cho-
sen dependent upon the skeleton edge in question. The nuwhpemts however, will
impact upon the union of two polygons. In Figure 5.4b, veiiteds shared by two poly-
gons P, and P, and has associated nod®s, N,, N3. For the bottom portion of the
polygons, the union is straightforward as both Wée However, along the top portion
there are noded, and Ns, thus a path between the two nodes needs to be determined. If
a normal spatial union was performed on the two polygonstlgesV, V, V N5 would be
used as contained above, which leaves the gap shown in the.fi§jlternatively, the two
nodes could be joined using the shortest line between théthws replacingV,V, V' N3
with N, N3) (Mallenby, 2007). However, this once again generatesrdat’iat the edge
of the polygon, where the marked polygon does not extenchalltay to the edge. A
close-up of an example of the inlet problem is shown in Figuge

One suggestion for handling these inlets was to use Supati@h Theory (Mallenby,

2As noted in the previous chapter each vertex is numberedialyighence a skeleton edge is ordered
using these numbers, ordering an edge from the lower numilberéex to the higher number.
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(a) (b)

Figure 5.3: An example of the polygons original stored bydygtem. In both cases, the
grey polygon with dashed lines represents the land polytj@aijoundary), and the white
polygon demarcated by the continuous black line is the polyagsociated with skeleton
edgepl — P». The thin dotted line is to represent an approximation ofstedeton.

2007) , since sometimes you may wish to skip over the gap dret titnes you may wish
to fill it. However, an improved representation of the datala®wn in Section 4.4 allows
for an improved segmentation approach. In particular, thage of the land polygons as
graphs also allows us to use graph functions to rectify nmoisl

Once again, each skeleton vertex generated by VRONI hasd betindary points
associated with it. However, rather than precomputing @atygon in advance for each
skeleton, the boundary points which are required for a skeledge (or set of skeleton
edges) are determined, and the required associated pdkygenerated from these.

An example of the process is shown in Figure 5.6. For eacletkekdge, a left and
right side is designated (depending on the order of theoce=s}i First, a boundary point
to associate with each of the vertices on each side is chts@ise as the key polygon
construction points. This set will consist of six pointse tivo vertices plus two boundary
points on the left side of the edge and two points on the rigktépt in the case where
one of the vertices is also a boundary point, where agaimitiat can be used).

If both vertices are of degree two, this process is straogivdrd, since one boundary
point will fall on each side of the edge for each vertex. InuUfey5.6 for example, nodes
N; and N5 are both of degree two, thus it is clear which boundary pdmtsse for them.
However, atV, there are three possible boundary points to choose fromsdlb&on used
here is to use the boundary point that is closest to the opgagrtex on the edge. This
improves upon the previous tangent approach, as it is simaptkquicker to implement.

To generate the polygon associated with— V,, the ‘left’ and ‘right’ sides of the
skeleton edge are first determined. This is performed asddfp ordering the edge
numerically (thusV; to N,), and thus using this as the orientation of the edge. In Eigur
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Figure 5.4: Examples of errors that could occur in the potygeneration approach im-
plemented previously (Mallenby, 2007). In Figure 5.4apexroccur due to the limited
number of boundary points used in the polygon generatiofigare 5.4b, Polygon$;
(the darker polyogn) anf, (the lighter polygon)represent two polygons stored within
system. If the union of these was to be formed, the result egeon similar to the one
marked by the thick border. One option would be to add edlige- V3, but there would
still be a gap that is not part of a region.

Figure 5.5: A close-up of inlet errors generated in previoyslementations (Mallenby,
2007). The green represents the land, and the blue repsessagmented water polygon.
The white regions are gaps where the water does not stretcieéd the boundary, and
thus inlets form.

5.6, the left side is the top side, and the right side is theoboside. For the left side, there
is only a single boundary point for each vertex to considende the choice of boundary
nodes is complete. For the right sid€; has two possible candidates; and B, from
which B; would be chosen, as it is closerig thanB,.

Now that the key points have been determined, the next pkasegenerate the two
sides. Previously, these points would have formed the cetmglolygon, but gaps ap-
peared as highlighted in Figure 5.4. Instead, the graphebtundary can be used to
generate sides to ensure that the polygon fills right to tlgeeedhe boundary graph is
a weighted graph, where the length of an edge is also the weighat particular edge.
To generate an edge between two boundary points, the minipaimin the weighted
graph between the two is found, which is the shortest patloohected boundary edges
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Figure 5.6: An example of how a line is translated into a gpomding polygon. For this
shape, the line being consideredNs — N,. For Ny, both boundary points associated
with that node are used. Fok, B, is chosen as itis closer 1§,. The shortest path along
the boundary between successive boundary points is theediravith the grey region
demarcated by the dotted line representing the resultaydpo.

between the two. Once these are generated, each of theesdex joined to the two
sides, creating a single loop which is the resultant polydar Figure 5.6 therefore, the
polygon generated fromvV; — N, would be the area outlined by the dotted line.

This approach easily adapts to generating the polygon tsraddines, as a left and
right can be determined for all edges, the boundary poiniadaon each side and the
minimum path between each consecutive set of points founao path exists between
two nodes since one is on a different land polygon to the pthédirect edge between the
two points is added instead. For example, in Figure 58,ifand B, were on different
land polygons and the polygon in question wasffor N, — N3, the edgeB; — B, would
be added to the polygon at that point.

Another potential problem arises if the minimum path betw®e points is extremely
large. The solution used is to compare the length of the pdlthtie distance between the
two nodes, and if the path is significantly longer than th&tatice the direct line between
the two nodes is used. Examples of this are shown in Figurel®.Figure 5.7a a small
path along the boundary conneds and B,, thus this path is used to connect the two
in the resultant polygon. In Figure 5.7b however, the patbtctes off for a significant
distance, thus the edge, — B, would be added instead. One option would be to treat
this as a type of vague feature (Mallenby, 2007), but thendison between the two is
more clear cut than with other features; if the distance betwthe two points is extremely
small in comparison to the length of the minimum path thes [ietter to skip over rather
than use the minimum path along the boundary graph.

By using this approach, various properties of the genenaddégtjons can be guaran-
teed. First, the generated polygon will be simple and havseibintersections. This
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(a) (b)

Figure 5.7: Examples of two different approaches to hagdle path between nodéxs
and B,. In Figure 5.7a, the boundary path between the two pointsite gmall, hence
the path between the two is used, thus filling in to the edg€idare 5.7b, the boundary
path is significantly longer as there is another channeicstireg from the two points (the
skeleton line is an approximation), thus a direct line betvihe two points is used.

follows from the fact that minimum paths between points aeduto create edges in the
polygon, as well as tracking the points that have been udeelbdundary polygons them-
selves are simple, thus the graphs of each boundary polydbioera single loop. Using
the minimum path each time effectively marches along theplytowards the final goal,
thus never generating an edge that intersects another atige the final polygon. By
tracking which points have already been visited, it can &ls@nsured that paths back
to points that have already been included are not added;ttieugpproach will always
march towards a final point.

The next property that arises from this is there is a one tawaygping between poly-
gons and skeleton edge sets that generate them. If all popsilygons were generated,
there would be a unique set of edges that generated eachopolgigd each polygon
would be generated from only one set of edges: First, if thggom generated by a single
skeleton edge is considered, it is unique to that edge asitaeother edge generated
the same left and right sides, the end skeleton verticesrdifid thus the polygons will
differ. Thus, if two sets of edges differ by at least one edbere will be at least one
part different in each polygon. Thus, there is a unique mappeetween polygons and
skeleton edge sets.

A method of taking a subset of the skeleton graph and gengrati associated poly-
gon has now been determined.
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5.3 Attribute Collection

The data is now stored in an efficient manner and a method @rgeng polygons from
the skeleton has also been determined. The next step isé¢ovdeé ways of measuring
attributes of the skeleton and use these to generate paygde used to reason about the
features. The motivation for this is the relation betweandbomotery of an object and
its classification, which allows a person to identify geqina features on a map based
on the shape of the feature.

This is because the way a particular feature interacts Wwélstirrounding terrain will
impact upon its shape, hence the shape may allow a persdiet@moperties of a feature
despite a lack of data on other properties. For example, fiova¢k of) is often identified
as a key attribute of rivers or lakes (Ganter and Wille, 198Q) data on flow rates is not
always readily available. However, because of how wateraats with terrain, it may be
possible to infer whether a particular region of water iswilog’ or ‘stagnant’ from its
shape, and hence identify rivers and lakes from their gegymieor example, rivers flow
downhill from a source to either a lake or the sea. The pattthieariver course takes will
depend on the underlying terrain, as the water will forgeanclel through softer terrain,
whilst flowing around harder terrain. The expected shaperofes, therefore, would be
a long, narrow channel winding through the terrain, sineewider a river, the stronger
the flow required to forge the channel. Similarly, becaukedare basins that rivers flow
into, the shape would be expected to be more bulbous, as ttee fls outward rather
than continuing to flow along a channel. The geometry of tfiestires, therefore, could
be used to classify them, as a proxy for flow.

In addition, the shape can be used to determine if a featughtnbie artificial or
natural. For example, as already noted rivers will flow abliard, rocky areas, following
the path of least resistance. However, features such asscamausually designed to
follow the shortest path possible between two locationd, tans could be dug through
rocky areas in attempt to keep the channel as straight agbpmsghis lack of curvature
could be used to identify the difference between canals iaedst

The attributes related to the shape properties of a feahoeld be measurable irre-
spective of the size of the shape, as, for example, the defisifor ‘stream’ and ‘river’
may be dependent upon the notion of a channel (with streachs\ars being small and
large channels respectively). Thus, the definitions fonaleaused should allow for chan-
nels of all sizes to be identified, with an additional size sugament applied afterwards
to perform the actual distinction between streams andgiver
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5.3.1 Linearity

As mentioned above, the shape of a water feature could beasseeg@roxy for the overall
flow rate across the feature, with rivers tending to be longdj marrow and lakes more
bulbous. The attribute that will attempt to identify thisreferred to here as ‘linearity’,
due to the correlation between linearity and flow (Bennedt.e2005); because flow gives
rise to linearity within geometric data, it means lineaigyan indication of flow within
data.

With linearity, there is an intuitive idea of it correspondito something like ‘the
extent to which something can be described as “long and thikfowever, this is not
necessarily something that can be directly measured fraa) deeaning linearity may be
defined as whatever formally defined property that is usedptuce or approximate this
intuitive notion.

To expand this, the use of ‘linear’ here does not mean straighnchanging as some
may define it, but rather that the variation in the featuratiet to primarily some measure
of width is small or non-existent. Such features can be aufee instance, providing
the curvature is not too extreme. As noted previously, emififeatures such as canals
would be expected to be as straight as possible, whereas weeild be expected to wind
across the terrain. The linearity measurement, therestrayld be able to capture this
fact, allowing rivers to have curvature. Thus, linearityrisended as a measure of near
uniformity of width here.

€Y (b)

Figure 5.8: An example of a ‘linear’ feature. Figure 5.8awsb@n example of a water
feature, which may be considered linear due to the low vanan width along its course.
This is highlighted in Figure 5.8b, where a series of rediemfave been overlaid.

An example of this is shown in Figure 5.8, with a potentialhyebr feature given in
Figure 5.8a. This intuitively looks linear, as it fits the degtion of being “long and thin”.
Figure 5.8b shows the feature with a series of rectangledasstewhich shows the low
variation in width along the feature. Therefore, any fodyalefined property used to
capture linearity should be able to capture parts of a featthich may approximate to
rectangles (low variation in width). In addition, as thettea may curve (as in Figure
5.8a), the property should be able to connect these appabeiyrrectangular parts into a
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single connected feature as appropriate (for example,evieetangles overlap).

This is a natural way of considering a river, as mentioneduydlet al. (2007), where
the notion of a river being considered as an approximatioa lofe is discussed. If we
were to look at a topological map, we would expect the rivers streams to be long,
narrow features where the sides follow roughly the same, pafiereas the lakes and
ponds would be more bulbous, short features with a largecgegfrvariation in the sides
(expanding and retracting to and from each other at a shtep ra

Such an attribute is clearly vague, since it not only is utaterwhat the boundary
between linear and non-linear is, but it is also uncertain filou may measure linearity.
The intended usage here of linearity is that it a linear f@aitsione that has some degree
of uniformity of width about it; although parts may widen ¢k the sides of the feature
stay reasonably uniform relative to each other and the wattihg the channel remains
reasonably uniform.

The measurement for linearity used here was performedatioalto the variation in
the width of parts of the input polygon along the polygon'slskon (Mallenby, 2007).
This is not the only method of measuring linearity, and fartivork would be needed to
compare different possible approaches to the calculafidnis measurement should be
designed to ensure that large and small rivers or streamecalassified using the same
attribute. An example of what information is extracted frdme data to be used in the
calculation is shown in Figure 5.9.

Figure 5.9: An example of how linearity can be determinedwaispect to the skeleton.
Here, pointP has an associated maximal inscribed circle of radiu©f all the skeleton
points within R, the points with largest and smallest radii are at the edféseccircle,
and hence the minimum and maximum radii to usefyg, andR,,,.. respectively.

This approach will now be described in detail. As shown iruiFggs.9, for each node
P on the simplified skeleton, there is an associated maxinsakiled circle of radius
R. To determine the linearity of that point, all the skeletannps that fall inside that
maximal inscribed circle are found (and hence are of digtdess than or equal t&
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from P). The radii at these points is noted, finding the minimum arakimum radii.
These can easily be found using the graph structure, byrdetieig the possible paths
from P and including all points whilst the length of the path is ld#san the radiugz. In
Figure 5.9, these are markétl,;, andR,,,. respectively.

Next, the ratiost;;;w and Rfm are determined and compared against the value of
the threshold for linearity. If both these ratios are lowmsart the threshold, the point is
considered linear, else it is non-linear. Thus, for a gileesholdL, point P is marked

as linear iff the following equation holds:

Rmaz R
R ’ Rmzn

MAX( )< L (5.1)
whereMAX is a function returning the maximum value of the two inputsd &,R,,.;,,
and R,,,, are defined as described previously. By relating the meamntto the set
of points within R and usingR,R,,;, and R,,.... in the calculations, the approach can be
used for all points on the skeleton, irrespective of widthhat point. Larger values of
R will result in more values being considered, whilst smaligiues will consider fewer
accordingly. This is more suitable than specifying a sdadise to search around a point,
since a set value may not be suitable for all points alongkbiton.

As noted, there are other possibilities for measuring limgaincluding how the
widths at points along the skeleton are used. For examplaltarative would be to
compare the ratio between the minimum and maximum direetlyer than againsk,
such as%. Another option is to consider the different paths frémin Figure 5.9,
there are two paths fron?, which could me marked as to the left and rightfofespec-
tively?. These paths could therefore be tested separately,fe:g and 7= where
R_L represents the radii of points to the leftBfand R_R the radii of points to the right
of P. The linearity of P could then be dependent upon being linear in both directimns
just in one direction.

In theory, all points on the skeleton would need to be testedimearity, as was
originally performed by Bennett et al. (2005). Using theommfiation from VRONI, it
is possible to calculate, for any point on the Medial Axisg tladius of the maximal
inscribed circle at that point, as shown in Figure 5.10. la ¢&xampleP; and P; are
points stored in VRONI, with?, not stored. The Medial Axis is a straight line between
the two points, with the radii of the maximal inscribed og€lalong the Medial Axis
increasing at a constant rate (where this not the case, VR@NMId store extra points

3The determining of the ‘left’ and ‘right’ of? is not important, and could also be labelled ‘before’ or
‘after’ P for instance. The main point is that the two sets representifferent directions away fron?
along the skeleton graph
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to indicate this). Thus, for any eddg& P; in VRONI, the radii of the maximal inscribed
circle along the edge will increase at a constant rate framtimimum radii of the two

points to the maximum. As shown in Figure 5.10, this meansth®aradius at any point
along the edge can be calculated using similar trianglesusTthe radius at all points
could be calculated from previously stored information. dwaside of this, however, is
the additional overhead in increased calculations andgtaconsider.

Figure 5.10: An example of how the radii of maximal inscrileédles can be calculated
through similar triangles. In the examplg, and P; are the points marked in VRONI,
with radii R; and RR; respectively. The distance between the points along thedVliagis

is marked ag),, whereas the difference between the twdis(R3; — R;). Using similar
triangles andD, (the distance betweeh, and P, along the Medial Axis), the length,
can be calculated, hende, (radius of maximal inscribed circle centred /&f) can be
calculated sinc&; + Dy = Rs.

Instead, only the vertices of the skeleton generated by VR®®&used, and a require-
ment is added that for an edge to be considered linear, bdthetices of the edge must
also be marked as linear. This is a reasonable approximtatiose, due to the nature
of the Medial Axis and its generation in VRONI. In VRONI, a éshold value is used
to split edges into smaller parts to maintain accuracy wieenesenting the Medial Axis
graphically; for example, when needing to approximate ediparts by using a series of
small straight lines. This threshold is set within the peogrand is small, to ensure that
the length of any given edge is very small. This includesigiitaedges being broken
down further, since these are treated as a form of curve also.

In addition, if there is any variation in a polygon edge, thedial Axis will have
further edges and vertices due to the sensitivity of theagagr. Thus, if both vertices of
a skeleton edge are linear, there is no major variation imvilléh of the channel between
the two vertices, whereas if one vertex is non-linear, atespoint along the edge there is
significant variation in the width.
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Such an approximation is not without problems. In the casebf one vertex being
non-linear, it means two edges are marked as non-linean whfact part of these edges
could still be linear had each point on the edges been meh$urdéinearity. In general
though, because the edges are very short this is not a concern

Another consideration is what happens with vertices thatnat of degree two. For
example, in Figure 5.9, all the vertices within the radiull be of degree two. However,
in some parts of the skeleton, this will not be the case.

A first case that must be dealt with is that of the end pointhefskeleton. These can
occur inland (where the skeleton meets the land boundargi)where the skeleton meets
the sea. In the case of the inland ends (where the skeletais thedoundary), the radius
at the end vertices will be zero, and hence would generabesdrr the calculation. Edges
that are touching the boundary are therefore marked asinear] rather than cause an
error when calculating.

The other possible end of the skeleton would be where thadnhater network joins
the sea, and thus where the Medial Axis was cut off as it pte@atwards. In Section 4.4,
it was noted that the Medial Axis would in fact extend beyonel inland water into the
sea, hence a cutoff point was selected where from which theidWlAxis was removed.
However, as shown in Figure 5.11, this means some pointatlatear to this cutoff will
have maximal inscribed circles that extend beyond thisfGutmr example pointP2 in
Figure 5.11. Because all required radii are not availablis, mot possible to accurately
determine if the pointis linear, hence all points whose eisged maximal inscribed circle
extends beyond the cutoff point of the skeleton are markewadinear.

The case of points that are of degree three or more requirestinmught. An example
of this is shown in Figure 5.12, where there are three pasgiaths fromV, to vertices
within the radius of the maximal inscribed circle &. One approach is to treat such
junction nodes the same as nodes of degree one; thus thatlraefinition would now
require that all points within the radius are of degree twoother would be to allow the
calculation to cross over such junctions, and thus retgrtanhe finding of maximum and
minimum radii contained within the radius at that point ardedmining linearity using
the ratios between these.

There are also variations that fall between these, for el@ngguiring that a certain
number of the paths are linear, and thus testing each pathtfre point independently
for linearity. Whilst this would not affect the results ifdle are only two possible paths
(the node is of degree two), this may affect the results attjans. For example, in Figure
5.12, the linearity of edg®’; — IV, needs to be determined. The maximum radius is always
R; thus only the minimum value may change. If all points thdltifsside the radius were
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Figure 5.11: An example of problems that can occur where kbeton meets the sea.
P, and P, are points on the skeleton, with the associated maximatibest circles repre-
sented by the dotted line®; does not extend beyond the cutoff point of the skeleton and
thus can be measured for linearity, wheréasloes extend beyond the cutoff; hene

will be marked as non-linear.

used, then the minimum radius will B&;, which may be too small in comparison it
for N, to be labelled linear. On the other hand, if each path wasiderex individually,
then the set of points on the patRs and P, from N, may be marked as linear when

is not, due to the lower variation in the radii. If linearitya only required along some
of the paths from the vertex instead of all, more points maynbeked as linear due to a
more relaxed definition.

For this thesis, the linearity function has been writtenltovachanges to this to be
made. This is performed by storing the information of patiesifa point in a tree like
structure, allowing decisions to be made easily dependin® definition used. For this
work, the requirement that all points to be considered wérgegree two was imple-
mented (as other methods of handling junctions were impiéaaeas will be discussed
later in this chapter), but it would be simple to change ftveotapproaches.

This is not the only way of marking linearity, and may not gexte the exact results
that would be preferred: First, because of the presencedhedes with radii of zero,
there will always be non-linear sections at the sourcewefsi This can be rectified at the
grounding level, when appropriate predicates can be intred to identify such features
(Third et al., 2007). Second, there may be sections that amked as non-linear that
correspond to small gaps or bends. A method of handling tisediscussed in Section
5.3.3. Another problem may be that parts that would not beeebtgul to be marked as
linear are marked as such. An example of this is shown in Ei§ut3.

The example shown does not initially appear like it shouldniaeked linear, as aside
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Figure 5.12: An example of how junctions can affect the Iiitganeasurement. Here,
there are three possible paths fravg, labelled P, — P3;, and we want to determine the
linearity of edgeN1 — N2. For all directions, the maximum i8, but for each path there
is a different minimum; on patl¥; this is Ry, on P, itis R, and onPs itis Rs. Thus the
measurement is affected by which paths are included in tlcalesion.

S P

Figure 5.13: An example of deficiencies in the linearity meament. The figure is
an approximation of results generated from the topogragiia sets used in testing the
system. Here§ represents the simplified skeletd?,and P, represent the input polygons
and L is the region marked linear to some given standpoint.

from P, there are no edges along the top, dhdcontrasts greatly wit?l. However,
if the simplified skeleton markefl is investigated, it is noticed that it curves arouRd
Thus, if we were in a boat and wished to travel down the cangalf the river (keeping
opposing banks equidistant from us), we would follSwand curve around?, whilst
staying the same distance fraf). Thus under some thresholds, a region such asl|
be marked as linear.

Figure 5.13 highlights the differences when measuringgliitg from the centre out-
ward as opposed to considering linearity with respect toetthges. Thus, instead of
measuring the variation in the Medial Axis lookiogtward an alternative is to measure
this variation by traversing the edges lookingvard. A refinement therefore is to require
that the regions are linear with respect to the edges as wéteacentre, for example by
considering the curvature of the edges (Mallenby, 2007 djproach that was imple-
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mented here was to determine the lengths of the sides geddrathe previous linearity

stage, then to compare with the associated centre-liniee Mdriation in these lengths was
significant (as would be the case in Figure 5.13), then thiemegas marked as non-linear
with respect to the edges, despite being linear with redpettte centre. This approach
could be refined further to ensure that it could be implengeimdependently of the other
linearity marking approach discussed previously.

Modification of the linearity calculations may seem ‘ad haas$ the linearity with
respect to edges approach arose from problems with thaliajgproach to determining
linear sections. However, the notion of linearity in redatito river networks is in itself
vague; if there existed a precise measurement then it waatléher considered as such.
Therefore, there will be differences that arise due to thifié measurements, and it is
instead preferable to provide the user with options so they tdecide for themselves
what definition they wish to use.

5.3.2 Expansive

The linearity segmentation performed in Section 5.3.1lteguevery skeleton edge being
marked as either ‘linear’ or ‘not linear’, with connectedssef ‘linear’ skeleton edges
used to generate ‘linear’ regions. This process can be tegh@ath connected sets of ‘not
linear’ skeleton edges, to generate the regions that oatween linear regions. The term
‘expansive’ was used to reflect that the regions in questiemat long, narrow stretches,
but instead are more bulbous.

Whilst linearity is a measure of low variation in width, ‘exqpsiveness’ is a measure
of high variation in width, and expansive regions corresptmthe regions where the
variation in widths is above a given threshold. Thus, wherigoming the linearity seg-
mentation, the data will be seperated into two sets of regitine set of polygons that
correspond to linear regions and the set of polygons thaéspond to expansive regions.
The spatial sum of the two sets will always equal the inpuadat, since all skeleton
edges are marked as either ‘linear’ or ‘expansive’ (notdimeln addition, changing the
threshold used to determine linearity will impact upon tegions marked as expansive,
since more skeleton edges being marked as linear will restaiver skeleton edges be-
ing marked as expansive, and similarly if fewer edges aré&eabas linear then more are
marked as expansive.

Identifying these ‘expansive’ regions allows them to beduséhin other definitions.
For example, if the intention is that linearity will identifivers or streams, then expansive
regions may correspond to more bulbous features such as pofakes. Another possible
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usage may be to connect linear stretches together, sincexgi@nsive regions can be
referred to in the definitions of other features.

5.3.3 Interstretch

As already noted in Section 5.3.1, attempts at marking fiseations does not always
mark all the regions as linear that would be preferred. Iti@aar, ‘gaps’ may occur due
to minor fluctuations in the data, where a gap is a small expamnsgion (as discussed in
Section 5.3.2) separating two linear stretches, and upamigation it would seem that all
three parts should in fact be a single linear stretch. Thaps gan occur due minor fluc-
tuations within the data, for instance bulges at the eddespscorners and small ‘spikes’
of land protruding from the edge. An attempt to rectify thisulMd be to use different
linearity measurements or to relax the threshold value,usédelaxing the threshold too
much may mean it is too general. Similarly, modification te timearity measurement
would not remove gaps either; thus, despite experimemtédidind such a compromise,
it was realised there will always be ‘gaps’ in the resultsioédrity segmentation.

An example of such ‘gaps’ that can occur is shown in Figurd 5vlhereby due to
a slight bulging in the channel, there are two separate fdisgatches marked, and
L, separated by the expansive regiBnas opposed to it being a single linear stretch.
Such a gap could be rectified by a more relaxed linearity twies but this in turn would
affect all other parts of the data, and thus other parts doelcharked as linear (or larger
regions), when the preferred marking of such regions woeladn-linear. Thus, local
deviations within the measurement need to be toleratede singlobal change would
prove too general.

Figure 5.14: An example of the sort of ‘gaps’ that can occuirdplinearity measurement.
RegionslL; and L, are marked as linear, since the width along the skeletonmimesry.
However, the region markef is marked as expansive, as the width expands due to the
bulging at one of the boundaries. A more relaxed linearifyintten may rectify this, but

this may result in too much being marked linear elsewhere.

What this highlights is that with a vague concept such asatite there are almost
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certainly always going to exist discrepancies in the sedgatiem. This is because the
notion of linearity here stems from the abstract notion af/arrbeing an approximation
of a line, and thus variation is expected to occur in a lineshifon. However, when
working with actual data there will always be more variatsord additional features that
occur that go against this abstract notion.

Therefore, | feel that artificial features to fill in such gapl always be required to
some extent, and that this is something humans do within auwtstwhen we look at such
data (Third et al., 2007). If a user was asked to perform thlert@anually, it is likely they
would ignore some local extremes and fill in gaps withoutisgad. Similar examples
exist in many other areas where localised errors may beatelgy for example, in image
recognition there may be small errors and imperfectionkiwithe dataset, thus mathe-
matical morphology operations such as dilation may be uséfiltin’ such errors. My
approach does not remove vagueness entirely, but doesnodiier control over how the
vagueness is handled, and approaches a system more akiw & user would segment
the data manually if asked, using a global value for lingasiit with the addition of a
second threshold to allow for localised deviations frons thi

Identifying and filling in such ‘gaps’ through the identiftean of artificial features
has been discussed previously (Mallenby, 2007). To avordusion, the termnter-
stretchwas introduced (Mallenby and Bennett, 2007; Third et alQ7Z0to show this is
an artificial feature as opposed to an already existing abfeature.Interstretchwas de-
fined as being a maximal self-connected non-linear regiahishconnected to two linear
stretches, such that all parts of that region are close to loetar stretches. It follows
from Section 5.3.2 thanterstretchesnust be either tangential proper parts of or equal
to an expansive region between two linear stretches. Tdifglenterstretchesanother
vague predicate named ‘close-to’ was introduced, whichlevagain be calculated within
from the data (much as linearity was previously). Once taggsentation was completed,
the predicate was fed into theterstretchdefinition.

To determine ‘close-to’ regions, the following steps ardqened:

1. Find shared nodes: Obtain the skeleton of the expanslygqu and find the two
nodes that are shared with the two linear stretches beingjdened. These will be
two of the endpoints of the expansive polydon

2. Find all reachable nodes: Using the graph structure o$kie&eton, find all nodes
that can be reached from a shared node within a specifiechdes{designated via

4If an expansive polygon occurs at a junction of three or mdranoels, there may be several such
points, one for each connected linear stretch. These amdared in pairs, since anterstretchis a ‘gap’
between two stretches.
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a threshold). Repeat for the other shared node, resultibhgdrsubgraphs. Store
each of these graphs as a set of nodes.

3. Find all nodes close to both: Find the set intersectioh@two sets of nodes, hence
the set of nodes that are within a specified distance of batfesmodes. Return the
subgraph of this resultant set, where for every pair of nddeand N, in the set,
the edgeV; — IV, is added iff it is in the original skeleton of the expansivéygon.

4. Generate polygon: Using the previously described ajes generate a polygon
from this final skeleton, attaching the label ‘close-to’.€8k polygons can then be
used in definitions such asterstretch

The distance used to determine ‘close-to’ is thus a threlsheéd to determine the
boundary for a particular standpoint, and could either bedfiglobally or defined to be
related to the width (similar to the linear measurementsudised in Section 5.3.1. Previ-
ously, the width at the mid-point was compared against thgtle and if this was below
a threshold the region marked asiaterstretch(Mallenby, 2007). Here, the threshold is
instead related to an actual distance, whereby if a regitridse-to’ another region, it
means the distance between the two is below a specified tidesh

An example of this is shown in Figure 5.15. The example is aédlpolygons; two
linear polygons®; and P, with P; representing the expansive polygon connected to both.
The underlying skeleton is also shown, with the shared nodeked asV; andN,. When
given athreshold value, the graph contained withjiis considered, and a path fral is
found, such that all points on the path can be reached byrsiagethe graph in a distance
less than or equal to the threshold. This is repeated Mitlgenerating two sets of nodes.
By finding the intersection of these two sets, the set of ntlugtsare reachable fromv;
and N, with a distance less than or equal to the closeness thresanldlso be found.

In Figure 5.15a, the threshold used is quite small, hencedlies generated’{ and
() only extend a small distance from the shared nodes. Thesetgon of the nodes of
these paths would be empty, thus no new polygon would be geterWith Figure 5.15b
however, the two paths do converge, as in this example th@aits are equal. This may
not always be the case, and the intersection may remove sodes rirom the results.
Because the intersection of the two paths leaves a conngaet that includesV; and
N,, a polygon can be generated to represent the region ‘ctodmth linear polygons,
represented by the lightly shaded region witlin If the threshold had been sufficiently
large, then all ofP; would have been marked as close to both.

By using this approach larger non-linear regions can be satgd into smalleinter-
stretchesas not all of a region may be suitable to be used to join twealirstretches.
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Figure 5.15: An example of how varying the threshold for elosss will impact the
results.P; and P, are linear polygons, witl®; the expansive polygon connected to both.
The dotted line is the skeleton of the dataset, with nadeand N, representing shared
nodes. The thick line represents the points that are witienttireshold distance of the
shared nodes.

An example of this is shown in Figure 5.16. Here, the lingasggmentation has been
interrupted due to the bulbous feature underneath thekirgtus forming a gap. To join
the two stretches together, therefore, a way is needed ahfjradregion to fill in the gap
that does not necessarily include all of the bulbous regote the intention may be to
mark this region as something different. The proposed &knsattribute would therefore
achieve this, allowing us to determine how much of this butbfe@ature to include within
the measurement.

Figure 5.16: An example of a situation where it may be delrdomark the gap between
linear segments. Heré, andL, are linear regions, separated due to the bulbous feature.
The regionC' is a region that is ‘close-to’ both regions, thus bridging gap.

This approach could be adapted to determine ‘closenesghar parts of the domain.
For example, a potential definition of estuary would be aaegdhat is close to the sea;
thus, the measure used above could be used to determineoa thgt is close to and
connected to the sea.
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5.3.4 Island and Island-Water

An island is generally agreed to be a region of land entirelyainded by water, and
thus is easy to identify in the data. However, the presencgarids has an impact upon
the classification, namely determining the number of chisan&his is apparent from
the simplified skeleton produced from the Medial Axis; whansland is present in the
inland water network, the skeleton will produce a loop acbtime island. This in turn
produces problems for the linearity marking phase, as taadswill produce a dramatic
difference in the widths.

An example of this is shown in Figure 5.17, where the diffeeein the generated
skeleton with islands (Figure 5.17a) and without islandgyfe 5.17b) is clear. Thus,
instead of having a single linear section, the result mateat be two separate linear
stretches on each side of the island. The problem, theraoetermining whether to
classify the stretches as separate or as a single chanh&ldbll have been marked as
linear had an island not been present in the dataset.

I N | -
<

(@) (b)

Figure 5.17: An example of the impact the presence of islaadshave to the Medial
Axis and associated skeleton. Figure 5.17a left shows thpldied skeleton that results
in a stretch with an island in, whereas Figure 5.17b showsth@astretch would look if
the island was removed.

A method of comparing the island against the surrounding ar¢herefore needed,
to decide if the island will be regarded as being within a Emapannel or surrounded by
multiple channels. The island can be determined using dbgjaeries, as can the water
regions directly touching it. From these, an additional sse@ament is therefore needed to
determine whether to consider the surrounding water agatepstretches, or as a single
‘island-water’ region.

Again, this is an artificial termintroduced to signify ‘island-water’ is something
added to rectify errors that may be clear to humans but nottorguter; even small land
artefacts in a water channel will have an impact upon theettelgenerated, whereas a

5This may not be the most appropriate name for this featuréslasd-water’ could also be taken to
mean water contained within an island. However, deterrgiajppropriate labels for artificial features can
be difficult, since ideally the name should still be meanihtd some degree.
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human would be able to identify that these should be ignored.

To determine the threshold between ‘island-water’ andrsgpa&hannels, the sizes of
the respective polygons are compared. In GEOLOG, regiotis vales are stored as a
set of polygons; the first is the ‘outer’ polygon (which forlygons with no holes would
be the only polygon in the set), with any remaining polyganthe set representing holes
in the polygon. Thus, ‘island-water’ regions will consi$tam outer polygon and a series
of holes, where each hole represents an island.

The area of the outer polygon is found, as is the sum of thesarieidne holes. These
are then compared as a raﬁigz—;, whereouter is the area of the outer polygon ahdles
is the sum of the areas of the holes in the polygon. If thi®ratgreater than a specified
threshold value, the island is designated as small enoulgé tmnsidered ‘insignificant’
within the channel, whereas if the ratio is lower than theshold, the island is too large
in comparison to the ‘island-water’ region for it to be catesied a single region and hence
the region is treated as separate channels.

Implementing such a ratio may not be straightforward. Fanaxle, where there are
a series of islands close together, in the implementatigordeed above they would be
treated as a single set. However, in some instances it weybddserable to view some of
the islands in this set separate to the others, such as wiees significantly larger. This
may be problematic to implement as it requires nested defnsirelating the sizes of the
islands as well as the ‘island-water’ region.

For the purposes of this thesis, the vague threshold panredidiand-water’ predicate
will not be considered, due to the implication issues dethpreviously. Further work
would be required to determine how to implement the predigath a vague threshold
attached; hence, in this thesis only the initial marking island-water’ regions based
upon their connection to islands will be used.

5.3.5 Conclusion

A series of predicates with vague parameters have now beamrdé¢hat can be used to
generate standpoints, in which the data is segmented indtlesmegions, representing
particular features. These predicates are listed in Taftle 5

The basic initial measurement is one of linearity, from vhfierther vague predicates
were developed to classify further regions. These are eatiy thresholds that could be
used however, and more may be required to handle differeterr\fiesmtures. For example,
these thresholds are based upon two-dimensional topagedmata, but to extend to
three-dimensional data it is likely that different consatens of how to mark linear parts
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Table 5.1: The list of predicates that have been identifiextpnent the data into regions
representing features.

Predicates

linear
expansive
interstretch
island
island-water

or other such basic attributes would be required. Anothamgle is the classification
of an estuary; such a feature may be dependent upon bothraggogal and salinity
data, thus a standpoint may be dependent upon thresholdstiorsdts of data to make
decisions.

Finally, there will be additional thresholds in a partiaudgandpoint applied to classify
the features further, which may correspond to differentfoof vagueness as discussed by
Bennett (2005). For example, the linearity predicate iganfof soritesvagueness, which
in turn identifies a region (location vagueness). Howewds still vague whether this
region corresponds to a river or a stream, which is an exaafglassification vagueness.
For this form of vagueness, measurements such as lengtth arérea may be used, to
determine the threshold between the two types of feature.

The aim of this section therefore, is to illustrate how a falisation of the concep-
tualisation of vague predicates can be developed and inguited in order to identify
features to use in segmentation and classification. Thaserés can then form the basis
of the logical queries and definitions discussed in the nieapter.

5.4 Calculating Spatial Relations

The final required stage is to determine the spatial relatim®iween the polygons. For
spatial relations, the Region Connection Calculus (RC@n¢rll et al., 1992) will be
used, specifically the RCC-8 relations previously discdsseSection 2.5.1. Reasoning
with RCC is generally undecidable unless restrictions aaelenfor example RCC was
found to be decidable for certain binary relations intetguleover arbitrary topological
spaces by Bennett (1994), whereas reasoning about thexdlisjo of RCC-8 relations
was been shown to be NP-complete by Renz and Nebel (1999).

In order to reason specifically about the relations betwedygpns an additional step
from quantitative to qualitative is required. Logicalllgig makes things simpler as a single
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concrete model is established to base the RCC-8 relatiams. lgiowever, geometrically
this adds complexity to the problem, as all possible intdises and shared edges now
need to be calculated, as well as all points that are eitheén@toundary or inside the
opposing polygon. Therefore the calculations requirecdehestage should be reduced in
order to speed up the reasoning process.

Previous work on an abstract level was done by Bennett eii@88), which illus-
trated the process could be broken down into a hierarchi®a] teducing the calculations
required. The intention here is to use information that camdbrieved quickly to break
down the possible relations that may hold between two palggto ensure that the need
for more intensive computations such as line intersect@maspoint locations is reduced.
A similar approach using the 9-intersection calculus wasulised by Rodriguez et al.
(2003), where again the aim was to use reduce the compugation

5.4.1 Reducing Down the Set of Possible RCC-8 Relations

An initial premise is that any of the eight RCC-8 relationsynteld between the two
polygons in question. One option therefore would be to syntgst for all intersections
and whether any points of each polygon are inside the opg@silygon, in order to deter-
mine the RCC-8 relation between the two polygons. Howews,is clearly inefficient,
since in the case of polygons whose relatio(S, a large amount of calculations will
be performed that will return no results. A first stage themefis to reduce the set of
potential relations that can occur between two polygons.

A first approximation is to compare the bounding boxes of geutiigon, here defined
as the smallest axis-aligned rectangle that can entiretyagoits polygon. Thus, if the
bounding boxes of two polygons do not touch at all, the RCEl&ion for the polygons is
DC. This significantly reduces the initial calculations, atidws us to eliminate relations
that are not possible.

Previously, this was performed using the relations deriveoh Allen’s interval Al-
gebra (Allen, 1983) (hereby referred to as Allen relatipn#)ere, for the X-Axis and
Y-Axis respectively, the Allen relation that holds betweka two bounding boxes along
that axis was calculated and used to aid the calculationeoRIBC-8 relation between
the two polygons (Mallenby and Bennett, 2007). HoweverAlben relations were origi-
nally intended to be used for time intervals, and hence tageunt of direction from past
to future, which is irrelevant to the spatial calculatioesfprmed here. An improvement,
therefore, is to use RCC-8 with each axis, which does notaakeunt of direction, and
thus is simpler to work with.
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If the X-Axis and Y-Axis are treated as separate dimensiting,RCC-8 relations
between two bounding boxes can be determined in each axésteBhlting pair of RCC-
8 relations can then be compared to determine what possiie &relations between the
two polygons these allow. Determining the RCC-8 relatiersiiaightforward; for a given
axis the minimum and maximum values of the two polygons amadoand represented
as two lines. These can then be sorted as numbers to detesmat& CC-8 relation they
correspond to. This is repeated for the other axis, hende @aeration is only working
in a single dimension.

This results in a pair of RCC-8 relations, which in turn regamat a set of possible RCC-
8 relations that can hold between the two polygons, as shoviAigure 5.18. In these
examples, it can quickly be determined that the first exarsptevs two disconnected
polygons, thus no further computation is required. Withdtieer two examples a set of
possible relations remains. However, these reduced setseoased to determine the most
effective approaches to take next, thus tailoring deduastto each pair of polygons.

@ @
Y
X
X-Axis: DC(a, b) X-Axis: PO(a, b) X-Axis: TPPi(a,b)
Y-Axis: PO(a, b) Y-Axis: PO(a, b) Y-Axis: TPPi(a,b)
RCC-8:{DC} RCC-8:{DC,EC,PQ RCC-8:{DC,EC,PO,TPPi

Figure 5.18: Examples of how the bounding boxes of two pahggandb may be related
spatially, and what possible RCC relations these represem: RCC-8 relations were
obtained for the X- and Y-Axes, then compared to see whatehefspossible RCC-8
relations are for the polygons.

Since there are 8 RCC-8 relations, it follows that in totaréhares x 8 = 64 possible
combinations when comparing in two dimensions. Howevestrobthese result in the
same possibilities of RCC-8 relations, and in fact thereany 14 different possible
combinations, listed in Table 5.2. A method of reducing tlessible RCC-8 relations
quickly has now been determined; for example it can be guidettermined in some
cases that two polygons are definitely disconnected.

Such an approach is similar to the Rectangle Algebra (RAs@&n, 1989; Balbiani
et al., 1998, 1999), where the Allen relations were used m dinmensions to generate
a series of possible relations. However, whilst in RA the f68sible relations are con-
sidered separate so as to provide other possible informatioh as directional relations,
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Table 5.2: The possible relations as a result of compariagAllen relations between
the X- and Y-axis. Starred relations also have versionsacép TPP/NTPP with
TPPI/NTTPI respectively.

Possible RCC combinations from previous stage

DC

DC, EC

DC, EC, PO

DC, EC, PO, TPP *
EC, PO

EC, PO, TPP, NTPP *
EC, PO, TPP, TPPi, EQ
PO

PO, TPP *

PO, TPP, NTPP *

the combinations are used here to derive topological cglatonly. The importance of
bounding boxes to reducing the set of possible spatialioelsthas also been discussed
by Clementini et al. (1994), where similar results to thosdable 5.2 were determined
for Egenhofer’s 9-intersection calculus.

The effectiveness of this in implementation is clearly tediato the spatial relations
between the polygons in the input set. For example, a setlgfpos that were spread
out enough such that no two bounding boxes touched would $iby gmocessed as the
approach would mark all polygons &C quickly. Similarly, a set of polygons where
all bounding boxes touched each other would render thiesiagless, since all pairs of
polygons would require further calculation to determine RCC-8 relation.

To test the approach in a manner that it may be implementdteimtended system,
a series of test files were developed. These test files weesl hgwon the topographical
datasets used in later chapters. For each dataset, ah seitiaf inland water polygons
were segmented (in addition to the land and sea polygonsjs iiiial set was then
split into smaller parts, each time generating a larger §pbtygons with which to test
the approach. The results of these tests are shown in Figlige where the number
of polygons represents the number in the test set and the eruoftpairs of polygons
whose RCC-8 relation could be determined using the bounglixgalone is given as a
percentage of the total number of pairs of polygons needée tested for a given input
set.

Although the results in Figure 5.19 are encouraging, it isthvooting that the manner
in which the test files are generated will in part help thisr &ample, consider the set
of polygonspy, p2, p3, Where each polygon is a rectangle 2 units wide by 1 unit &aid



Chapter 5 Attribute Collection and Data Segmentation 90
100 —
o o % * *
o o °
90 ® e o. °
[ 1Y ° Y
80 — o
Percentage of * 3'
polygon tests 704 e
where bounding box b
is sufficient 60 — o
504 °
L)
N N N N
0 200 400 600

Number of Polygons

Figure 5.19: Chart of the percentage of polygon pairs forcWwhhe bounding box ap-
proach is sufficient to determine the RCC-8 relation. Thexks-eepresents the number of
polygons in the test set; thus, if there arpolygons then there a@(ﬁ—z)! or ,,Cs pairs of
polygons to compare. The Y-axis shows the percentage o {heass where the bounding
box is sufficient to determine the RCC-8 relation that holthleen the two polygons.

polygons are connected by the tall edge, as shown in Fig@@e | the initial state, there
are 3 relations to calculate, 1 of which can be determined ftee bounding boxes alone,
thus% ~ 33% can be determined using bounding boxes alone.
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Figure 5.20: An example of a drawback of the approach useeérnermgte the test set of
polygons. The thick lines represent the initial polygonghwhe dotted line showing how
these would be split to generate a further test set.

For the second set, each polygon is split into two squargspeis split intop’, p.
These are combined with the original 3 to produce a set of ggools, thus 36 possible
pairs. If two polygons can be determined to be disconnecsatyuhe bounding boxes,
then it follows the same holds for combinations involvingrthand their parts. Thus, the
bounding box will be sufficient to determine is disconnected froms; and the two new
polygons generated from splitting in half. In addition though, it is clear from Figure
5.20 that several other pairs will be found to be disconmeftem the bounding box,
essentially wherever there is now at least one polygon kextwlee pair. Thus there are
now % ~ 53% of relations that can be determined using bounding boxaseal@hus,
using this approach to generate test sets would be expeatedahlarger percentage of



Chapter 5 Attribute Collection and Data Segmentation 91

Table 5.3: The definitions of the RCC-8 relations used in trstesn. Only 6 are shown
here, as TPPi and NTPPi are merely the inverses of TPP and KEEpEctively.

RCC Definition in system

DC(X,Y) There is no intersection between X and Y,
and no point of X is inside or on the boundary of Y (and vice agrs
EC(X,Y) There exists a point that is on the boundary of both X and Y,
but there are no points of X inside Y (or vice versa)
PO(X,Y) There exists either at least one intersection between X and Y
and there are points that are inside one polygon but outselether
TPP(X,Y)  Allpoints of X are either inside or on the boundary of Y
NTPP(X,Y) All points of X are inside Y
EQ(X,Y) All points of X and Y lie on the boundary of each other

polygons each time whose relations can be determined usiggte bounding boxes, as
the number of polygons is increased by splitting existinlygons. However, the test sets
are still suitable for testing the effectiveness of the apph for the intended usage, as
in the intended system there will often be a need to segméygqas into smaller parts;
thus such an approach would need to prove effective in editimg pairs of polygons
from further testing. The test set is representative of ihd kf dataset that the system
will need to handle, hence it is a reasonable method of dpireddhe test set.

Calculations for RCC-8 relations are based upon the logatad the corners of the
polygons to be compared, and whether they are inside, @utsicdn the boundary of
the other polygon in question. In addition, all points ofeirstection between the two
polygons that are not already a corner point of a polygon ddedto the test set. Table
5.3 shows the RCC-8 relations defined in terms of the testsatiearequired in order to
make decisions as to the RCC relation between two regions.

This is similar to approaches proposed by Haarslev et aBgLand Gritter and
Bauer-Messmer (2007), where the spatial domain was alsicted to polygons as op-
posed to arbitrary points due to the existence of efficiegr@hms to handle polygons.
This is important as it must be clear what a region means iardocdetermine the domain
of quantification when working with logic queries at a latege.

5.4.2 Calculating All Intersections Between Polygon Edges

The intersections of the edges of two polygons has beerestadtitensively, in an attempt
to improve upon the brute force approach of comparing adldiagainst all others. More
efficient methods are based upon the sweep line approachi€amd Ottmann, 1979);
whereas the brute force approach has a complexity(of) the sweep line approach has a
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complexity ofO((n + k) log n) wherek is the number of intersecting pairs of segments in
the results. Such an algorithm is therefore sensitive weigfards to the output, with greater
numbers of intersections increasing the total time requiféhis is of course dependent
upon an efficient implementation of such an algorithm, agenmnplementations may not
achieve this. Alsozalik (2000) suggested that alternative algorithms mayoper just

as well in actual implementation even if they are not thecadly as efficient (such as the
binary tree based algorithm suggestedZayik (2000)).

The aim of such algorithms is to reduce the comparisons legtviees. For this
system, three approaches to the problem are consideredir3inis to use a sweep line
approach for the two polygons together. The second is tahgsalten relations approach
(Mallenby and Bennett, 2007), as used in the previous setbia@etermine which lines
to test for intersection. Finally, a hybrid of the two is cmesed, whereby the bounding
boxes are used to determine a smaller set of lines to test alsgveep line approach is
used upon this set.

5.4.2.1 Sweepline Approach

The Bentley-Ottmann algorithm (Bentley and Ottmann, 19¢8inmonly referred to as
the sweep line algorithm, is the standard algorithm useceterchine line intersections.
It works by sweeping a line over the line segments, and gjonitersection events as they
occur. Toimplementin this system, the lines from both pohlgcould be combined into a
single set, passing the sweepline over them. The resultdimib series of intersections,
some of which may occur on only one polygon; as shared pomtofinterest also,
two line segments sharing an end point would be consideradtarsection. Thus, ‘self
intersections’ would need to be filtered out, which couldilgdse done given the line
segments that make up a polygon are already stored.

5.4.2.2 Bounding Box Approach

This is an improvement on the approach proposed previobsatiénby and Bennett,
2007), where it was noted that in order for a line to interseith a polygon, that line
must touch, intersect or be inside the bounding box of thitgam. The Allen relation
approach is again used to determine if a line falls insideuntimg box and thus elim-
inate quickly lines which could not cause an intersectiome Tse of bounding boxes
in polygon intersection algorithms has been proposed pusly, for example by Barton
and Buchanan (1980), as it ensures that only regions whenes@ctions could occur are
considered.
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The effectiveness of the approach is directly linked to titaltnumber of intersec-
tions between two given polygons, since a high proportiomt#rsections reduces the
effectiveness of the bounding box removal stage. Howeerristics to measure the ef-
fectiveness of such approaches were proposed by Suri et9l9) and Zhou and Suri
(1999) . In particular, it is suggested that the degradatigrerformance is smooth, and
that results do suggest that breaking complex objects im@ller, simpler parts is an
effective approach.

Previously, the approach was to choose the polygon whictihetewer edges, then
compare each edge of that polygon against the bounding btheabpposing polygon
(Mallenby and Bennett, 2007). If a particular edge toucloedylapped or was inside the
opposing polygon’s bounding box, then it was tested agaihte edges of the opposing
polygon, to determine if any intersections occurred. Tk tan be performed in a
variety of ways, though the approach here was to again canrtparAllen relations of
both axes for both lines, as this was found to be both simplesffiective.

An improvement upon this is to build upon the usage of the dowunboxes, as shown
in Figure 5.21. The only intersections that can occur betvi@® polygons must occur in
the intersection of the two bounding boxes. If the RCC-8tietabetween the bounding
boxes wa€kC, then any shared points would have to touch the shared bogibdix edge
or point. Thus given two polygon$ andB, the only edges froml that can intersect with
B are those that either touch, intersect or are inside thedogmox of B, and similarly
for edges ofB3 that intersect.

To implement this, first the set of edges from polygbmare found that are touching,
overlapping or are inside the bounding box of polygén This is then repeated with
polygon B, finding all edges that are touching, overlapping or insieetifounding box of
A. Finally, a pair-wise comparison of the two sets is perfatmesing the Allen relations
based test (Mallenby and Bennett, 2007).

The intention is that this additional stage is computatigr&mpler than the inter-
section stage, and thus the additional computation of tteevedl be offset by a larger
reduction in the time required to calculate the intersedtifor the reduced set of lines.
For example, in Figure 5.21 the set of test edges is signtficamaller than the total
combined number of edges contained within polygdrend B; thus, providing the cal-
culation of the set of edges to test is sufficiently quick, @uction in the time taken to
determine intersections would be expected.
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Figure 5.21: The possible intersections between two polggtf the bounding boxes of

the two polygonsA and B are compared, the only edges that need to be tested are those
that are inside, touch or overlap the heavy dotted areajfgjadly the region formed by
finding the intersection of the two bounding boxes. Thus thlg nes from A to test are
those that touch, intersect or are inside the bounding b@olyiyon B, and vice versa.

5.4.2.3 Hybrid Approach

This combines the sweep line approach with the bounding pproach discussed above.
As before, the two sets of lines are determined that touckrlay or fall within the op-
posing bounding boxes, thus reducing the total set of lihasare required to be tested.
Instead of using the Allen relations approach above to deter intersections, however,
a sweep line approach is now implemented across the tworegtstering intersections
only when they occur between lines from two different setsaddition, by tracking the
lines that have been visited, the algorithm can be endedahtiee lines from one poly-
gon have been visited, thus potentially saving further aatapon time. The intention of
this hybrid approach is that combining the two approachdgwavide the most efficient
overall algorithm.

5.4.2.4 Comparison of Approaches

The first consideration is the time complexity of the aldums. As already noted, the
time complexity of the sweep line approacttis(n + k) log n), wherek is the number of
intersections that are found. For the bounding box appemdhe overhead associated
with determining the reduced set of lines needs to be detexniA first test therefore,
is to determine what lines may intersect based upon the hogrtbx of the opposing
polygon. Determining the bounding box can be performed kyiriig the minimum and
maximum X and Y values for the polygon, which requides n wheren is the number
of lines in the set. Thus it requirés(4n) = O(n) time.

To test if a line is touching, inside or intersecting the bading box, the minimum and
maximum X and Y values for the line are calculated, which netpO(1) time, since it
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is a simple comparison of the two values each time. Nextetimegximum line X and
Y values are tested to see if they are smaller than the regpecinimum bounding box
values, and similar for the minimum values being larger ttlrenrespective maximum
bounding box values, eliminating any lines that are. Thig maan that some lines that
are not actually touching, intersecting or inside the bangdox are included in the final
test set, but performing the test in this manner keeps theutation of this stage down.
Each of the four comparisons can be performed in constaet timerefore, to test lines
again require®)(1) x O(n) = O(n) time.

The overall complexity i2(O(n) + O(n)) = O(n) for the bounding box phase, as
this needs to be performed twice. As the intersections plvaséd be expected to require
more than linear time, it follows that the bounding box phdses not add to the overall
complexity of the algorithms. The complexity of the intersens stage must therefore be
calculated, to determine the overall complexity for theoalipms.

For the original bounding box approach, the Allen relatibesveen two lines were
used to decide whether to compute the intersection or nots Mieans if for two sets
of linesn andm, the worse case would be to compare all lines against eaeh, otius
requiringO(n x m) = O(n?) time. Thus the overall complexity is the same as the brute
force approach, which is unsurprising given the worst casanms comparing all lines
against each other.

For the hybrid approach, the complexity is the same as theVie approach, since
as stated above in the worst case the bounding box approadidano impact and the
test set contains all lines remaining in the test sets. Toexethe overall complexity
would again be)((n + k) logn).

Theoretically therefore, the sweep line approach remhmstost efficient of the three
algorithms, as in the worst case it would not require thetawithl O(n) time that the other
two algorithms would. However, as discussedZglik (2000), the actual run-time is
often of greater interest than the time complexity, sineethieoretical time complexities
are based upon the worst case. In addition, as noted by Sairi (@999) and Zhou and
Suri (1999), the two polygons in question will usually haesvfintersections, thus the
overhead of using the bounding boxes to eliminate lines trentest set may be negligible
in comparison to the gains from testing fewer lines for is¢etions. The effectiveness of
the algorithms therefore needs to be tested; first testingdfi@ctive the bounding box is
at removing lines from the test set and then the actual mesiof the three algorithms.

The test set once again is the set used in Section 5.4.1, wheeresults are consid-
ered in terms of the number of lines in the pairs of polygora Hre tested. First, the
effectiveness of the bounding box approach at removing lir@m the test set is tested,
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as shown in Figure 5.22. Here, the reduction is represersedpercentage of the total
number of lines for a given pair of polygons. Again, the bangdox approach is effec-

tive at reducing the set of lines that need to be tested, ththugissues noted in Section
5.4.1 should be considered here also.
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Figure 5.22: Chart of the percentage of line intersecti@tstéhat are removed due to
bounding box stage. The X-Axis represents the total numbéines in the pairs of
polygons, and has been scaled logarithmically. The Y-A@®s the average percentage
of lines that can be removed due to being outside the intiéoseaf the bounding boxes.

Next, which of the approaches proves fastest in implemientateeds to be deter-
mined; the sweep line approach, the original bounding beeth@pproach or the hybrid
of the two. In terms of actual intersection tests, the boogdiox approaches would be
expected to be faster simply because the set of lines togesgmificantly reduced as
shown in Figure 5.22. However, in order to reach this stagenitial bounding box stage
must also be considered, which if performed inefficientlyldonean the overall time for
the algorithm is slower than simply using the sweep line apgn independently.

A comparison of the run-times of the algorithms is shown iguFé 5.23. The results
are the average of 5 runs of the test sets previously usesdt, Both the bounding box
based approaches prove to be more efficient than simply asswgeep line approach on
the full set. Thus, there is little additional run-time ré&ed in order to determine which
lines can be ignored by the intersection tests.

Of greater interest though, is the comparison between tlebmunding box ap-
proaches; the original approach proves faster initiallytbe time to compute intersec-
tions increases at a faster rate than under the hybrid agpradich proves more efficient
for the larger sets. This is most likely due to the initial dweads of preparing the sets of
lines for a sweep line approach, which are more noticealblsraller values. This over-
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Figure 5.23: Chart of the run-times of the algorithms. Thé&s represents the total
number of lines in the pairs of polygons, while the Y-axishis tun-time in milliseconds.
The chart is logarithmically scaled in both axes.

head however proves reasonable for larger line sets, wherbytrid approach is more
efficient.

A final comparison to make between the algorithms is the me-in terms of the
number of actual intersections, as shown in Figure 5.24.18VRigure 5.23 shows the
results in terms of the size of the input set, the time takdmtbthe intersections is also
of interest, since large sets may only have a small numbertefsections. The bounding
box approaches are again quicker than the sweep line dgoah its own, though in-
terestingly the performance of the original bounding boprapch degrades steeply such
that for large numbers of intersections it takes as long easweep line algorithm does.
The hybrid approach once again is marginally slower for ssnaumbers, but the perfor-
mance degradation is much lower than the original apprdadis, proving to be quicker
for large numbers of intersections.

In conclusion, the hybrid algorithm seems the most appat@rchoice of the three
algorithms presented, using information previously cali@d to speed up the calculation
of all intersects whilst remaining simple to understande algorithm could most likely
be optimised further, but was fast enough for the purpostsegiroject, providing simple
to understand algorithms that could be applied to a varipyablems. The result of this
stage is a set of points of intersection, which may includetig corner points of a
polygon. These can be separated into existing and new pgsintg set operations.
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Figure 5.24: Chart of the run-times of the algorithms in telwhthe number of intersec-
tions found. The X-Axis represents the total number of sgetions, while the Y-axis is
the run-time in milliseconds to find the intersections. Thartis logarithmically scaled
in both axes.

5.4.3 Points Inside Polygons

As with the intersection tests, the aim is to reduce the nurobpoints that are tested to
keep computation time down. The bounding boxes are once aged to reduce the set
of points to test, since clearly if a point falls outside tleibding box of a polygon then
it must be outside the polygon also. This subset is thendestimg a ray-crossing based
algorithm, that has been discussed extensively in varioogpatational geometry books
(Preparata and Shamos, 1985; Foley et al., 1995; Morted 887, de Berg et al., 2000).

The basic principle of the algorithm is to extend a ray from pleint horizontally, and
count the number of times the ray intersects polygon ed§@se humber of intersections
is odd, the pointis inside the polygon, else if the numbevenat is outside. The number
of intersection tests can be reduced by using Allen relattoreliminate lines that could
not intersect the projected line. How to handle points tleabh the boundary is often
an issue for such algorithms. However, this set of boundamytg was previously found
in the intersection tests; therefore this set can be useshtove points on the boundary,
leaving only points explicitly inside.

5.4.4 Using the Results with RCC

The results of the previous stages is a series of sets ofgpdiherefore, the RCC relations
can be tested for using set operations on these points, asahieusly given definitions
easily translate into set operations:
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First, all the potential RCC relations are found using th&eilrelations based ap-
proach mentioned earlier. From this stage, decisions candae based on which tests to
do; for example if the results of this stage is the @8C,EC}, there is only the need to
test for at least one intersection to determine if the anssne€ or EC. Implied relations
can also be found; IDC is not a member of the list then the two regions are connected,
whereas ifDC andEC have both been removed then there is at least some part of one
region is part of the other.

5.45 Conclusion

A system capable of calculating the spatial relations tloéd between two polygons has
now been defined, bringing capabilities found in GIS to thmuirdata. The reason that
existing GIS was not used was because new polygons may beatgshevhen the dataset
is segmented, thus spatial relations needed to be detatragéehey arose. In addition,
the development of line and point intersection tests mayp ath other aspects of the
system.

5.5 Summary

This chapter has shown how the data can be segmented to fertmattic blocks from
which hydrographic features will be generated. It was shbew sub-regions of the
data can be generated from the skeleton structure, by deiagredges from the stored
boundary graphs to combine into polygons. The thresholaisdbuld be used to deter-
mine standpoints were discussed. These can be appliediéatcattributes that can be
used to segment the data into polygons that can then be pasezinext stage for rea-
soning. Finally, it was shown how the spatial relations lestwthese can be analysed and
determined in a manner that is efficient enough for the paposthe system.



Chapter 6

Grounding an Ontology upon the Data
Level

6.1 Introduction

This chapter will discuss how to ground an ontology upon thagdevel, thus bridging
the gap between the two. Section 6.2 will examine what grimgnain ontology means for
this system, and hence what is required in order to effdgtiy@und an ontology upon
the data. Section 6.3 will determine the most effectiveddginguage in which to develop
the ontology, by considering the requirements of the inteinslystem. In addition, this
section will consider how to handle the queries whilst mamgthe domain. Section 6.4
will consider how to store the queries in a structured marf®ection 6.5 will discuss the
output from this stage and how it can be represented to altegiation with other sys-
tems. | have named the system described here, GEOLOG, leeitdnamdles geographic
data in a logical fashion. Section 6.6 will define predicaed definitions that can be
used in GEOLOG to define features of interest. Finally, thaptér is summarised in
Section 6.7.

6.2 Ontology Grounding

Jakulin and Mladeni¢ (2005), described the fundamentiébnaf grounding as follows:

100
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“The higher-level abstract concepts are grounded in Idesst concrete con-
cepts, which, in turn, are grounded in perceptions.”

Grounding an ontology upon data is an attempt to add cordekitontology in terms of
the data, by providing a link between the two levels. Thixpss works in both directions,
again as noted by Jakulin and Mladeni€ (2005):

“A groundedconcept is one that is both conceptualisable (there is datae
plifying the concept) and groundable (the concept can begrsed from the
data).”

However, it could be argued that these two notions shoul@bersed; a concept is ‘con-
ceptualisable’ if the concept can be recognised from the, @aud is ‘groundable’ if there
is data exemplifying the concept.

Ontologies are often viewed as separate from data, theliotdmeing that an ontology
could be used with different data sources, as opposed tg dependent upon a particular
data source. However, as has been previously discussaéxtanimportant to making
judgements in relation to vagueness, for example, whergukmvague term ‘large’. By
grounding an ontology upon data, the definitions can be ‘#dsiut’ in terms of the data,
thus allowing ‘large’ to be measured within a particular . Grounding upon data
thus provides a link between symbols and data that may reptrésose symbols.

The need for a layered approach to grounding ontologies datanhas been discussed
previously (Third et al., 2007), with an example of the stuue shown previously in Table
2.2. This layered architecture allows the ontology levddedinked to different data sets,
without the need to modify each layer directly. For examplgpose the intention was
to reason about a feature like ‘rivers’. Within a high-leesitology, this may just be
represented as a primitive (perhaps with some attacheddaextinents), without actually
fleshing out the definition logically. Similarly, at the bdeeel of the data, there may only
be a single polygon representing all inland water, or tha dey have been segmented
into smaller polygons by a user, which may be arbitrary or mayelated to features
the user was interested in. In order to relate the two laybesefore, some method of
mapping ontologies onto datasets is required. The extewhioh such a grounding is
performed will impact upon the ability to work with the datadeextract features.

A basic mapping would be to simply label the segmented paiggdready present
in the data with appropriate labels. This is grounding thlagy upon the data, in the
sense that it is now specifically stated that a polygon is aqudar instance of a feature.
However, this approach is clearly limited for several ressdirst, the approach is limited
by the segmentation of the data, as sometimes the segnoentati correspond to the
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user’s needs, whereas other times it will not. The segmientatay, in fact, be intended
for a different context or usage; for example, it may coroggpto legal boundaries as
opposed to general feature boundaries, or may correspafieent features than those
that are required in a particular usage. Often the avail@aiedata will just be an arbitrary
segmentation, meaning polygons contained within do natespond to any particular
feature.

Another limitation is the lack of justification given for tlygounding. This grounding
is unsuitable for determining similar features, for ins@ror determining the reason why
something was labelled as a particular feature. Returrortpeé previous point of the
concept being recognized from the data, this basic form @fiiggding would only allow
us to identify this particulainstanceof a concept, as opposed to identifying the required
attributes that determine the concept. It would therefer@deferable that the grounding
approach used, adds to the definition of the feature and ttowgdes justification for the
grounding. This is particularly important when handlinguaness, as a judgement may
be required as to whether something is ‘large’ or ‘smallyghit should be possible to
show how such a judgement would affect the classificationieérs’ versus ‘streams’,
for example.

A first improvement, therefore, is to now expand the grougdayer to allow judge-
ments to be made on such vague predicates as size, as prayyd3ednett et al. (2005).
Attributes of the feature are identified and used to perfdrengrounding:

river(x) < flowing(z) A large_linear(x) A natural(z) (6.1)

stream(z) < flowing(x) A small_linear(z) A natural(x) (6.2)

These equivalences are adapted from those proposed by tBenhak (2005), where the
above predicates were instead listed as a set of attribel@®ed to a particular concept.
The primitive definitions of ‘river’ and ‘stream’ have now dre expanded to now de-
pend upon vague attributes such as ‘flow’, ‘size’ and ‘limgafboth small_linear and
large_linear have the property of being ‘linear’ according to some stamtp. By vary-
ing the standpoint parameters, the truth value of theseiqated will vary, hence the
classification of features will also vary.

The nextimprovementis regarding the segmentation of tteg dathe boundaries that
are in place. As discussed by Smith (1995, 2001) and Smithivarml (1997), there exist
different types of boundaries, referred tolama fideandfiat by Smith. The distinction
between the two was discussed by Smith (2001):

“Fiat boundaries are boundaries which owe their existea@ets of human
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decision or fiat, to laws or political decrees, or to relatednhn cognitive
phenomena. Fiat boundaries are ontologically dependeoti bpman fiat.
Bona fide boundaries are all other boundaries. They are thasedaries
which are independent of human fiat.”

The geographical domain can thus be seen to contain bothflaenand fiat bound-
aries; for example, the North Sea has bona fide boundariesnstof its shorelines, but
fiat boundaries in terms of its boundary with the Atlantic @téSmith and Varzi, 1997;
Smith, 2001). Returning to the pre-defined boundaries elaifop grounding, the use
of such rigid, pre-defined segmentations is problematicnwiesuch boundary exists in
reality. Indeed, whilst the demarcation in use may be a gdiyeagreed upon boundary
between features, it is not, in fact, a concrete bona fide dayn but instead is fiat and
subject to human interpretation.

To improve upon this, the ability to define boundaries asiredus preferable. Rather
than having data containing pre-defined boundaries, tteevdatlld instead be segmented
into regions as required, which could then be labelled atingty. This raises potential
problems surrounding the domain and the logical handlingy @fhich will be discussed
in subsequent sections.

In summary, the grounding level is intended as an interntedigep between the on-
tology and data levels. This allows the user to bridge the lgtgveen the two levels
in a cohesive manner, by fleshing out the meaning of pringtivethe ontology level,
in relation to attributes and regions in the data level. Byireng a separate layer, on-
tologies can thus be grounded upon different data sets asgguives, using different
grounding layers. For example, a ‘river’ may be a two-dimenal feature when using
two-dimensional topographic data, or a three-dimensiteslre when using bathymet-
ric data. By changing the grounding level used, either o$¢hean be used to form the
same primitive feature of ‘river’.

6.3 Logic Choice and Query Handling

6.3.1 Overview

When developing the ontology, it is important to consider kinowledge representation
language and domain required in order to most effectivelgehoconcepts. With logic
languages, there is a trade-off between expressivity andlaeility, both of which are
desirable. For example, first order logic is a highly exprxeskgic language, but it is
also potentially undecidable. In order to achieve decidgbrestrictions upon the lan-
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guage are required, as is the case with description logiad&eet al., 2003). Description
logics can be viewed as decidable fragments of first ordec I(®child, 1991), hence,

if decidability is crucial, it may be preferable to transldirst order logic sentences into
description logic (if possible, which in general is not these). On the other hand, if
this restriction means desired definitions cannot be reptes accurately, then a more
expressive language, such as first order logic, should lzk use

6.3.2 Logical Language Choice

The most popular language at present for ontologies is Which is the language used
for the semantic web. OWL comes in different forms, sepadratgerms of restrictive-
ness: OWL-Lite is the most restrictive, OWL-Full the leaatd thus most expressive),
with OWL-DL situated between these. OWL-DL is a derivatiVelee description logic
SHOIN (D). Editors such as ProtégéSwoop (Kalyanpur et al., 2006) and Ontotrack
(Liebig and Noppens, 2005) are providing increasingly dgendly methods of devel-
oping ontologies, which coupled with reasoners such as Fa@Tsarkov and Horrocks,
2004), Racer (Haarslev and Moller, 2001) and Pellet (%tial., 2007), mean ontologies
can be confirmed to be consistent, as well as infer implicividedge from an explicit
knowledge base. It is for this reason that OWL-DL is typigalsed rather than the more
expressive OWL-Full.

However, for the problem domain being considered in thisith@©WL and descrip-
tion logics are unsuitable. The first problem is the handbhgumbers: OWL restricts
numbers, making the use of standpoints tricky or uncleais Was also noted by Raskin
et al. (2004), where examples of how basic scientific corscegm be defined in terms of
numeric concepts are given, thus the limited support farithiODWL is a problem.

A more pressing problem, however, is complications thaeadue to reduced expres-
sivity. As previously noted, reasoning about spatial regiasing RCC is required. Due
to its limited expressivity, OWL-DL, at present, cannot EnRCC effectively. Katz and
Grau (2005) proposed that by adding reflexive roles to OWL-Bltranslation to RCC
would be possible, due to the ability to translate RCC intortiodal logic S4 (Bennett,
2000), which, in turn, could then be translated to OWL. Thebpem of spatial reason-
ing with description logics is also discussed by Wessel 220@here it is noted that the
‘proper part’ relation could potentially lead to infinite ohals.

A more comprehensive analysis of combining spatial retetiwith the semantic web
is discussed by Gritter and Bauer-Messmer (2007). It ischtitat approaches which

Web Ontology Language (OWL) Reference: http://www.w3/[®Ryowl-ref/ (Visited, July 2006)
2Protégé is an open source ontology editor http://prostgeford.edu (Visited, April 2007)
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require changes to the OWL specification may not be desirainhee this may result
in a loss in features favourable to OWL-DL, such as compléiibivith the Resource
Description Framework (RDF). Instead, it is proposed thatyarid system may be a
better approach, where the spatial relation work is peréatim a specialised system.

In conclusion, although OWL-DL is the usual choice for ontpgs at present, it does
not appear to be suited to spatial problems. This is due toggsns in place on the
expressiveness of the language. Although some of thegectiests may be removed in
future revisions to OWL (such as proposed for OWL 1.1 (Cudbau et al., 2006)), the
hybrid approach proposed by Grutter and Bauer-Messm&7(ZEems the best solution
to the problem. This would allow integration with descriptilogic at a later stage if
desired, whilst still allowing spatial reasoning to be heddeffectively. Similarly, OWL-
Full may allow more expressivity due to being less restr&gtbut does not appear to offer
any advantages over first order logic in this respect.

The choice of language used for this stage was again Profograposed for the
data input stage in Chapter 4. As noted previously, Prol@ydsclarative programming
language which stems from formal logic, and hence is suttdéa@hdling logical queries. It
does this by attempting to find resolution refutation of tegation of the query. Retaining
the program in Prolog means cohesion between the diffetagés is maintained.

The most popular implementations of Prolog are SWI-Prgledhich is a free and
open source implementation, and SICStus Prglagcommercial implementation. SWI-
Prolog has strong links with the semantic web, with libraiagailable to translate Prolog
to XML and OWL fragments, but is also slower than SICStuss lfor this reason that
programming was performed primarily in SICStus, as thedgyehgine used proved more
efficient for large amounts of data. However, translatirggdizsstem code to ensure that it
works in both implementations is reasonably straightfedvahus a more limited version
of GEOLOG could be constructed for use with SWI-Prolog, velhgrthe potential size of
the data is more limited or pre-computed to speed up calonkat

6.3.3 Matter Types

The approach used in this thesis to interpret matter steoms fhe approach proposed
previously by Bennett (2001c), whereby a series of bastter typesare used. How
these matter types are to be implemented will now be disdusse

First, the mass nouns that will form the basic matter typesi usust be determined.
For GEOLOG, the three basic mass nouns usedbaid seaandwater. The reason that

3SWI-Prolog homepage: http://www.swi-prolog.org/ (Mesit June 2006)
4SICStus Prolog homepage http://www.sics.se/isl/siests/site/index.html (Visited, June 2006)
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seais referred to as separate water, is that in this casevater refers to inland water,
which is of interest to the problem at hand. For a more coregstem, the two would
be sub-regions of a larger conceptater would refer to any water, of whickeaand
inland waterare types. For this system, it is sufficient to we&ter to represent inland
water.

Because the inland water network can be segmented into mgones the inheritance
of such attributes must be considered. This was discussBélogsi and Cristani (2000),
where different forms of inheritance were proposed dependpon the attribute in ques-
tion, such as downward and upward inheritance. Here, itamee relates to the attributes
shared by regions that are connected. For example, cortgideegionse andb whose
RCC relation isPP(b,a). If some attribute was assigned dothat had downward in-
heritance, then all regions which are partaofvould also inherit that attribute, henée
would also be assigned the attribute. Similarly, if somalaite was assigned tothat
had upward inheritance, all regions whiclvas part of would inherit the attribute, hence
a would also be assigned the attribute.

With matter types used in this system, they are noted to hawaward inheritance;
thus, if a sub-region was defined of a region with matter typehe sub-region would
also inherit the attribute of being matter type Thus, all sub-regions of the inland water
network will inherit the attributevater.

6.3.4 Relevant Domains of Predicates

With first order logic, it must be made clear what the domaimaédntification is. For
example, when dealing with inland water networks, the seg negd to be taken into
consideration, for example, when determining the moutthefriver or estuaries. Thus,
when something is referred to as being ‘water’, it should learcwhat this means; does
it mean any type of water, or does it mean a specific type suskasater? In addition,
is the boundary of the region in question bounded in some @ragan it be any shape?

Another problem that arises, is whether the domain is finitenfinite. As already
noted, the intention is to use RCC to express topologicaliceis that hold between
regions. However, the standard models of RCC are infiniteailosn Typically, the sets
of all regular closed (or regular open) subsets of Cartesgate (either two or three
dimensional). Real spatial data usually consists of firete ef polygons, but the domain
of quantification in the standard RCC would include not ohlgste polygons but also all
possible ways of carving these up into further polygons.

A method of working with the data within a finite domain needsbe developed,
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which is adequate to characterise the domain to ensure teaklevant to any given spa-
tial query. As discussed by Pratt and Schoop (1998), thesétlbf regions contains many
regions that are not of interest, such as tiny regions orwiesshapes with convoluted
boundaries, thus it would be preferable to work only with $leéof regions that are use-
ful or that interesting features could be derived from. Baraple, if only inland water
features are to be considered, the only regions that neezlgedmented are inland water
regions, and thus it may be sufficient to represent the lardsasgle polygon.

Thus, the definition of regions is here restricted to polygomhich has previously
been proposed by Haarslev et al. (1998) and Grutter andrBdessmer (2007). The
domain will consist of polygons generated from the datahviatrther polygons derived
from this polygonal information through geometry basedimrates such as linearity as
described in Section 5.3.1. With water regions, the domairccvary considerably, de-
pending upon the restrictions used. The size of this patkeddmain will now be consid-
ered.

6.3.4.1 Domain Size

First, the largest possible domain that could feasibly bedus considered here. The
largest domain would be to allow any set of points to be di@skias a region; thus if
there weren x n points, there could be"* regions. This is based upon an assumption
that the data is of finite resolution, where there exists allsstgpossible single point
depending upon the granularity of the data. If the domainefasfinite resolution (such
as spanning all real numbers), there would be no upper boutiteosize of the domain.

A domain allowing regions to be points (or combinations ohp) is far larger than
is needed or can be generated using GEOLOG, but all moddlsateagenerated can
be inserted into this domain. Thus, any generated models$iltifoen a complete sub-
domain that could be inserted into the larger, full domaime Tipper limit on the number
of polygons that can be generated by GEOLOG can now be cosside

For the problem domain, a skeleton representing the oveadllogy of the input
polygon has previously been generated. It is possible tailte input polygon from a
given Medial Axis by generating the original maximal ingel circles centred at all the
points on the Medial Axis and finding the union of all thesecti®a 5.2 showed how it
is possible to generate polygons from the skeleton by takingdge or sets of edges and
determining the boundaries associated with these edgessmhllest possible parts will
therefore be polygons generated from a single skeleton edge

By limiting the domain to polygons generated from connedets of edges in the
skeleton, there is now an upper limit on the total possibleioer of regions that can
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be generated, providing there is a finite set of edges. Adrint8ection 5.2, for every
connected set of edges, there exists a unique polygonfoneré there is a finite set of
edges, there will be a finite set of polygons that can be gegkfeom this set. This is of
an order similar to the size of the power set of the input setigh this will be lower and
dependent upon the amount of branching within the graph.

This is because the sets that generate polygons have atoadtitequirement in
place: that they are a connected set of edges. By this it isitrtkat for any set of
connected edges, there exists a path from every point toredt points in the set. Single
edges can be considered to be connected to themselves tAdupper and lower bounds
of the number of possible polygons is related to the grapltsire of the skeleton.

Figure 6.1 shows examples of different graphs, togethdr tvé total number of con-
nected sub-graphs afi@(n)| — 1 wheren is the number of nodes aril(n) is the power
set of nodes. The reason for subtracting 1 from the totalgéalree the power set includes
the empty set, and for the purposes of calculating the plessibmber of polygons, only
non-empty sets are of interest. For each graph, a node camnbalered to be a polygon
and an edge between two nodes represents that two polygaresatieast one polygon
edge.

/ ._.<:>_.
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Figure 6.1: Examples of different graphs together with thenber of connected sub-
graphs within the graph, an@(n)| — 1 wheren is the number of nodes arfl(n) is the
power set of nodes. For eaofl)S represents connected sub-graphs &tdrepresents
|P(n)| — 1. For comparisony = 6 in all examples.

In Figure 6.1a, all nodes are of degree 1 or 2, hence conneategtaphs are paths
between two nodes. Because of the structure of the grapte, éixésts one path between
any pair of nodes, hence the total number of paths withnodes is the same &€ =
2(%‘2)! (the number of ways of choosing 2 numbers franoptions where ordering is
important). In addition to this, each node can be considereds own, thus the total
number of connected sub-graphs's, + n or 2(n"—_'2), + n. Because this is the simplest
graph that would be generated for an input polygon, thisse #ie lower bound for the

number of sets.
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Figure 6.1d is an example of a complete graph, where eachisammnected to all
other nodes. Since the graph is complete, the total numisere§raphs is equal &85 —1,
which is equal tdP(n)| — 1, wheren is the number of nodes. This is therefore an upper
bound of the possible size of the domain. In practice, thplycdaracterising the Medial
Axis skeleton will be very sparsely connected, thus thd tatenber of possible polygons
will be considerably lower than this upper bound.

For Figures 6.1b — 6.1c, the number of connected sub-graphisenarger than the
lower bound. In Figure 6.1a, each connected sub-graph Hgdwa nodes of degree 1
(the start and end nodes of the path), whereas in Figure thé&lmultiple branching due
to the node of degree 3 means it is possible for a sub-grapav®ore than 2 nodes of
degree 1, thus increasing the number of connected subgyrapRigure 6.1c, the number
of sub-graphs increases further due to the cycle within thply Because of this, there
may no longer be a unique path between two nodes, addingfudhhe number of sub-
graphs contained. The branching problem due to the nodesgoéd 3 increases the total
as before. For graphs similar to these, there is no knownutarthat relates the number
of connected sub-graphsto

From the examples above, therefore, it follows that it isygubssible to calculate
the upper and lower bounds of the size of domain of all posgiolygons generated
from a simplified Medial Axis skeleton. Since the nodes ingkamples above represent
polygons and an edge represent a connection between twggrsly they need to be
reversed to represent the Medial Axis skeleton. Thus, irek@mples above, the nodes
represent a skeleton edge (since each set of skeleton eelgeates a unique polygon),
and the edges represent a node shared by two skeleton edges.

Therefore, for a skeleton with edges, the total number of polygons that can be gen-
erated is equivalent to the size |of], which is bounded a§(n"_;2)! +n < |n| <2"—1.

In general, the Medial axis skeleton will be sparsely cotea:dhus, the domain of poly-
gons will resemble a variation of Figure 6.1b. In additidrany islands occur within the
dataset, then part of the graph will be a loop similar to Fegut.c.

Ideally, the full domain of polygons would be generated inatte, to ensure that
all possible instances of queries already exist. Howegea)r@ady shown, even limiting
the domain to polygons generated from connected sets adtekeédges, still results in
large numbers of potential polygons. For example, if thdetka contained 1,000 edges,
then the number of polygon3 will be within the ranges00, 500 < P < 2190 — 1, The
skeletons of the datasets considered in this thesis alldeseral thousand skeleton edges,
hence generating the full domain is infeasible due to memaad/storage requirements.
Therefore, instead of generating the full domain, a mortable approach is to consider
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generating only the polygonslevantto a query, thus allowing a particular query to be
solved.

6.3.4.2 Generating Relevant Polygons

Looking at this in more detail, consider the following query
water(x) (6.3)

The intended meaning of the predicatater(x) is thatx is a 2-dimensional region
that is entirely covered by the matter typater. But since every water polygon is di-
visible into an infinite number of smaller polygons that al®acovered by water, this
query has an infinite number of answers. However, it is uhfikeat any user of a GIS
(which is the intended user of GEOLOG) would be interestethis infinite set of re-
gions. Moreover, the set of water polygons is completelyratiarised by the set of
maximal connected water polygons. The terms ‘maximal’ ammhhected’ will now be
defined to show their meaning in this thesis. In brief, ‘cartad’ refers to a region being
self-connected, whereas for a region to be ‘maximal’ it nsasisfy a given attribute and
not be part of a larger region with that attribute (thus cowtibe extended further).

First, it is necessary to define a formwam(z, y), which represents the spatial sum
or union of two regions. From this, it is possible to defind-sehnectedness to be equal
to the sum of a set of connected regions (Giritli, 2003):

w = sum(z, y) < Vz[C(z,w) < [C(z,z) V C(z,y)]] (6.4)
CON(z) =4 Vyz[EQ(z, sum(y, z)) — C(y, 2)] (6.5)

Equation 6.4 states thatis equal to the spatial sum of regionandy iff all parts of w
are connected to eitheror y°. This spatial sum is then used in Equation 6.5 to define
self-connectedness (CON);fis self-connected, any two regions whose spatial sum is
equal toxr must be connected to each other. Thuis a single connected region; it is
possible to travel from any part aof to any other part of: without actually leaving the
region.

From these, a definition of maximality is given as:

MAX[(2)(y) = ¢(y) A CON(y) A =3z[¢(2) A CON(z) A PP(y, 2)] (6.6)

SHere, it is assumed that all regions are non-empty.
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A region is defined as being maximal for a given attributdf it is a self-connected
regiorf satisfying that attribute, and there does not exist a lasgdrconnected region
which it is a proper part of that satisfies the attribute also.

Now consider the query:

water(x) A max_linear_part(x) (6.7)

The intended meaning of this predicate is tkas a maximal 2-dimensional linear
polygon that is also water. Section 5.3.1 described a mathgénerating ‘linear’ poly-
gons, which are maximal (no linear polygon is a proper pau tdrger linear polygon
under the same standpoint) and self-connected (for a giaearl polygon, all parts of
the polygon can be reached from all other parts). For thisngka, it is assumed that
the threshold for linearity is fixed, hence a region is alwayaked as either linear or
non-linear.

However, since each line is marked as linear or non-linedividually, it would, in
fact, be possible to carve these up into different combamatif the requirement of results
being maximal polygons was relaxed, as a sub region of arlpaggon considered inde-
pendently may also satisfy the requirements of being linkgain, this query could have
a large range of answers consisting of different combinatad linear points. However, it
is unlikely that a single linear point or a smaller linearicgginside a larger one would be
of interest; thus, again, only the maximal connected lipedygons need be considered.

By generating polygons in this manner, there is a strongtiatuthat GEOLOG con-
tains all the regions needed in order to answer queries efast to a GIS user, with
predicates segmenting the base regions into maximal cteth@olygons (based upon
measurements relative to standpoints) allowing the domodie segmented into relevant
regions. An implementation is therefore needed that istdapaf dealing with regions
with implicit geometrical boundaries, that are determibgdbut not explicitly present
in) the base polygons, without explicitly modelling potafly infinite geometrical dis-
sections of space. Thus, when presented with Equationt&7tplementation should
be able to return only the maximal regions, as opposed tatelfrcarving up potential
regions as ‘linear’.

The implementation used to control the quantification, rrefi to aseffective gen-
erator relations was introduced by Bennett et al. (2008). The intention & these
represent logically, algorithms that would be implement@tiin a GIS to carve data into

81t is not strictly necessary for a maximal region to be selfwtected, and examples exist of regions
that are disconnected but represent the maximal coveriag attribute. In this thesis, however, maximal
is defined to require the region in question is self-conrtecte
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more useful regions, thus bridging the gap between the @ggaeantation level (where

linear regions are identified, for example), and the logasoming level where these fea-
tures are to be used. Thus, the inclusion of effective gémeralations allows the system
to perform both the data segmentation and logical reasoning

The aim is to construct an ontology that is computably tialetaver a concrete do-
main, by constraining quantification in such a way that aditgg regions that are relevant
to the evaluation of a given formula are either present iméral finite set of entities, or
are members of further finite sets that can be computed frenmttial entity set. This is
performed via a relatively limited modification of first ordegic.

LetD'(t1,...,tn; 21, ..., x,) bearelation, such that given any inpuituple of ground
terms{t,,...,t,} it is possible to effectively compute the set of all outputuples
{z1,...,z,}, such thatl'(t1,...,t,;x1,...,2,) holds. Thus, given a finite set of in-
put tuples, there is a finite set of output tuples such thatespair of input and output
tuples satisfie§'.

A possible definition of linear using this form could beax_linear_part(r, r’"), where
given an input polygom there are a finite number of polygoriscorresponding to max-
imal linear parts with respect to some linearity predicatéhiww . This is finite in this
case due to the limitations of the data being used, namelpribeess used to generate
polygons from the skeleton derived from the input data-Astpreviously noted, for each
skeleton edge (or connected set of skeleton edges), themeassociated polygon that can
be generated. Since the skeleton is made up of a finite nurileelges, it follows there
will be a finite number of associated polygons, a subset otlwkiould correspond to
max_linear_part(r, r’).

Figure 6.2: An example of how the effective generator retatiare used. Here the effec-
tive generator relatiomax_linear_part(r, ') has been applied to the input polygéh
represented by the continuous black line. The dotted lipeesents the skeleton of the
polygon. The result of this effective generator relatiothesssegmentation into 5 different
regions, labelled; — r7, where regions whose width does not vary along the skeleton a
marked as linear. Therefore, the results of applying thectffe generator relation are
max_linear_part(R, {rs, r4,76}).

An example of this is given in Figure 6.2, where an examplaax_linear_part(r, r’)
has been implemented. In the example, polygoinas been segmented according to the
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effective generator relation. For the purposes of this e@tanlinear is defined as no
variation in the width of the maximal inscribed circles ajothe skeleton. Thus, the
regionsr,, r, andrg would be marked as linear, as these represent the maxingihken
of skeleton where the width along the skeleton is not changirhus, the results of the
effective generator relation would Ineax_linear_part(R, ro, r4, r6).

Given the effective generator relatidh the following form of controlled quantifica-
tion can now be defined:

(Voo Tty oty @, o ) [0(21, -0 @) (6.8)

Let Base represent the input polygon for a dataset, which can be septed as a
single polygon or a series of smaller polygons whose uniagisvalent to the single
polygon (for some functions, having a single, large inipalygon would prove slower
than having a series of smaller polygons). By restrictirguariableg, . . ., ¢,, to quan-
tifications oveBase or domains specified by other effective generators, thexrafgach
variable is also restricted ase or a set of entities that can be computed friBase by
applying algorithms corresponding to a series of effeaj@rerator relations.

Semantically, Equation 6.8 is equivalent to:

Vo, oo xn) [ttt @, oy @) — G20, 2] (6.9)

Equation 6.7 can be represented using this format, allotiagsegmentation of lin-
ear polygons. Further, the closeness predicate descnlfetiion 5.3.3 to define regions
‘close-to’ other regions could also be represented. Thssgueffective generator re-
lations allows instantiations over predicates, ensuritegdomain contains all instances
needed to answer a given query. The decision as to whetheetoompute these func-
tions or evaluate as required will be considered later is $liction.

6.3.5 Solving First Order Logic Queries with Model Checking
6.3.5.1 Prolog Overview

The intended usage of GEOLOG is that a user can enter first tgie queries, which

GEOLOG can then run, either confirming that the query is tanegturning results that
satisfy that query. This requires a method of parsing theygteeensure that it can be
input into Prolog, then handling the query correctly.
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In Prolog, clauses are written in the form:
H —-B.B,,....B,.

These are intended to be of the same form as a Horn clauseavii#ad literal to be
proven by a series of literals that make up the body. Thusdegd? (the head), the body
of literals must be proven also: pro¥s, prove B, through to provings,,. Prolog is thus
equipped to handle logical conjunction and disjunctiorhvwimple parsing from the first
order logical query to Prolog code. However, problems megearhen handling negation
within queries, due to the method Prolog uses to handle imegd&turther, although Prolog
does include existential quantification for some predidteloes not necessarily produce
the results that we would prefer. Thus, it is important thmbpproach is used that will
allow the use of quantification and negation correctly whHesytare present in a given
query.

Negation in Prolog is handled using Negation as Failurer@sgsed by Clark (1977).
Thus—p is derived from the failure to derive. Whilst this handles most cases satisfac-
torily, it is not the same as logical negation. For examptssider the following set of
clauses in Prolog:

TV_show(X) :— simpsons(X).
TV_show(X) :— bigbrother(X).
bigbrother(a).

simpsons(b).

In Prolog, clauses that consist of a head only are cddlet§ and thus are treated as
true. In addition, capital letters represesariables whilst lower case letters represent
atoms The clauses above are meant to representBiaBrother and The Simpsons
are TV shows, of whiclx andb are examples. Running the quéry _show(X') would
thus returna andb as solutions. Consider the following clauses following oomf the
previously given set:

enjoysl(dave, X) :— TV_show(X), \+ bigbrother(X). (6.10)
enjoys2(dave, X') :— \+ bigbrother(X), TV_show(X). (6.11)

The intention of these examples is a clause that statesenjoys a TV show that isn’t
Big Brother, as negation in Prolog is represented\by. Further, the two are logically
equivalent, sincelA—B = -BAA. However, whilst Query 6.10 will succeed in returning
b as a result, Query 6.11 would fail to return anything.
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In each case, Prolog tests to see if each of the clauses latdgas a variable, Prolog
will attempt to find an instantiation of that variable thatdstrue, then pass this along to
the next clause to see if it still holds. For Query 6.10, ins&ding X to a or b holds for
the first clause, but onlywill hold for the second clause, thiss returned as a solution.
With Query 6.11 though, Prolog attempts to segtifbigbrother(X') holds by checking
thatbigbrother(X) fails, which it will not do due to the existing fact. Becaubéstclause
fails, the whole clause fails automatically, thus no answegturned. Negation in Prolog
thus needs to be used with caution, with particular attenpaid to the ordering of the
clauses. However, it cannot be guaranteed that the first twgie queries will be ordered
in a way suitable for Prolog; hence, negation should be lahdbrrectly wherever it
appears in the query.

6.3.5.2 Model Building

The solution proposed here is to use a model building appreach as the one proposed
for natural language processing by Bos (2003) and BlackbdndBos (2005), which can
be performed in Prolog as shown in the online literature f@oanputational Semantics
coursé. The approach does not build a full first order theorem pronather it provides
a method of checking models built using first order formulde. do this, a model of
knowledge is built, then used to test the formulae to seeif itue or false, and if so
return any polygons that match the formulae (if desired).

The approach used here for model building is similar to tHa¥l8CE (McCune,
2003), where an attempt to reduce the connectives withiguleey is undertaken through
inferences, then parts of the query are solved by extraatiiogmation from the model,
until the query is proven to be consistent (and thus canmehe values which it is con-
sistent for) or inconsistent. Such an approach is ideailgduo Prolog, since rules can
easily be defined to translate a query into a tree, whereby efathe leaves is solved
individually and the truth values determined are passethepree to solve further parts.

It is important to clarify the use of model within this contgparticularly the com-
pleteness of the model to be used. A model is an assignmemtiuwds/to all predicates
and relations. Thus, a complete model would consist of @djmates and relations and
the values assigned to them. However, when answering a,qtésysufficient to re-
strict attention to partial models, which only assign valteethe predicates and relations
occurring within the query. This is because the extensioanyf complex predicate is
determined compositionally by the extension of its atonunstituents. Thus, the com-

’Online literature for Computational Semantics course at@GA:
http://www.coli.uni-saarland.de/projects/milca/cees/comsem/html/index.html (Visited, October 2007)
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plete model of all knowledge about a domain is not requiredly the partial model that
contains enough knowledge to answer a given query.

When presented with first order formulae, itis first necgssgaconstruct the model of
the formulae. This is done by taking each of the predicatéisergquery individually and
finding all possible instantiations of that predicate, ipeledent of the rest of the query.
For a query such asC(z,y) v DC(y, 2) .. ., the set of all polygons that have the RCC
relationEC would be found, then the process would be repeated for aljoois that have
the RCC relatiorDC. All logical constructors are ignored at this stage, as tiention
is to construct models of all possible values. The previpusted query may generate
a model with a set of predicate instances, such@S(1,3), DC(2,3),EC(1,2),...},
which implicitly generates a possible domain{af 2,3, ... }.

An important consideration at this stage is whether to gapeeredicate instances as
they are required by the query, or whether to pre-computkrtbe/lledge within the model
(or part of the knowledge). For example, the calculation GRrelations was discussed
previously in Section 5.4; thus, one option would be to daleuthe RCC relations con-
tained within a query as they appear. However, a more eftielgoroach is to instead cal-
culate all RCC relations in advance and store these as eddacts within Prolog. This is
more practical, given that the RCC relation between two gahg will not change (unless
one or both of the polygons is modified), hence the calcuiati®ed only be performed
once. Thus the relations are stored using an asserted areRICC_STORE/3, where
for each pair of polygons andy the RCC-8 relatiom is stored aRCC_STORE(z, y, ¢).

To ensure the domain contained within the partial model fscsently large, all pos-
itive instantiations of a predicate are stored. Thus, foICRElations, the RCC rela-
tions for all pairs of existing polygons are stored, sinoe ititernal Prolog predicate is
RCC_STORE, and all instantiations of this predicate results in alfetoRCC relations
being returned. Such an approach is useful for the handimggation, as will be dis-
cussed later in the section.

To store the model, GEOLOG asserts the results of each ptedas facts within
Prolog, with the suffix “mem” attached to signify the fact is to be stored in memory
for the model. For example, if a predicate had the resi(ts, ¢(2) ..., these would be
asserted as_mem(1), o_-mem(2). Prolog can use these asserted facts to instantiate free
variables within the query quickly, by testing whether astamce of a particular predicate
has been asserted with a value or not. This also means tbatiatfion about predicates
need only be collected once during model construction. llyinstoring in this manner
aids the handling of negation and quantification, as diszider in this chapter.

Once this model is constructed, the query can be testedsigiaifhe aim for a given
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query is to instantiate the variables to ensure the entiegyqgs satisfied. If there are no
free variables within the query, then all that is requiretbiseturn whether the query is
true or false (e.g. testing whether a particular relatiolk$aithin the model), whereas if
there are any free variables, it is required that the valoewlfich the query holds true are
returned. This instantiation should also be independentadring, to allow the user to
enter the query in any form they wish, eEC(zx, y) vV DC(y, z) «» DC(y, z) V EC(z, y).

A process of normalisation is therefore required to conertguery into a normal form.

6.3.5.3 Normalising Queries

The normal form chosen for GEOLOG was adapted from NegatimmTsl Form, where
negation only occurs immediately before elementary privjppos, and the only logical
connectives used are-, A, V}. Quantification, however, was modified, and only exis-
tential quantification is allowed within a query. In NNF, hagxistential and universal
quantification are allowed, with a rewrite rule used to moggation inward. However,
existential quantification is more suited for use in Prolbgs the modified NNF used by
GEOLOG will allow negation to occur immediately before egigtial quantification.

To convert into NNF, the following rewrite rules are used:

b= =-0VY (6.12)
(¢ =)= N0 (6.13)
(G A) =gV (6.14)
(¢ V) = ¢ A (6.15)
- = ¢ (6.16)
~Va[p(a)] = Ja[-¢(c)] (6.17)
~3e[p(a)] = Va[-6(c)] (6.18)

Logical implication can be replaced using Equations 6.1@ @i3, and negation can
be moved inwards using De Morgan’s Laws (Equations 6.14 ah8)6 Equation 6.16
removes double negation. As noted above, the modified NN& bgeGEOLOG only
allows existential quantification, hence Equation 6.17lmansed by GEOLOG, whereas
6.18 cannot not be used.

NNF can be converted into the stronger Conjunctive NormatH&NF) or Disjunc-
tive Normal Form (DNF) by applying the distributivity lawfr example to input the
query into automate theorem provers (which typically usé=@x DNF). However, ap-
plying the distributivity laws would potentially be comptibnally expensive and is not
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necessary for solving the query in Prolog, hence NNF is maitalsie.

To normalise the query into the form used by GEOLOG, requiasslating the pred-
icates using the rewrite rules discussed above, with thi¢iadal rules for handling quan-
tification correctly. This translation is represented hesimg:

TR(¢) — TR(¢')

where¢ is a first order logic formula and’ is the result of applying a translation towards
the modified NNFTR is evaluated recursively, until the formula is fully normsald. The
translations used are as follows:

TR(¢ A ) — TR($) A TR(4) (6.19)
TR(¢ V) — TR(4) V TR(¢)) (6.20)
TR(¢ = ¢) = TR(=¢) V TR(¢) (6.21)
TR(=(¢ A ) — TR(=¢) V TR(=)) (6.22)
TR(=(¢V ¢)) = TR(=¢) A TR(—¢)) (6.23)
TR(=(¢ — v)) — TR(¢) A TR(—%)) (6.24)
TR(ﬁﬁgb) — TR(9) (6.25)
TR(=¢) — =TR(¢) (6.26)
TR(3z[¢]) — 2[TR()] (6.27)
TR(ﬂx[cb]) — ~32[TR(¢)] (6.28)
TR(Vz[g]) — =32[TR(=¢)] (6.29)
TR(=Vz[¢]) — J2[TR(=¢)] (6.30)

6.3.5.4 Determine Variables

The variables within the query need to be replaced with RBrebriables, to allow them
to be instantiated. This replacement needs to be consistergxample, all instances
of x within the query should be replaced with the same Prologatséei (such asX).

This can be accomplished through the use of Prolog’s huilthnctions for dismantling
and building terms and multiple passes through the queryrsA fiass through collects
the set of variables used within the query. This set is thepp®a to a set of Prolog
variables, and another pass through the query is perforraplicing each variable with
the Prolog variable designated by the mapping. This wowdekample, replace the
queryperson(z) A food(y) A eats(z, y) with person(X) A food(Y') A eats(X,Y), as
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X andY are Prolog variables.

6.3.5.5 Solving Queries

Once the query is in the modified NNF, GEOLOG can use Prologit im search to
solve the query. As already noted, GEOLOG first construastlodel of the query by
finding all possible instantiations of predicates indiatly, irrespective of logical con-
nectives. These results are then asserted as facts, all®&®xirhog to then use these facts
to determine instantiations that solve the query.

By normalising the query using the translations given resiy, a tree-like structure
is generated within the system, where the logical connestan branch into other parts.
The leaf nodes represent predicates and the final resulbergied by determining the
truth values at leaf nodes and passing these upwards thoomglectives. This normalisa-
tion also means the query is translated down to the call [EVetolog, where a predicate
¢(z) can be answered using the Prolog command:

—call(p(X)).

wherecall(¢(X)) runs the predicate(.X), returning a value foX if one can be found
that satisfies the predicate, or failing if no such value cafoloind. Because all possible
instantiations of a predicate in a query are stored as assttts (as noted earlier), it
follows thatcall(¢(X)) succeeds ifHz[¢(x)] within the partial model, and therefore
call(¢(X)) fails iff —=3x[¢(z)] within the partial model. Therefore, quantification can be
handled correctly, whilst the handling of negation is im@® over using Negation as
Failure.

Becausecall(¢(X)) succeeds if8x[¢(z)], it follows that existential quantification
can be handled using this approach, by treating the existémtmula as a query in itself.
Thus, to solve the first order logic formuld/[¢], whereV is the set of variables over
which ¢ is to be quantified, GEOLOG attempts to solve the queby instantiating all
variables inl/, the values of which can then be used in other parts of theyquer

With negated equivalence-fiz[¢(x)]), Prolog’s built in use of Negation as Failure is
sufficient to determine whether to return true or false, &saonly necessary to determine
whether¢(x) can be instantiated to be true or not. If any such instantiagiists, then
—3Jz[¢(x)] is clearly false, otherwise it is true. From this, univergahntification can be
handled, as it is translated into existential quantificatie noted above.

A potential problem may arise with quantification when thare multiple instances
of quantification in a query that use the same variable. Famgie, consider the query
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Jz[é(x)] A 3z (x)]. Through the variable replacement stage, this becaiigs (X )] A
JX[4(X)]. When solving the queryX would become bound to a value such thét)

is satisfied, which would then be passedita) and tested to see if such an instantiation
of ¢(z) existed. Thus the query has been treatedds(x) A i(x)], or ‘there exists an

x such thatr is a¢ andx is av’. However, the actual meaning is that there exists an
instance ofp and an instance af, which is different; in the first version there needs to
exist a value that can be instantiated for both predicates, whereas in thendegneaning
there need only exist an instantiation of both predicatesmt necessarily with the same
value ofz.

This could be rectified at the variable replacement stagegdpyiring that each quan-
tification uses a different variable. The above example di¢lis becomée X [¢(X)] A
Y[ (Y)], which would be the intended meaning. GEOLOG assumes thisteagal
guantifiers are uniquely given, hence the problem abovedwat occur, but a solution
can be implemented if required, which future work on GEOL@@Id consider.

Negation can now be handled irrespective of the positiomeftegated predicate or
whether the predicate has uninstantiated variables or A®mnoted above, if a particu-
lar instantiation of a predicate is not part of the modelsitmplicitly false. It follows
from this thatcall(—¢ (X)) succeeds iff-3z[¢(x)] within the partial model, thus testing
whether—¢(z) can be performed by searching the model for instantiatibg.o). If all
the variables within a predicate are instantiated, the iisdested to see if it contains the
predicate with the given instantiation; if it does not, thiea negation of that predicate is
true, else it is false if the model does contain it.

Because the domain of the model is explicitly stored, it Eogbossible to handle
negated predicates containing uninstantiated variabl@s.is performed by instantiating
the variables using values from the domain such that theiqatedis false (i.e. if ther
in predicate—¢(z) was uninstantiated, a value would be assigned from the dofoai
which ¢(x) is false, hence¢(x) is true). For example, if GEOLOG was presented with
the query—water(z), it would find all polygons which did not have the attributetera
associated with them, which, given the limitations placpdrumatter types, would return
the land and sea polygons.

However, the representation of negation here is not negatithe pure logic sense,
since it can only return instances that exist within the nhadeeady. For example,
with linearity, the dataset is segmented by marking eacleske edge as linear or non-
linear, then forming polygons from maximal connected séthese. Thus, the query
linear(l](z) A water(z) would return all polygons that have the attribute ‘lineassaci-
ated with them for a given threshold. However, the queligear(l](z) A water(z) will
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only return polygons existing within the domain alreadyt th@anot have the attribute ‘lin-
ear’ attached. These are not the only polygons that couishg#tie query; for instance,
the union of a linear polygon and a connected non-linearguotywould satisfy the query
but would not have been generated by the linearity segmentat

Therefore, the use of negation still requires caution whesdun queries. For in-
stance, to refer to the regions that are ‘left over’ from thedrity segmentation, the term
‘expansive’ was introduced, as opposed to non-linear. Berotequirement is that every
variable must occur in at least one positive occurrence;dtdre example above is limited
to the existing domain only.

The final consideration is generating the set of all resoltafquery (if more than one
solution exists). This can be achieved using the built-widty functionfindall(T’, G, L),
whereL is the list of all the instances of the Templ&tdor which the goalz succeeds.
In GEOLOG,G will be the query being considered, ahdhe list of variables for which
results are required e.g(x) A Jy[¢(x, y)] becomes the Prolog goal:

findall([X], fol_solve(¢(X) A IY [¢(X,Y)]), Answer).

wherefol_solve is the function used by GEOLOG to evaluate a query, dnéwer is the
list of all solutions to the query. This list can be converieith a set to reduce multiple
occurrences of results.

Because of the way GEOLOG usksdall to generate multiple solutions, it is worth
noting a slight difference in the way existential quantifica is interpreted within the
query, and the repercussions of this. For example, considequeryy(z) A Jy[(z, y)].
This query is true if for an instantiation ef ¢(x) is true and there is at least one instan-
tiation of y such that)(x, y) is true. Therefore, when searching for all solutions to this
query, GEOLOG should ideally only test each possible irts&ian of x once, since it
does not matter if there are multiple instantiationg @hat makes the query evaluate to
true.

However, becauskndall works through all possible solutions, for every instambiat
of z it will find all instantiations ofy that satisfy the query, hence the need to perform a
set ordering operation upon the results. Future improvésiterGEOLOG would ideally
rectify this, ensuring that instantiations of free varegbare only tested once.

6.3.5.6 Example Query Handling
The query solving process can be summarised with the fallgwieps:

e Construct the Model - This is performed by determining thedprates that make
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up the query, then finding all possible instantiations farthepredicate. These are
stored as asserted facts.

e Normalise the query - By applying the translation rulelispreviously, the query
is converted into a modified form of NNF, thus negation caty occur immediately
before primitives and existential quantification. The oldgical connectives are
{=, A\, V} and existential quantification is the only form of quantifioa used.

e Convert the variables into Prolog variables - This is penfed using multiple passes
and Prolog’s built-in term dismantling and building, geatérg a consistent set of
variables through the query.

e Solve the Query - Using Prolog’s built in search, find insttidns of all the vari-
ables that ensure the query as a whole is satisfied.

An example of working through a query is now provided. Thergue be considered
is A(z,y) N (B(x, z) V B(y, 2)), with no particular meaning attached to the predicates
outside of the query and the domain that will be provided. Ghery is already in the
modified NNF described previously, thus no translationsrageiired. For the purposes
of this example, the variablds, y, 2} are assumed are to be Prolog variables also, as the
variable conversion stage is trivial for this example.

A

N

A(z,y) v

B(z,2z) B(y,z2)

Figure 6.3: An example of a tree representation of the gaéryy) A (B(z, z) VB(y, 2)).
The tree is traversed using depth-first search, where tligates are visited in the order

{(A(z,y), B(x,2)),B(y, 2)}.

The representation of this query in a tree-like structurghiswvn in Figure 6.3. Sup-
pose the following partial model was constructed for therguehere M is the set of
predicates stored in the model abds the domain explicitly stored by these predicates:

D ={1,2,3,4,5}
M = {A(1,2),A(2,5),A(4,2)
B(1,5),B(3,3),B(5,3)}
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The model is stored as a series of asserted facts with the Suffiem” attached,
to ensure Prolog searches the stored facts as opposeding tihst predicate. Thus the
model above would be stored as a set of facts such as:

A_mem(1,2). (6.31)
A_mem(2,5). (6.32)
B_mem(5, 3). (6.33)

For this example, the original predicate is referred to farity, rather than the as-
serted memory predicate. To solve the query, an instamniadf the set of variables
{z,y, z} needs to be found that ensure that the query is satisfied.glsitepth-first
search, the first predicate that is visited\is, v ); thus Prolog would search for an instan-
tiation of this predicate using the Prolog command:

—call(A(z,y)).

The first result found would b&(1, 2), which means: is now set to 1 ang is set to
2. Prolog would now move on to the other part of the logicaljgoation, first trying to
solveB(z, z). As x has been instantiated to 1, Prolog would now search the nusde)

—call(B(1, 2)).

This would findB(1,5). The final predicate does not need to be visited as it is pat of
logical disjunction, thus the query is already satisfied.rst §olution to the query would
thus return{z = 1,y = 2, z = 5}.

Prolog would then repeat the process, trying out all poesibimbinations from the
model to determine which hold true. Thus, the solufon= 2,y = 5,z = 3} would
also be returned, as althoui2, 3) is false,B(5, 3) is satisfied by the model. A final
search using\(4, 2) would also return false, as there is no instantiation tfiat would
makeB(z, z) vV B(y, z) true. Once all combinations have been exhausted, Prologheet
the set of solutions found. Had the query instead b@ny) A (B(x, z) A B(y, z)), no
solution would be found within the model above, as there @l no instantiation of the
set{x,y, z} that satisfies the query.
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6.3.5.7 Limitations of the approach

The main potential drawback of this approach is its scatgbas has been noted pre-
viously by Claessen and Sorensson (2003): First, the nsgelwill be directly linked
to the number of objects within the domain, as well as the rarobrelations that exist
between the objects (and hence the arity of the functiond)us®r example, in order to
store all RCC relations in the model would requireentries, where: is the number of
polygons within the model at present. In general, the waasemumber of entries for
a given function or arity: is n%, though this assumes that there is only one relation that
holds for each combination within the function. It follows &§rom this that the number
of objects present will affect the time taken to solve therguas for every variable in a
guery the worst case is that that variable needs to be testedl fobjects in the model.
Thus the more variables present and the larger the modégriber it will take to find all
solutions.

Another drawback to the approach is the restriction to fidibenains. Using this
model based approach means it is not possible to query abgedte which do not ex-
plicitly exist already in the defined domain or can be gemetat such a manner that the
resultant set is finite. This means there is a need to platectess upon the usage of
RCC. Restricting the domain in such a manner has been dextpssviously by Haarslev
et al. (1998) and Grutter and Bauer-Messmer (2007), thimi&as approach is used here;
namely the restricting of RCC to polygons alreagystingwithin the domain, as opposed
to arbitrary regions. Thus when given a query sucR@s y), GEOLOG will only return
pairs ofexistingpolygons that satisfy the relation of one being part of tHeegtrather
than generating regions that satisfy the property.

Restricting the domain is also problematic for the handbéhgegation, as noted pre-
viously. Although the handling of negation improves uporgdgon as Failure (since it
allows negation to occur anywhere within the query), it i binited by the generated
domain. Thus, queries involving negation can only retustances that exist already, as
opposed to generating all possible instances that alssfystie query.

6.3.5.8 Testing

The approach now needs to be tested, to determine the tirae takuild a partial model
for a particular query, as well as the time taken to find sohgi The queries to be
considered are relatively simple in terms of the predicatesdved, and with the exception
of the first query, will all be based upon the RCC relatié@. As was noted previously,
when an RCC-8 relation is present within a query, then alsjids RCC-8 relations are
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used in the construction of the partial model of that quelnystthe models generated
for each query will be the same. The variation in time to cartétthe models should
therefore come from Prolog analysing the query to deteritnagredicates used.

With each query, the intention is an increase in the numbemdables within the
query, thus further increasing the complexity of the query #he time required to search
for all possible solutions. This includes the need for gifi@ation for later queries. Thus
although the queries are similar due to their usage@fthey do represent an appropriate
test of GEOLOG, since they allow the measurement of aspects as time taken to
construct a partial model and solve a query, as well as thadtyd increasing the domain
size or the number of variables present within the query.

The queries that are to be considered are as follows:

Queryl(z) = EQ(x, x) (6.34)
Query2(z,y) = EC(z,y) (6.35)
Query3(z,y) = EC(z,y) A 32[EC(x,2) NEC(y,2) A\=(zr =2Vy=12)] (6.36)
Query4(z,y) = EC(z,y) A Fz[EC(z,2) NEC(y,2) A =(x = 2V y = 2)A

Vw[EC(z, w) N EC(y, w) — (w = 2)]] (6.37)
Query5(z,y) = EC(z,y) A Ju, v[EC(z,u) AN EC(z,v) A EC(y,u) A EC(y, v)A

“((z=uw)VE@=0v)Vy=u)V(y=0)V(u=u)A

Vz[EC(z,2) NEC(y,2) — ((z =u) V (z =v))]] (6.38)

These queries do not necessarily represent anything ubafwbould usually be tested
for, but are designed to put increasing pressure on the apprbrough complexity and
increased numbers of variables. In addition, they reptegegries that may form parts
of larger queries. A natural language explanation of thesgigs now followsQueryl
(6.34) finds all polygons that are equal to themselgasery2 (6.35) finds pairs of poly-
gons that are externally connecté@uery3 (6.36) finds pairs of polygons that are exter-
nally connected and share at least one other polygon thhatdretexternally connected
to. Query4 (6.37) modifies this to find pairs of polygons that are extdyr@nnected to
each other and one further shared polygQuery5 (6.38) expands this notion again to
pairs of polygons externally connected to each other andtiver polygons. Thus, these
are queries which may occur in other queries, when there &ed for specific numbers
of polygons with specific relations between them.

Because the polygons are stored with a unique identifier eandier queries can be
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Table 6.1: A comparison of the times taken to construct thdehfor each of the exam-
ple queries. All times are in milliseconds and the resultfirafing the average time of
constructing the model 100 times.

Number of| Queryl Query2 Query3 Query4 Query5

Polygons
19 6.2 6.4 6.8 7.3 7.8
47 33.8 34.2 37.5 38.0 38.2
89 155.9 155.8 157.4 158.3 160.0
145 382.3 382.4 390.0 390.5 394.%
218 737.3 737.7 738.3 740.7 742.0

301 1,334.3 1,335.0 1,342.0 1,354.7 1,396.0
371 2,021.3 2,022.0 2,024.0 2,037.3 2,040.7
460 3,279.0 3,279.3 3,288.7 3,289.7 3,291.3
563 5,183.0 5,183.3 5,196.7 5,280.0 5,29%.5
671 6,925.3 6,926.7 6,930.0 6,936.7 6,946.7

evaluated more quickly, by adding an ordering upon the pwigg For example, for a
predicateEC(x, y), GEOLOG will return the identifier numbers for two polygortmat
are externally connected. SinB€(x,y) < EC(y, z), it would be inefficient to search
for both solutions, thus an alternative would be to inclute drderingr < y within the
query. Although these are not included in the queries alibeg,were included internally
within GEOLOG, to reduce the time taken.

The queries were tested using 10 sets of polygons, eachasingein number to test
the scalability of the approach. The time taken to constauctodel of the query was
tested. Each query was run 100 times, and an average timdlisegonds was recorded.
The results of these runs are shown in Table 6.1.

GEOLOG finds all solutions for a given predicate, and due eorttethod in which
RCC relations are stored, will return all RCC-8 relatiormet within the system. Thus,
the time taken to construct the model for a particular dorseie is relatively similar, due
to the same model being constructed. W@tbery3 — Query5, the additional predicate
of equality &) needs to be considered, hence the increase in time. Ratneistoring
all possible pairings for the equality, GEOLOG instead esaihe predicate singly, and
can test for solutions as required when the predicate igrdeted; since the domain is
explicitly stored, GEOLOG can find values from the domairt thdl satisfy equalities
and inequalities.

An additional overhead foQuery3 — Query5 is the length of the query itself, which
means a slight increase in the time taken by GEOLOG to determll the predicates
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contained within the query. This could have been measuratagely, but was negligible
in comparison to the effect of the size of the domain; as casda® in Table 6.1, the
time taken to construct the model for queries 1 and 5 onlyegdry approximately 20ms,
despite the increase in size and additional predicate.

Next to consider, is the relation between the number of pmiggn the domain and
the time taken to construct the model. As would be expechetetis a strong correlation
between the two, as shown in Figure 6.4, whé&weryl was graphed (the time taken
for all 5 queries was similar enough that only one query needdnsidered for clarity).
This also shows that even for large numbers of polygons,ithe tequired to construct
the model is reasonably small, though this may increasendi#pg on the number of
predicates used in the query.
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Figure 6.4: A graph of the time taken in milliseconds to camngtthe model ofQueryl
for a given number of polygons. Both axes have been scaleditbgically. The graph
highlights the correlation between the two.

Now that it is confirmed that GEOLOG can construct modelskjyjdt is necessary
to test the performance for solving the queries. GEOLOG & fested to see the time
taken to find the first possible solution, thus confirming thgs&ability of the query
in relation to the constructed model. This is performed bgl@ating the query with
existential quantification; for exampl®uery1l is tested usinglz[EQ(z, x)].

The results of evaluating the queries in this manner are showable 6.2. As noted,
for some queries, GEOLOG was unable to find a solution witheihternal time con-
straints of SICStus. The time taken to find any solution willpart, be dependent upon
the ordering of the model, since if the first element congdesolves the query it will
clearly be very fast, whereas if it has to search the entirdatto find a solution the time
required will be dependent upon the size of the model Giogryl andQuery2, the time
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Table 6.2: A comparison of the times taken to find the first sotufor each query. All
times are in milliseconds and the results of performing tiverg evaluation process 100
times. Dashed entries represent instances where GEOLOG motucomplete the query
evaluation due to the time constraints in SICStus Prolog.

Number of| Queryl Query2 Query3  Query4 Query5
Polygons
19 0.2 0.2 4.2 21.0 100.2
47 0.9 1.0 30.7 1,475.9 12,708.[7
89 5.1 4.8 120.7 105,200.4 124,980.3
145 11.3 14.3 316.2 438,330.0 -
218 20.3 20.3 710.3  1,340,380.8 -
301 65.6 63.6 1,481.7 - -
371 85.5 74.3 2,661.7 - -
460 161.7 161.2 3,164.0 - -
563 246.3 253.7  6,282.7 - -
671 310.0 312.0 7,251.0 - -

required remains low as there is only a single function tsgathence the first instance
of this in the model is sufficient. Fd@uery3, the introduction of additional variables
means a dramatic increase in the potential required se@eale the sharp increase in the
time taken. Query4 and Query5 require universal quantification, and thus require the
whole model to be searched to confirm there is not a countenghesthat would prove
the query false. Thus, the time required to solve these egigakes significantly longer,
to the point that they cannot be solved once the size of theadobecomes too large.

The size of the domain and the number of variables contritautBe time required
to evaluate a query. The more variables that are containgdrwthe query, the more
possible combinations that need to be tested, hence theasgein time for each query
at a given domain. Also, as the size of the domain increakedjme required to find a
single solution increases. This follows from previous obagons, since a larger domain
means more possible values for the variables to be assigrattitalso a larger domain
means it takes longer to search through the model to findisohkit As before, a strong
correlation between the size of the domain and the time takarbe shown as in Figure
6.5, where the time taken to sol@ueryl andQuery3 is compared.

The time required is now also affected by another factor: nthmber of possible
solutions. WhilsQueryl andQuery?2 had similar times to find a single soluticdQueryl
is the quickest due to there only beingesults whera is the size of the domain, whereas
in the worst cas@uery?2 would returnn? results (if everything was externally connected
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Figure 6.5: A graph of the time taken in milliseconds to findrak solution forQuery1
andQuery3 for a given number of polygons. Both axes have been scaledlitbgnically.
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Figure 6.6: A graph of the time taken in milliseconds to findsalutions for queries 1
and 2 for a given number of polygons. Both axes have beendstgarithmically.

to everything else). Similarly, as noted previously, extigial quantification is handled by
finding values to quantify with, consequently, instantiai may be tested multiple times.
Thus, although there are the same number of free variabl@sieny2 andQuery3, for
each instantiation ofz, y} in Query3, GEOLOG may find multiple instantiations of
which satisfy the existential quantifier, hence the numligrossible solutions found is
larger. Query4 has fewer results thaQuery3 due to the universal quantifier, but this
addition also means evaluating an instantiation takesdrigence the significant time
increase.

In general, the worst case complexity for evaluating a queyEOLOG will ben™,
wheren is the number of entities within the domain ands the number of variables that
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Table 6.3: A comparison of the times taken to evaluate theegiand find all solutions.

Alltimes are in milliseconds and the results of finding therage time of constructing the
model 100 times. Dashed entries represent instances wiigdé GG could not complete

the query evaluation due to the time constraints in SICStab8g.

Number of| Queryl Query2 Query3 Query4 Query5
Polygons
19 0.5 0.6 412.3 650.8 1,324.5
47 1.9 2.4 14,1673.7 21,866.5 81,480.4
89 9.9 10.1 141,550.5 241,580.6 1,016,290.4
145 18.9 27.5  818,920.7 1,652,650.2 -
218 60.0 76.6 - - -
301 97.5 131.3 - - -
371 126.3 153.1 - - -
460 231.7 517.3 - - -
563 335.7 487.7 - - -
671 351.0 501.7 - - -

can be instantiated within the query (these include quadtiariables due to the way
quantification is handled by GEOLOG).

Next, the time taken to evaluate the query and return alliplessolutions for the
given model and domain size must be considered. The reduhsse tests are shown in
Table 6.3, where the evaluation of queries was again peddrh@®0 times and an average
time obtained. The results are similar to the those for alsiaglution, where the time
increases as the domain increases. @Goery3 — Query5, it is not possible to find all
solutions once the domain grows too large. In Figure 6.6,divbhe queries are, again,
graphed to show the correlation between domain size andréqered.

As a comparison, data-sets were output into Mace4, to testhehit was possible to
evaluate the queries by building a model using that packageause the queries contain
two variables, if a model could be constructed the query Wdd represented by a 2-
dimensional matrix, and it would thus be possible to deteemvhich polygons satisfied
the query quickly. The results of this are shown in Table 6Mtime limit of 2000
seconds was placed, rather than allowing Mace4 to run aomtisly. This time limit was
approximately the same as the internal constraint of SI§Stnd also longer than the
longest time recorded by GEOLOG to evaluate a query.

Within this time limit, Mace4 was unable to sol@uery5 at all, and was also unable
to find solutions for the fourth dataset onwards. As Mace4oisdesigned to handle
large domains and is also designed to be more general putpars&EOLOG, which is
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Table 6.4: A comparison of the time taken to evaluate theigs@sing model generation
in Mace4, where, if amodel can be constructed, there alstssisolution to the problem.
The results are averages of 5 runs within Mace4 and are imsgtthnds. Dashed lines
represent a failure to find a result due to time or memory caimgs. Mace4 was unable
to solve for domains larger than 89, hence the lack of rebelyend this size.

Number of| Queryl Query2 Query3 Query4 Query5

Polygons
19 166.7 163.3 473.3 6,500.0 -
47 2,603.3 3,196.7 1,5303.3 - -

89 56,566.7 63,773.3 224,330.0 - -

specific to the given problem, the differences in perforneaare not surprising.

Thus, a model based approach is a suitable method of angweprgries about the
data, and a specialised system designed for this purposdtes Buited to handling the
problem than using a more general purpose program like Madé# key factors for
the time required to solve the query have been shown to beizeeokthe domain, the
number of variables within the query and the overall comipjexf the query (such as the
presence of universal quantification). Ways to specify thaain being used will now be
considered, as well as how to limit and work with the domain.

6.3.6 Generating the Domain

The use of model checking approaches is reliant upon a fimiteath. Section 6.3.4

discussed how this can be implemented logically, such tifettere generator relations

were defined logically to allow the generation of requiretygons. As noted previously,

the domain needs to be large enough to handle particulareguensuring all relevant

polygons are available for a query. Ideally, the domain waoat need to be restricted, but
as already shown, the size can easily become too large tdé&alse for computational

or storage reasons.

To handle quantification through model checking requirascdeng through the entire
model to answer queries; for example, with universal gtiaation it is required that the
entire model is searched, to determine if a counter exanxi¢seo the predicate being
quantified. Further, the increase in time required to handleries as the domain size
increases has been shown, even for simple queries. It isftihemot feasible to generate
all permutations of polygons in advance, as it could rende©GOG unusable for even
simple queries.
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6.3.6.1 Generating the Domain in Advance

A proposed solution, therefore, would be to generater¢a@ired sets of polygons be-
forehand, where no polygon is generated that could not betinsepotential query. This
extends the notion that there will be plenty of polygon camalions that will never be
generated, and, indeed, for queries based upon standffenesmay only exist a specific
set of polygons that would ever be used. Thus, prior to usiBQBOG, all required ef-
fective generator relations would be ran across the set@fable threshold values for
standpoints, generating all possible polygons that mayseé tor potential queries. In
some cases, these relations may be nested, relying on thitsresother relations to be
generated first. If this was the case, then the relationsdvoekd to be ran in the cor-
rect order, ensuring that each effective generator reldtan all instances required to be
evaluated correctly.

For example, if the linearity query is considered only, theimum linearity value that
could be used would be 1.0, since it does not fit into the givedmidion to use anything
smaller (and would be an empty set). In fact, the minimumeahay be slightly higher
than this, depending upon the sensitivity of the data. Siryilthe largest value would be
the value at which all larger measures produce the samdse$his does not necessarily
generate a single polygon representing all water withindé&, since as discussed in
5.3.1, some points will never be marked as linear due to bieioghear the ends of the
skeleton (either the point where the skeleton meets thedanddary, or points near where
the skeleton is cut off as it extends into the sea). With ujperlower values specified,
the program could be ran repeatedly and all possible polydetermined.

First, for each point the ratio between the radius and mininamd maximum radii
would be calculated. Thus, for each line the minimum stamdp@lue required to make
it be considered linear is now known. This will be the maximafrthe two linearity
values calculated. For example, if one end was calculatée th.2 and the other is 1.5
then that particular line will always be marked as lineamaiimg the standpoint is greater
than, or equal to, 1.5. From this, connected sets for all tissiple threshold values could
be calculated; thus, extending the previous example, 1idvoe used as a threshold
value, and the associated set of edges that are consideead dit this threshold would be
found. Finally, the set of thresholds would be used to geaexad store all the required
polygons. Thus, when queries are evaluated, all possilygpios are available. An initial
threshold is entered, and GEOLOG would look up which polygsatisfy that particular
value. Therefore, the model is limited to only the polygoeguired.

A clear drawback to this approach, however, is the requirgrakpre-computation.
For every effective generator relation, it would be necgsiacalculate all possible val-
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ues, which could be particularly problematic for storagegsted relations are used. For
example, if the above example was extended to include obsserior every linearity
threshold value, it would be necessary to determine thdtsestuvarying the closeness
threshold. Further, although the domain would represépioakible instances that could
occur, there may, in fact, only be a small set of thresholdswould ever be used, hence
the domain is larger than required.

6.3.6.2 Generating a Fixed Point by Generating Polygons “&t in Time”

It therefore follows that an approach that allows the usgetwerate the polygons required
“Just in time” is used. As noted by Bennett et al. (2008), tlemegration of a complete
domain of entities is impractical and unnecessary in practhus generating all required
instances as a preliminary to query interpretation is pable. This is performed by
integrating model generation with query answering: Fgstfirm for a given query that
all required polygons are generated. If this is not the cthe the appropriate effective
generator relations are evaluated to generate these py@mnce all required instances
are generated, the model building and query answeringstiggailed previously can be
evaluated to find a solution.

A problem with this stage is the variability of the domainaii effective generator
relation needs to generate new polygons, the domains willkefore and after the query
has been evaluated. The proposed solution is to repeatthsepuntil &ixed-pointis
reached, where no new polygons would be generated by evajulé effective generator
relations again. An overview of this process is as follows:

1. Evaluate all effective generator relations once and gg¢@aanew polygons if re-
quired.

2. Construct the partial modél’ of the query and store as a set.

3. Re-evaluate the effective generator relations, to deter if a second iteration of
them will result in new polygons.

4. Construct the partial modél’ of the query and again store as a set.

5. If M = M’, then a fixed-point has been reached and the query can beximaluf
not, M’ replacesV/ and points 3-5 are repeated until the fixed-point is reached.

In order to reach this fixed-point, the effective genera@ations used must complete
within a finite number of steps. The previous requiremenuatfions generating maxi-
mal polygons (where maximal is relative to the measuremesad in the function) should
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therefore help to achieve this goal. For example, considepteviously described predi-
cates of linearity and closeness.

With linearity, the ratios derived between the widths anp®will always be constant;
hence, for a given threshold value, the set of linear edgksiad be constant. Since lin-
earity requires maximal polygons generated by finding maksets of connected edges,
this only requires a single iteration to find all linear padyg. A second iteration of this
relation would return the same results, hence a fixed-pgirgached.

Recalling the closeness definition given in Section 5.3.poklgon is marked as
‘close-to’ two linear polygons iff it is connected to bothdars close to both. This is
performed using graph operations; given the graph of anrestg@a polygon, the largest
connected sub-graph is found that is connected to the nbdesdswith linear polygons,
as well as satisfying the requirement that all nodes in thiisgraph can be traversed from
the shared nodes using a distance less than or equal to @stthd used. As with the
widths at each point, the distance between two nodes alangkitleton graph is static,
hence for any given set of linearity and closeness threshtid results generated will be
constant. Closeness therefore, reaches a fixed-poinéréfia closeness polygon exists
already (the threshold is large enough that the polygoredo<oth linear stretches is
equal to the expansive polygon between them) or can be geddmbe maximal using
the described algorithm.

As an alternative, an effective generator relation is nowsatered that would not
reach a fixed-point (or rather, it would due to the granwanftthe dataset but in actuality
could continue for an infinite time if the dataset was infipitdhis relation measures
the imaginary property ofentral( P, P’), where for a given polygo®, P’ represents
the region of P that is within a particular distance of the central point/af Here, the
central point of P is defined as the centre of the maximal inscribed circld?of This
is not the only way such a point could be defined but is suffidienthis example. To
define the ‘central’ region oP, the threshold used is a percentage of the radius of the
maximal inscribed circle of?, hence a circular region is defined. However, without
additional constraints, this will clearly never reach a diy@int if thresholdt is in the
range0% < t < 100%.

An example of this is shown in Figure 6.7, with the outer regiepresenting a poly-
gon P. The threshold used here was 50% of the radius of the maxmsatibed circle,
which for P generates the largest circle in Figure 6.7, here referrad . If restrictions
had been used upon the relation, such as limiting to onlyresipa polygons (such ag),
then the relation would have reached a fixed point. Howewethis example, no such
restrictions were in place, allowing any polygon to be usedminput. ThuspP’ could
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also be input into theentral relation, generating the next largest circle in Figure 6.7.
This would continue inwards, since for every polygBnthere would exist a polygoR’
that satisfies the relatiazentral( P, P’).

Because a finite dataset is being used, a fixed-point woulddmhed due to the granu-
larity of the data; a polygon would be generated that is alsipgint, which when entered
into the relation would return the same point due to roundimggresults. However, the
number of polygons generated by this stage would have gexesadomain too large to
be manageable.

Figure 6.7: An example of an effective generator relatiat ttoes not have a fixed point.
The relation generates a region that is ‘close’ to the cesfteepolygonp, with ‘close’
defined as a percentage of the minimum distance to the edgdroin the centre. The
example here used a value 50% of the width. The circles reptssiccessive applications
of the function, since each new regiéhwill have a regionP’ that satisfies this.

Therefore, effective generator relations need to be desdiga reach a fixed-point
without relying upon the granularity of the data to achiews.t Typically, it would be
expected for relations to reach this fixed-point after opeation (as with linearity and
closeness), though multiple iterations may be used. Fanpkg suppose with theen-
tral relation, an additional restriction was added, stating tha radius of the maximal
inscribed circle must be greater than or equal to a giveanlcst. If this was used, the re-
lation would go through multiple iterations generatingsessively smaller regions using
the first threshold (percentage of radius), until the resolald be a region smaller than
the second threshold (minimum radius). This would be a fpeidt.

6.3.6.3 Implications for RCC of using Fixed-Point Approach

The next problem to arise from this approach, however, is#melling of RCC in relation
to this fixed-point approach. For example, consider thewalhg attribute forfeature:

feature(y) < Jz|water(z) A PP(y, x)] (6.39)
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If this was represented using an effective generator celatif_feature(P, P') would
take an input polygoi® that satisfies the predicateater and return a polygo®’ which
is a proper part of”. However, when evaluated this relation would never reackealfi
point (except due to the granularity of the data), since @achtion of the relation would
generate a new polygon which would in turn have a proper pattdould be returned in
a later iteration of the relation. Whether these are calcine at a time (each iteration
only finds a single proper part that has not been previousigdaintil all are found) or in
a single iteration (for each polygah, find all proper parts), the result would be similar
to the previously discussexntral relation.

To avoid this problem, RCC relations are not able to generate polygons alone;
hence, queries involving RCC relations refer only to polygohat have already been
generated within the model. For example, with Equation Gt38ould not be suitable to
allow the segmentation of new polygons, as the query woulduntil all proper parts of
the base polygons have been generated.

Instead, GEOLOG would not ugeature as an effective generator relation, but only
evaluate over polygons already present in the dataset. , Tiou$urther polygons are
generated by the query; the results of the query is a set gfjpok already present in
the domain that satisfy the predicatater and are proper parts of another polygon in the
domain that also satisfies the predicatger. This restriction is a necessary trade-off in
order to be able to work with a finite domain of data.

6.3.6.4 Conclusion

Because of this implementation, effective generator iaiatneed to be designed in ad-
vance at present, as opposed to a user designing their ows.isTto ensure that the
underlying function in Prolog used by the effective genaraglation will reach a fixed-
point. This initially sounds as limiting as the previous gesgtion of generating all in
advance, but if a wide and useful range of such attributesoigghed, this is not the case.
Instead, the user is able to generate the polygon sets néadtbir queries, and also
only allow queries that the grounded ontology could handle.

This approach is the most suitable of the proposed solytamthe domain will con-
tain all regions necessary to evaluate the queries, whidmmthe domain is restricted
only to regions of interest. There are still limitations Istapproach, such as the impact
this has on negation and the use of RCC, but these are necessha-offs in order to be
able to reason with a finite domain. As noted previously, tHiediomain is too large to be
used by a model building approach, thus restricting the dohoaas small as possible to
be able to handle queries is the best approach.
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6.4 Query Storage

The storage of the queries is important, as definitions magdpendent upon other
queries within the domain. GEOLOG therefore needs a methbding able to look up
definitions within the system and evaluate as required. I OGBBG, queries are stored
using an asserted fact:

definition(Name, Variables, FOL).

where Name is the name of the query,ariables are the set of variables to be returned
by the query and"OL is the first order logic formula query which must be satisfieo.
example, the previously given example quiagture would be represented as:

definition(feature, [y|, 3z[water(z) A PP(y, z)]).

This means the definition déature is “any y which satisfies the queryz|water(z) A
PP(y,x)]". Logic operators would be stored as words (exgwould be replaced with
and), but are left in here for clarity. Storing in this manneoats GEOLOG to look up
definitions as they appear within queries being evaluatedeXample, if a query referred
to feature, GEOLOG could look up this definition and use it in the quesplacing
occurrences deature(x) with its full definition, expanding the query. This would e
ensuring that when expanding the query, new variables,nesept in the rest of the query
already, are introduced. Thus, expanding the query in thisrmar increases the number of
variables to be satisfied, which could impact upon the quesjuation time. In addition,
the results offeature would not be stored for future reference, meaning it needseto
evaluated every time it occurs within a query.

The proposed solution is to incorporate a memory style pegdito results, allowing
them to be recalled later. This is similar to the approachl diseRCC relations, where
the RCC-8 relation was calculated and stored for each paobfgons, ensuring the
calculation was only performed once. For queries that Iplogéfgons as satisfying a
particular definition, the process used is as follows:

1. Convertthe query into an appropriate label: If the quessthot use any thresholds,
then the label associated with that query would just be itsena.gfeature(z) =
feature. If the query does contain thresholds, then incorporate label e.g.
linear[l](x) = linear(l). This allows a polygon to be labelled as satisfying vague
predicates at different thresholds.
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2. Determine if query has been evaluated previously: whereayhas been evaluated,
GEOLOG asserts a fact stating this, suchhas_run(X), where X is the label
generated previously.

3. If the queryhas notbeen evaluated previously: Evaluate the query, then fdn eac
polygon in the results, add the label to that polygon’s seittfbutes. Once this
has been completed, assert that the query has been run.

4. If the queryhas been evaluated previously: Instead of re-evaluating,chetire
attribute sets of polygons, returning polygons that ineltlte previously described
label in their attribute set.

By using this approach, whenever GEOLOG finds a predicatieinwvi query, it can
look up whether it has been evaluated previously; if it hlagntit can use the previously
found results, otherwise it can evaluate the predicate asseydndependently, feeding
the results of this into the larger query. Complex queries lwa built up using smaller
queries, which, could in turn, be used in other queries aldus builds an ontological
structure into GEOLOG and the resultant definitions. Altjjothe approach only uses
gueries that have singular variables, it could be expandetote the results of queries
with different numbers of variables. For example, a querthwio free variables (such
as defining a proposition about the domain, like "no regiotamsl and water”), could
be stored as a fact with the additional attribute of whetherdquery was true or false,
allowing future evaluations to refer to this instead. Withltiple free variables (such as
relations between regions), a similar approach to RCC géocauld be used, storing the
set of polygons and the label that associates the relatiovelea them.

6.5 Result Generation and Output

GEOLOG is now able to take first order logic queries as inpdtraturn sets of polygons
that match these results. As noted previously, to solve sygaenodel is first constructed
of all possible values for each predicate, then the consgigtef the query is tested against
this model. If there exists a solution whereby all the fregaldes in the query can be
instantiated to make the query true, then the query is cersitlto be satisfiable in the
model. If there does not exist such an instantiation, thergtrery is considered false for
the given domain and model.

A variety of potential outputs are now considered, inclgdnow this affects the han-
dling of the query as well as issues with how these may be ¢uffhe main variations
are in the number of free variables, and whether the quephiag a spatial sum or not.
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6.5.1 Queries with No Free Variables

When given a query with no free variables, then the outputsiilts is not of interest.
Rather, it is of interest whether the proposition represeibly the query holds within the
model. An example query would be to confirm that no region & bend and water:

—dz|water(z) A land(z)] (6.40)

Because GEOLOG is only testing for consistency here, a simgsponse declaring
the query is true or false is sufficient for the output.

6.5.2 Queries with One or More Free Variables

Most queries of interest will contain only one free varialale the aim will be to find and
represent regions that have some particular propertiesexample of this is Equation
6.41, where the aim is to find all linear regions that are cotetkto land:

linear[l](z) A Jy[land(y) A C(z,y)] (6.41)

For the output phase, there are several options. Firsti@IGES can simply output a
list of the polygons that match this query, for example if #@ was to just get an idea
of the number of regions that satisfy the query. However, gerfikely choice by a user,
would be to represent the results graphically, to allow #muits to be displayed upon
a map where these regions are located. Because the poiotsadsd with a particular
polygon are stored, these co-ordinates can be sent to anpjgie output for display.
For example, tcl/tk (Welch, 2000) can be interfaced withi®gpwhere tcl/tk acts as the
graphical display of the polygons. Tcl/tk also allows thestuction of an interface with
GEOLOG, enabling a user to use GEOLOG without having to tiyemter commands
into Prolog.

However, this may not be suitable for all results, such asnwthey overlap or some
are touching each other. In these situations, the user ns&gad wish to cycle through
results one at a time or highlight certain results, to cjattife output. This may also be
the case when there are multiple free variables. For exampgpose Equation 6.41 was
expanded to return pairs of land and water regions that aneemted:

water(z) A land(y) A C(z,y) (6.42)

The y variable now is also free, thus GEOLOG would return pairsesiutts. Dis-
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playing these results as a list of pairs is simple enoughabgitaphical display is not
as obvious, as, for example, a region may be part of multgdelts or they may over-
lap. Outputting the results therefore in S¥@ay be preferable. It would be possible to
connect javascript code to the SVG file which would allow tsernto determine how to
display the output; for instance the user may be able to dixctrigh the result sets one
at a time or ‘mouse over’ effects could be implemented to gkahe display depending
upon the location of the cursor.

6.5.3 Queries with Spatial Sums

A final result that may be generated is that of spatial sumegibns, which are here rep-
resented as having the property of being self-connectedrendnregion is self-connected
if itis not divided into a number of DC parts. These were defipeeviously in Equations
6.4 and 6.5.

To generate maximal self-connected polygons, an appraaglasto a breadth-first
search is used, marking neighbours of polygons as they arelfoAn example of this
process is shown in Figure 6.8.

Figure 6.8: An example of how spatial sums are marked. 8tpdta a breadth-first
search returns the safb,c,d and then finds polygons remain, repeating the search to get
e,f,g,h Depending upon requirements, single regions of thesecealfiected regions can

be formed.

Generating the union of a set of polygons has been studiedopsty (Barton and
Buchanan, 1987alik, 2000), and can be reasonably efficient when combini¢idl an
appropriate storage format, such as the winged edge steuddscribed in Section 4.4.3.
A simple method, for example, is to pick a point that is knoaibbé on the outside of the
set, then trace around the edges, ensuring the path renmaiing outside. All intersection
points between the regions need to be calculated (as destusSection 5.4) to ensure it
is known when to switch to a different edge. Further, usin@Rids possible remove any
polygons in the set that are proper parts of another memideeafet. Thus GEOLOG is
already capable of generating new polygons as the maxirfai@@nected spatial sums
of a set of polygons.

8SVG: http:/lwww.w3.org/Graphics/SVG/ (Visited, Augugi®)
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The generation of new regions, however, will slow down ottaculations and it may
not be necessary to generate this larger polygon. Geneifathe sum of a particular
set of polygons is not required for other queries, it is sigfitto just return the result
as sets of regions which would generate maximal self-cdedegolygons if a spatial
union operation was performed. In Figure 6.8 it may be seificio return the results
as|la, b, c,d], [e, f, g, h]], rather than generating two new polygons. An example of this
would be the spatial sum of inland water:

inlandwater(x) <~ CON(z) A Vy[P(y, ) — water(y)] (6.43)

Because of downward inheritance, any further segmentafiovater polygons will re-
sult in new polygons that also have the attribute of watexcattd. Thus, the answer to
Equation 6.43 is always going to be equivalent to the setlafaer polygons currently
stored in GEOLOG. However, storing this in a single polygosuld slow down other
calculations, thus it is instead more efficient to returnrdsaults as a set (or just draw all
the polygons on screen to represent the area the spatial suid encompass).

6.6 Logical Queries Used

Section 5.3.1 determined some of the attributes that mayib&eoest to collect from data,
such as linearity and closeness. It has also been showrsinltapter how such attributes
could be extracted from the data in a logically consistemimea This section will now
determine the queries that are to be used upon the inputatattGEOLOG, including
considering what attributes are available to the user amdthese would integrate with
an upper level geographic ontology.

6.6.1 Basic Features

As noted in Section 6.3.3, the data is first split into basidtenaypes of land, sea or
water:

land (x) (6.44)
sea(r) (6.45)
water(x) (6.46)

As previously noted, the land and sea polygons will rematistvithin the system, and
no further segmentations will be generated; because oldpdnwater features are to be
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considered, both land and sea are represented by a singigopolithout a skeleton,

hence determining segments of this would not be possiblev $&gmentations of wa-

ter polygons on the other hand, can occur whenever threslodldague predicates are
changed (and thus the standpoint is changed) or spatial stemssed. This initial set of

water polygons could either consist of a single large paly@o as a ‘base’ set of smaller
polygons, the sum of which is equivalent to the larger potygo

6.6.2 Basic Segmented Features

The next set of predicates of interest are those generatagleffective generator relations
and are calculated by GEOLOG. These are the predicates whinent the data into
regions of interest, and hence will form the basis of the movelved queries. The
principal vague predicate used is for the linearity segateort:

linearll](x) (6.47)
expansive|l](x) (6.48)

Here, linear|l](x) represents a maximal self-connected linear region relativstand-
point [ (as discussed in Section 5.3.1, whereapansive[l|(z) represents the remain-
ing maximal self-connected regions not marked as lineadi@sissed in Section 5.3.2).
The threshold is the allowable variation in widths along keleton of that region, with
higher values allowing more variation in the widths for aioegto be marked as linear.
As noted in Section 5.3.2, this threshold impacts both ligand expansiveness, since
every skeleton edge is marked as being linear or expanspendeng upon the threshold.

As noted in Section 5.3.1, there are alternative methodsarkimg linearity, since
as was shown previously in Figure 5.13, this form of lingamiteasurement can result in
regions marked as linear that were not intended to be markestieh by the user. An
alternative measurement was proposed that considereenigéhs of the edges of the
previously generated polygons in relation to their skeletdo clarify, for each linear
polygon generated previously, there will be a skeleton@ased with that polygon, and
two edges or ‘banks’ either side of this skeleton. The leagththese banks and the
skeleton are compared, and if the difference between tkdssaw a threshold, they are
marked as ‘linear with respect to the edges’:

linear WRT_edgele, {](x) (6.49)
expansive_'WRT _edgele, {](x) (6.50)
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Thus linear WRT _edge|e, [|(x) represents a maximal self-connected region that is linear
both with respect to its centre (threshdj@dnd its edges (threshotdl. In a similar fashion
expansive_'WRT _edge|e, [|(x) represents a maximal self-connect region that is not linear
with respect to both its centre and its edges. The standfgoiegholde is the allowable
difference in the length of the polygon’s skeleton in reatto the length of the banks of
the polygon. Thus, a higher threshold means the differamtieel lengths of the skeleton
and the banks is allowed to be larger. For the purposes othkiss, these predicates
are only used to show the difference in linearity segmemteind how there are different
possible interpretations of ‘linear’; otherwise the onigli predicate ofinear|(](x) is used.

As discussed in Section 5.3.3, limitations in the lineas&gmentation led to the re-
quirement of an artificial ‘gap’ feature which has been l&gkinterstretch The basis of
this is the vague predicate ‘close-to’:

close-to|c, (] (x) (6.51)

The predicate is dependent upon two standpoint threshiblelinearity thresholdwhich
generates the linearity segmentation, and a closenesshiiide: that determines how
close a region needs to be to two linear regions to be markatbae-to’. The threshold
c relates to the actual distance in kilometres; a region isecto two linear regions if every
point on the region’s skeleton can be reached from the lipegons in a distance less
than, or equal to; kilometres.

6.6.3 Queries

Now that the semantics of the basic predicates have beeredefimey can be used to
define further, higher-level predicates, which can, in tbefed into further queries. The
first definition to consider is stretch:

stretch[l](z) «» CON(x) A water(x) A linearl](x)A

(6.52)
vy [[CON(y) A water(y) A linear[l](y) A P(z,y)] — EQ(z, y)]

where a region is a stretch (relative to linearity thresHold it is a maximal self-
connected region of water that is linear. However, whengugie system, it is only
necessary to refer ttretch|[{|(x), as a polygon marked as linear inherently contains the
property of being maximal and self-connected as discussdiqusly.

For comparison of linearity segmentations, the intentstoialso show the difference
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when using the linearity with respect to the edges measureme

stretch.WRT _edgele, [](x) < stretch[l](z) A linear - WRT_edgele, /] (x)A
Vy [[CON(y) A water(y)A
linear WRT_edgele, [|(y) A P(z,y)] —

EQ(z,y)]

(6.53)

As already noted, this is to show the difference in lineantgrpretations only, and will
not be used in other definitions.

The next defined predicateirgerstretch to account for the insignificant gaps that can
occur between stretches that the user may wish to fill in. Timeenaximality, it is easier
to break the query into smaller parts, first defining regidrad aire ‘close-to’ two linear
regions:

interstretch#|c, [|(z, y, z) < water(z) A CON(z)A
Jw[expansive[l](w) A (TPP(z,w) V EQ(z, w))]A
stretch[l](z) A stretch[l](y) A =(z = y)A (6.54)
EC(x, z) NEC(y, 2) AVu[P(v, 2) —

(close-toc|(v, z) A close-to[c|(v, y))]

Thus,interstretch# defines a region of water that is a proper part of (or equalro) a
expansive region, which is externally connected to twoedéht linear stretches and all
parts are ‘close-to’ both linear stretches. This can thugdeel to definénterstretchas a
maximal form ofinterstretch#:

interstretch[c, /] (z) < 3y, z[interstretch#[c, [] (y, z, z) A Yw[CON(w) A water(w)A
interstretch#(c, 1| (y, z, w) A P(z,w) — EQ(z, w)]]
(6.55)

An interstretch therefore, is a maximahterstretch# region.

Now that stretches anidterstretcheshave been defined, other key features that are
needed to individuate the main channels must to be detedmiriee occurrence of islands
needs consideration, since these will cause problems édirtbarity measurement. The
occurrence of junctions must also be considered. An islawéfined as:

island(z) < land(z) A Vy[EC(z,y) — 3z[P(z,y) A water(z)]] (6.56)
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The intention is to define an island as a region of land thatiigosnded by water. The
above definition attempts to capture this by defining an &las land that is only con-
nected to regions that have a part that is water. This definithay not be ideal, as it
is dependent upon restrictions in place within the domaingkample, as noted in Sec-
tion 6.3.6.3, the usage of RCC within GEOLOG is restrictedetoirning polygons that
exist already within the domain. In addition, as noted intfeec6.3.3, regions are de-
fined to only consist of a single matter type; if GEOLOG allowegions to be arbitrary
and formed of more than one matter type, it could be possibfetceive a region that
would negate the definition. Within this context, howevig tefinition is sufficient. A
more thorough definition would include a stricter definitafisurrounded’, for example,
relating this to the edges of the region.

As discussed in Section 5.3.4, the presence of islands carobematic for linearity
measurements, hence the development of an ‘island-watediqate was proposed, to
identify regions surrounding islands. Incorporating taguwe ratio threshold (as proposed
to determine whether to consider the water surroundinglandsas separate parts or as
a single region) is not straightforward, as there may be rti@e one island included. It
would thus be necessary to represent logically, that theigaiee is comparing the area of
the outer polygon with the sum of the areas of the islandsawoed within, and therefore
it has been omitted in this thesis.

As was performed fointerstretch it is easier to separate the definition into different
parts, first defining water that is connected to some island:

islandwater#[l|(x) < CON(z) A water(z) A Jw [island(w) NEC(w, z)A
Vy[P(y,x) — water(y) A 3z[(linear(l](z) V expansive[l](z))A
EC(w, z) A O(y, z) A PP(z, x)]ﬂ
(6.57)

Thus, islandwater# is a self-connected region of water that is externally cotetto
some islandand all parts of the region are water that overlap eitherealior expansive
region, which is also externally connected to the islandis Bfiows the region to have
both linear and expansive parts, whilst limiting to a regiloat surrounds the island. Be-
cause the presence of the island will result in junctionfiengkeleton, expansive regions

9The reason that externally connected is used as opposedgergrart for the island to water relation,
is because the island actually occupies a hole of the sameaviiizin the water polygon. Thus, the island is
externally connected to the water surrounding it, as opppisbeing contained within it.
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would be expected to occur at the point where the skeletds faround the island. This
requirement, therefore, restricts the region to the chiarareund the island and the junc-
tions where the inland water network forks around the isléf@m this, ‘island-water’
can be defined as:

islandwater|l](x) < islandwater#[l](z) A Vy[CON(y) A water(y)A

(6.58)
islandwater#(l|(y) A P(z,y) — EQ(x, y)]

Thus, ‘island-water’ is a maximaslandwater# region.

The next feature to consider is the junctions between nlalsfvetches. The junction
of two or more rivers is referred to as a ‘confluence’; hene¢gmining a region that may
correspond to this would be useful for the individuationigérs within an inland water
network. An additional requirement is that this region ig touching an island; were
islands not present within the dataset, then the junctiomadd as the skeleton traverses
around the islands would also not be present, hence suctigna@re not considered
confluences heté

confluencell](z) < expansive[l](z)A
Jw, y, z[stretch[l](w) A stretch[l](y) A stretch[l](z)A
DC(w,y) A DC(w, z) A DC(y, 2)A (6.59)
EC(z,w) N EC(z,y) N EC(x, 2)|A
—Jifisland (i) A C(x,1)]

A confluence is an expansive region of water that is conndoted least three different
stretches of water (that are disconnected from each otigrhot to an island.

The necessary features to define a ‘major stretch’ are noable which will be the
spatial connected sums of stretchieserstretchesand island-waters. However, this will

1°This may not always be the case, particularly when an isksmdry large. One potential solution would
be to mark land regions as islands in relation to the surrimgndater region. Thus, the island definition
given previously would determine a candidate for an isldhen ‘island-water’ would determine whether
it is considered as an island or not. As no standpoint thidseaassociated with ‘island-water’, this is
beyond the scope of this thesis.
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not include confluences, which will instead be left out, tmaividuating channels:

majorstretch#[c, [](z) «» CON(x) A water(z) A Vw [PP(w, T) —

32[CON(z) A [stretch[l](z) V interstretchlc, [](z)V

(6.60)
islandwater(l](z)] A O(w, z) A PP(z,z)| A

—3h[confluence[l](h) A O(w, h)]}

Thus, majorstretch# is a self-connected region of water, where all proper pads a
overlapping a stretchnterstretchor ‘island-water’ region, and no part is overlapping a
confluence. Major stretch, therefore, is the maximal forrtha:

majorstretch|c, [|(z) <> majorstretch#|c, [](z)A

(6.61)
Vy[majorstretch#|c, [|(y) A P(z,y) — EQ(z,y)]

A major stretch is therefore a maximal formrmgjorstretch#.

6.6.4 Conclusions and Potential Expansions
6.6.4.1 Additional Features

This section has defined a set of queries that could be usesherage features of interest,
which in turn would feed into higher level queries. Theserasethe only features that
could be generated using the vague predicate approachx&wopée, other features that
may be collected occur at the extremities of the network re/tige skeleton meets a land
boundary or the sea. Because of the method of measuringitineaed, there will be
regions at the ends of the skeleton where the skeleton nteetsotuindary that are never
marked as linear at any threshold value. Because these m&@gpond to the source of
rivers, it may be desirable to mark them, which could be idiedtlogically (Third et al.,
2007).

The other extremity of the skeleton is where it meets theas@hit may be desirable to
mark the region that corresponds to the mouth of the riveafoestuary). Linearity may
not be a required attribute of an estuary, but it is a vagueifeand requires predicates to
handle this vagueness and segment appropriate regionsresgond to an estuary. For
example, one possible definition would use the previousiindd closeness threshold in
relation to the sea; thus, the river mouth is a region thabimected to and close to the
sea. Further work is required to determine how to define #gsn in a suitable manner.
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6.6.4.2 Integration with Higher-Level Ontologies

The queries described in this section could be used to defatares of interest, which, in
turn, could be used to form definitions of features such a&srrior ‘lake’. Although a di-
rect link to these primitives is not defined here, this cowddbhieved by incorporating in
some form of ‘size’ attribute (to show the split betweenénvand ‘stream’ for example).
Example potential primitive definitions would be:

river(c, , s1](z) <> CON(z) A water(z) A Vw[PP(w, z) — (6.62)
Ip[P(w, p) A TPP(p, x)A
(riversource[l|(p) vV majorstretch|c, [](p))]A
large_linear|s;|(x)

lake[c, I, so](x) <+ CON(x) A water(x) A expansive[l](z)A (6.63)
—3Jw, y[stretch[l](w) A stretch[l](y) A interstretchlc, [|(w, y, z)]

A large_expansive|[sy|(x)

Here, to disambiguate ‘large’, the approach of having aifipgredicate for each has
been used, rather than a general predicate of ‘large’ aodialy different contexts as
discussed by Bennett (2006). However, the above definiaomenly illustrative.

The use of such primitives would allow the results of GEOL©@®¢ interfaced with a
higher-level ontology, thus completing the architectuesaibed previously, where GE-
OLOG acts as a middle level grounding the ontology level ugendata level. Thus,
instead of primitives such as ‘river’ or ‘lake’ referringrdctly to the data level, they
would instead refer to the grounding level to determine aent@tailed definition, which
would generate the required regions within the data.

In addition, the structure of GEOLOG allows for an ontologypoe inherently stored,
based upon the query structure described in Section 6.4examnple, the queries devel-
oped here to test the datasets could be taken to represemple sintology, starting from
the basic predicates and moving downward to the more contpleres such as major
stretch.

6.7 Summary

This chapter has considered how to ground an ontology upodata level. It was shown
what is meant by grounding in this instance, and how the ehofdogic is crucial to
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handling this grounding correctly. It was shown how quecias be handled using model
checking approaches, as well as how problems relating tddh®in can be addressed to
allow this approach to perform correctly. Issues relatetigplaying the results both in list
and graphical forms were discussed. The final output of GEGILi©not finalised here,
as it is partly dependent upon the requirements of the usstedd, the output is provided
in a format compatible with GIS. Finally, a set of definitiomsre developed that can be
used to evaluate over the test datasets. These are intemdeprésent predicates that
would be of interest to a GIS user, returning segmented nsgiorresponding to vague
features.



Chapter 7

Results of Using the System with
Topographic Data

7.1 Introduction

This chapter will examine the results obtained when topagadata is input into GE-
OLOG, from the data representation stage through to the dunigut. The values to be
used for thresholds are given in Section 7.2. The evaluatiteria for GEOLOG will be
discussed in Section 7.3, to establish how the success apghmach is to be measured.
Section 7.4 will investigate the results of applying theserges to the first dataset, the
Humber Estuary in UK, using the criteria set out in Sectidh The next datasets that are
considered are the River Tyne and the Stour-Orwell Estuath(also in the UK), which
are examined in Sections 7.5 and 7.6 respectively. An dvanallysis of these results
is given in Section 7.7, looking at the success as a wholein§ BEOLOG to generate
features of interest, using the criteria in Section 7.3. dhegter is summarised in Section
7.8.

7.2 Threshold Values Used

The definitions to be used were previously described in 8e@&i6. These will be tested
over all three datasets, varying the standpoint thresHold$e attributes defined previ-
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Table 7.1: The threshold values for which the predicatekbeilrun. In instances where
two thresholds are used, one will be kept constant and thes eélied. This is highlighted
when required below.

Predicate Threshold Values
stretch(l] [ ={1.2,1.3,1.4}
[ ={1.3}
stretch WRT _edgele, (] e {1.2,13,1.4)
. [ ={1.3}
interstretch|c, [ ¢ = {1.0,3.0,5.0}
islandwater (] [ ={1.2,1.3,1.4}
confluence(l] [ ={1.2,1.3,1.4}
c=1{1.0}

majorstretch|c, ] 1=1{1213,14}

ously in Section 5.3, to determine the impact this has ondhkelts. For testing purposes,
the same set of threshold values will be used for each datmsebmpare the results
obtained in each case. These are listed in Table 7.1. Spsisdhi@ve previously been
run, thus the time taken to compute results is not of concera.hRather, the results
themselves are of interest, and how close they correspdieatiares of interest.

7.3 Evaluation Process

The evaluation process should be based on objective eritieriensure it is clear what
would be considered successful results of using GEOLOGiritkation is to produce, in
advance, a set of ‘expected’ results for the queries, usitgyia set out in advance, then
compare the generated results against these.

The evaluation of GEOLOG is based upon the observation nre8egtion 5.3.1 that
linear regions may approximate to a series of overlappintangles. Thus, to evaluate
the effectiveness of the linearity predicate on a particdédaset (both with respect to the
centre and to the edges respectively), a series of recargtererlaid on the dataset, to
identify the regions that would be expected to be markedresltistretches. When two
rectangles overlap, they are assumed to be part of the saeae Btretch (to allow for the
stretch curving), hence the linearity predicate shouldktizgm as being part of the same
stretch.

The evaluation of thénterstretchpredicate is also related to the overlaid rectangles,
filling in ‘gaps’ that occur between linear stretches that tiverlaid rectangles approach
identified as being expected to be part of the same regionuifiioa of the linear stretch
and interstretch regions, therefore, should match theonsgoverlaid by rectangles as
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closely as possible.

The land regions expected to be marked as islands are ieenpifior to testing, and
are used along with the results of the overlaid rectangledetatify the expected island-
water and confluence regions. For island-water, this wiltHeeregion surrounding the
island and demarcated by rectangles representing linedclses that are close to but do
not touch the island in question. Similarly, any expectedfloence regions are iden-
tified by finding regions that are not overlaid with rectarsgéand touch three different
rectangles.

The final evaluation is the spatial sum of the linaaterstretchand island-water re-
gions identified above, which is the expected results of tagnstretch predicate. This
is determined by marking out the regions overlaid by theargglies, and combining these
with the island-water regions, using a spatial sum.

7.4 The Humber Estuary

The first dataset considered was that of the Humber EstuatiiscdEast Coast of England.
The main portion of the dataset is that of the River Humbericliis formed by the
confluence of the River Ouse and the River Trent. At the motitheoriver is the easily
recognisable feature known as Spurn Head, which is a lomgsthip of land that forms
the bay-like feature towards the mouth of the river.

7.4.1 Humber Estuary - Initial Data Input

As previously noted, the initial input was obtained fromalabtained from the Global
Landcover Facility (GLCF), which was vectorised for input into the system. Once the
data was input into the system, the Medial Axis and simpliflkeeleton were determined,
with the result of this shown in Figure 7.1a. On the dataset,River Ouse is the river
flowing from the far left of Figure 7.1a, whereas the Trent 8dvom the bottom of Figure
7.1a. From this skeleton, it is possible to construct the@ased polygon representing
all inland water, as shown in Figure 7.1b.

The vague predicates are now used to segment the data intouseful segments,
based upon geometric observations. For the results, srfigliees are given within each
section of the results, with larger figures of the resultegin Appendix A, to highlight
the differences in more detail.

!Landsat ETM+ imagery: http://glcfapp.umiacs.umd.ed888di/index.jsp (Visited, July 2006)
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(@) (b)

Figure 7.1: The results of determining the skeleton of thenHer Estuary from the Me-
dial Axis (Figure 7.1a), together with polygon generatexnhfithis skeleton (Figure 7.1b),
which represents the extent of the dataset that can be @vadithland water.

7.4.2 Humber Estuary - Expected results

The evaluation process is performeed prior to the queriegylren, to determine what
the expected results are. Figure 7.2 shows the results obgireg the Humber Estuary
dataset with rectangles, to determine the regions expéctbd marked as linear. The
River Trent is expected to be marked as a single linear strethereas the River Ouse
is expected to be marked as two seperate stretches, distedrtkie to the island (with
small linear stretches surrounding the island). For theeRiNumber, the islands mean
that the expected results will be a series of linear stratdisconnected due to the islands.
The Humber linear stretches are expected to stop at thelkmyehion that connects the
Humber to the sea. This Figure is also the basis of the evafufdr the interstretch
guery, as that query should be able to identify ‘gaps’ thét Bpear stretches that are
expected to be marked as part of the same stretch accordiigure 7.2.

Figure 7.2: The expected results of performing the lingagfemention on the Humber
Estuary.
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Figure 7.3 shows the expected results of evaluating thedsialand-water and con-
fluence queries on the Humber Estuary dataset. These folidmwm the results of Figure
7.2, since the linear regions will form the boundaries toighend-water and confluence
regions. Therefore, the ends of the rectangles that areceegto form these boundaries
are represented by blue regions in the Figure. An islan@wagion is expected to form
around each of the islands, whereas only one confluencersgapected, at the junction
of the three rivers.

Figure 7.3: The expected results of evaluating the islasidnd-water and confluence
gueries on the Humber Estuary. The blue regions represereinitts of the overlaid rect-
angles that form the boundaries of the island-water and wemde regions. The red re-
gions are the expected islands. The purple regions are greeted island-water regions.
The yellow region is the expected confluence region.

Finally, Figure 7.4 shows the expected results of the mdjetch query, as a culmi-
nation of the previous stages. The regions overlaid by ngi¢s in Figure 7.2 have been
marked out within the data and combined via a spatial sumthéhsland-water regions
in Figure 7.3. Thus, each of the three rivers is expected tméked as a single stretch
respectively, seperated by the confluence region prevwiadshtified.

Figure 7.4. The expected results of evaluating the majetdirquery on the Humber
Estuary. The blue regions represent the regions expecteglittarked as major stretches.
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7.4.3 Humber Estuary - Linearity Segmentation

The results of applying the previously described approackegmenting the data into
linear regions for two of the thresholds (1.2 and 1.4) arevshio Figure 7.5, with larger
figures given for all threshold values in Figures A.1 - A.3 ippendix A. The linear
sections are marked in blue, and, as would be expected,gher(and thus more relaxed)
the threshold is for linearity, the larger the regions thratraarked as being linear.

(a) (b)

Figure 7.5: The results of performing the linearity segragah on the Humber Estuary
using thresholds of 1.2 and 1.4.

When compared to the expected results in Figure 7.2, theygsienost successful at
marking the River Ouse and River Trent as linear stretchreaddlition, at higher thresh-
olds, the query identifies linear stretches surroundindn edcdhe islands respectively,
which more closely matches the expected results. Howdwene tare anomalous results,
such as small strips not being marked as linear, generatipg getween stretches that
were expected to be part of the same stretch in Figure 7.2ddiian, at higher thresh-
olds, there are linear stretches marked around Spurn Hdach again are not expected.

Both of these anomalies are related to the way linearity ierdeéned with respect to
the centre: First, the small non-linear parts are causecwiere is a slight widening of
the stretch at that point. This results in a longer segmeth®tkeleton being consid-
ered; hence, there is an increased likelihood of the inafusf a point in the calculation,
whose width is too large or small for the point under consitlen to be marked as linear.
Because the stretch then narrows again, the length of thetskeconsidered decreases,
reducing the likelihood of variation. Thus, there are ressuthich may be considered
‘anomalies’ at lower threshold values (with higher thrddsaeducing the occurrence).
With Spurn Head, the problem is that the skeleton is curvingad Spurn Head, thus the
width is actually varying little, resulting in the linear pg. In Figure A.3 there are two
separate linear parts at Spurn Head, due to the inlet on tith bank, which causes the
width to increase sharply at that point.
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The basic linear segmentation predicate is capable of proga segmentation of the
network into linear stretches that quite closely matchesttpected results from Section
7.4.2, with the exceptions of the regions at Spurn Head antesaf the gaps between
stretches.

7.4.4 Humber Estuary - Linearity with Respect to Edges

The refined linearity measurement discussed on Page 78 isppked, where a region
has to be both linear with respect to the centre and its edes results for two of the

thresholds (1.2 and 1.4) are shown in Figure 7.6, with largsults of this stage for all

thresholds shown in Figures A.4 - A.6. The linear stretch@ir8 Head has now been
removed, as would be expected. However, other parts areretsoved, and at lower
threshold values rather large portions are removed. Agdimigher thresholds more
parts remain, whilst still removing anomalous results Bgirn Head.

(@) (b)

Figure 7.6: The results of performing the linearity segragah with respect to the edges
on the Humber Estuary using thresholds of 1.2 and 1.4.

The refined query was capable of removing the region markedlimear stretch at
Spurn Head, thus more closely matching the expected refisttgssed in Section 7.4.2.

7.4.5 Humber Estuary - Interstretches

The next query used is to determine the effectiveness of in@rkterstretchesto fill
in ‘gaps’ that occur within the data. The results of markintggrstretchesare shown
in Figure 7.7 using closeness threshold values 1.0 and 50 Javger results shown in
Figures A.7 and A.8. Linear regions marked in blue artdrstretchesnarked in red.

The results using a threshold of 1.0 and 3.0 were the samb,smitll gaps filled
in along most of the network. At the higher threshold valu&df, the large bay-like
region is also included, thus showing that as the thresisalitreased, larger regions are
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() (b)

Figure 7.7: The results of marking interstretches on the bemistuary using closeness
thresholds of 1.0 and 5.0.

identified asinterstretches The intention is that thenterstretchpredicate will identify
small ‘gaps’ between linear stretches, to allow the stestcto be joined using spatial
sums. Thus, the results of this predicate when combinedththinear stretches marked
previously should more closely match Figure 7.2.

At lower thresholds, the query is capable of identifyinglstgaps’ asinterstretches
though at higher stretches the bay-like region is marked agerstretchalso. In addition,
the junctions formed at the islands and between the meefittiedhree rivers are also
marked adnterstretchesmeaning the query marks too many regions as ‘gaps’. If the
spatial sum of linear stretches aimderstretchesvas taken at this stage, the result would
be a single large stretch encompassing all three rivers;hwikinot the expected result
in Figure 7.2. Therefore, whilst thaterstretchquery is able to identify ‘gaps’ between
stretches tofillin, it also marks other regions, requirimigtier queries to refine the results.

7.4.6 Humber Estuary - Island and Island-Water

The determining of islands and corresponding island-watgons are the next queries to
be considered. The results of running these queries fosltbid values 1.2 and 1.4 are
shown in Figure 7.8, with larger results for all thresholdswn in Figures A.9 - A.11.

Islands are marked in red and island-water regions markddue. The same islands

O 0

(@) (b)

Figure 7.8: The results of marking islands and island-waggions on the Humber Estu-
ary using thresholds of 1.2 and 1.4.
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are marked in all three, as this is not dependent upon thelsbam taken. However,
the regions marked as island-water shrink as the threshaittieased. This is because
the linear stretches to either side of the island-wateoregincreases due to the relaxed
threshold, hence the regions touching the island are reldddee results of these queries
very closely match the expected results in Figure 7.3, withdame three island-water
regions identifed, as well as these regions being quiteedioshe expected size. This is
most likely due to the linearity segmentation successiulfyking the stretches that form
the boundaries to the island-water regions.

7.4.7 Humber Estuary - Confluence

The results of determining confluences are shown in Figut Avith the only confluence
marked in the data shown. Similar to the marking of islandewahe confluence shrinks
as the linearity threshold increase, since the linear regsnirrounding it are extended at
higher thresholds.

(4 (4

(@) (b)

Figure 7.9: The results of marking confluences on the Humiseudy using linearity
thresholds 1.2 and 1.4.

When compared to Figure 7.3, the results of this query armagecessful, as only
one confluence region was identified, although the expeetgidm was larger than the
actual results generated.

7.4.8 Humber Estuary - Major Stretch

The results of determining major stretches for linearitg#olds 1.2 and 1.4 are shown
in Figure 7.10, with larger results for all thresholds showfigures A.13 - A.15. Major
stretches are marked in blue.

The combination of the queries most closely matches theotageesult given in
Figure 7.4 at the lowest threshold, when there are no lineatches marked at Spurn
Head. At higher thresholds, however, the linear stretchpatisHead does appear, and
thus is either marked as an additional major stretch, olteesuthe linear stretch along
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(@) (b)

Figure 7.10: The results of marking major stretches on thmb®r Estuary using linearity
thresholds 1.2 and 1.4.

the River Humber extending across the bay-like region. Tickision of the confluence
predicate means thaterstretchregion that connects all three principal stretches is now
marked as a confluence, thus the three main stretches anatse@es was the case in
Figure 7.4.

7.4.9 Humber Estuary - Conclusion

Using the Humber Estuary dataset, GEOLOG was able to eeathatqueries and seg-
ment the initial data into regions that would be of interesatGIS user, particularly the
individuation of the principal channels. The linearity segntation was close to the ex-
pected result given in Figure 7.3, although there were Bmtdit stretches marked at Spurn
Head. Thanterstretchquery was capable of identifying gaps, though it would hdse a
joined all three of the stretches identified in Figure 7.3tbgr. Thusinterstretchneeded
to be refined through other queries. The island-water anfiumorce queries performed as
expected, with the confluence query identifying the junctéthe three rivers, allowing
them to be individuated appropriately at the major stretabes

The bay-like region at the mouth of the river is problemasice it is not clear
whether this should be considered a separate feature obepending upon the thresh-
olds used for linearity anshterstretch the bay may be part of a major stretch or separate.
However, as noted previously, geographic features areditpipart of another feature,
hence it may be applicable to construct a query that markbaleegion whilst still al-
lowing it to be considered part of the river. Further work \ebbe required to determine
the most effective handling of this region.

Overall, GEOLOG was able to match the expected results inid®e@.4.2 quite
closely, identifying three main stretches with the majoetsth query. However, there
were anomolies generated due to the impact of Spurn Head.
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7.5 The River Tyne

The next dataset considered is the River Tyne, situatedendnth-East Coast of Eng-
land, which has smaller rivers, such as the River Derweatifeg into it along its course.
In the dataset used, the Tyne is only represented as far smith@f Prudhoe. In addition,
only a small portion of the River Derwent is represented.

7.5.1 River Tyne - Initial Data Input

The initial input for the River Tyne was obtained from the @adce Survey Digimap
Collectiong, which was again vectorised for input into the system in dlairfashion to
the Humber Estuary. The Medial Axis and simplified skelet@renthen generated, as
shown in Figure 7.11a. The River Tyne is the principal chhimthe data, with the end
of the River Derwent the small channel extending from thetsbank.

(@) (b)

Figure 7.11: The results of determining the skeleton of theRTyne from the Medial
Axis (Figure 7.11a), together with polygon generated fréws skeleton (Figure 7.11b),
which represents the extent of the dataset that can be @vadithland water.

As with the Humber Estuary, it is then possible to construsxtges of base polygons
which represents the extent of all inland water, the resafltwhich are shown in Fig-
ure 7.11b. The vague predicates are once again used to setiraetata, with smaller
results presented each section and larger results in AppBndecause no islands are
contained within the dataset, no results for island or tHlesater are shown. Evaluating
these queries returns false, which is correct for this @atas

7.5.2 River Tyne - Expected results

The same evaluation process is applied to the River Tyne fwrithe queries being run.
Figure 7.12 shows the River Tyne dataset overlaid with regess, representing the re-
gions expected to be marked as linear stretches. Most ofdtaset is expected to be

20rdnance Survey Digimap Collections: http://edina.afdigimap/ (Visited, August 2006)
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marked as part of a linear stretch, with the River Derwentdpeiarked as a single stretch.
The River Tyne is expected to be split into three differengtshes; one of the splits is

due to the junction with the Derwent whereas the other is daéesudden widening of the

river towards the right of the dataset. Again, theerstretchquery is also tested against
this Figure, to evaluate its effectiveness at filling in gaps

Figure 7.12: The expected results of performing the linga@gmention on the River
Tyne.

There are no islands expected within the results, thus tverdd be no expected
island-water regions either. Figure 7.13 shows the expeasults of the confluence
query, with only one confluence being identified within théagat the junction of two of
the River Tyne linear stretches and the River Derwent lisaatch.

~

Figure 7.13: The expected results of evaluating the confeigery on the River Tyne.
The blue regions represent the ends of the overlaid reaaright form the boundaries of
confluence region. The yellow region is the expected condleieegion.

Finally, Figure 7.14 shows the expected results of evalgatie major stretch query
on the dataset. The expected result is four distinct majetcdtes, seperated due to junc-
tion of the rivers and the sudden widening that occurs at ameat.plt is worth noting,
however, that this result may not be the preferred resulbefsystem, highlighting po-
tential weaknesses with GEOLOG. This is because the Rivee Ty not identified as a
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single stretch, due to the slight bulge and the junction whth Derwent. Whereas the
bulge may be filled in using the interstretch query, the cemite query would always
be expected to generate a gap within the River Tyne, bectissenable to indentify the
difference between instances of three different riversiasthnces of one river joining
another (hence two of the three stretches are part of the Saeng

Figure 7.14: The expected results of evaluating the majetcét query on the River Tyne.
The blue regions represent the regions expected to be maskedjor stretches.

7.5.3 River Tyne - Linearity Segmentation

The results of performing the linearity segmentation ugimgsholds 1.2 and 1.4 are
shown in Figure 7.15, with larger results for all threshadtiswn in Figures B.1 - B.3 in
Appendix B. Linear segments are displayed in blue. At akshiolds, the results quite

(@) (b)

Figure 7.15: The results of performing the linearity segtagon on the River Tyne using
thresholds of 1.2 and 1.4.

closely match the expected results given in Figure 7.1Roatjh some gaps do exist. The
River Derwent is marked as two stretches due to the sharpibeénd he expected gap in
the River Tyne has been marked as linear, and at higher thidssinear stretches appear
near the mouth of the Tyne, which are again not marked in Eigut2.



Chapter 7 Results of Using the System with Topographic Data 163

7.5.4 River Tyne - Linearity with Respect to Edges

The results of performing the linearity with respect to exlgegmentation are shown in
Figure 7.16, with larger results shown in Figures B.4 and RiBear regions marked in
blue. As was the case with the Humber Estuary, linear regitnmsh were close to being a

(a) (b)

Figure 7.16: The results of performing the linearity segtagon with respect to the edges
on the River Tyne using thresholds of 1.2 and 1.3/1.4 (thaltewere the same for these
thresholds).

single point on one bank were eliminated (such as near thetmodthe river). However,

there was little difference in general between the resudlth® linearity with respect to

centre and with respect to edges. There was no differengeebatusing a threshold of
1.3 and 1.4. The results, therefore, more closely matchr&igii2, due to the removal of
the linear stretches near the mouth.

7.5.5 River Tyne - Interstretches

The result of performing thénterstretchquery at all three threshold values is shown
in Figure 7.17, with a larger version shown in Figure B.6. danregions are marked
blue andinterstretchesmarked red. The same regions are markedhterstretchesat

Figure 7.17: The results of marking interstretches on theeiRTyne using closeness
threshold values 1.0 - 5.0. The results are the same for laksa

all threshold values tested. As occurred with the Humbeudtygt the query identified
all small gaps between stretches (thus bringing the reslad$er to the expected results
shown in Figure 7.12), but also identified the junction of Berwent and the Tyne as
an interstretch. Thus, the interstretch query was againnasive if it were to be the
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only additional query to fill in gaps. In addition, due to adar stretch being marked
at the mouth of the River Tyne, the bay-like region near theitmds also marked as an
interstretch.

7.5.6 River Tyne - Confluence

The results of performing the confluence query for threshdl@ and 1.4 are shown in
Figure 7.18, with larger results for all thresholds showifrigure B.7. The only conflu-
ence found within the dataset occurs at the junction of threeBnd the Derwent.

@) (b)

Figure 7.18: The results of marking confluences on the RiyaeTising linearity thresh-
olds of 1.2 and 1.4.

The confluence extends further into the Derwent as the vdltleeahreshold is de-
creased, whilst the region occupied by the confluence in jime Ftays constant. This
closely matches the expected result given in Figure 7.1igh as was noted in Section
7.5.2, this also highlights a limitation of the confluenceiy since it is unable to iden-
tify the two River Tyne linear stretches as being part of thee river. However, when
evaluated against the evaluation criteria discussed ind®ec.3, the query is successful.

7.5.7 River Tyne - Major Stretches

The results of performing the Major Stretch query for thaddh 1.2 and 1.4 are shown in
Figure 7.19, with larger results for all thresholds showFigures B.8 - B.10.

As would be expected given the previous results in this gecét all threshold values
there are three major stretches marked, with the stretatestea the mouth lengthening
as the linearity threshold is increased. Thus, at the lotiesshold, the results closely
match the expected result given in Figure 7.14, althoughgiten threshold the major
stretch nearest the mouth extends further than expecteatdsvthe mouth, due to the
extra linear region marked.
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Figure 7.19: The results of marking the major stretches efRilier Tyne using thresholds
of 1.2 and 1.4.

7.5.8 River Tyne - Conclusion

GEOLOG again was able to generate results that closely matitiose set out in Sec-
tion 7.5.2. The linear segmentation quite closely matchedcekpected results (although
higher thresholds marked regions near to the mouth as JinBlaeinterstretchquery was
also effective at identifying gaps, but again was too ingkigt the junction of the rivers.
The confluence query identified the expected junction, amdakmination of these results
in the major stretch query meant there were three distineticttes identified.

However, as noted previously, although the results matelctiteria set out for eval-
uation, they also highlight a limitation of the confluenceequ The query is unable to
determine the difference between mainstems (the pringiglin a network, such as the
Tyne) from tributaries (rivers feeding into the mainstenxlsas the Derwent), meaning
the Tyne is seperated into two stretches. Determining tiiereihce between mainstems
and tributaries can be performed through reasoning abeutdtv network using graphs
(Paiva and Egenhofer, (in press; Paiva et al., 1992); fom@ka, considering the angle
between different channels. However, incorporating thisilk mean incorporating the
internal graph structure of the skeleton as stored by GEOd&sthe actual reasoning,
which is problematic in first order logic, and may in fact requa higher order logic to be
handled correctly. Thus, although functions could be emiin GEOLOG to determine a
primary channel within the skeleton, representing thisdaldy would be difficult.

One option to rectify this would be to treat the angle measerd as a vague predi-
cate, where when the angle between two channels is abovetioesaold the channels
are joined, and allow the threshold to be varied dependimg tipe intended standpoint.
This would allow the two cases to be treated differently;ahgle between the two chan-
nels of the Tyne is large (close 180°) in comparison to the angle between these channels
and the Derwent, whereas the angles between the channkksidtimber are all approx-
imately the same.

Another possible vague measurement that could be condigereld be to compare
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the radii of the maximal inscribed circles occurring at tloeles shared by both the con-
fluence and the connected linear regions. The intentiondvoalthat if two of the radii
were noticeably closer in size than the other radii in thethetassociated channels could
be considered to be of the same mainstem and joined togédtieerwise, the channels
would all be considered separate. This would require a highaer reasoning like the
angle approach, thus further work is required on this proble

7.6 The Stour-Orwell Estuary

The final dataset tested was that of the Stour-Orwell Estgdnated in Suffolk and Essex
on the East Coast of England. The estuary is formed by theumndé of the Rivers Stour
and Orwell meeting at Shotley, although the extent of theaggtis not agreed upon, with
some sources marking the estuary boundary as far inlande®whe widths of the rivers
significantly reduce. The River Orwell flows South from itaiste, the River Tipping.
The River Stour flows East, forming the county boundary betwguffolk and Essex.

7.6.1 Stour-Orwell Estuary - Initial Data Input

The initial input for the Stour-Orwell Estuary was, like tRever Tyne, obtained from the
Ordnance Survey Digimap Collections. The results of vesitog and determining the
Medial Axis and simplified skeleton are shown in Figure 7.20kae River Orwell is the
large channel extending from the top of the dataset. The isvenly shown from where
it widens significantly at Ipswich. The River Stour extends the left of the dataset,
and again, only the significantly wide region of the river @htained within the dataset.
The fork at the end of the dataset is not, in fact, a confluehtwmrivers, but the Stour
splitting around an island, with the two channels rejoirfngher along.

The results of generating the base water polygons from #aketn are shown in
Figure 7.20b. Figures for the results for each vague preglima given in each section,
with larger results given in Appendix C.

7.6.2 Stour Orwell Estuary - Expected results

Figure 7.21 shows the expected results of applying theriityesegmentation to the Stour
Orwell Estuary dataset. The River Orwell is expected to fomm linear stretches, sepa-
rated by a slight bulge near the top of the dataset. Becattke prescence of islands, the
River Stour is expected to be formed of several linear diestcIn addition, because the
rectangles only overlap slightly in some cases, the numidgaps’ between stretches is
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(@) (b)

Figure 7.20: The results of determining the skeleton of tio@SOrwell Estuary from the
Medial Axis (Figure 7.20a), together with polygon genedaft®m this skeleton (Figure
7.20b), which represents the extent of the dataset thateaorsidered inland water.

likely to increase, hence theterstretchquery may be required more than for the previous
two datasets. There is also an expected linear stretch atdhéh of the estuary.

Figure 7.22 shows the expected results of the island, ishatdr and confluence
queries. For island-water, despite the prescence of dagstads, there is expected to
be only a single island-water region marked, which encosgmsall three expected is-
lands. This is because there is no linear stretch in betweemstands that would act
as a boundary. For the confluence query, there are two expectdluences within the
dataset; one at the junction of the Stour and Orwell and ottemthe River Stour towards
the left of the dataset.

Finally, Figure 7.23 shows the expected results of the n&djetch query, as the cul-
mination of the previous stages. The River Orwell is expetdebe split into two major
stretches, whereas the River Stour will be formed of a séweagor stretches, including
an extensive one that encompasses the island-water redenigied previously.

7.6.3 Stour-Orwell Estuary - Linearity Segmentation

The results of applying the previously described approackegmenting the data into
linear regions for thresholds of 1.2 and 1.4 are shown inrféigu24, with larger results
for all thresholds shown in Figures C.1 - C.3 in Appendix ndar sections are marked
in blue.

In comparison to the expected results shown in Figure 7.EQIGDG performs better
at higher thresholds, since the lowest threshold markslitdeyas linear along the River
Stour. However, parts expected to be marked as linear tewhedleft of the dataset are
not marked as such, which may impact upon later queries.
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Figure 7.21: The expected results of performing the linga@gmention on the Stour
Orwell Estuary.

7.6.4 Stour-Orwell Estuary - Linearity with Respect to Edges

The results of applying the refined linearity definition widspect to the edges are shown
in Figure 7.25, with larger results shown in Figure C.4. laneegions are marked in blue.

At all thresholds, the same results are generated, with limestr segments removed. In

comparison to Figure 7.21, the refined linearity query reesdeo many linear stretches,

particularly along the River Stour. Thus, the linearity lwrespect to the edges is too
restrictive for Stour Orwell Estuary dataset.

7.6.5 Stour-Orwell Estuary - Interstretches

The results of markingnterstretchedor thresholds of 1.0 and 5.0 are shown in Figure
7.26, with larger results shown in Figures C.5 and C.6. Limegions are marked in blue
andinterstretchesre marked in red. In comparison to Figure 7.21 itherstretchquery

is more effective at the lowest threshold, as at the highestiolds it is too inclusive,
with all expansive regions marked iaserstretchesSince the threshold is set as an actual
distance in kilometres, it may be too long in relation to teedths of the rivers in this
dataset; the River Humber is significantly larger and nemagdr distances. This suggests
that the distance used for the threshold may need to be delatbe length of the rivers
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Figure 7.22: The expected results of evaluating the islestaind-water and confluence
queries on the Stour Orwell Estuary. The blue regions repitaebe ends of the overlaid
rectangles that form the boundaries of confluence regiom. rét regions represent the
expected islands. The purple regions represent the expettad-water regions. The
yellow region is the expected confluence region.

within the dataset.

7.6.6 Stour-Orwell Estuary - Island and Island-Water

The results of evaluating the island and island-water gsefior thresholds of 1.2 and
1.4 are shown in Figure 7.27, with larger results for all shh@ds shown in Figures C.7
- C.9. Islands are marked in red and island-water regionsnam&ed in blue. As with
the Humber Estuary, the same islands are marked in all theethe island query is not
dependent upon a standpoint.

The islands within the dataset are examples of the sort tdfats’ that the system
would want to ignore, as they are very small in comparisoh wie region of water sur-
rounding them. Thus, if a vague predicate was introducetrtated the size of the
island to the surrounding water to determine island-waggions, in the Humber Estuary
dataset there may be thresholds where the water surroutidingjand is considered sep-
arate and others where they are joined, whereas in thisedatas unlikely the channels
around the islands would ever be considered separate.

When compared to Figure 7.22, the island-water query is swstessful at higher
thresholds, as at lower thresholds the island-water regji@tches into the junction of the
two rivers. At all thresholds, the region stretches furtteethe right of the dataset than
was expected. Thus, the island-water query is less suctesisén used on the Stour
Orwell Estuary in comparison to the previous two datasets.
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Figure 7.23: The expected results of evaluating the majetctt query on the Stour
Orwell Estuary. The blue regions represent the regionsagddo be marked as major
stretches.

7.6.7 Stour-Orwell Estuary - Confluence

The results of determining confluences for thresholds oaihcB1.4 are shown in Figure
7.9, with larger results shown in Figures C.10 and C.11.

The results of evaluating this query using the Stour-Ortstuary dataset vary across
all the linearity thresholds used. In Figure 7.22, two regiovere expected to be marked
as confluences. However, at the lowest linearity threshwdregions were marked as
confluences. At the next linearity threshold used, the qiaeptified two confluences
in the same location as the expected results. However, thitueace to the left of the
dataset is larger than the expected result given in Fige2 7.

Finally, at the highest threshold tested, the confluencharRiver Stour remains the
whereas the confluence at the junction of the two rivers iok&m. A closer examination
of the reason for this is shown in Figure 7.29. One of the megoeénts of the confluence
guery is that the three stretches are disconnected, toestimyr are distinct channels from
each other. However, in Figure 7.29, the circled area shiostgwo of the linear stretches
now touch at a single point, hence are not considered disobed and rending the query
false for this confluence.

The results of evaluating the confluence query over the Stowell Estuary, there-
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(a) (b)

Figure 7.24: The results of performing the linearity segtagon on the Stour-Orwell
Estuary using thresholds of 1.2 and 1.4.

Figure 7.25: The results of performing the linearity segtagon with respect to the edges
on the Stour-Orwell Estuary using thresholds 1.2 - 1.4 (#mesresults are generated for
all threshold values).

fore, performs poorly in comparison to the expected resdlke query is very sensitive
in relation to the linearity threshold; the confluence betwéhe Stour and Orwell does
not occur if the threshold is too low or too high. This would égected to occur in

other datasets, since an increase in the linearity thrdstmild eventually lead to two

linear stretches on different channels expanding far emantg the junction between the
channels that they touch each other.

7.6.8 Stour-Orwell Estuary - Major Stretch

Finally, the major stretch query was evaluated, with theiltesof using thresholds of
1.2 and 1.4 shown in Figure 7.30 and larger results for adigholds in Figures C.12 -
C.14. Major stretches are marked in blue. Following on framresults of the confluence
query, the success of the individuation of the two rivers miajor stretches is mixed, in
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Figure 7.26: The results of marking interstretches on tlwniSDrwell Estuary using
thresholds 1.0 and 5.0

<

(@) (b)

Figure 7.27: The results of marking islands and island-w&gions on the Stour-Orwell
Estuary using thresholds of 1.2 and 1.4

comparison to the expected results given in Figure 7.23hétdwest and highest thresh-
olds, the two rivers are part of the same major stretch, dulketdack of the confluence

region between the two being (as discussed in the previa®sg The results of the

middle linearity threshold are threfore closest to the elge results, with each of the
rivers marked as a single major stretch (although in the &egeresults, the Stour was
expected to be formed of several major stretches), and aticadd major stretch at the

mouth of the Estuary.

Similar to the results of evaluating the confluence quemy,Mariation in the results
of evaluating the major stretch query is more restrictedhgythresholds than seen in the
other datasets. Again, there is a small range in which theritveos are considered sep-
arate, depending upon the linearity threshold used. Thiglgmts relating to confluences
is also clear when dealing with the forks at the end of the IS&aoce this region is not
marked as part of the main channel.
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Figure 7.28: The results of marking confluence regions oisthar-Orwell Estuary using
thresholds of 1.3 and 1.4.

Figure 7.29: A closer look at a confluence candidate regighimthe Stour-Orwell Es-
tuary at a linearity threshold of 1.4. The linear regionsraegked in blue, and the white
region labelled” that is connected to all three would seem to be a candidatedonflu-
ence. However, two of the linear stretches are connected tkie query evaluates to false
for this region.

7.6.9 Stour-Orwell Estuary - Conclusion

The Stour-Orwell is the most sensitive to variations in tesholds used to determine
standpoints, and thus varies most in comparison to the &qgbeesults outlined in Section
7.6.2. The linearity segmentation stage did not mark lagggi@ns as linear that were
identified as such in Figure 7.29. This has an effect on theexqyuent queries. In the case
of interstretchesthe distances used for the threshold appear to be too largdation
to the data, as all expansive regions were marketht@sstretchesat higher linearity
thresholds. This suggests that the distance used shoudtbbed to the size of the data set,
either by choosing smaller thresholds, or coding the tholelsto be determined relative
to the overall size of the dataset in question.

The evaluation of the queries defining confluences and magickes are particularly
sensitive to the thresholds, with a small range determimihgther the two rivers are
separate or not. Thus, the performance of the queries whapaed to the expected
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Figure 7.30: The results of marking major stretches on tlerSbrwell Estuary using
thresholds of 1.2 and 1.4.

results was poorer than with the previous two datasets.

Overall, GEOLOG was able to individuate features within 8teur-Orwell Estuary
for some thresholds, but was very sensitive to variationkis Theant that the results
obtained deviated from the expected results at some tHdssheed. The performance,
therefore, was poorer than with the previous two datasets.us

7.7 Overall Analysis

Now that GEOLOG has been tested using three different databe results as a whole
can be considered, to determine what GEOLOG is successaidtwvhere it is defi-
cient, and thus the overall effectiveness of the approatiis ificludes consideration of
the choice of vague predicates to represent vague propenbe effective the thresholds
were (both how they were determined and how restrictive theye) and the results gen-
erated by evaluating the queries. The success of GEOLOGasumed in terms of how
closely the results managed the expected results for edabeds, which stemmed from
the overlaid rectangles approach discussed in Section 7.3.

7.7.1 Vague Predicates and Thresholds Used

The principal vague predicate used was that of linearityhwivo different definition

considered; one which measured linearity relative to thatlwand another which refined
this to consider the lengths of the banks. The first measuremanaged to produce
results similar to the expected results given beforehandreas the refined predicate
was too restrictive for some linearity thresholds; in padiar, the Stour Orwell Estuary
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dataset. The threshold could be fine tuned for each datapebdoice better results; for

example, the Stour Orwell Estuary produced results clashietexpected results at higher
thresholds, whereas for the Humber Estuary a lower thrdshias best. As it is a vague

predicate, this is expected.

The other vague predicate used was ‘close-to’, using theealkess threshold. Whilst
this was capable of marking gaps between linear stretchésitg the results closer to the
expected results), the distance used proved too large ie sases. This may be related
to the scale of the datasets, as a 1km gap is more significargriraller river (such as the
Tyne) than a larger one (such as the Humber). One optiontiyrtds would be to relate
the distance of the threshold to the lengths of the channéigwihe dataset; for example,
the threshold could be in terms of percentage of the total gizhe dataset, as opposed
to a specific distance. Thus, if the dataset in question w1 16ng, a threshold value of
10% would represent 1km, whereas for a 100km long datasewvihild represent 10km.
This may be problematic, as it may not be clear what should éasored to determine
the overall length. Alternatively, a lower threshold vatweild instead be used on smaller
datasets.

7.7.2 Queries

The next consideration is the overall success of the quesed to generate features of in-
terest, building upon the previously discussed vague padels. With islands, the query is
not dependent upon a standpoint; thus, the results of duaduthat query over a dataset
are the same, irrespective of the standpoint taken. As wesdmaith the definition of
island, however, the query is in part dependent upon résinin place on the domain,
such as the presence of distinct matter types. If thesaatestis were relaxed (for ex-
ample, to allow a region to have parts that were both land aatény then the definition
may not be suitable. The island-water query was able to iigemggions similar to the
expected results for the Humber Estuary and Stour OrwelldEgt However, the Stour
Orwell Estuary’s island-water region was larger at loweesgolds.

The confluence query had mixed results when compared witlexpected results.
The results of the Humber Estuary and the River Tyne dataketsly match the expected
results detailed (although, as noted, the confluence regite River Tyne was not a true
confluence, and thus highlighted a limitation of the queridowever, the confluence
query had different results at different thresholds, wagyirom no confluence regions
being marked, to one or two marked (depending on the thrdshol

The final query that was evaluated was the major stretch guaigh built upon the
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previous queries to mark the principal channels within thgaset. The results of this
stage were dependent on the results of the confluence qumynis of the individuation
of the channels; hence, the problems that occurred for thitusmce evaluation impacted
on this query also. Thus, improving the confluence querycmaprove the major stretch
marking. For all the datasets, GEOLOG was able to the datas&t major stretches
that quite closely match the expected results, althougigaehthresholds the query was
usually too inclusive (such as including the bay-like regiof the Humber Estuary or the
River Tyne and forming a single major stretch in the Stour @r&stuary).

Overall, the queries do effectively segment features tlvalavbe of use to a GIS user.
The major stretches query for example, can be refined to timg ukfferent threshold
values to ensure the principal channels are individuated.

7.7.3 Conclusion

GEOLOG was successful at segmenting the datasets intadsattiinterest when com-
pared to the evaluation criteria, using first order logicrepgeto generate the results.
The extent to which it was successful and matched the expeesailts varied between
datasets, but this was to be expected given the variationermatasets considered. As
was noted in the aims of the thesis in Chapter 1, the intemsiomwork with the vague-
ness, not remove it entirely. Therefore, the adjusting mégholds to satisfy each dataset
individually is to be expected. Further queries could alsaéveloped of a similar nature
to those described in this chapter, to segment requiredrissathat are even closer to the
user’s requirements.

7.8 Summary

This chapter has examined the results of using GEOLOG torgenfeatures based upon
vague predicates. The formation of the queries was disdustewing how they were
built up from base predicates and vague predicates, thraugfre final main query of
major stretches. These queries were then applied to thteseals; the principal case
study of the Humber Estuary, the River Tyne and finally theuS@rwell Estuary. The
results of evaluating the queries for each dataset wasdenesi individually, before the
comparing the results overall.
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Conclusions and Future Work

8.1 Overview

The main aim of this thesis was to develop a method of incatpay representation and
reasoning about vague features into geographic informatgistems, by developing a sys-
tem that would allow an ontology to be grounded upon a topuucadataset. It was hoped
this grounding layer would improve the handling of vagusngghin geographic ontolo-
gies by introducing a robust method of reasoning about tgaesmess without the need to
modify existing ontologies (beyond modification to work wihe grounding level). To
achieve this, a smaller section of the geographic domainceasentrated upon (inland
water networks), to determine methods of handling topdgcagata for this domain.

In Chapter 3, the principal approaches to reasoning abauterseess were compared,
to determine an effective approach for handling vaguenétsna particular problem.
The main points to consider were identified as the input forohéhe data, the intended
framework within which the vagueness is to take place andlyitize intended output of
the results. It was shown that Supervaluation Theory was<gted to the problem of
vagueness within topographic datasets of inland waterar&sy though Supervaluation
Semantics did not explicitly define an implementation. 8pint Semantics, which uses
Supervaluation Theory as a framework, was thus chosen wid#me vagueness within
the data.

With the approach for reasoning about the vague featuredeattapon, the core of

177
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the thesis was the development of the GEOLOG system, whias tiopographic data
as an input, and, through first order logic querying, allohe tollection of attributes
about the data which can be used to generate segmentedsegprasenting geographic
features. Chapter 4 showed that the representation of ploi diata needs to be considered
carefully, to ensure an efficient method of representingrif@mation was selected. In
the case of inland water networks, a simplified skeleton geged from the Medial Axis
was shown to be an effective approach. Once the data had beegrted into the required
input format, the collection of attributes and segmentatibthe data was considered in
Chapter 5. There, it was shown how polygons could be gertefianm sets of connected
edges in the simplified skeleton, as well as how attributet s ‘linearity’ could be
identified using thresholds to determine whether an edgbeofkeleton was marked as
having an attribute or not.

Chapter 6 discussed grounding an ontology upon the datd lewéding upon the
attribute collection from the previous chapter. It was shdwow this stage could be
performed usingffective generator relationshat would create the required regions in
a systematic way. The handling of first order logic queries parformed using model
building approaches, where a partial model was built of aygaed used to determine
whether the query was true or false. The results of this stagél then be output in
various ways. Finally, Chapter 7 tested GEOLOG using a sgtiefies and three different
datasets, to assess the suitability of GEOLOG and the gnogmagproach as a whole.

As was discussed in Chapter 1, this work resulted in severatipal achievements:
First, a method of working with vagueness within the geogiragomain was determined,
expanding previous work. This allowed vagueness to be porated into definitions of
predicates and features, as opposed to the vague aspeheseflieing removed or ig-
nored. From this, the importance of the grounding level wasw, including the geo-
metric computation stages that were required for this, athiepresentation of the initial
dataset and the calculations of spatial relations and ngins. This again represented an
improvement over static datasets, as regions could be gtedleas required in a controlled
manner. Finally, model checking approaches were develfystter, to work with larger
domains than typically used. This was performed using astlieing of the domain,
expanding as required rather than generating the full dorttabegin with. This was
shown to be efficient and allowed queries to generate redjf@&tures within a logical
framework.
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8.2 Discussion and Future Work

In addition to the achievements, it is worth consideringlthmetations of this thesis, to

determine areas that may require improvement. The workimiltis thesis could be ex-
tended in several ways; thus, looking at these limitatioidwlp evaluate the extensions
that would be of value.

8.2.1 Additional Attributes

In this thesis, two attributes were used to define vague pagel, ‘linearity’ and ‘close-
ness’. Although both were found to perform their intendesk$éan most cases, there still
remained discrepancies within the results. For exampli kviearity there were small
regions that were not marked as linear, resulting in thetsygiof a single stretch into
two smaller, close together stretches. This led to an ogliaifined definition, where the
edges were considered as well as the widths of the stretctin dldiseness, determining
a suitable threshold to ensure only certain ‘gaps’ werelfitieproved problematic, since
relaxing this threshold too much meant larger regions weaekaed as ‘gaps’, which was
again not the intention. Potential improvements for thigkaite, therefore, included re-
lating the threshold to the size of the dataset, or perhdasg the length of the gap to
the widths along it.

However, as argued previously, due to the nature of vagsahiesunlikely that any
refinement to these attributes would result in the removallladiscrepancies within all
datasets. Thus, rather than attempting to remove vaguenséssly with a universal at-
tribute, it is more appropriate to define attributes thategate the most suitable results in
our desired datasets, ensuring the definition is made dtearexample, with linearity, if
a user felt the refinement with respect to edges was unsajtidiely would not need to use
it.

Another limitation of this thesis was that only two attriestwere considered. Al-
though these generated satisfactory results with the egiased, there will be other fea-
tures for which the attributes would be unsuitable. A patekpansion, therefore, would
be to investigate what other vague attributes could be redquand how these could be
collected. For example, would linearity and closeness IpficGgble within other areas of
the geographic domain and if so, how would they be measurdd®, Aow many such
attributes would be required to completely cover all regdifeatures?

Potentially, the number of required attributes to fully defall features could be ex-
tensive, depending upon the required level of segmentatigumired. For example, with
geometric attributes, such as linearity, what is the inéghbloundary; would linear fea-
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tures be required to extend to the land boundary (as is theinahis thesis), or would
more arbitrary boundaries that do not necessarily touchathe boundary be allowed?
An example of this was discussed in Section 6.3.6.2, whesedffaative generator relation
was described that demarcated a region near to the centrpafgon. Although this

relation was shown to need refinement in order to reach a fixéul; such an attribute
could be implemented. This would require extensions to GBGLsince GEOLOG is
limited to the generation of polygons in relation to the shifigrd Medial Axis Skeleton

which extend to the land region.

Ideally though, the number of attributes should be kept toramum. If there are too
many attributes (and thresholds), calculations in GEOLO(y become too computation-
ally complex, as well as render GEOLOG unusable due to thehsseng to change too
many thresholds to generate results. A further extendh@nefore, would be to consider
the usability of the system, in order to determine the optimmumber of attributes and
thresholds, as well as to investigate methods of groupiesgtho ensure the system is still
usable.

8.2.2 System Integration

As noted in Chapter 4, the VRONI computation stage is peréorseparately to the Pro-
log code of GEOLOG. In addition, a certain degree of pre-cotaon was required to
vectorise the data and check the results of VRONI for errdisese steps were done
manually, as opposed to programming parsers to take dat@idard geographic formats
and check for errors. A more effective system would integthaé input directly into GE-
OLOG, by including parsers from standard geographic datadts into VRONI, then
from VRONI into GEOLOG.

For example, a popular GIS format is Geography Markup Laggy&ML)!, which
is written using XML. It should therefore be possible to gadsta in this format into the
required format of VRONI, thus allowing GML data to be inputedtly into the system.
VRONI is written in C and since it is possible to call C from R, it should be possible
to create an interface between the two, thus making GEOLQ@yaifitegrated system.

Potential advantages this may offer would include the @gtditi calculate information
such as the Medial Axis or the simplified skeleton ‘on the flyhich may allow more
flexibility in definitions. For example, as noted in Sectio3.8, the Medial Axis will
vary depending on the presence of islands. Thus, one optadvbe to calculate the
skeleton generated when islands are removed, thereforeiad) the linearity calculation

1GML Encoding Standard: http://www.opengeospatial.degidards/gml (Visited, August 2007)
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to use alternative skeletons as required.

Another potential enhancement would be to allow more cowotrer the contour par-
titioning stage, which is also performed manually in thisdis. Instead of using the
contours specified, the user could choose their own conturderest (for example in-
cluding or excluding bays through the use of different carg® or choose to ignore them
entirely. A future extension to the work, therefore, is teegrate VRONI with GEOLOG,
to allow data to be input directly without pre-computatitmgive the user more flexibility
in the skeleton generated and determine the benefits orgmahhvith this. For example,
potential benefits include a more flexible system that cansiee tor all stages, whereas
problems include increased computational complexity goeed to pre-computation of
skeletons. Also, it would need to be investigated whethersus/ould in fact want to
have control of this stage, or would prefer the data to haes lamalysed and skeletons
generated in advance.

8.2.3 Ontology Integration

Following on from the limitations mentioned in the previ@estion is the lack of integra-
tion with a higher-level ontology. Although the intentiohtbis thesis was to determine
methods of handling vagueness within geographic ontadogie actual integration with
an ontology was not considered in depth. For example, ajhdlie relations between
higher-level primitives such as ‘river’ and the featuresigmated at the grounding level
were considered, they were not explicitly linked. Insteihis thesis concentrated upon
the construction of features that could be used in the eaédédinition of such primitives.

Therefore, an obvious extension would be to integrate th©IBES system with
a higher level ontology. If interaction with the semanticomeas required, then this
may involve integration with OWL-DL. Since OWL-DL is writtein XML, this could
be achieved through parsing output from GEOLOG into thisnfatr For example, if
an OWL-DL ontology existed that had primitives such as ‘rivand ‘lake’ and spatial
relations such as RCC-8, GEOLOG could output its results seri@s of instances of
such features with the RCC-8 relations that hold betweemthEhus, if a user were to
query the OWL-DL ontology, it would use the results from GEQG& as its dataset and
return features from these results. This would mean the @MA/lontology could retain
its primitive definition of such features and concentratehar relation to other aspects
of the domain, whereas the GEOLOG grounding level would aonthe ‘fleshed out’
definition of the feature. However, this may not offer enoeghtrol over the stage, and
a solution that combines both levels effectively may beqradile.
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Combining the Semantic Web with Prolog has been looked at i&yeviaker (2005)
and Wielemaker et al. (2007), where it was noted that Probayrhany attractive prop-
erties for Semantic Web applications, such as reasoningcanstraint programming.
Interfacing between OWL and SWI-Prolog can be handled bytiea Library, whereas
PiLLoW (Cabeza and Hermenegildo, 2001) provides supparHfbTP protocols (and
thus could be used to generate a Semantic Web interfaceis anthpatible with several
versions of Prolog, including SWI-Prolog and SICStus Rgolo

By adding full integration with an ontology level, GEOLOG wld offer a more com-
plete solution to the problem of handling vagueness. Thelogy level could contain
primitives such as ‘river’ or ‘lake’, whereas the groundiegel in GEOLOG could also
contain an ontology defining how these terms are grounded thgodata through defini-
tions. Maintaining the separation between the two woulovafior different higher-level
ontologies to be used with the same grounding level.

8.2.4 Expansion of Domain

The domain considered in this thesis was that of inland wedtvorks, and as such repre-
sents only a small portion of the geographic domain. Theeetbe approaches developed
here may not be applicable to other aspects of the domaist, Hie methods developed
for representing and extracting information about the damaay only be suitable for
the inland water networks. Second, GEOLOG may not be seitblhandling queries
across different domains, such as comparing one aspece gethgraphic domain (such
as inland water networks) with another completely diffé¢sspect. These points will now
be considered individually, to determine how these couledpanded in future work.

8.2.4.1 Using Different Domains

The use of the simplified Medial Axis skeleton has been shaaretsuitable for inland
water networks, thus a potential expansion would be to deterif it (or similar deriva-
tives such as the Delaunay triangulation) could be usedherareas of the geographic
domain. As an example, consider the classification of luglareas as a case study, with
an example dataset given here as Hepscott Village, deriyaith &rom Ordnance Survey
Digimap Collectiond. The dataset consists of a set of polygons representindibgd
over a certain size, and is shown in Figure 8.1a. The dataséd easily have included

2Thea: An OWL library for SWI-Prolog: http://www.semantiew.gr/TheaOWLLib/ (visited, August
2007)
30rdnance Survey Digimap Collections: http://edina.afdligimap/ (Visited, June 2008)
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other features such as road or rail connections and clagsifis of buildings, but for the
purposes of this example, buildings are sulfficient.
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Figure 8.1: An example of a buildings dataset and how it cpolentially be represented.
Figure 8.1a shows the initial input of Hepscott Village, tiig 8.1b shows the results of
determining the Medial Axis and simplified skeleton, anduré8.1c shows the results
of determining the Delaunay triangulation.

With built-up areas, there are several features that may ingevest to identify, some
of which may be considered vague. One might be the extent idvehparticular feature
covers the land such as a town or a village. This may already &d#egal definition, such
as the boundary which is covered by a particular jurisdictidowever, the legal bound-
aries of such features may not necessarily correspond wirewve would intuitively
see them. For example, there may exist nearby areas whidoaséered to be part of
a particular built-up area but are not legally defined as surchddition, the threshold at
which something is considered a village as opposed to a tewague; whilst it may be
determined by the population of the area it could also berohéted by the overall den-
sity and number of the buildings. These are again vaguertsatwhich could be handled

using GEOLOG.

The first stage is to represent the data for input into GEOLBd®s.the example, the
Medial Axis was once again obtained using VRONI combinedhwantour partitioning,
where each building was treated as a single contour. Thét iesww a series of cells,
hereby referred to as contour partition cells. The reslltsie stage are shown in Figure

8.1b.

An alternative additional measurement that can also bersstaising VRONI is the
Delaunay triangulation (Delaunay, 1934), if each polygoreplaced instead with a single
point (in this case the approximate centre of the polygon eedsulated and used). The
Delaunay triangulation of a set of poiniis a triangulationD7’(P) such that no point
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in P is inside the circumcircle of any triangle N7’ (P). The results of this are shown in
Figure 8.1c.

This was previously noted in Chapter 4 as a potentially usefasurement of geo-
graphic features, as it represents a good method of triatiga| since the process reduces
the number of narrow triangles. In addition, if the Delautr@gngulation is represented
as a graph with the lengths of the Delaunay edges storedittb@m be used to determine
the shortest distances between points. This follows frabDilaunay triangulation being
the dual graph of Voronoi diagrams; two points share a Delgudge if their Voronoi
regions are connected. Therefore, if a point hd3elaunay edges, the points connected
by these edges are the setwtlosest points. Determining the closest is therefore a cas
of cycling through these edges.

Using both representations could allow different featuodse extracted. One poten-
tial feature may be to measure the ‘density’ of buildingsevety buildings in built-up
areas would be expected to closer to each other than buslidintgide of built-up areas.
This could be measured using the area of the contour partiglls, since a smaller area
means that the surrounding buildings are close to that édieérnatively, the Delaunay
triangulation could be used to determine attributes sucheshortest distance between
two buildings, or the number of buildings that are closemnthaspecified distance to a
building. Further work would be necessary to define thiskatte correctly, as well as
determine other attributes that could be extracted.

The final problem that would need to be considered would bgémeration of fea-
tures from these attributes. For example, with inland waetworks, features were gen-
erated by identifying stretch of the simplified Medial Axi&e®eton and generating a
polygon from this skeleton, expanding outwards to the lamghiolary. With built-up ar-
eas, both the buildings and the space between may need tinbd jogether, to forma
single ‘footprint’, representing the extent to which theature covers the land. The suit-
ability of different footprints has been considered pregiy by Galton and Duckham
(2006), where different approaches were proposed, inatudsing the convex hull, the
Delaunay triangulation, the Voronoi Diagram and offsetleis. These could all be used
by GEOLOG.

Thus, GEOLOG could potentially be used to handle other dspddhe geographic
domain, by considering the same problems faced with thadweater network domain;
how can the data be represented effectively, what attisbeda be collected and how can
these be used to segment the data into appropriate regions.
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8.2.4.2 Combining Different Domains

In this thesis, inland water networks were considered sép#o the rest of the geographic
domain, as was the example given in the previous sectionilbfuquareas. Often, though,
geographic features that are of interest may be in diffepants of the domain. For ex-
ample, the combination of the two domains mentioned abowein@ude the consider-
ation of ‘towns near rivers’ or ‘coastal towns’, which wouleljuire definitions that span
different sub-domains of the geographic domain. Becaus@dnwater networks were
considered in isolation, a limitation is the lack of integwa GEOLOG allows between
different aspects of the geographic domain.

Further expansions to this work would, therefore, condidev such smaller domains
could be processed and combined to provide an overall handfi the geographic do-
main. The work in this thesis supports the idea that it isdveth work with smaller
domains to handle features rather than attempting to genargeneral system covering
the entire domain, hence the integration of such smalleraitogris crucial. For example,
if similar attributes are used in different domains (suchrasarity might be), it is impor-
tant to ensure that the different instances are handle@atyyand that the appropriate
calculation is used for each case. Further, queries may tocleel modified to take into
account larger domains as assumptions that are in placeeidamnain may not be present
in others (such as the separation of matter types).

8.3 Conclusion

This chapter has summarised the achievements and linmgatb the work presented
in this thesis, as well as considered future expansions. l&KE®and the handling of
vagueness through a grounding level has been shown to imp@on simply ignoring
or removing vagueness, by introducing more flexibility andtcol for the user to define
geographic features as required. It is hoped that GEOLOGactaas a basis for future
expansion, to further improve the handling of vaguenessiwgeographic ontologies.
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Appendix A

Results using Humber Estuary Data-Set

This Appendix shows the results of using the Humber Estuatgset with GEOLOG.

A.1 Humber Estuary - Linearity With Respect to Centre

Figures A.1 - A.3 show the results of running the lineariteuat different thresholds.
Linear segments are marked in blue.

Figure A.1: The results of performing the linearity segnad¢ioh on the Humber Estuary
using a threshold of 1.2.
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Figure A.2: The results of performing the linearity segnag¢ion on the Humber Estuary
using a threshold of 1.3.

Figure A.3: The results of performing the linearity segnag¢ionh on the Humber Estuary
using a threshold of 1.4.

A.2 Humber Estuary - Linearity With Respect to Edges

Figures A.4 - A.6 show the results of running the linearityhwiespect to the edges query
at different thresholds. Segments that are both linear regpect to centre and edges are
marked in blue.
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Figure A.4: The results of performing the linearity segna¢ion with respect to edges on
the Humber Estuary using a threshold of 1.2.

Figure A.5: The results of performing the linearity segna¢ion with respect to edges on
the Humber Estuary using a threshold of 1.3.
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Figure A.6: The results of performing the linearity segna¢ion with respect to edges on
the Humber Estuary using a threshold of 1.4.

A.3 Humber Estuary - Interstretches

Figures A.7 - A.8 show the results of running the interstrefaery at different thresholds.
Linear segments are marked in blue, interstretches arecmanked.

Figure A.7: The results of marking interstretches on the HenEstuary using a threshold
of 1.0 and 3.0 (the results were the same for both thresholds)
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Figure A.8: The results of marking interstretches on the BenEstuary using a threshold
of 5.0.

A.4 Humber Estuary - Island and Island-Water

Figures A.9 - A.11 show the results of running the island astdnid-water queries at
different thresholds. Islands are marked in red, islantew@gions are marked in blue.

Figure A.9: The results of marking islands and island-weggions on the Humber Estu-
ary using a linearity threshold of 1.2.

Figure A.10: The results of marking islands and island-watgions on the Humber
Estuary using a linearity threshold of 1.3.
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Figure A.11: The results of marking islands and island-waggions on the Humber
Estuary using a linearity threshold of 1.4.

A.5 Humber Estuary - Confluence

Figures A.12a - A.12c show the results of running the confieequery at different thresh-
olds. Confluence regions are marked in blue.

(4 4 (4

@) (b) ()

Figure A.12: The results of marking confluences on the Hundstuary using varying
linearity thresholds.

A.6 Humber Estuary - Major Stretch

Figures A.13 - A.15 show the results of running the conflueqeery at different thresh-
olds. Major stretches are marked in blue.
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Figure A.13: The results of marking major stretches on thenbler Estuary using a
linearity threshold of 1.2.

Figure A.14: The results of marking major stretches on thenbler Estuary using a
linearity threshold of 1.3.
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Figure A.15: The results of marking major stretches on thenbler Estuary using a
linearity threshold of 1.4.



Appendix B

Results using River Tyne Data-Set

This Appendix shows the results of using the River Tyne CEagawith GEOLOG. The
queries used are discussed in Chapter 7, as well as theediffireshold values used for
vague predicates in each query.

B.1 River Tyne - Linearity with Respect to Centre

Figures B.1 - B.3 show the results of running the linearitgryuat different thresholds.
Linear segments are marked in blue.

Figure B.1: The results of performing the linearity segraéioh on the River Tyne using
a threshold of 1.2.
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Figure B.2: The results of performing the linearity segraéinh on the River Tyne using
a threshold of 1.3.

Figure B.3: The results of performing the linearity segnaéioh on the River Tyne using
a threshold of 1.4.

B.2 River Tyne - Linearity with Respect to Edges

Figures B.4 and B.5 show the results of running the lineawity respect to the edges
query at different thresholds. Linear segments are markétue.
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Figure B.4: The results of performing the linearity withpest to edges segmentation on
the River Tyne using a threshold of 1.2.

Figure B.5: The results of performing the linearity withpest to edges segmentation on
the River Tyne using thresholds of 1.3 and 1.4 (no differéndbe results from the two
thresholds).

B.3 River Tyne - Interstretches

Figure B.6 show the results of running theerstretchquery at all thresholds. Linear
segments are marked in blueterstretchesre marked in red.
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Figure B.6: The results of marking interstretches on theRIyne using threshold values
1.0-5.0.

B.4 River Tyne - Confluence

Figures A.12a - A.12c show the results of running the confieequery at different thresh-
olds. The confluence regions is marked in blue.

~
~
~

(@) (b) (c)

Figure B.7: The results of marking confluences on the RiveeTysing varying linearity
thresholds.

B.5 River Tyne - Major Stretches

Figures B.8 - B.10 show the results of running the major sltret query at different
thresholds. Major stretches are marked in blue.
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Figure B.8: The results of determining the major stretchesh® River Tyne using a
threshold of 1.2.

Figure B.9: The results of determining the major stretchesh@ River Tyne using a
threshold of 1.3.

Figure B.10: The results of determining the major stretatreshe River Tyne using a
threshold of 1.4.



Appendix C

Results using Stour-Orwell Estuary
Data-Set

This Appendix shows the results of using the Stour-OrwetL&y Data-Set with GE-
OLOG. The queries used are discussed in Chapter 7, as wdlkatdifferent threshold
values used for vague predicates in each query.

C.1 Stour-Orwell Estuary - Linearity With Respect to
Centre

Figures C.1 - C.3 show the results of running the linearitgrguat different thresholds.
Linear segments are marked in blue.
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Figure C.1: The results of performing the linearity segragah on the Stour-Orwell
Estuary using a threshold of 1.2.

Figure C.2: The results of performing the linearity segragah on the Stour-Orwell
Estuary using a threshold of 1.3.
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Figure C.3: The results of performing the linearity segragah on the Stour-Orwell
Estuary using a threshold of 1.4.

C.2 Stour-Orwell Estuary - Linearity With Respect to
Edges

Figure C.4 shows the results of running the linearity witbpect to the edges query at
different thresholds. Segments that are both linear wispeet to centre and edges are
marked in blue.
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Figure C.4: The results of performing the linearity segragah with respect to edges on
the Stour-Orwell Estuary using thresholds of 1.2 - 1.4 (draesresults were generated at
all thresholds.

C.3 Stour-Orwell Estuary - Interstretches

Figures C.5 - C.6 show the results of running the interdtrgteery at different thresholds.
Linear segments are marked in blue, interstretches areetianked.
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Figure C.5: The results of marking interstretches on thenS@rwell Estuary using a
threshold of 1.0.

Figure C.6: The results of marking interstretches on thexS@rwell Estuary using
thresholds of 3.0 and 5.0 (the same results are producedincase).
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C.4 Stour-Orwell Estuary - Island and Island-Water

Figures C.7 - C.9 show the results of running the island daddswater queries at differ-
ent thresholds. Islands are marked in red, island-watéomegire marked in blue.

Figure C.7: The results of marking islands and island-waggions on the Stour-Orwell
Estuary using a linearity threshold of 1.2.

Figure C.8: The results of marking islands and island-waggions on the Stour-Orwell
Estuary using a linearity threshold of 1.3.



Appendix C Results using Stour-Orwell Estuary Data-Set 218

Figure C.9: The results of marking islands and island-waggions on the Stour-Orwell
Estuary using a linearity threshold of 1.4.

C.5 Stour-Orwell Estuary - Confluence

Figures C.10 - C.11 show the results of running the conflugneey at different thresh-
olds. Confluence regions are marked in blue.

Figure C.10: The results of marking confluence regions ostbar-Orwell Estuary using
a linearity threshold of 1.3.
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Figure C.11: The results of marking confluence regions ostbar-Orwell Estuary using
a linearity threshold of 1.4.

C.6 Stour-Orwell Estuary - Major Stretch

Figures C.12 - C.14 show the results of running the conflugneey at different thresh-
olds. Major stretches are marked in blue.

Figure C.12: The results of marking major stretches on tbarS8dDrwell Estuary using a
linearity threshold of 1.2.
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Figure C.13: The results of marking major stretches on tbarS8dDrwell Estuary using a
linearity threshold of 1.3.

Figure C.14: The results of marking major stretches on tbarSdrwell Estuary using a
linearity threshold of 1.4.
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Abstract

Vagueness is prevalent within the geographical domain, yet
it is handled poorly in existing ontology approaches. A
proposed way to rectify this is to ground the ontology upon
the data. By grounding the ontology, we make an explicit
link between the ontology and the data, and thus allow
reasoning to be made within the context of the particular
data. In order to ground the ontology upon the data, we must
first decide how to represent the data and how to handle the
vagueness with reasoning. This paper illustrates the stages
required to prepare geographical data for an ontology to be
grounded upon, including considering how to reason about
the vagueness, how to represent the data in a more efficient
manner and how to reason about relations within the data to
extract attributes that would be used within an ontology.

Introduction

There is a huge amount of geographical data available
today, in a variety of formats from classical cartographic
maps to satellite imagery. This data can be analysed,
combined and reasoned with in Geographic Information
Systems (GIS). In order to reason about geographical
features we need a method of representing the data and the
meanings attached in a logical manner. The use of
ontologies has become a popular method of representing
such data [9, 33, 11].

The use of ontologies in GIS has been proposed in [9,
27] amongst others. Existing methodologies do not
adequately handle vagueness, which is inherent to the
geographical domain. Features are often dependant on the
context in which they are made, with local knowledge
affecting definitions. Geographical objects are often not a
clearly demarcated entity but part of another object [9, 27].
The individuation of entities is therefore more important to
geographical domains than to others.

One approach proposed to improve the handling of
vagueness is to ground the ontology upon the data [17]. By
grounding the ontology, we make an explicit link between
the ontology and the data, thus allowing reasoning to be
made within the context of the particular data. Grounding
the ontology upon the data requires the data to be
represented in a manner that will allow the link between
data and ontology. We require an approach that allows the
ontology to segment the data accordingly, based on user
specifications.

In this paper we will examine the stages that are required
in order to convert geographical data into a suitable form

upon which terms in the ontology can be grounded. The
data to be looked at is of The Hull Estuary, with the aim
being to obtain a method of reasoning about the
hydrological features which are implicit in the data. It is
important to note that the particular formats and
segmentation processes applied here may not necessarily
apply to other features within the geographical domain.
Rather, the aim is to show the process of preparing such
data for an ontology.

Motivation

One of the key considerations for geographical ontologies
is the handling of vagueness [31]. Vagueness is inherent to
the geographical domain, with many features defined
without precise definitions and boundaries. Such
definitions are dependant on the context in which they are
made.

Vagueness is handled inadequately in present GIS; some
approaches such as [9, 27] choose to ignore the size
quantifier and categorise a river simply as a waterbody,
whilst others have sets of quantifiers [31]. Both approaches
base the size quantifier on a predefined perspective that
may not be agreed upon or may be based on a particular
context that isn’t applicable in all situations.

Vagueness is not a defect of our language but rather a
useful and integral part. Rather than attempting to remove
vagueness, it is better to develop an approach that allows
the user to decide what makes up a vague feature. By
improving the handling of vagueness, we improve the
functionality of GIS, allowing vague features to be
reasoned about in an effective manner.

Vagueness in Geography

As discussed by Bennett [2], vagueness is ubiquitous in
geographical concepts. Both the boundaries and definitions
of geographical concepts are usually vague, as well as
resistant to attempts to give more precise definitions. For
example, the definition of a river as given by the Oxford
English Dictionary [1] is:

A large natural flow of water travelling along a
channel to the sea, a lake, or another river.

This is clearly vague, with the most obvious example
being the use of ‘large’, although there are other parts of
the definition that are vague also.



The sorites paradox can be easily adapted to illustrate
vagueness in geography, as shown in [32, 33]. So, whilst
there are some things that are definitely rivers and some
that are definitely not, there does not exist an explicit
boundary between the two sets, thus classical reasoning
can not state if something is or isn’t a river.

Geographical definitions are dependant on the context in
which they are made. For example, in the UK rivers are
defined usually as permanent flows, but in Australia they
may not contain water all year round, thus there is a
temporal requirement to the definition [29].

The principal approaches for handling vagueness at
present are fuzzy logic and supervaluation theory. Both
approaches offer a method of reasoning over vague
features. It is usually the case that the two are presented as
opposing theories. However, this in part assumes that
vagueness can only take one form, which as discussed in
Dubois [7] is not true. Rather, there are instances where it
is more appropriate to use fuzzy logic and instances where
supervaluation theory is better.

Fuzzy logic is the popular approach to handling
vagueness, and has been used in a variety of applications
since its conception by Lotfi Zadeh [37, 35, 36]. The
underlying concept is to allow a method of processing data
by allowing partial set membership rather than strict set
membership or non-membership. Fuzzy logic is especially
adept at handling situations where we do not want to
generate an explicit boundary between two sets, but rather
represent a gradual transition between the two.

Initially proposed by Fine [8], supervaluation theory
proposes that there exist many interpretations of the
language. Statements could therefore be true in some
interpretations and false in others. In supervaluation
semantics, ‘precisifications’ are used to determine the
boundary points at which statements are considered true or
false in a given interpretation. Supervaluation theory is
suited to situations where we wish to generate a boundary
between sets that we know exists but are not able to
permanently mark as such.

In our proposed system, we wish to segment, individuate
and label hydrological features. We therefore require a
method of reasoning that marks explicit boundaries
depending on user preferences.

If we were wishing to mark features with transitional
boundaries, then fuzzy logic would be suitable, as we
would have fuzzy boundaries between features. However,
an attempt to return crisp boundaries would not be suited to
fuzzy logic due to logical rules used in reasoning.

Supervaluation theory on the other hand, is suited to
return a crisp boundary for given preferences. With fuzzy
logic we take the stance that there is not a boundary
between features so we show a gradual range, whereas
with supervaluation theory we assume that there is a
boundary, we just don’t know for certain (or agree upon)
where it is. The user preferences therefore become the
precisifications.  Supervaluation theory is therefore
preferable for this problem.

Ontology Grounding

The ontology level is usually seen as separate to the data
level; we reason within the ontology, and return the data
that matches our queries. Thus the ontology is devoid of
the data context, despite any impact this may have. This
has a clear impact upon handling vagueness, where
attributes are based heavily upon the context in which they
are made.

A proposed improvement to this is to ground the
ontology upon the data [17]. By grounding the ontology,
we make an explicit link between the ontology and the
data, thus allowing reasoning to be made within the context
of the particular data.

The symbol grounding problem as proposed by Harnad
[13] suggests that computers do not actually understand
knowledge they are provided, as meanings are merely
symbols we attach to objects. There have been no adequate
solutions to this problem as yet and it remains an open
problem [28]. Ontology grounding does not solve the
problem. Rather, it allows the user to decide the meaning
of concepts to some extent.

Grounding the ontology upon the data allows reasoning
with the data in particular context. Thus in a particular
context a river could be a channel that contains water for a
particular period of time as opposed to a permanent flow.

To ground the ontology upon the data, we need to work
at both the data level and the ontology level. At the
ontology level, we need to consider what attributes we
require in order to identify or reason about a feature, whilst
at the data level we need to consider how we will obtain
such attributes. For example, linearity is an important
concept when analysing geographical domains, as the way
a feature’s shape changes is often used to classify that
feature.

So by identifying linear stretches within data, we have
an attribute that can be passed to a grounded ontology to
facilitate reasoning about that feature. Because linearity is
dependant on the data and the context it is used, we must
ground the ontology upon the data to collect such an
attribute.

Data representation

In order to ground the ontology upon the data, we need to
represent the data in an appropriate manner. We need to
consider what attributes we require and how these may be
collected from the data provided. This is crucial to
geographical objects, as often a feature is part of a larger
feature, as opposed to being a unique object. Individuation
is therefore more important in the geographical domain
than in other domains.

The case study looked at here is for inland water
networks. Previous work on an ontology for water
networks was done in [3]. Here, formal concept analysis
was used to determine the attributes required to reason



about water networks. The key attributes included flow,
size and linearity, with flow and linearity are closely
linked. So, we require a method of extracting linear
stretches that could be passed to an ontology. We start with
our initial polygon that represents the water network, and
need to analyse the geometry to determine linear stretches.
Linearity is a vague concept, so we will use techniques
based upon supervaluation to determine when exactly a
particular part of a polygon is considered linear. Thus the
user sets the precisification for linearity.

The initial polygon of the water network is insufficient
to reason about aspects such as flow or linearity
effectively, so we require a better representation of the
polygon. The medial axis of a polygon as first proposed by
Blum [4] is defined as the locus of the centre of all the
maximal inscribed circles of the polygon. Here, a maximal
inscribed circle is a circle that cannot be completely
contained within any other inscribed circle in the polygon
[10].

The benefits of using the medial axis in relation to river
networks is discussed in [22], and was suggested in [3] as a
way of determining the linearity of stretches of river. The
medial axis (or skeleton) has also been used in similar
problems to determining river junctions, such as road
networks [16].

There are numerous methods for calculating the medial
axis, such as extraction from the Voronoi diagrams [5, 14,
19], fast marching methods [30], the divergence of flux [6],
and use of the Euclidean distance transform [10, 15, 23,
26].

A Voronoi diagram based approach offers a relatively
simple and efficient method of obtaining the medial axis,
as the medial axis is a sub graph of the Voronoi diagram
for a simple polygon, and so we need only delete the
unnecessary Voronoi edges. The VRONI approach and
program developed by Held [14] produces Voronoi
diagrams and associated derivations such as the medial
axis.

The Voronoi/medial axis approach could also be suitable
for other areas of the geographical domain. For example,
the density of buildings within a village could be analysed
using a voronoi diagram, whereby the size of the cells
represents the density of buildings.

Figure 1 shows the result of calculating the medial axis
of our input file of the Hull Estuary. Because we are only
interested in inland water features, the medial axis of the
sea was removed, leaving only the medial axis
corresponding to the inland water network and a small
extension beyond the river mouth.

Attribute collection

At an abstract level, the medial axis provides us with a
useful and meaningful representation of the original
shapes. For example, in Figure 1 the centre line of the river

Figure 1: Medial Axis of The Hull Estuary
is easy to locate, and the number of lines in certain sections
gives us an idea of the variation in shape in that area.

However, in order to extract any meaningful attributes to
pass to an ontology, we must consider the relations
between the data and determine the attributes to be
extracted. The aim is to collect all the attributes required by
an ontology grounded upon the data to reason about the
features.

The medial axis is easily translated into a graph. The
output from VRONI is a series of arcs, where the radius at
one end of the arc is the smallest of the maximal discs on
the arc, and the largest radius at the other end. The radii in
between are therefore a transition between the two. By
recording a point each side of the arc that these min-max
radius touch the original polygon sides, we can construct a
polygon from an arc or series of connected arcs. We can
therefore translate the VRONI arcs into a graph, with the
ends of the arcs being the nodes.

We also want to consider series’ of arcs, by joining arcs
considered to be part of the same channel. One method of
determining what arcs to join together is to use approaches
used to determine flow through the river network [12, 24,
25]. There are limitations to such approaches, as they
assume that lakes and islands do not occur within the
network, although Mark [20, 21] suggests that except in
rare circumstances lakes do in fact have only one
downstream flow. By applying the algorithm to our graph
structure, we have an efficient method of determining what
arcs to join together into ‘superarcs’. We now have an
effective method of representing the river network, and a
basis from which to collect attributes.

Marking linear stretches

We could calculate whether a stretch is linear in a variety
of ways. For our case study, we require the method to be
scale invariant, as the size of the channels may vary
dramatically.

To determine if a point is linear, we first find all the
medial axis points that are on the same superarc within the
maximal inscribed circle at that point. We then examine
the radius at each of the points, determining the variance

between minimum and maximum. If the variation of these
widths is below some threshold, then the point is linear.



Figure 2: Example of linearity testing

Figure 2 demonstrates this process. Suppose we have the
polygon as coloured grey. The medial axis at this section is
a simple bisector of the two sides, represented by the
dashed line that point P resides on. The maximal inscribed
disc is the circle with radius R as shown. To determine if P
is linear, we take all points on the medial axis that are
within R distance of the point (all points of the medial axis
contained by the maximal inscribed disc of P). We then
find the radius of the maximal inscribed disc at each of the
points, searching for the maximum and minimum values.
In our example, these values will clearly be at the points a
distance R from P. These are the dotted lines in the figure,
marked Rmin and Rmax. If the variation between R-Rmin
and R-Rmax is below a certain threshold, then we say the
point is linear, as the width of the channel is only varying
by a small amount.

So we now have a method of measuring the linearity in
relation to the width. The approach is scale invariant, since
larger rivers will require more points and smaller rivers
will require fewer. This stage can therefore output sets of
connected arcs within a superarc that are linear.

Marking gaps to be filled in

Depending on the precisification used, the previous
stage may not find all the required stretches. Gaps may
occur at sharp bends in a channel or sudden bulges. We
could eliminate gaps by changing the degree of linearity
required by the program, but in doing so we may end up
classifying other sections as linear that we did not want to
do so.

It is therefore intuitive to have ‘gap’ as an attribute that
can be collected, whereby if a gap exists between two
linear stretches and this gap is small enough (and thus been
marked as ‘gap’), we can join the stretches together into a
major stretch. As with linearity, we require the
measurement to be scale invariant.

We first search superarcs for any gaps between linear
stretches. Given our graph structure, these are easily found,
as each superarc represents a cycle-free path between the
start and end nodes of that superarc. We can therefore
simply traverse this path searching for gaps between linear
stretches.

We calculate the length of the gap by adding the lengths
of the arcs within the gap, and calculate the mid-point of
the gap, obtaining the radius of the maximal inscribed disc
at this point. If this value multiplied by a given threshold is
greater than the length of the gap, then the gap is deemed
sufficiently small and is marked with the ‘gap’ attribute.
This approach is scale invariant, since larger gaps will
require larger radius values at the mid-point in order to be
marked as ‘gaps’.

Result of marking major stretch

Arcs within the model are now labelled depending on
the linearity and gap precisifications, and allow segmented
polygons to be generated. We can now classify three
simple features; linear stretches, gaps between stretches,
and finally major stretches. Here, major stretches are
defined as the union of linear stretches and gaps between
that are sufficiently small.

The reason these are separate is because principal
reasoning of features is to occur at the ontological level.
This stage is to collect the attributes that are to be reasoned
about at a higher level. The definitions of these attributes is
now grounded upon the data, as the attributes ‘linear’ and
‘gap’ are unclear unless they are defined within the context
of the data. This further ensures that the ontology will be
grounded upon the data.

Figure 3 shows the results of these stages, having taken
The Hull Estuary as input, with major stretches marked
grey and the original medial axis shown in black. The
system was developed in Prolog.

Despite only using two attributes, the system is able to
mark major stretches stretching along the channels,
including around islands. However, there are additional
interesting results. First, the polygon generated as major
stretches does not always go fully to the edge of the
polygon, with occasional inlets missed out.

An example of this is shown in Figure 4, where a small
inlet is not part of the major stretch. In some cases, we may
want such an inlet to be part of the stretch, but there exist
other cases where we would want that to be a separate
feature; for example the inlet may in fact stretch out a long

Figure 3: The result of marking major stretches, marked grey, with
the original medial axis shown again in black. Polygon 1 represents a
surprising result



way or be another channel. Therefore the most appropriate
way to deal with this is in a similar fashion to gaps as
previously discussed, and design an attribute for such
inlets.

The other interesting result is the polygon occurring at
the river mouth at Spurn Head, labelled polygon 1. At a
first glance this does not seem to be a linear polygon.
However, if we imagine travelling in a boat and attempting
to remain roughly equidistant from both sides, we would
find ourselves travelling in an arc that kept us equidistant
from Spurn Head and the south bank of the river, as Spurn
Head would be the closest point to the north of us.

To rectify this, we require a reconsideration of our
definition of linearity. This particular result suggests that in
order for a shape to be linear, we require both the variation
in the width to remain small and also the variation in the
curvature of the sides.

Future work

The present attributes used would only allow two different
features to be considered; linear and non-linear stretches.
However, there are many other attributes to be considered
(including size, islands or temporal attributes), which in
turn will allow us to reason about other features.

A more important stage is to feed the results in an
ontology, so reasoning over the features can occur. This
grounded ontology will be able to handle the vague entities
contained within depending on the user’s preferences. The
ontology could be built in existing ontology languages
such as OWL, as OWL can be inputted into Prolog for the
reasoning stage [34, 18].

Conclusion

In this paper we have shown how geographical data can be
represented and attributes collected to allow the grounding
of an ontology. We have compared fuzzy logic and
supervaluation theory, showing why they are suited to
different tasks and why supervaluation theory is best suited
to our particular problem.

We have also shown how the representation of the data
is an important consideration, and that we must find the
most effective method of representing the data.

Finally, we used the new representation to collect simple
attributes that could then be passed to an ontology to
reason about the features. In doing so, we have shown that
adding these stages to the design process will allow a
manner of reasoning about vague geographical features.
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Abstract. A major problem with encoding an ontology of geographic
information in a formal language is how to cope with the issues of vague-
ness, ambiguity and multiple, possibly conflicting, perspectives on the
same concepts. We present a means of structuring such an ontology which
allows these issues to be handled in a controlled and principled manner,
with reference to an example ontology of the domain of naive hydrogra-
phy, and discuss some of the issues which arise when grounding such a
theory in real data — that is to say, when relating qualitative geographic
description to quantitative geographic data.

1 Introduction

A major problem with encoding an ontology of geographic information in a
formal language is how to cope with the issues of vagueness, ambiguity and
multiple, possibly conflicting, perspectives on the same concepts. We present a
means of structuring such an ontology which allows these issues to be handled in
a controlled and principled manner, with reference to an example ontology of the
domain of naive hydrography, and discuss some of the issues which arise when
grounding such a theory in real data — that is to say, when relating qualitative
geographic description to quantitative geographic data.

We take an encoding of the “ontology” of a particular domain to be a col-
lection of sentences in some formal language defining the terms of that domain
and constraining their interpretation by means of axioms. We refer to such a
collection as an ontology of that domain. One of the purposes of encoding an
ontology is to assist the integration of heterogenous data sources and to enable
the automatic handling of queries and reasoning tasks with regard to the natu-
ral high-level concepts associated with the domain in question. Such tasks may
involve the relationships between the concepts themselves, or the application of
those concepts to actual data gathered by domain experts.

In order to integrate different data sources, it is necessary to relate the terms
defined in an ontology to data objects and their attributes. In terms of an on-
tology in a formal language such as first-order logic, a specific data set ideally
provides a model for that ontology — that is to say, the formulae in the ontology
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should all be true in the data set. The process of computing the relationship be-
tween terms and data — that is, providing concrete interpretations of predicates
in terms of (sets of) data objects — we refer to as grounding.

However, as we noted above, geographic information is not straightforward.
In particular, many natural geographic terms are vague (what is the difference
between a hill and a mountain?) and ambiguous (“stream” can refer either to any
channel containing flowing water, or to a small such channel such as a brook).
The problem of ambiguity is exacerbated by the wide range of both the physical
phenomena relevant to geography, and the variety of different human activities
to which geographic information is relevant. A hydrographer may define a term
such as “estuary” in terms of the relative salinity of different regions of water
(M), whereas the cartographer, or the navigator of a boat, may each have quite
different definitions. Such agents may disagree over which regions are considered
“estuary”, even if there exists a general commonly-understood meaning of the
term to which all agree, and of which the particular meaning used by each
is a specialisation. Similarly, two hydrographers, or the same hydrographer on
different occasions, may vary in their interpretations of a single term, depending
on the context. Thus different perspectives on reality can lead to ambiguity in the
interpretation of common terms. In the context of information systems, different
perspectives such as these can be reflected in the different kinds of information
recorded in data sets: the hydrographer may collect data of no interest to the
cartographer or navigator, and vice versa, and yet the same high-level geographic
terms can be interpreted over the data gathered by each. Such ambiguity cannot
be idealised away, nor, we believe, is it desirable to try to do so.

A further difficulty, which we believe is likely to apply to many situations in
which abstract qualitative descriptions are related to quantitative data, is that
humans tend to ignore “insignificant” deviations in reality from the abstract
description. For example, small tree-less regions on the edge of a wooded area
may nonetheless be included as part of a forest, and, as we discuss later, a river
can still be classed as being vaguely linear overall, even if there are sections of
it which are definitely non-linear, provided those sections are small enough. We
show by example a way of handling such irregularities as part of the grounding
process.

In light of these issues, we believe it is more useful to try to handle the
ontology of geography in such a way as to accommodate vagueness, ambiguity
and the existence of different perspectives, rather than attempt to anticipate
and accommodate every possibilty. In this matter, we are in agreement with [2],
who outlines a semantic framework incorporating an explicit notion of context
which allows contextual variation for vague and ambiguous terms. The work we
present here concerns the internal structure of an ontology, and its relation to
data; we believe that any ontology of the kind we discuss could be slotted quite
straightforwardly into the framework of [2].

We argue here for the use of a layered architecture for an ontology of geo-
graphic information which allows the vagueness and ambiguity of the general
terms of that domain to be handled in a straightforward way. The structure
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we propose allows a principled approach to the problem of grounding the same
ontology in different kinds of data. We illustrate this architecture by means
of a simple ontology of inland water features, grounded in this case in two-
dimensional “map” data.

2 The Semantics of Vagueness

A predicate p is said to be vague if there are elements of the relevant real-world
domain which are neither clearly p nor clearly not p. The natural language
term “river” is vague, for example, because there exist flowing water features
about which it is unclear whether they are small rivers or large streams (or even
elongated lakes). It is important to remember that the phenomenon of vagueness
is distinct from that of ambiguity. A word can have more than one meaning, each
of which is perfectly precise, and a word with a single meaning can have unclear
boundaries of application. Many words, of course, exhibit both phenomena.

There are a variety of approaches in the philosophical and knowledge rep-
resentation literature to the semantics of vague terms, from fuzzy logic [3], in
which statements about borderline cases of vague terms are treated as partially
true, to epistemic models [], in which the lack of clarity about borderline cases
is treated as a kind of ignorance, to supervaluation semantics [B]. In [6] and [7],
it is argued that many vague geographic terms are such that, given a partial
denotation of a term — for example, the set of clear-cut cases of river — there
remain many “acceptable” ways of making that term precise. That is to say,
one interpretation may include certain borderline cases of river as genuine rivers,
and another may not, without either interpretation contradicting our intuitive
understanding of the term. This argument suggests, then, that vague geographic
terms can be interpreted using supervaluation semantics.

According to the standard account of supervaluationism, vague terms are in-
terpreted relative to a set of admissible interpretations, each of which is a classical
interpretation of those terms. A single admissible interpretation corresponds to
one way of making all vague terms precise. A sentence containing a vague term
is supertrue (superfalse) if it is true (false) on all admissible interpretations, and
is neither true nor false otherwise.

To illustrate this idea, consider Figure[I], in which a range of different sources
have shaded the region each considers to have some particular (vague) property
p. The property p might be, for example, the property of being an estuary. All
of our different sources have agreed that region A does not lie within the p-
region, and all agree that region B does lie within it. We can thus identify a
core region, considered to be p by every source, and a fringe region, the largest
region which any source considers to be p. In Figure [Il the core region is that
shaded by source 1, which is a subregion of those shaded by the other sources,
and the fringe region is that shaded by source 3 — the regions shaded by both
other sources are subregions of it. Core and fringe regions can be identified
even if some sources provide fuzzy boundaries, by considering which regions are
definitely (non-fuzzily) p and definitely not p.
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Fig. 1. Alternative interpretations of p

In terms of supervaluation semantics, the different sources correspond to dif-
ferent ways of making the term p precise, and the core and fringe regions identify
the range of admissible interpretations. Every admissible interpretation must in-
clude the core region as p, and no admissible interpretation includes any region
outside the fringe as being p. Supertrue sentences — those which are true in
all admissible interpretations — turn out to be those to which every source
would agree, and superfalse sentences those to which no source would agree.
It is possible, of course, for some sentences to be true in some interpretations
and not in others: these are the sentences to which some sources would agree,
and some would disagree. Supervaluation semantics, then, models the situation
where multiple agents, who can each have their own internally-consistent theory
governing the use of a term nonetheless share a common understanding of it.

So a supervaluationist semantics of, say, vague hydrographic terms would
contain both admissible interpretations in which a borderline stream /river would
be classified as a stream, and other interpretations in which the same object
would be classified as a river. A clear case of a river — the Amazon, say — would
be interpreted as a river on every admissible interpretation, and so sentences
referring to it as a river would be supertrue.

We believe that a supervaluationist approach is more appropriate than the
use of a multi-valued or fuzzy logic for a variety of reasons. It is not clear, given
a set of terms representing data objects, and a vague predicate, how exactly
to assign truth values to formulae involving them. The notion of entailment in
fuzzy logic is also not as strong as classical or supervaluationist entailment, and
can weaken logical relationships between concepts.

In much of the philosophical literature on supervaluationism, the idea of the
“admissibility” of an interpretation is often left worryingly undefined. We analyse
admissibility, by means of the following observation. The applicability of the
vague terms in which we are interested turns out to be dependent on certain
precise properties which can take a range of values. For example, it seems clear
that a river should be wider than a stream, even if it is unclear at precisely
which specific value of width the boundary between them lies. We can model
this phenomenon in terms of threshold values on the relevant properties — for
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example, a threshold on the average width of a channel of flowing water deter-
mining the boundary between river and stream. A specification of values for each
threshold corresponds to a classical interpretation of the vague terms, making
each precise. Specifying that the values of a threshold must lie in a given range
therefore fixes a set of ways in which the relevant terms can be made precise.
By building such thresholds into the formal definitions of vague terms, we ac-
quire a straightforward means of controlling the set of admissible interpretations
of those definitions, and, when grounding such definitions in real data, we can
experiment with appropriate ranges of values for those thresholds, and quantify
over them to be able to carry out reasoning and draw supertrue conclusions. In
this paper, we leave the choice of constraints on threshold values open; however,
we show that we can still give a semantically rich logical representation which
works modulo the setting of thresholds. Detailed discussion of this particular
approach to the logic of vagueness can be found in [§].

Throughout this paper, we represent an n-ary vague predicate p whose inter-
pretation depends on m thresholds tq,...,%, by the notation

p[tl,...,tm}(xl,...,a:n)

Some vague predicates, such as “small”, for example, depend for their inter-
pretation on a comparison class: what counts as small for a small man, say, is
different to what counts as small for a small mouse. We indicate that ¢ is the
relevant comparison class for a predicate p (always unary in this paper) with the
notation

p:c[tla s 7tm]($)

Any such p thus in fact represents a family of predicates, not dependent on a
comparison class, one for each c.

3 Ontological Architecture

We divide an ontology into three separate layers, or modules: the general, ground-
ing and data layers.

The general layer is a high-level theory of the structure of the domain, defin-
ing symbols corresponding to natural language terms. Where these terms are
vague, we model the vagueness by means of parameters, in accordance with
the preceding discussion. So, for example, in an ontology of geographic infor-
mation, this layer defines basic notions such as types and classes of matter —
water, oxygen, solid, fluid, and so on — basic spatial predicates, such as the
languages of the Region Connection Calculus [9] or Region-Based Geometry [10]
and temporal structure [II]. Such basic notions can then be used to define and
axiomatise the high-level terms of the domain, such as planet, latitude, lon-
gitude, two-dimensional projections, and so on. It can also define the general,
commonly-understood meanings of vague or ambiguous terms such as “river”
and “lake”.

The grounding layer takes predicates which are treated as primitive in the
general layer, and provides definitions for those predicates in terms of precise
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predicates of the kind found in collections of data. For example, a grounding
layer for a geographic ontology may take the high-level, vague definition of a
river as, say, a large narrow stretch of water, and flesh out the idea of stretch
with reference to the “linear” features of the two-dimensional geometry of a
water network viewed from above. Different grounding layers can be given for
the same general layer, depending on the kind of data one has in mind. Clearly,
the detailed definition of a stretch of water in terms of two-dimensional data will
not be sufficient to ground the definition of a river in a set of data incorporating
three-dimensional topographic and bathymetric information. Similarly, different
grounding layers can be used to accommodate different perspectives on terms in
the general layer — for example, to enable the grounding of the same high-level
concept — that of river estuary, say — in completely different data, relating to
geometry and salinity, respectively, for example.

We believe that varying the grounding layer in this way can provide the in-
frastructure for dealing with some of the ambiguity of natural language terms
mentioned in the general layer. Different senses of a given term can be encoded
as different ways of grounding that term in reality, while those aspects of mean-
ing which are common to all senses of a term can be encoded in the general
layer. A full discussion of issues relating to ambiguity, vagueness and multiple
perspectives on meaning can be found in [12].

The particular choice of grounding layer depends very heavily, therefore, on
the data in which one wishes to ground the ontology, and is not constrained,
as the general layer is, to contain commonly-understood terms. Rather, it pro-
vides the means of relating such common terms to the specifics of a particular
perspective or set of data. It is thus a good place also to define technical terms
which are not necessarily widely shared.

Finally, the data layer provides a concrete ground interpretation of the rele-
vant grounding layer, and, by extension, an interpretation of the general layer.
From a data set of, say, two-dimensional spatial regions with attributes such
as “water”, “land”, and so on, it is possible to extract a set of ground atomic
formulae in which each region in the data is represented by a constant and each
attribute as a predicate. Such a set of formulae containing only predicates which
are considered primitive in the grounding and general layers can represent a
model of those higher-level layers based on actual data.

It is not necessarily straightforward to map the predicates of a high-level
theory onto the attributes and relations found in data-sets such as Geographic
Information Systems (GISs). Consider, for example, a high-level concept such as
river, and suppose that we stipulate in its definition that a river should be vaguely
geometrically linear. Suppose further that the actual data in which we want to
ground our theory consists, not unusually, of a set of spatial regions and a flag
stating whether each represents an actual region of water or land. The problem
remains of identifying which subsets of these data can be identified as linear or
not, subject to a vague parametrisation of linear. This problem is distinct from
the issues of giving both context-independent, and specific context-dependent,
definitions of high-level terms, and depends very much on specific data. This
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dependence is an advantage: in a discussion of rivers, say, the interpretation
of terms such as long is very heavily context-dependent. We thus locate such
segmentation in the data layer, which therefore consists of a set of data which
has been analysed and marked up with the denotations of derived, but low-level,
predicates such as linear, long or deep. Hence, the data layer is the most specific
yet.

To summarise, then, in order to handle issues such as vagueness, ambiguity,
and the grounding problem, we divide an ontology of a particular domain, such as
geographic information, into three layers: the general layer, consisting of context-
independent definitions of high-level predicates and including, for example, a
general description of the structure of the planet, among other prerequisites for
any geographical discussion; the data layer, corresponding to a specific data-
set and consisting of a set of individual objects and the denotations of a range
of “basic” predicates over that domain, often of an observational, quantitative
nature, such as land, water, and so on, and more complex, but still low-level
predicates which can be derived from the data, such as linear. Between these
layers, we have what we call the grounding layer, which varies with context and
relates the high-level terms of the general layer to the low-level terms of the data
layer.

Figure [ illustrates this structure, showing how a sample general layer for
an ontology of geography can be related to two different grounding layers, one
intended to ground high-level general predicates to two-dimensional topographic
data, and one intended to ground those same predicates in three-dimensional
topographic and bathymetric data. The two-dimensional grounding layer is then
related to two different data layers, which share a definition of linear, but have
different definitions of the highly context-sensitive term small. The formulae in
Figure [2] are intended solely to be illustrative: clearly, a genuine attempt at
an appropriate ontology requires much more detail. Note, however, how the
threshold parameters for vague predicates are passed down through the layers.

This division into three layers is, we claim, a natural one. As we noted above,
the applicability of certain high-level concepts may depend on the context or
perspective in which they are interpreted, and it may be possible, or common, to
interpret the same concepts as applying to different kinds of data. The separation
between the general and the grounding layers is thus motivated. The role of the
data layer we take to be more evident still: there is no general interest in a theory
of any domain which applies only to one specific set of data, or to no data at all.

4 Example Ontology: Naive Hydrography

In order to illustrate the architecture proposed above, we present an exam-
ple ontology of common water features, and ground its general layer in two-
dimensional, map-like data. We define terms such as “river” and “lake” in a way
which we believe to represent a formal encoding of the intuitions of the aver-
age native speaker of English confronted with an unlabelled map; no doubt a
trained hydrographer would take issue with some or all of our definitions, but,



Architecture for a Grounded Ontology of Geographic Information 43

General:
spatial and temporal logic
global structure
high-level predicates river[l](x),stream[s, [](z)

Grounding 1: Grounding 2:
river[l](z) < linear[l](xz)A water(z) river[l](xz) < 2d-linear[l](z)A
—small[s](x) Jy(3d-bed(z,y)A
stream([s, [](x) < linear[l](x)A water(z) 3d-channel(y))
small[s](z)
Data 1: Data 2: Data 3:

2-d topographic data 2-d topographic data 3-d topographic/
bathymetric data

Human-scale Boat-scale
small[s](z) small[s](z) 2d-linear[l](z)
3d-bed(z,y)
linear[l](z) 3d-channel(y)

Fig. 2. Example of a layered structure relating the same general layer to multiple
grounding and data layers

after all, the main aim of our proposed structure is precisely to accommodate
such disagreement.

4.1 General Layer

We work in a first-order language with equality interpreted over regions of space,
and assume an axiomatisation of a suitable set of spatial relations — for example,
the binary relations of RCC-8 [9]. We assume henceforth that the reader is
familiar with RCC-8.

We also assume a metric function d such that for any pair pq,p2 of points,
d(p1,p2) is the (shortest) distance between p; and po.

Although a fully general theory of geography must of course be able to repre-
sent time, for the moment we ignore issues regarding time, and possible changes
in the nature of geographic entities over time, for simplicity. We anticipate that
extension to include time in our theory can be carried out along the lines of the
proposal in [I3]. This paper is also the source of our interpretation of matter
types. Briefly, mass nouns such as water are interpreted as referring to the sum
of all spatial regions which contain only water. Thus, the interpretation WATER
of the term water is itself a region, and so to express that a given region r con-
tains only water, we simply need to write P(r, WATER), where P is the RCC part
relation. Terms referring to families of matter types (classes), such as solid, can
be interpreted as the sum of the interpretations of all matter types in that class,
and so again are interpreted as regions.
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A full ontology of the geographic domain would also have to define terms relat-
ing to planetary structure, and the various ways of projecting from three dimen-
sions onto two. Since everything henceforth is concerned with two-dimensional
regions on the surface of the Earth, we assume, solely for reasons of space, that
such an ontology can satisfactorily be constructed, and issues such as precisely
what is meant by “surface of the Earth” can be dealt with.

We concentrate for the moment on the the distinction between river-like and
lake-like water features. Obviously, there are many more issues to be considered
in the hydrographic domain, such as the precise definition of sea. We intend to
return to issues such as this in future work.

What, then, are the distinctions between river-like and lake-like regions? In
the absence of data regarding water flow, temporal change, and so on, and with
the intuition that many water features can be classified simply by considering
shapes on a map, the obvious geometric condition is linearity. A river or stream
has a course which approximates a line, albeit often one with a high degree of
curvature, whereas a lake or a pond exhibits a non-linear, more disc-like, shape.
Let us, then, take linear-channel and expanse to denote vaguely linear or vaguely
circular regions of water, respectively, and [ (for “linear”) to be a parameter
controlling the degree of deviation from true linearity allowed to a region before
it is considered definitely not to be linear. The conditions of application of these
predicates will be supplied by the grounding layer (as described below).

The more natural terms can then be defined in terms of linear-channel and
expanse.

river[l, n](x) < linear-channel[l](x) A —narrow:linear-channel[n|(z)

stream[l, n](x) < linear-channel[l](z) A narrow:linear-channel[n](x)
lake[l, s](z) < expanse[l](z) A —small:expanse[s](x)
pond|[l, s](x) < expanse[l](z) A small:expanse[s](x)

where narrow:linear-channel[n](x) and small:exzpanse[s|(z) are dependent on the
width and size of x and the comparison classes of linear-channel and expanse,
respectively, and parameters n, s (for “narrow”, “small”, respectively) modelling
the vagueness of narrow and small.

Obviously, in general there are other issues relevant to the lake/river dis-
tinction such as speed of flow, geometry of the lake/river bed, and so on, but
these involve temporal considerations and three-dimensional properties of space,
which may not always be recorded in the data. Another temporal issue is that
of how to characterise a “hydrographic feature” which does not always contain
water, but, for example, only flows seasonally. These are issues to be dealt with
in future work.

4.2 Grounding Layer

The preceding discussion outlines the general layer of our case study of an on-
tology of naive hydrography. We now continue by defining the predicates needed
to ground the above definitions in actual data automatically.
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In the context of the grounding layer ontology, we assume that the data avail-
able consist of a polygonal representation two-dimensional regions of water and
land, as might be found in a GIS, and that analysis yields a segmentation of
water regions into polygons classified as either linear or non-linear, according to
some supplied threshold [ of linearity. We also assume that each region in the
segmentation is maximal with respect to linearity, by which we mean that no
(linear /non-linear) region is a proper part of any other (linear/non-linear) re-
gion. We have implemented a geometric analysis algorithm [14], so our approach
is already applicable to real-world data.

The purpose of the grounding layer is to relate the properties of the informa-
tion in the data layer to the relevant primitive predicates of the general layer.
The requirements of this layer have thus been informed by observations of the
output at the data layer. The main issue which has been observed is that re-
gardless of the threshold value for linearity, there are sections of regions of water
representing real-world rivers which are not classified as linear. These sections
seem to correspond to bends in the river course, junctions in which one river
flows into another or irregularities in the shape of the river banks. Each of these
phenomena can make a local section of water appear to be closer in shape to a
circle than to a straight line, which leads to its classification as non-linear. Fig-
ureBlillustrates this phenomenon, being a graphical representation of our sample
data set, the river Humber on the east coast of the UK, and showing, by shad-
ing, which regions of that data set are classified as linear by our analysis tool.
Unshaded areas in what intuitively one would consider to be linear stretches of
water can be observed with any particular linearity threshold. However, casual
observation of these “gaps” showed them generally to be insignificant in size
compared to the surrounding linear regions. We believe this phenomenon arises
from the fact that linear is an abstraction from the actual shape of a river or
stream, as indeed any general geometric term applied to these features must be,
and there are always likely to be irregularities such as these when describing
natural, qualitative features in abstract terms. What is important, however, is
to be able to deal with them in a principled way, which motivates the following
definitions.

stretch([l](x) — P(x, WATER) A linear[l](z)A
Vy(P(y, WATER) A linear[l](y)A
P(z,y) — EQ(z,y))

interstretch|c, [](x) o =linear[l](z)A
Vy(EC(z,y) — (land(y)V
(water(y) A linear[l](y) A close-to[c](z,y))))

where EQ is RCC equality of regions, and EC is the “external connection”
relation. So a stretch is a maximal linear region of water, and an interstretch is
a region of water externally connected only to land, or to regions of water which
are close-to it, where ¢, for “close”, parametrises the vague predicate close-to.
Thus an interstretch is an “insignificant” region of water between stretches.
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Fig. 3. Linear sections of the Humber estuary

The linear-channel predicate required by the definition of riwver and stream
is then defined to apply to any region that is equal to the sum of a maximal
sequence of regions r1, ..., 7, such that for each i, 1 < i < n, r; is either a stretch
or an interstretch between r;_1 and r;41, and for ¢ = 1 or @ = n, r; is either a
stretch or a stretch-source, and

stretch-source[l](z) o P(z, WATER)A
Jy(stretch[l](y) A EC(z, y)A

Vz(EC(z,2) A —P(z,y) —

—P(z, WATER)))

That is, a stretch source is a region of water externally connected to a stretch
but otherwise entirely surrounded by non-water. Stretch-source is intended to
capture the situation where a water channel appears to come out of the ground,
at a spring, say. Such a region, it is easy to check, will always be classified as
non-linear, but is not an interstretch, being connected to only one stretch.

An expanse plays a similar role for lake-like regions as stretch does for river-
like regions, and is defined as follows.

expansec, l|(z) < P(z, WATER) A —linear[l](z)A
(—interstretch(c, I](z) A —stretch-source(z))A
Vy(P(y, WATER) A Slinear(l](y) A P(z,y) — EQ(z,y))

The discussion so far has ignored the fact that linear channels can be, and
often are, connected to one another, and that these connections occur in different
kinds. Specifically, it is possible for two rivers, say, to merge to form a larger river
(a “confluence”), for one smaller river to flow into a larger river (a “tributary”),
and for a single river to divide into two separate channels, which may rejoin each
other further downstream, as happens, for example, when an island occurs. We
give an outline of a naive way of handling these different kinds of junction in our
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sample theory. We consider only the case of junctions between two channels, for
simplicity. It is hoped that more complex junctions can be decomposed in terms
of simpler cases.

Suppose, then, that we have two linear channels, ¢; and ¢o, each of which is
composed of a connected sequence of stretches, interstretches, stretch sources
and stretch inlets according to the constraints given above. Let ¢; consist of the

sequence 71, ..., 7, of such regions, and let ¢y consist of s1, ..., s,,, such that r;
is connected to r;41 and s; is connected to s;4; foralli,j,1 <i<n,1 <j<m.
There is a junction between ¢; and ¢o if r1,...,r, and s1,...,s, have either a

common initial subsequence, a common final subsequence, or both (provided in
this final case that both channels also contain distinct subsequences of regions,
otherwise ¢1 = ¢2). That is to say, either, for some ¢, 1 < i < n,i <m, r; = s,
for all j <4 and riy1 # si41, or, for some 4, 1 <i < n,i <m, r; = s; for all j,
1 <j<mn,j<mandr;_1 # s;_1, or both of these hold simultaneously. For ease
of exposition, let us assume that ¢; and ¢ have a common final subsequence,
representing the case where two linear channels merge to form a new channel. We
refer to that common final sequence as c3, and let ¢}, ¢, be the initial sequences
of ¢; and ca, respectively, so that ¢; is the concatenation of ¢} and c3 and cg is
the concatenation of ¢, and c3. We identify the junction of ¢; and ¢o with the
triple (r, s,t) consisting of the final regions r, s from each of the sequences ¢/, ¢},
respectively, and the first region ¢ in the sequence cs.

The idea of junction is thus precise: given a segmentation of water regions
into linear channels as described above, the interpretation of junction is fixed.
One source of vagueness, however, lies in the notions of tributary and confluence.
We assume that there are two possible ways to characterise the merging of two
linear channels: either two similarly sized channels flow together to form a new,
“large” channel, or one “small” channel flows into a “large” channel. We refer
to these cases as confluence and tributary, respectively.

In order to interpret these terms in our theory, we need a vague notion of
“similar size”. Let us say, then, than for any two members r;, s; of the sequences
of regions making up linear channels ¢; and ¢z, similar-size-to[c](r;, s;) holds if the
difference between the average widths w;,w; of r;, s; are less than c, using the
same vagueness parameter ¢ we used for close-to to represent a “small” distance
in the relevant context.

We can now define confluence and tributary. We say that the junction (r, s, t)
of ¢; and ¢z is a confluence if similar-size-to[c](r, s); thus neither ¢} nor ¢, can be
identified as the “main” channel into which the other is flowing. We say that ¢},
(which, it is easy to check, will be a linear-channel) is a tributary of ¢ if similar-
size-to[c](r, t), and the average width of s is less than, and not close-to the widths
of r,t. We believe that physical constraints rule out the possibility that none of
r, s, t are a similar-size-to either of the others, and the possibility that the widths
of any of 7, s, t are not appropriately representative of the “widths” of ¢}, ¢, and
c4. Note that since confluence and tributary depend on similar-size-to, both of
these predicates depend on the vagueness parameter ¢ of close-to.



48 A. Third, B. Bennett, and D. Mallenby

Naively, we interpret similar-size-to to refer to the physical size of the channels
at the junction. A more sophisticated approach can always, of course, interpret
these with respect to more hydrographically relevant considerations, such as size
of catchment for each channel, supposing that such information is available in,
or can be deduced from, the data.

The case where two channels diverge, and then rejoin further downstream, is
more straightforward, and can be used, relatively easily, to identify regions of
land which can be described as islands.

These definitions provide enough information to ground the high-level terms
given earlier in actual data consisting of regions of ground and water classified
as linear or otherwise.

4.3 Data Layer

The grounding layer we have outlined above is intended to relate predicates of
the general layer to actual data in the form of two-dimensional regions of both
water and ground. We assume that such data is relatively common, and that
it is relatively straightforward to compute which spatial (RCC-8) relations hold
between regions. What remains is to compute the denotations of the remaining
predicates of the grounding layer. In the theory we have given above, those
predicates are close-to, small:expanse, narrow:linear-channel and linear.

All of the predicates that we must interpret are parametrised in order to model
their vagueness, and it is at the level of the data layer that values, or ranges of
values, for those parameters must be set. The predicate close-to, which relates
two regions, is relatively easy to deal with, by computing the largest distance
between any two points in those regions, and stipulating that close-to holds when
that distance is less than the value of the parameter c. Such a definition of close-to
corresponds to intuition and reflects, through a suitable choice of value for ¢, the
highly context-sensitive aspect of its meaning. The related terms small:expanse
and narrow:linear-channel can be handled similarly, with the relevant threshold
parameters being compared to, say, area and average width, respectively.

The more difficult spatial predicate to interpret is, as might be expected, linear,
where by “linear region”, we mean, loosely speaking, a region whose width is
small, and relatively constant, with respect to its length. A detailed discussion
of how we compute linearity can be found in [I4]. Roughly speaking, though, we
wish to classify a region as linear if it does not exhibit “too much” variation in
width along its length, with the notion of “too much” being controlled by the
parameter [.

Figure [ earlier shows which regions are considered linear by the algorithm
of [14] in our sample set of input data, which, as stated above, represents the
Humber estuary on the east coast of the UK. This classification depends on a
particular choice of linearity threshold [. The shaded regions are linear. Note
the presence of unshaded regions which lie within the area one might intuitively
wish to classify as river. These are locally non-linear regions, which with the
interpretation of close-to, can be classified in terms of the higher-level theory as
either interstretch or stretch-source.
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5 Conclusions

We have presented a layered architecture for ontology concerning vague, am-
biguous and context-dependent terms, and illustrated this architecture with ref-
erence to a simple ontology of water features. We have discussed the grounding
of this ontology in two-dimensional data. Our architecture is designed to assist
the grounding of high-level definitions in actual data, without having to sacrifice
the vagueness and ambiguity inherent to many geographic terms, for example.

We have implemented a system which is able to take appropriate sets of data,
and an encoding of a high-level geographic ontology, and by means of suitable
grounding definitions, carry out various tasks relating the high-level terms to the
data, such as identifying to which data objects those terms apply, and evaluating
complex formulae over those objects.

This system enables us to test different definitions and explore the effect on the
resulting classification of the data; it was such testing which identified the need
for the grounding term interstretch, the gap between the abstract description of
rivers in two dimensions as vaguely linear water features, and the irregularities
and “insignificant” deviations from this abstraction which occurs in actual data.
This resulting accommodation is carried out in a principled manner which we
believe reflects the approach humans take to the interpretation of such terms.

It should be noted that the specific ontology we have presented is by no means
intended to be prescriptive, but merely to demonstrate the features both of our
theoretical framework and its practical applications. An obvious application is
to use a system such as ours automatically to label low-level geographic data in
terms of high-level concepts, particularly in cases where the specific data was
not originally collected with those particular high-level concepts in mind. It is
also possible to use such a system to test different proposed definitions of terms,
and compare the results of grounding to the expectations of domain experts.
Other directions for future work include the extension of the classification to
a larger and more finely discriminating set of hydrographic features, and the
incorporation of temporal aspects into the theoretical framework.

Although we have focused here on the domain of geography, and more specifi-
cally still, on hydrographic features, the approach we have taken can, we believe,
extend to much more general domains. The ability of our framework to accom-
modate vague and ambiguous natural language terms in a flexible fashion makes
it suitable for application to a wide range of fields which have so far been difficult
to handle using standard modelling techniques.
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Abstract. Grounding an ontology upon geographical data has been pro-
posed as a method of handling the vagueness in the domain more effec-
tively. In order to do this, we require methods of reasoning about the
spatial relations between the regions within the data. This stage can be
computationally expensive, as we require information on the location of
points in relation to each other. This paper illustrates how using knowl-
edge about regions allows us to reduce the computation required in an
efficient and easy to understand manner. Further, we show how this sys-
tem can be implemented in co-ordination with segmented data to reason
about features within the data.

1 Introduction

Geographic Information Systems are becoming increasingly popular methods of
representing and reasoning with geographical data. In order to do this, we require
methods of reasoning logically about geographical features and the relations that
hold between them, including spatially. Ontologies have been cited as a method
to perform this reasoning [IJ2I3], but existing methodologies do not handle the
inherent vagueness adequately. Features are often dependant on the context in
which they are made, with local knowledge affecting definitions. Geographical
objects are often not a clearly demarcated entity but part of another object
[14]. The individuation of entities is therefore more important to geographical
domains than to others.

One approach proposed to improve the handling of vagueness is to ground the
ontology upon the data [56],making an explicit link between the ontology and
the data, thus allowing reasoning to be made within the context of the particular
data. So we require approaches that will allow spatial reasoning such as Region
Connection Calculus (RCC) [7] to be used. RCC is a powerful representation
of the principal relations between regions, but it can also be computationally
expensive.

In this paper we examine developing the system introduced in [6], which takes
topographical data as input and segments into polygons with attached attributes.
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The data to be looked at is of the Hull Estu.auryEl7 with the aim being to obtain
a method of reasoning about the hydrological features implicit in the data. We
examine how this segmented data can be stored effectively, and what is required
in order to reason about the RCC relations between given polygons. Finally, we
look at how these can be expanded to allow first order logic definitions of inland
water features to be entered, with the appropriate regions returned. We do this
by applying an example definition to see what results are returned.

2 Motivation

Vagueness is inherent to the geographical domain, with many features being
context dependant, as well as lacking precise definitions and boundaries. Vague-
ness is not a defect of our language but rather a useful and integral part. It is
a key research area of the Ordnance SurveyE7 where it has been noted that GIS
does not handle multiple possible interpretations well. Rather than attempting
to remove vagueness, we should allow the user to make decisions about vague
features. So rather than segmenting or labelling the image in advance, we require
a mechanism for entering logical queries that may incorporate vagueness and can
segment accordingly.

With GIS, we need to deal with several layers. We have our initial data level,
which represents the points and polygons that make up a topographical map for
example. An additional layer is the ontology level, whereby we define features and
relations between the data. The ontology level is usually seen as separate to the
data level; we reason within the ontology, and return the data that matches our
queries. Thus the ontology is devoid of the data context. This has a clear impact
upon handling vagueness, where context is important. A proposed improvement
to this is to ground the ontology upon the data [5]. By grounding the ontology, we
make an explicit link between the ontology and the data, thus allowing reasoning
to be made within the context of the particular data.

The symbol grounding problem as proposed in [8] suggests that computers do
not actually understand knowledge they are provided, as meanings are merely
symbols we attach to objects. There have been no adequate solutions to this
problem as yet and it remains an open problem [9] . Ontology grounding does not
solve the problem. Rather, it allows the user to decide the meaning of concepts
to some extent.

Grounding the ontology upon the data allows reasoning with the data in par-
ticular context, thus achieving our previously mentioned requirement of allowing
the user control over the features generated. To ground the ontology upon the
data, we need to work at both the data level and the ontology level. In [0]

! Landsat ETM+ imagery. Downloaded from the Global Landcover Facility (GLCF).
Image segmented into water and land then vectorised.
http://glcfapp.umiacs.umd.ed:8080/esdi/index. jsp

2 Ordnance Survey Research Labs: Modelling fuzzy and uncertain features
http://www.ordnancesurvey.co.uk/oswebsite/partnerships/research/
research/data fuzzy.html


http://glcfapp.umiacs.umd.ed:8080/esdi/index.jsp
http://www.ordnancesurvey.co.uk/oswebsite/partnerships/research/research/data_fuzzy.html
http://www.ordnancesurvey.co.uk/oswebsite/partnerships/research/research/data_fuzzy.html
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linearity was shown as an example of such an attribute, and it was shown the
work required on both levels to use such an attribute. To expand the system,
we are required to implement approaches to generate polygons based upon the
spatial relations between regions, such as if they are connected or disconnected.

Spatial reasoning can be computationally expensive, as we require information
on the location of all points in relation to a given region. Previous work has
looked at the problem at an abstract level [I0]. By looking at how the relations
are calculated, we can determine methods of reducing the calculations required
based upon simpler observations. So instead of explicitly requiring every point
location be determined, we could use other information to infer what relations
are possible and reduce down our scope until we have our solution.

By implementing an RCC based system, we allow quantitative data to be
reasoned with qualitatively. This significantly improves the expressiveness of
GIS. This also allows for the individuation of features.

3 The Region Connection Calculus

The Region Connection Calculus (RCC) was introduced in [7]. RCC assumes
an initial primitive relation C(x,y), which is true if x and y share a common
point). From this initial connected relation, we can derive other relations that
hold between two regions. A list of the basic key relations as listed in [I1] follows:

DO(.y) =g ~Cla.y) 1)
P(2,5) = ¥2[C(z,) — C(z,) 2)
PP(z,y) =4t [P 5) A ~P(y, ) (3)
BQ(,y) =4t [P(5,9) A Ply,2)] (1)
O(2,5) = F2IP(2,) A P(5,)] (5)
DR(z.y) =g ~O(z.y) (6)
PO(z,y) =4t [0(,5) A ~P(z,y) A~P(y, 2) 7)
BC(z,y) =4t [l ) A Oz, y)] (5)
TPP(x,y) =4f PP(z,y) N3z[EC(z,2) N EC(y, z)] 9)
NTPP(z,y) =4 PP(x,y) N ~3z[EC(x,2z) N EC(y, 2)] (10)

RCC-8 consists of eight of these relations: DC, EQ, PO, EC, TPP, TPPi,
NTPP, NTPPi, where TPPi and NTPPi are the inverses of TPP and NTPP
respectively. Fig. [l shows graphically the RCC-8 set. This set is both jointly
exhaustive and a pairwise disjoint set of base relations, such that only one can
ever hold between two given regions [7]. RCC has previously been proposed as
a method of spatial reasoning that could be applicable to GIS, for example in
[12] where it was noted that the same set of relations have independently been
identified as significant for GIS [I3/[14].

An additional property that we would like to express is the notion of self-
connected regions, such that a region is self-connected if it is not divided into a
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DC(a,b) EC(a,b) PO(a,b) TPPi(a,b) NTPPi(a,b)
TPP(a,b) NTPP(a,b)

EQ(a,b)

Fig.1. The RCC-8 relations

number of DC parts. This is important, as in our system we will start with an
initial set of segmented polygons, and wish to connect them to form larger regions
that satisfy given properties. To do this, we first define a formula sum(x,y) which
represents the spatial sum or union of two regions. From this we can define self-
connectedness to be equal to the sum of a set of connected regions [I1]:

Vayz[C(z, sum(x,y)) < [C(z,2) V C(z,y)]] (11)
CON(x) =45 Vy2[EQ(, sumf(y, 2)) — C(y, 2) (12)

So equation [[T] states that z represents the spatial sum of regions z and y f all
parts of z are either connected to either x or y. This spatial sum is then used
in 2 to define self-connectedness (CON); if x is self-connected, any two regions
whose spatial sum is equal to z must be connected to each other. Thus x is
a single connected region; if we imagine standing in any part of x it would be
possible to travel to any other part of x without actually leaving the region.

4 Vagueness in Geography

Vagueness is ubiquitous in geographical concepts [15]. Both the boundaries and
definitions of geographical concepts are usually vague, as well as resistant to
attempts to give more precise definitions. For example, the definition of a river
as given by the Oxford English Dictionary [16] is:

A large natural flow of water travelling along a channel to the sea, a
lake, or another river.

The most obvious example of vagueness is ’large’, though other aspects may
also be vague such as the boundary between respective channels. But this isn’t
the only definition for a river; some may differ entirely, others may be more
or less restrictive. In comparison, OpenCycﬁ is the open source version of Cyc,
which is intended to be the largest and most complete general knowledge base
in the world. The definitions of river and stream in OpenCyc are:

A River is a specialisation of Stream. Fach instance of River is a natural
stream of water, normally of a large volume.

3 OpenCyc http://www.opencyc.org/


http://www.opencyc.org/
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A Stream is a specialisation of BodyOfWater, InanimateObject-Natural,
and FlowPath. Each instance of Stream is a natural body of water that
flows when it is not frozen.

Again, these are vague and also do not include the restrictions of the water
flowing into a particular feature. Yet at the same time, both definitions are
perfectly valid within a given context to describe rivers.

The sorites paradox can be easily adapted to illustrate vagueness in geog-
raphy [BII7], showing that an explicit boundary may not always exist between
definitions, such as between rivers and streams. Geographical definitions are also
dependant on the context in which they are made. For example, whilst UK rivers
are defined usually as permanent flows, in Australia this is not necessarily the
case, and thus temporal aspects enter the definition [I§]. The application of UK
based definitions in Australia could therefore fail to classify some rivers due to
their temporal nature, whilst Australian based definitions may overly classify
things as rivers when applied in the UK.

The principal approaches for handling vagueness at present are fuzzy logic
and supervaluation theory. It is usually the case that the two are presented as
opposing theories. However, this in part assumes that vagueness can only take
one form, which as discussed in [I9] is not true. Rather, there are instances where
it is more appropriate to use fuzzy logic and instances where supervaluation
theory is better.

The suitability of the two approaches to the proposed system were discussed
in [6], where it was noted that supervaluation theory was more applicable as crisp
boundaries were produced. This means that we use precisifications to represent
user decisions and to set contexts.

5 Data Segmentation

In [6], an initial polygon representing the inland water network extending from
the Hull estuary was segmented based upon linearity thresholds. This was done
by first finding the medial axis of the polygon using a voronoi diagram based
approach VRONT [20]. The medial axis of a polygon as first proposed in [21]
is defined as the locus of the centre of all the maximal inscribed circles of the
polygon. Here, a maximal inscribed circle is a circle that cannot be completely
contained within any other inscribed circle in the polygon [22].

However, the medial axis is extremely sensitive to noise and variation along the
edge of the input polygon. We want to be able to prune off arcs such that the
remaining arcs still represent the topology of the polygon effectively, without
disconnecting parts or removing arcs we wish to keep. The approach used to
prune the medial axis skeleton here was contour portioning [23124], which satisfies
these requirements. The contours used here are manually defined; whilst an
automatic approach is desirable (and work has been done in this area), it is
beyond the scope of this project.
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The results of using contour partitioning are shown in Fig. Bl where we see
the remaining skeleton retains the topology whilst removing unnecessary arcs.
This skeleton easily translates into a graph.

Fig.2. The results of contour partitioning to reduce the medial axis of the Hull
Esturary to a simplified skeleton whilst retaining topology of the shape

The next stage was to use this skeleton to determine linearity. In [6] this was
done using a scale invariant approach looking at the variation in widths across
stretches of the skeleton. From this we can determine linear lines in the skeleton.

To generate a polygon from this, we determine a left and right side for the
skeleton, and combine this with the end points to create a simple polygon. For
each side, we use the two boundary points closest to both end nodes, which we
already know as these are the points that the maximal inscribed circle at each
point touches the boundary.

Once these two points are selected, we find the shortest path between the two
along the boundary. This is done by representing the boundary as a graph, and
thus a path between is easy to calculate. If no path exists or the length of the
path is too great in relation to the distance between the points, then we simply
use a single edge with the points as end nodes. An example of this is shown in
Fig. Bl This approach guarantees a unique polygon for each line that is simple.
We can also use the technique on sets of lines to generate larger polygons.

The initial results of this segmentation stage is a series of segmented polygons,
with a label attached representing whether the polygon is linear or non-linear.
Further attributes could be used to generate further polygons and labels, such
as different linearity measures or size and distance measurements. Some may
require further segmentation of the data, whilst others can be performed without
segmenting.

The initial results of marking all linear polygons is shown in Fig.[dl Although
most parts we would like marked as linear are marked as such, there are some
cases that are not. These may be rectified with alternative or refined definitions
of linearity. For example, the mouth of the river does not seem linear, because
although the width is not varying, the difference in the two banks is significant.
Therefore a refined linearity definition may be that a polygon is required to also
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NI; N3
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Fig. 3. An example of how a line is translated into a corresponding polygon. For this
shape, we have taken the line N1-N2. For NI we just use both tangent points. For
N2 we choose B1 as it is closer to N1. We then trace along the boundary using the
shortest path, with the dotted line representing the resultant polygon. Had the line
been N1-N2-N3, depending on the length around the boundary between B1 and B2
we may replace the path with edge BI1-B2 instead.

Fig. 4. The results of marking linear stretches, with the original skeleton once again
shown. Black sections represent polygons marked as linear with respect to the width.

be linear in relation to its edges, in that the length of the edges should not vary
too great from the length of the stretch.

However, there are always likely to be discrepancies in our data, because of
variations in actual data in comparison to our abstract notion of a river as
a constant line. So we would like a mechanism that can flag up such small
discrepancies so that they can be filled in. A method for this was discussed in
[6], where the discrepancies were referred to as gaps. To avoid confusion we have
introduced the term interstretch to represent these features. So using a closeness
threshold we can determine which polygons could be ’filled in’ at a higher level
to generate connected stretches.

6 Data Storage and Querying

Our initial system allows us to segment our data into a series of linear or non-
linear polygons, as well as identify interstretches. However, we would like to
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reduce the amount of pre-computed features used, as the aim is to allow a user
to generate their own definitions. For example, rather than explicitly calculating
interstretch, we would like to be able to identify these parts based upon first
order logic. So example definitions of stretch and interstretch are:

stretch[l](x) < CON(z) A P(x, WATER) A linear[l](z) (13)
A Yy(P(y, WATER) A linear[l](y)
A P(z,y) — EQ(z,y))
interstretch|c, l](x,y, z) < stretch[l](x) A stretchll](y) (14)
N P(z,WATER) N EC(z,z) N EC(y, 2)
A CON (z) ANYw(PP(w, z)
— (close — to[c](w, x) A close — toc](w,y)))

Here, we use the form p/v/(z), where the predicate p is true for a given variable
or precisification v for a given variable z, So, our previous definition of something
being linear if the variation in widths is low translates to linear[l](z), or z is linear
for a given precisification I. Equation[[3ldefines stretch as a maximal self-connected
region that is water and linear for a given precisi fication. Equation[I4] defines an
interstretch as a self-connected region of water that is connected to two stretches,
such that all parts of the interstretch are close to the two stretches.

Now, instead of having interstretch as a primitive, we have a primitive close-to,
representing the notion that they are close if the distance between is insignificant.
As with linearity, this can be treated as a precisification. From these definitions,
we wish to define water-channels to be maximal self-connected regions that are
made up of stretches or interstretches. An initial attempt at representing this
logically is:

waterchannel[c,l](x) < CON(x) A P(x, WATER) A Vw(PP(w,z)(15)
—  ds(stretch[l](s) A P(w,s) NTPP(s,x))V
Ad, e, f (interstretche,l](d, e, f) N P(w, f)
AN TPP(d,z) NTPP(e,x) NTPP(f,x)))

So a water-channel is a self-connected region of water such that all proper
parts of the region are either part of a stretch or an interstretch, that is also
proper parts of the channel.

This is not the only way such a query could be formed, and there may be
further refinements required in order to capture exactly our intended definition.
In order to represent a query such as water-channel, we require several stages of
work. First, we need a data representation that allows more effective querying.
We then need to consider how we can test for RCC relations. Finally, we then
need a method of producing the union of resultant polygon sets to produce the
final water-channel result.

Our aim at each stage is to find a balance between simplicity and compu-
tational complexity. The system is intended to use logic definitions that may
not be known at this stage. So to accommodate for this, our design should be
reasonably easy to understand and adapt, whilst remaining reasonably efficient.
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6.1 Data Storage

The winged edge structure [25] and variations such as the half-edge winged
structure [26] offer a more effective representation of polygons as opposed to
simply storing the corner points. Our initial polygon data can be easily translated
into such a structure. We can easily gain a list of all polygons, edges and points
in Prolog.

6.2 Calculating the RCC Relations

We now move on to encoding RCC relations such that we can query the system
to find the relations between polygons, thus allowing qualitative and quantitative
queries. However, this move from an abstract level to the data level is computa-
tionally expensive. We therefore wish to reduce the calculations required at each
stage in order to speed up the reasoning process. Previous work on an abstract
level was done in [T0], which illustrated the process could be broken down into
a hierarchical tree, reducing the calculations required.

We first reduce down the potential relations that can occur between two poly-
gons. A first approximation is to compare the bounding boxes of each polygon,
hereby defined as the smallest rectangle that can entirely contain its polygon.
This significantly reduces the initial calculations, and allows us to eliminate re-
lations that are not possible. We do this using an approach similar to Allen’s
interval Algebra [27]. The algebra represents 13 different relations (hereby re-
ferred to as Allen relations) that can occur between two time intervals, as shown
in Fig.

If we treat the X-Axis and Y-Axis as separate dimensions, we can determine
the Allen relations between two polygons in each axis. We then compare the
resulting pair of Allen relations and determine what possible RCC relations these
allow. Determining the Allen relations is straightforward; for a given axis we find

l

Before/After

Meets/Met—by

Overlaps/Overlapped—by

Starts/Started—By

Ends/Ended-By

Contains/During

Equal

Il

Fig. 5. A graphical representation of the 13 different Allen relations. With the excep-
tion of the final relation Equals, the other 12 are in fact 6 pairs of duals. So the first
relation represents both white before black and black after white.
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the minimum and maximum values of the two polygons and represent as two
lines. We can then sort these numbers and determine what Allen relation they
correspond to. We repeat for the other axis, so each operation is only working
in a single dimension.

This results in a pair of Allen relations, which in turn represent a set of possible
RCC relations, as shown in[6l In these examples, we have quickly determined that
the first example shows two disconnected polygons, thus no further computation
is required. With the other two examples we are left with a set of possible
relations. However, we can use these reduced sets to determine the most effective
approaches to take next, thus tailoring our deductions to each pair of polygons.

a /b
- X-axis: ends(a,b
X-axis: before(a,b) X-axis: overlaps(a,b)  v_axis: begin(S(a)b)
Y-axis: overlaps(a,b) Y-axis: overlaps(a,b) RCC: {PO TPPii
RCC: {DC} RCC: {DC,EC,PO} '

Fig. 6. Examples of how the bounding boxes of two polygons a and b may be related
spatially, and what possible RCC relations these represent. We obtained the Allen
relations for the X- and Y-axis’, then compared these to see what the set of possible
RCC relations are for the polygons.

Theoretically there are 169 different combinations, but in fact there are only
14 different possible combinations, listed in table [l So we now have a method
of reducing the possible RCC relations quickly; we can for example quickly de-
termine polygons which are definitely disconnected.

Table 1. The possible relations as a result of comparing the Allen relations between
the X- and Y-axis. Starred relations also have versions replacing TPP/NTPP with
TPPi/NTTPi.

Possible RCC combinations from previous stage

DC

DC, EC

DC, EC, PO

DC, EC, PO, TPP *

EC, PO

EC, PO, TPP, NTPP *
EC, PO, TPP, TPPi, EQ
PO

PO, TPP *

PO, TPP, NTPP *
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Table 2. The definitions of the RCC-8 relations used in the system. Only 6 are shown
here, as TPPi and NTPPi are merely the inverses of TPP and NTPP, respectively.

RCC Definition in system

DC(X,Y)  There is no intersection between X and Y,

and no point of X is inside or on the boundary of Y (and vice versa)
EC(X,Y)  There exists a point that is on the boundary of both X and Y,

but there are no points of X inside Y (or vice versa)
PO(X,Y)  There exists either at least one intersection between X and Y,

and there are points that are inside one polygon but outside the other
TPP(X,Y) All points of X are either inside or on the boundary of Y
NTPP(X,Y) All points of X are inside Y
EQ(X,Y)  All points of X and Y lie on the boundary of each other

Our calculations for RCC relations are based upon the locations of the cor-
ners of the polygons to be compared, and whether they are inside, outside or
on the boundary of the other polygon in question. In addition, we add to our
set all points of intersection between the two polygons that are not already a
corner point of a polygon. Table 2] shows the RCC-8 relations defined in terms
of the tests that are required in order to make decisions as to the RCC relation
between two regions. This is similar to [2§], where the spatial domain was also
restricted to polygons as opposed to arbitrary points due to the existence of
efficient algorithms to handle polygons.

6.3 Intersections

The intersections of two polygons has been studied extensively, in an attempt to
improve upon the brute force approach of comparing all lines against all others.
More efficient methods are based upon the sweepline approach [29]. The aim of
such algorithms is to reduce the comparisons between lines. For our approach,
we use our Allen relations based approach to reduce the number of intersection
tests.

Using the brute force algorithm as our basis, we order the polygons into
two sets of lines. We then take a line in our first set and compare against the
bounding box second set, since if an intersection exists the line must touch,
intersect or be inside this bounding box. So using our Allen relations approach
we can quickly test if the line falls inside the box, and thus eliminate lines that
could not intersect the second polygon. For a line that satisfies this criteria, we
wish to improve upon simply then comparing the line against all others. We once
again use Allen relations, as lines can’t intersect if they occur before/after each
other in either axis. This once again eliminates many lines, leaving only a small
set to be tested.

One final consideration is which of the polygons to use as our first set, as this
choice can further speed up the process. Looking at the possible relations, we
first see if the relation PP is possible. If so, we use the outer polygon, as our
bounding box test would remove no lines if the inner polygon was used. If the
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relation PP is not possible, we use whichever polygon has fewer lines, as this will
remove more intersections in the first part of the test.

So our intersection algorithm uses information previously calculated to speed
up the calculation of all intersects whilst remaining simple to understand. Al-
though further work is required to determine the actual efficiency of this ap-
proach in comparison to others, it has so far been successfully implemented
within Prolog, where it has proven fast enough for the requirements of the
project. The result of this stage is a set of points of intersection, which may
include existing corner points of a polygon. These can be separated into existing
and new points using set operations.

6.4 Points Inside

As with our intersection tests, we wish to reduce down the number of points
we test to keep computation time down. Using the bounding boxes generated
previously, we can again reduce down the possible points to be all those that are
inside or touching the bounding box. This subset is then tested to find which
points are inside using a standard test of extending a line horizontally from the
point and then counting the number of intersections with the polygon; if the
number of intersections is odd the point is inside and if it is even the point is
outside. We can reduce the number of intersection tests by using Allen relations
to eliminate lines that could not intersect the projected line. How to handle
points that lie on the boundary is often an issue for such algorithms. However,
we have previously found this set of boundary points in our intersection tests
and so can use this set to remove points on the boundary, leaving only points
explicitly inside.

6.5 Using the Results with RCC

The results of the previous stages give us a series of sets of points. We can
therefore test for RCC relations using set operations on these points, as our
previous definitions easily translate into set operations.

First, we find all the potential RCC relations using the Allen relations based
approach mentioned earlier. From this stage we can make decisions based on
which tests to do; for example if the results of this stage is the set [DC,EC],
we know we only need to test for at least one intersection to determine if the
answer is DC or EC. So for each of these sets of possible relations we can order
the queries to be asked so that they are optimal. We can also find other relations
that are implied; if DC is not a member of the list then we know that the two
regions are connected, whereas if DC and EC have both been removed we know
that at least some part of one region is part of the other.

By using Prolog, we are able to allow for variations of the query. So instead of
simply being able to return the relation between two polygons, we can also ask
such queries as ”find all polygons that are connected to X” and ”find all pairs
of polygons that are externally connected”.
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6.6 Building New Regions Based on Queries

The aim of our system is to return regions that match particular queries from
an ontology, so we require the system to be able to return sums of regions.
For our water-channel example, we need to find all linear polygons, as well as
all interstretch polygons that connect linear polygons together, and return the
results as single connected regions.

We have previously defined self-connected as being the sum of connected
regions. This is also applicable to our skeleton and the associated graph, whereby
any subset of this graph can be considered self-connected if there is a path
between all nodes in the subgraph generated from the subset. As illustrated in
Fig. Bl the polygon generated for any given line is simple and self-connected.
Thus using this technique on sets of lines is the equivalent of taking the union
of all the polygons generated from all connected subsets of the set of lines. We
can thus infer that the resulting polygon is self-connected if the skeleton used
to generate it is a connected graph. To produce all linear polygons, we simply
find the set of all linear lines and convert into a graph, then generate polygons
for each maximal self-connected component, where maximal means that there
does not exist an edge that is connected to our component that is not part of
the component. For interstretch, we find the set of lines used to produce the
polygons that satisfy our definition and repeat the process above (thus some
non-linear polygons may have more than one interstretch proper part).

To generate our maximal self-connected polygons, we an approach similiar
to a breadth-first search, marking neighbours of polygons as we find them. An
example of this process is shown in Fig. [1

=]

Lelf]e]
‘b‘ac h

Fig.7. An example of how self-connected regions are marked. Starting at a our
breadth-first search returns the set a,b,c,d, and then finds polygons remain, so repeats
to get e,f,g,h. These sets can then be spatially summed to return maximal self-connected
regions.

So for our water-channel example, our criteria is that all polygons are either
linear or an interstretch between linear polygons. We find this set, then using
our breadth-first search type approach, travel through all connections until all
have been visited. The result is sets of maximal self-connected regions.

We now wish to generate the sum of these polygons, to create our new poly-
gon representing a water-channel. For this, we can use our winged edge structure
coupled with our polygon generation approach. Firstly, if we have a set of poly-
gons that are only ever EC, we can find the union by removing all edges that
are incident to two or more polygons and traveling along the remaining edges,
returning a polygon when we reach our start point (if further edges remain,
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these are holes and we simply repeat the process until there remains no unvisited
edges). If we have overlapping polygons, then we can use our polygon generation
approach to create a union by combining the sets of lines that make up our
polygons and generating a new polygon that represents their union. We could
simply use this approach for the union of all polygons, but this is slower than
the union of existing polygons.

So our sum operation combines the previous operations; we find our set of can-
didate polygons, find maximal self-connected sets via our breadth-first search and
then form the union either through union or additional polygon generation. Fur-
ther operations such as spatial difference or intersection could also be developed,
but are beyond the scope of this work. The results of running our water-channel
query are shown in Fig. B where we see stretches have successfully been joined
to form larger regions.

Fig. 8. The results of running the water-channel query. The linear stretches were seg-
mented first, then a query representing interstretch was run. Finally, a water-channel
was defined to be the self-connected sum of these two features, such that we find the set
of polygons that are either linear or an interstretch, then used our traveling algorithm
to find maximal self-connected sets.

7 Future Work

The next key stage of the research is into further logical definitions that can
be used to represent inland water features, and thus construct an ontology that
represents such features. This may require further primitive functions to be im-
plemented in addition to the linearity and closeness tests present in the system.
However, the aim is to keep such primitives to a minimum, as the system is
intended to be as general as possible. Thus new features should be defined in
logical definitions at the ontology level.

The system has been developed in Prolog and at present is designed to use first
order logic based queries. However, a possible extension would be to integrate
more closely with a language such as OWL, which can be inputted into Prolog
[30/37]. By creating the ontology in OWL, we allow interaction with the semantic
web, whilst retaining the segmentation level in Prolog allows us to reason with
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vague features and ground the ontology upon the data effectively. This is also
proposed in [32], where it is shown that OWL cannot effectively handle RCC
without modifying the rules of the language. However, such revisions may remove
other favourable features of OWL, hence a hybrid system is more appropriate.

8 Related Work

The problem of combining qualitative and quantitative data has previously been
discussed in [33]. Here, the combination of different levels of information are
discussed, such that the intention is to bridge the gap between the primitive
level of points, lines and polygons, and the object level describing the spatial
relations and definitions of features.

Like the Allen relation based approach used in this paper, transitivity tables
are formed representing the possible relations between different primitives. Thus,
spatial relations can be calculated by deductive processes as opposed to compu-
tational geometric algorithms (or at least a reduced usage of such algorithms).
In this paper, we have expanded this to show how intersection and point loca-
tions can be determined using similar approaches to reduce the computational
geometry requirements.

As previously mentioned, [I0] discussed a hierachical approach to determining
RCC relations. Moreover, the calculations were converted to boolean terms, such
that the problem becomes one of the closure of half-planes. On the other hand,
in this paper decisions are made based on both the intersection and location of
points with respect to the regions. Thus a richer level of detail is deductible.

Another approach to deducing the spatial relationships is to use constraint
logic programming [34], as discussed particularly in [35]. Such an approach offers
an interesting alternative, but is reliant on the efficiency of the constraint logic
solver used, and as discussed in [35] further work is required to improve such an
approach for effective implementation.

9 Conclusions

In this paper we have demonstrated a method of calculating and using RCC
relations on segmented topographical data, thus allowing integration with an on-
tology grounded upon the data. This improves the handling of vagueness within
geographical features, as we can make decisions on features based upon the con-
text in which they are made, as opposed to using predefined regions.

We have shown that although the calculation of RCC relations is computa-
tionally expensive, we can still implement the relations effectively by using other
knowledge representation approaches such as Allen’s interval algebra. Further,
Allen’s relations were adapted to provide simple but effective methods of calcu-
lating the intersections and locations of points of polygons in relation to each
other, although more efficient algorithms may exist. Further work is therefore
required to determine the efficiency of the approaches discussed here, or whether
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a hybrid approach using deductive methods in conjunction with other compu-
tational geometric algorithms, thus providing the most efficient environment
overall.

We have shown how previous queries used in the system could be written
in first order logic instead of being specified in the code. Although these may
require further clarification, this does highlight the possibility of defining features
in first order logic. We have also shown how maximal self-connected regions
satisfying such queries can be generated. Finally, we have shown where the work
is intended to progress and how this will improve the handling of vagueness
within geographical features.
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Abstract. Many geographic terms, such as “river” and “lake”, are vague, with no
clear boundaries of application. In particular, the spatial extent of such features is
often vaguely carved out of a continuously varying observable domain. We present
a means of defining vague terms using standpoint semantics, a refinement of the
philosophical idea of supervaluation semantics. Such definitions can be grounded
in actual data by geometric analysis and segmentation of the data set. The issues
raised by this process with regard to the nature of boundaries and domains of logi-
cal quantification are discussed. We describe a prototype implementation of a sys-
tem capable of segmenting attributed polygon data into geographically significant
regions and evaluating queries involving vague geographic feature terms.

Keywords. Vagueness, Geographic Entities, Query Answering

1. Introduction

In recent years increasing attention has been paid to the ontology of geographic enti-
ties. A major motivation for this has been the recognition that the implementation of
computational Geographic Information Systems (GIS) which can support functionality
for sophisticated data manipulation, querying and display requires robust and detailed
specification of the semantics of geographic entities and relationships. A second, more
philosophical, motivation for attention to this domain is that it presents a concrete man-
ifestation of many ontological subtleties. For instance issues of individuation, identity
and vagueness arise in abundance, when one tries to give precise specifications of the
meanings implicit in geographic terminology [1,2,3,4].

Our concerns in this paper will relate to both these motivations. On the one hand,
we will examine the particular ontological issues associated with interpretation of vague
geographic feature terms (especially hydrological terms such as ‘lake’ and ‘river) and
will outline how the general semantic framework of standpoint semantics can be applied
to provide a framework within which such vagueness can be represented explicitly. We
shall also see that when deployed in conjunction with a geometry-based theory of feature
segmentation, this semantics gives an account of how vague features are individuated
with respect to the material structure of the world. On the other hand, we shall also be
very much concerned with the implementation of certain GIS functionality for which a
coherent theory of vagueness and its relation to individuation is a necessary pre-requisite.



We look specifically at the problem of interpreting logical queries involving vague
predicates with respect to a geographic dataset. We shall assume that such data takes a
typical form consisting of a set of 2-dimensional polygons, each of which is associated
with one or more labels describing the type of region that the polygon represents. This
is a simplification of geographic data in general, which will often include other types of
information such as point or line entities, altitudes, additional cartographic entities such
as icons or textual strings and meta-annotations relating to the provenance or accuracy
of data items. Moreover, the data will not normally consist simply of a set of entities
but a complex data structure supporting indexing and various kinds of computational
manipulation of data elements. Nevertheless, labelled 2-dimensional polygons form the
core of most real geographic information systems.

The structure of the rest of the paper is as follows. In section 2 we present an
overview of the basic theory of standpoint semantics, which is a refinement of superval-
uation semantics. Section 3 considers the ontological principles that govern the ways in
which one can divide up the geographic realm into distinct regions corresponding to ge-
ographic features. In section 4 we consider the implementation of a geographic query in-
terpretation system and see that severe difficulties arise regarding finding an appropriate
computationally tractable domain of quantification. We shall see that finding a solution
to this problem requires a theory of individuation (such as was developed in section 3).
Section 5 then looks in detail at the implementation of our prototype system, which pro-
vides a limited proof of concept of our theoretical analysis. Finally, concluding remarks
and discussion of future work are given in section 6.

2. Standpoint Semantics

In making an assertion or a coherent series of assertions, one is taking a standpoint re-
garding the applicability of linguistic expressions to describing the world. Such a stand-
point depends partly on one’s beliefs about the world. This epistemic component will not
be considered in the current paper: we shall assume for present purposes that one has
correct knowledge of the world — albeit at a certain level of granularity (which in the
context of geographic information is likely to be rather coarse). The other main ingredi-
ent of a standpoint, which we will be concerned with here, is that it involves a linguistic
judgement about the criteria of applicability of words to a particular situation. This is es-
pecially so when some of the words involved are vague. For instance, one might take the
standpoint that a certain body of water should be described as a ‘lake’, whereas another
smaller water-body should be described as a ‘pond’.

The notion of ‘standpoint’ is central to our analysis of vagueness. Vagueness is
sometimes discussed in terms of different people having conflicting opinions about the
use of a term. This is somewhat misleading since even a person thinking privately may
be aware that an attribution is not clear cut. Hence a person may change their standpoint.
Moreover this is not necessarily because they think they were mistaken. It can just be that
they come to the view that a different standpoint might be more useful for communica-
tion purposes. Different standpoints may be appropriate in different circumstances. The
core of standpoint semantics does not explain why a person may hold a particular stand-
point or the reasons for differences or changes of standpoint, although a more elaborate
theory dealing with these issues could be built upon the basic formalism.



In taking a standpoint, one is making somewhat arbitrary choices relating to the
limits of applicability of natural language terminology. But a key feature of the theory is
that all assertions made in the context of a given standpoint must be mutually consistent
in their use of terminology. Hence, if I take a standpoint in which I consider Tom to be
tall, then if Jim is greater in height than Tom then (under the assumption that height is
the only attribute relevant to tallness) I must also agree with the claim that Jim is tall.

Our standpoint semantics is both a refinement and an extension of the supervalu-
ation theory of vagueness that has received considerable attention in the philosophical
literature (originating with [5]). Supervaluation semantics enables a vague language to
be logically interpreted by a set of possible precise interpretations (precisifications). This
provides a very general framework within which vagueness can be analysed within a for-
mal representation. Here we do not have space to give a full account of supervaluation
semantics. Detailed expositions can be found in the philosophical literature (e.g. [6]).

By itself, supervaluation semantics simply models vagueness in terms of an abstract
set of possible interpretations, but gives no analysis of the particular modes of semantic
variability that occur in the meanings of natural language vocabulary. A key idea of stand-
point semantics is that the range of possible precisifications of a vague language can be
described by a (finite) number of relevant parameters relating to objectively observable
properties; and the limitations on applicability of vocabulary according to a particular
standpoint can be modelled by a set of threshold values, that are assigned to these param-
eters. To take a simple example, if the language contains a predicate Tall (as applicable
to humans), then a relevant observable is ‘height’. And to determine a precisification of
Tall we would have to assign a particular threshold value to a parameter, which could be
called tall_human_min_height.! In general a predicate can be dependent on threshold
valuations of several different parameters (e.g. Lake might depend on both its area and
some parameter constraining its shape.) Thus, rather than trying to identify a single mea-
sure by which the applicability of a predicate may be judged, we allow multiple vague
criteria to be considered independently.

In the current paper (as in several previous papers on this topic [4,8,9]) we shall
assume that standpoints can be given a model theoretic semantics by associating each
standpoint with a threshold valuation. In so far as standpoints may be identified with an
aspect of a cognitive state, this idea is perhaps simplistic. It is implausible that an agent
would ever be committed to any completely precise value for a threshold demarcating
the range of applicability of a vague predicate. Cognitive standpoints are more plausibly
associated with constraints on a range of possible threshold values (e.g. if I call someone
tall then my claim implies an upper bound on what I consider to be a suitable threshold
for tallness — the threshold cannot be higher than the height of that person) rather than
exact valuations of thresholds.” But in the context of cartographic displays, we may
more plausibly propose that any useful depiction of geographic entities corresponding
to geographic terms should be determined by application of precise criteria associated

'Vague adjectives tend to be context sensitive in that an appropriate threshold value depends on the category
of things to which the adjective is applied. This is an important aspect of the semantics of vague terminology
but is a side issue in relation to our main concerns in the current paper. Here we shall assume that vague
properties are applied uniformly over the set of things to which they can be applied. To make this explicit we
could always use separate properties such as Tall-Human and Tall-Giraffe, although we won’t actually need
to do this for present purposes. A formal treatment of category dependent vague adjectives is given in [7].

2This elaboration of the status of standpoints in relation to thresholds is being developed in a separate strand
of research.



with the term, and that such criteria require a definite value to be associated with every
threshold parameter.

A threshold valuation appropriate for specifying a standpoint in relation to the do-
main of hydrographic geography might be represented by:

V = [pond_vs_lake_area_threshold = 200m?2, river_min_linearity_ratio = 3, ...]

Here one parameter determines a cut-off between ponds and lakes in terms of their sur-
face area and another fixes a parameter indicating a linearity’ requirement used to char-
acterise rivers.

3. Geographic Entities and their Boundaries

As noted by Smith and Mark in [3], the geographic domain is distinctive in that typical
geographic objects are attached to the world and are not easily demarcated in the way
that physically detached objects such as organisms and artifacts can be. Thus the indi-
viduation of geographic features is ontologically problematic. Previously, Smith [10,11]
had drawn attention to a distinction between of bona fide and fiat boundaries:

Fiat boundaries are boundaries which owe their existence to acts of human decision
or fiat, to laws or political decrees, or to related human cognitive phenomena. Fiat
boundaries are ontologically dependent upon human fiat. Bona fide boundaries are
all other boundaries. [11]

A paradigm case of a fiat boundary is the border of a country whose location does
not depend on any physical boundary in the world.* In [3] it is argued that, in so far as
they may be said to exist at all, the boundaries of mountains must be fiat because they rely
on human judgement for their demarcation. Whilst we have no objection to this use of
terminology, we believe that there is a significant difference between the national border
and mountain cases. Although any particular demarcation of a border around a mountain
is certainly dependent on human judgement, the range of reasonable boundaries is also
to a large extent determined by the lie of the land.

In order to understand this distinction more clearly, it will be instructive first to
consider another kind of boundary, which we call an implicit geometrical boundary. Such

3Note that we use the term ‘linearity’ to refer to elongation of form rather than straightness. Thus we would
describe a river as linear, even though it may bend and wiggle. A geometric characterisation of linearity of this
form has been presented in previous papers [8].

40f course particular national boundaries may be aligned to physical boundaries such as the banks of rivers
but this is a contingent circumstance.

Figure 1. Implicit geometric boundaries.



a boundary does not lie upon an actual discontinuity in the fabric of the world but follows
a line that is determined by the spatial configuration of other boundaries, which may
be either bona fide or fiat (or a combination of both). Such boundaries are depicted in
Figure 1. On the left we see a region within which there is an implicit boundary between
a rectangular portion and a triangular projection. The middle region involves a ‘neck’
flanked by concavities, and these features also imply certain geometric boundaries.

In the region on the right, implicit boundaries are not so clear cut. In describing
the region one may be inclined to mention two bulbous parts joined by an elongated
section. This suggests the existence of implied boundaries between these three portions.
These are examples of vague boundaries whose course is hinted at, but not completely
determined, by the geometric form of a concrete boundary.

This analysis suggests a four-fold classification of kinds of boundary:

® Bona fide boundaries between matter or terrain types.

e Fiat boundaries imposed on the world by conscious agents

o Implicit Geometrical boundaries determined geometrically in relation to bona fide
and/or fiat boundaries.

e Vague boundaries, which can be made precise in relation to some standpoint taken
on an appropriate precisification of vague properties or relations. The resulting
precise properties/relations will then determine a geometrical boundary (which
will be demarcated in relation to bona fide and/or fiat boundaries).

The latter two types could be regarded as special cases of bona fide or fiat bound-
aries. However, it is not completely clear to which camp they should be assigned.
Whether implicit geometric boundaries are considered bona fide or fiat depends upon
whether one takes a Platonist or constructivist view of the existence of geometrical en-
tities. It may be argued that vague boundaries must involve an element of human judge-
ment and hence must be fiar. However, if one takes a Platonist view of implied geometric
boundaries, then vague boundaries also have a bona fide underpinning.

Meta-terminological confusion notwithstanding, it is clear that many kinds of natu-
ral geographic feature have vague boundaries and that the demarcation of these is deter-
mined by a combination of physical properties of the world and human judgement. We
believe that the way that this occurs can be explained by standpoint semantics.

This is well illustrated by consideration of the division of a water system into lakes
and rivers. As described in [8,9], such a segmentation can be achieved by specifying ge-
ometric predicates that can identify linear/elongated stretches of a water system (as rep-
resented by polygons) and distinguish these from from expansive (lake-like) regions of
the system. Indeed these have been implemented in prototype GIS software (GEOLOG).
A feature of these predicates is that they depend on a small number’ of parameters, for
which specific values must be chosen to obtain a segmentation into lakes and rivers. This
parameterised variability of geometry-based predicates can be directly described within
the framework of standpoint semantics. Each choice of parameters given to the compu-
tational segmentation procedure corresponds to a standpoint taken with respect to the
interpretation of the terms ‘river’ and ‘lake’.

Of course more factors are relevant to the meanings of these natural language terms;
so this shape-based characterisation is only part of a full explanation of the usage of

SIn our simplest implementation there is just one such parameter, but better results have been obtained by
adding a second parameter.



hydrographic terms. For instance, water flow is such an essential part of our concept
of river that it might appear that no satisfactory characterisation of rivers could omit
this aspect. But, GIS and other cartographic data rarely includes flow information (such
information is hard to obtain and to depict); and yet, it seems that humans usually have
little difficulty in identifying rivers represented in a 2-dimensional map display. One
explanation for this is that, although flow is an important criterion in its own right, the
dynamic behaviour of water distributed over an uneven but approximately horizontal
surface is closely correlated (due to physical laws) with the geometry of the projection
of the water system onto the horizontal plane. Thus, given our knowledge of the way the
world works, we can infer a lot about flow just from a 2-dimensional representation of a
water system.

Having said that, we would in future like to incorporate flow into our hydrographic
ontology and believe that can be done within the general framework that we propose.
A simple approach would be to take a field of flow vectors (this would have to be in-
terpolated from some set of data points) and segment the water system according to a
threshold on flow magnitude, so that we would obtain polygons labelled as either flow-
ing or (comparatively) still. We could then define types of hydrographic feature in terms
of a combination of both shape-based and flow-based characteristics. (We could also
investigate correlations between the two types of characteristic.)

In many cases there is ambiguity with regard to which objective properties are rel-
evant to a particular natural language term (e.g. is salinity relevant to lake-hood). Such
controversy may be modelled by allowing standpoints to vary not-only in respect of
threshold parameter values but also in the assignment of definitions to terms. Although
this is clearly an important issue, it will not be considered in the present paper.

3.1. Land Cover Types and their Extensions

As well as by referring to geographic features, the geographic domain is very often de-
scribed in terms of its terrain or land cover. A region may be wooded, ice covered, rocky
etc.. In some cases the boundaries of such regions may be clearly bona fide, whereas
in others, especially where there is a transitional region between terrain types (e.g. jun-
gle < scrub-land < desert), the boundary may be vague. In either case there is cer-
tainly a physical basis to land cover demarcations; and in the case where the boundary is
vague, the range of reasonable demarcations can be modelled within standpoint seman-
tics in terms of thresholds on appropriate parameters relating to properties of the Earth’s
surface.

However, apart from such vagueness, there is another characteristic of land cover
that is potentially problematic for computational manipulation of geographic data. Land
cover types are downward inherited, meaning that, if a region is covered by a given type
of terrain, then all sub-regions are also covered by this terrain type.5>” It is also clear that,
if we have a set of regions all covered by the same terrain type, then the mereological
sum of these regions is also covered by that type. Both these conditions are entailed by

©This kind of inheritance of properties among spatial regions is discussed in detail in [12].

7In fact downward inheritance will not normally apply beyond a certain fineness of granularity, but for
present purposes we shall ignore this complication and assume that we do not have to worry about fine grained
dissections of the world.



the following equivalence, which applies to properties that may be said to be manifest
homogeneously over extended regions of space:®

TT-hom) HasTerrainType(r,t) < Vr'[P(r',r) — HasTerrainType(r’, t)]

With regard to computational manipulation of land cover information this homo-
geneity property has both positive and negative implications. On the negative side it sug-
gests that if a GIS ontology includes land cover terms that can be predicated of arbitrary
regions of geographic space, then the set of regions that can instantiate such predicates,
must include arbitrary sub-regions of its base polygons. For example, if the ontology
includes a predicate Water(r), meaning that r is completely covered with water then
this will be satisfied by arbitrary dissections (and unions) of those data polygons labelled
with the ‘water’ attribute.’

But on the positive side it is clear that one would never want to actually exhibit all
water-covered polygons. Once we give the total extent of a given terrain type we can
simply exhibit this, and the fact that all its sub-regions also have that type is implicit. It
is obvious to a GIS user that an extended region of blue represents water and moreover
that every sub-region of the blue area is also wet. (By contrast it is also obvious that,
where regions corresponding to countries are indicated on a map, their sub-regions are
not themselves countries.) Hence, although a geo-ontology must certainly take account
of the downward inheritance of land cover types, it seems that it should be possible to do
this without requiring an explicit representation of arbitrary subdivisions of the Earth’s
surface.

4. Handling Geographic Data: Queries, Definitions and Domains of Quantification

In order to construct an ontology-based GIS capable of answering queries expressed in
terms of formally defined geographic concepts and evaluated with respect to geographic
data represented by labelled polygons, the following rather challenging problems must
be addressed:

P1) The ontology must define all terms in a way that enables their extensions to be
somehow computable from the spatial properties and attributes of polygon data.

P2) The formalism must enable the characterisation of features with vague bound-
aries.

P3) The implementation must be able to deal with regions with implicit geometrical
boundaries that are determined by but not explicitly present in the base polygons,
without explicitly modelling potentially infinite geometrical dissections of space.

P4) The implementation must be able to take account of the fact that predicates re-
lating to spatially homogeneous properties (such as terrain types) are downwardly
inherited (without explicitly modelling arbitrary dissections of space).

PS) An effective method of ontology-based geographic query evaluation must be
implemented.

8In natural language, such properties are typically associated with mass nouns.

9The situation here can be contrasted with the case of a non-downward-inherited feature type predicate such
as Lake(r). In this case, even if we consider geographic space to include arbitrary polygons, only a finite
number of these could satisfy this predicate. Hence, it is plausible that instances of Lake(r) can be obtained
by some finitary computation over the base water polygons. Indeed, we have implemented such a computation.



4.1. Spatial Regions and Relations

In order to address P1, we need a method of determining the spatial relations that hold
between two regions. We use the Region Connection Calculus (RCC) [13], which allows
us to express topological relations between regions and to use these to define features
involving complex configurations of spatial parts.

However, the standard models of RCC are infinite domains — typically, the sets of
all regular closed (or regular open) subsets of Cartesian space (either two or three dimen-
sional). Relating such models to actual data is problematic, because in a computational
implementation, one can only refer explicitly to a finite set of entities. Real spatial data
usually consists of finite sets of polygons, but the domain of quantification in the stan-
dard RCC would include not only these polygons but also all possible ways of carving
these up into further polygons.

Our approach to solving this problem is to find a way of working with a finite set
of regions, which is adequate to characterise the domain in so far as is relevant to any
given spatial query. As discussed in [14], the full set of regions contains many regions we
are not interested in, such as tiny regions or obscure shapes with convoluted boundaries,
thus we would prefer to work only with the set of regions that we can derive useful or
interesting features from. For example, if we are interested only in inland water features,
we are only interested in segmenting up the inland water regions, and it may be sufficient
to represent the land as a single polygon. We thus choose to restrict our domain of regions
to polygons, as previously proposed in [15,16]. To expand upon this, our domain consists
of polygons which are initially generated from the data, with further polygons derived
from this polygonal information through predicates using standpoints. In [8], we showed
how the calculation of the RCC relations between a set of polygons can be performed
efficiently.

A problem that arises with such an approach is the generation of this domain. Ideally
we would generate all possible polygons to begin with, but this would be too large a set
to work with when answering queries. Instead, we start with an initial set of polygons
designed to represent the basic separation of matter types [17], thus each initial polygon
is filled by some specified matter type. These polygons may be further segmented during
the query interpretation process.

Such further segmentation will normally arise from shape related or metrical predi-
cates being used in a query (or occurring in the definition of a predicate used in a query).
Moreover, since shape and measurement predicates will often be vague, these can cor-
respond to different geometrical conditions, and thus different ways of carving up the
initial polygons, according to the standpoint relative to which the query is evaluated.

4.2. Demarcating Vague Regions

Our approach to demarcating vague regions is of course based upon standpoint seman-
tics. This has been explained above and also in several previous papers [8,9] and some
further details will be given below in describing our prototype implementation. Here we
just give a brief overview. Our procedure first determines a medial axis skeletonisation of
the region occupied by a given land cover type. This is then used to segment the region
into linear and expansive sub-regions based on threshold values of certain parameters
determined by a given standpoint. Vague regions corresponding to different types of ge-



ographic feature can then be specified definitionally, in terms of the distribution of land
cover types over topological configurations of the regions in this segmentation and over
regions derived by further geometrical dissection of these regions.

4.3. Controlled Quantification over Geometrically Derived Regions

We now turn to problem P3. One method of constructing an ontology that is computa-
tionally tractable over a concrete domain, is to constrain quantification in such a way
that all entities (in our case spatial regions) that are relevant to the evaluation of a given
formula are either present in an initial finite set of entities, or are members of further
finite sets that can be effectively computed from the initial entity set. We now sketch a
relatively limited modification of first order logic in which this can be achieved.

Let Base be the finite set of entities (e.g. polygons) present in our data-set. Re-
stricting quantification to range just over entities in Base is clearly tractable, so we can
certainly allow quantification of the form:

QB) (v c Base)[¢(x)]

Many domains have a natural Boolean structure which may be useful for defining
properties and relations. Thus in the spatial domain we are often concerned with sums,
intersections and complements of regions. Let Base™ be the elements of a Boolean Al-
gebra over Base. We may then allow quantification of the form:

QB") (Va € Base™)[¢(x)]

If Base is finite then so is Base™. So quantification can still be evaluated by iterating
over the domain. But unfortunately Base™ will be exponentially larger than Base, so it
would almost certainly be impractical to do this in a real application. However, there is
another way of extending the domain of quantification, which is both more controllable
and more flexible.

Let T'(t1,...,tm; 1,...,Z,) be a relation, such that given any m-tuple of ground
terms (t1,...,tmn), one can effectively compute the set of all n-tuples (x1,...,z,),
such that T'(¢1, ..., tm; 21,. .., %, ) holds. We may call (t1,...,t,) an input tuple and
(x1,...,2,) an output tuple. The condition on I" means that for any given finite set of
input tuples there is a finite set of output tuples such that some pair of input and output
tuples satisfies I'. For example, I" might be a spatial relation BisectNS(r; 1, r2) which
is true when r; and r9 are the two parts of r obtained by splitting it into northern and
southern parts across the mid-line of its extent in the north-south dimension. Another
example is Concavity(r, r’), where given an input polygon r there are a finite number of
polygons 7’ corresponding to concavities of r (i.e. maximal connected regions that are
parts of the convex hull of r but do not overlap r).

We shall call relations of this kind effective generator relations. They are simply
logical representations of a certain kind of algorithm that could be implemented in com-
puter software — and indeed much of the functionality of a GIS depends on algorithms
of this kind. Given an effective generator relation I', we can now define the following
form of controlled quantification:

QEGR) (Vx1,...,xn :T(t1, .. st 21, zn)) [ 0(x1, ..o 20) ]



Here, the variables ¢y, ...,t,, must be already bound to wider scope quantifiers,
which can be either quantifications over Base or over domains specified by other effec-
tive generators. Hence, the range of each variable is restricted either to Base or to a set
of entities that can be computed from Base by applying algorithms corresponding to a
series of effective generator relations.

Semantically, QEGR is interpreted as equivalent to:

o (Vay,...,xn)[T(t1, .oyt @1, ooy 2n) = O(X1, ..., X)) ]
4.4. Spatially Homogeneous Properties and Downward Inheritance

So far we have not implemented any mechanism for handling downward inheritance.
Instead we have circumvented the issue by limiting our predicates to those satisfied either
by maximal components of uniform land cover, or by regions derived from these by
particular geometrical decompositions. For instance, we define ‘linear stretches’ of water
which are geometrically dissected (relative to a given standpoint) from the total region
of water. In the future we would like to handle spatially homogeneous properties by
representing their logical relationship to base polygons.

4.5. Query Evaluation

We express a query by means of the notations ? : ¢ representing a test as to whether
¢ is true in relation to a given data-set and ?(x) : ¢(z), which means: return a list of
all entities e; such that ¢(e;) is true as determined by interpreting the symbols of ¢ in
relation to the data-set. More generally, ?(z1,...,z,) : ¢(z1,...,2,) would return a list
of n-tuples of entities satisfying the given predicate. In our context, the entities returned
will normally be polygons. Query variables cannot occur within any of the quantifiers of
our representation, however they can be identified with values of these variables by the
use of an equality predicate.

Since queries will be interpreted in relation to actual geographic data, it is natural to
use a model-based approach to query evaluation.'® General purpose model building sys-
tems, such as MACE [19], allow consistency checking of arbitrary first order formulae,
by checking all possible assignments to predicates. But in our case we have a single in-
terpretation of basic predicates that can be derived directly from the geographic dataset.
Thus, we can compute sets of all tuples satisfying the predicates that occur in a query
and then evaluate the query formula over this model.

Boolean connectives can be evaluated in an obvious way, but the treatment of quan-
tifiers is somewhat more complex. Since quantification is restricted to range over either
base polygons or derived polygons generated by the QEGR quantifiers, this means that
the domain of regions that must be considered is finite. By examining the structure of
nested QEGR quantifiers occurring in a query, we can determine sequences of spatial
function applications which, when applied to the base polygons, will generate all poly-
gons that are relevant to that query. Once these polygons have been computed, quanti-
fiers can be evaluated over this extended domain. Our current prototype does not explic-
itly include the QEGR quantification syntax, but implements a simplified version of this

10Model-based reasoning has been applied in various areas of Al For instance, a similar approach to ours
has been used in Natural Language Processing [18].



mechanism. It is geared towards evaluating queries containing a limited range of predi-
cates and generates domains of polygons that are sufficient to deal with these. This will
be described in the next section.

5. Implementation within a Prototype GIS

We now give some details of our GIS prototype which we call GEOLOG. The system is
implemented in Prolog and operates on several hydrographic data-sets covering estuarine
river systems in the UK. The system implements geometric shape decomposition algo-
rithms based on a number of parameters. These are linked to an explicit representation
of shape predicates using a first order formalisation in which the parameters attached to
predicates are interpreted according to standpoint semantics. First order queries can be
evaluated and their instantiations depicted on a cartographic display.

5.1. Shaped-Based Properties and Segmentation

Since queries may contain RCC relations describing topological relations between re-
gions, a database of RCC relations over all stored polygons is maintained. This requires
a considerable amount of storage but means that these relations do not have to be re-
computed whenever a new query is executed, which greatly speeds up query answering
times. As described in [20,8] segmentation of regions into linear and expansive parts is
computed using a medial-axis approach which is supported by use of the VRONI soft-
ware package [21]. The idea is to measure width variation along the medial axis. Given
a medial axis point p of region r which is distance d from the edge of r, we compute
the maximum and minimum distances, max, min, to the edge of r of all medial axis
points within distance d of p. The value [=max/min gives a useful measure of the width
variation at p. [ = 1 means the width is constant, and a value of 1.2, for example, means
that there is a 20% width variation in a section of the medial axis centred at p along a
length equal to the width at p. Using this value as a standpoint parameter, the predicate
Stretch(r), corresponding to the vague concept of a ‘linear stretch of water’ is defined.
This is a maximal connected water region all of whose medial axis points have a value
of [ less than a given threshold.

5.2. Query Evaluation

In developing an effective implementaton, we wanted to minimise both the number of
polygons stored in the system and the time required to construct polygons by geometrical
computation. This led us to an approach of ‘just in time’, incremental expansion of the
domain. The basic idea is that that when presented with a query, GEOLOG ensures that
all polygons relevant to its interpretation are generated before evaluating the query as a
whole. But it then stores the generated polygons as they are likely to be required again
for subsequent queries.

The initial dataset consists simply of a partition of the geographic space comprising
polygons labelled with the basic land cover types: land, sea and (fresh) water. Queries
relating to the base polygons themselves can be answered straightforwardly, although
they are of little interest as they do not take any account of the semantics of geographic
features. However, a number of higher level geometric and hydrographic predicates are



also available for use in queries. Each of these predicates is associated with an algo-
rithm for expanding the domain of polygons by geometrical computations, to include
additional polygons corresponding to all their possible instances. When a query contain-
ing one or more of these non-basic predicates is entered, the domain is first expanded
according to the associated algorithms (in general this must be done recursively until a
fixed point is reached), and the newly generated polygons are labelled with appropriate
attributes. Once this procedure has has been carried out, the dataset contains polygons
corresponding to all possible instances of predicates occurring in the query. Quantifiers
can now be evaluated by iterating over polygons in this expanded dataset.

For instance, if one enters a query Stretch(z) GEOLOG would perform a linear-
ity segmentation relative to a given standpoint, so that the required linear and expansive
polygons are generated. We can now answer queries involving reference to stretches or
to any concepts that have been defined in terms of linear and/or expansive polygons. A
user of the system has direct access to the threshold assignment defining the standpoint
and can modify the thresholds. When this is done the system must recompute the seg-
mentation, and this in turn will lead to different polygons being returned from queries
that depend on the segmentation.

5.3. Results of Querying for Stretches and Rivers

Results of executing the query Stretch(z) with different input datasets and linearity pa-
rameter thresholds are shown in Figure 2. The images on the left correspond to a thresh-
old of 1.2, whereas those on the right are for a threshold of 1.4. Thus, the interpretation
on the right takes a more liberal view of what can count as linear than the one on the left.

As is clear from Figure 2, the artificial concept of ‘linear water stretch’ does not
correspond directly to the natural concept of ‘river’. Typically a river will consist of many
such stretches, interspersed with more expansive areas of water, corresponding to bulges
in the watercourse. We experimented with a range of threshold parameters governing
how loosely or strictly the predicate ‘linear’ is interpreted; but found that there is no
threshold that yields a natural interpretation of ‘river’. If we use a loose definition that
allows bulges to be classified as parts of a stretch, we find that very expansive, lake-
like water regions become incorporated into stretches. But if we tighten the linearity
threshold to rule out obvious lakes, then rivers must be consist of fragmented sequences
of stretches.

In order to circumvent this problem, we propose that a river should indeed be mod-
elled as a sequence of stretches interspersed by bulges. To make this precise we have
introduced a further artificial concept of interstretch. This is a water region that is expan-
sive but such that all its parts are ‘close’ to a water stretch, where closeness is defined by
a second threshold applied to a suitable geometric measure. This enables us to incorpo-
rate small bulges into rivers without needing to unduly weaken our general criteria for
identifying linear water features. As described in [8], this has been found to interpret the
concept river in a very plausible way.!!

The introduction of interstretches might at first sight appear to be an ad hoc hack.
However, we believe that a plausible general explanation can be given as to why this
seems to work. In classifying a vague feature, we suggest that one is looking for criteria

! Further complications arise from the branching structure of water systems. These have been only partially
solved and are a topic of ongoing work.



Figure 2. A comparison of marking ‘linear water stretches’ relative to different The top images are of the
Humber Estuary, the middle images are of the Norfolk Broads at Great Yarmouth and Lowestoft. The bottom
images are of the Stour And Orwell Estuary.

that are satisfied globally by a region but is also prepared to allow exceptions in regard
to small parts of the region that deviate from these criteria. For instance, to classify a
surface as approximately planar, one is looking for a global approximation to a plane but
will accept small areas where the surface departs considerably from planarity, which are
regarded as insignificant bumps on the surface. We thus plan to apply a similar approach
to classifying other types of geographic feature.

6. Conclusion

We have described a variety of ontological issues that complicate the issue of defining
and individuating geographic regions and features. From theoretical analysis of the se-
mantics of vagueness and of computational manipulation of geometric decompositions
of polygonal data, a possible architecture for implementing an ontology-based GIS is
taking shape. Our current prototype gives a strong indication that this can lead to a new
kind of GIS in which geographic terminology is grounded upon data via rigorous def-
initions rather than ad hoc segmentations. However, much work remains to be done,
both in terms of specifying a more extensive geographic ontology and also in relation to
developing a more flexible and efficient query answering mechanism.
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